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Preface

The advances in Integrated Circuits brought us advanced electronic systems avail-
able for large groups of people. By putting more and more functionality on an in-
tegrated circuit (IC) these systems could become cheap in mass production. Many

Today, most electronic systems process signals in digital format. This way low-
cost accurate circuits with a very high density can be made. The signals in the

It is beneficial to integrate these A/D and D/A
converters in the same IC as the digital functions for cost and size reasons. Since
the digital ICs are generally implemented in CMOS technology, this requires A/D
and D/A converters in CMOS as well, which poses quite some challenges in the
design since CMOS technology is optimized for digital circuits.

Analog-to-digital converters can roughly be split in two families. The first fam-
ily is the one of the high accuracy and low speed converters, often referred to as
oversampled converters, typically used for audio and low MHz range. In these
converters the speed of the technology is exploited to relax the accuracy demands
of the analog circuits. The second family is the one of the high speed, medium
accuracy converters, also referred to as Nyquist converters. Here oversampling
cannot be used and the accuracy has to come from the analog circuits itself. Ac-
curacy is generally achieved by relying on matching of equally designed on-chip
components, which works better for larger-size components on a chip. However if
large components have to work at high speed, this requires high power dissipation.
So these converters generally have a trade-off in power, speed and accuracy.

This book deals with Nyquist-type converters. The basic idea exploited here is to
use the available digital processing power of the CMOS technology to calibrate
critical analog parts of the A/D converter. This way the analog accuracy demands
of the components can be relaxed and smaller sized-components can be used, res-
ulting in a reduction in power consumption. This book starts with an introduction
in the field, exploring the power, accuracy and speed space. The conclusion is that
two-step converters form a good base for investigating the calibration techniques.

researchers work on the advances in integration of complex systems.

to-analog converters are required.
real world however are all analog, and therefore analog-to-digital and digital-

xvii



Preface

In the remaining chapters several calibration algorithms are described, and several
IC realizations of calibrated two-step converters are presented.

The book was originally the PhD thesis of Hendrik van der Ploeg who wrote it
after 9 years of experience in A/D converter design at Philips Research laborat-
ories. I really enjoyed working with Hendrik to prepare his thesis and now I feel
very happy that it has been published as a book. I believe this book is really worth
reading for a broad group of scientists and engineers.

Bram Nauta,
Professor,
University of Twente,
The Netherlands

Enschede, January 2006
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Chapter 1

Introduction

1.1 A/D conversion systems

In modern systems, most of the signal processing is performed in the digital do-
main. Digital circuits have a lower sensitivity to noise and are less susceptible
to fluctuations in supply and process variations. Unlike with analog circuits, sig-
nal processing in the digital domain offers greater programmability, error correc-
tion and storage possibilities. Since the world around us is analog and humans

They are found in
many systems that require digital signal processing. This book focuses on A/D
converters. A/D converters can be classified into two groups. There are A/D con-
verters with a high accuracy and a low sample rate and A/D converters with a low
accuracy and a high sample rate. This is illustrated in figure 1.1.

The first group includes sigma-delta converters for audio, signal transmission
and instrumentation systems, while the second group includes video, camera and
wide-band signal transmission systems. In order to increase the accuracy or the
speed specifications of the A/D converters in both groups more power is required.
The A/D converters from the second group of converters are dealt with in this
book. They are found in products like television sets, security cameras, medical
imaging devices, instrumentation, etc. The sampling speed required for these ap-
plications is generally in excess of 25 MSample/s and the resolution is 10 bits or
more. A few examples of these applications are shown in figure 1.2.

The position of the A/D converter in such systems is shown in figure 1.3. In this
figure, the signal is conditioned in the analog domain before it is applied to the
A/D converter.

1

to-analog (D/A) converters represent important building blocks.
perceive information in the analog form, analog-to-digital (A/D) and digital-
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sample rate 
[MSps]

resolution 
[bits]

more
power

less
power

this work

high resolution,
low frequency

low resolution,
high frequency

Figure 1.1: High accuracy, low speed A/D converters and low accuracy,
high speed A/D converters and the position of this work

Figure 1.2: Systems with A/D converters with sampling speeds in excess
of 25 MSample/s and a resolution of 10 bits or more

log world and the digital signal processing and digital memory. For example, the
A/D converter converts the down-converted radio frequency (RF) antenna signal
to the digital domain. In the case of figure 1.3, the filtering and channel selection
is performed in the analog domain. Another example is an analog video signal
with an aspect ratio of 4:3, which is converted to the digital domain. In the di-
gital domain a field memory and additional processing is used to resize the video
signal to an aspect ratio of 16:9. A D/A converter converts this signal back to the
analog domain to be applied to a display [1]. Similar signal processing is required

As shown in figure 1.3, the A/D converters form the connection between the ana-

   Introduction



3

Mobile
Cable

ATV/DTV

Communication
pipe

A
D

C
/D

A
C

Sensor
pipe

A
D

C Storage
pipe

A
D

C
/D

A
C

Output
processing

D
A

C

Digital
Processing
(hardware/
software)

Power
management

Image
Ultrasound

X-ray

Optical
Harddrive

Display
Sound

communication

Power

Figure 1.3: The position of the A/D converter in the system, with signal
conditioning in the analog domain

to convert a video signal with a 50 Hz frame rate to a video signal with a 100 Hz
frame rate.

The performance level should be such that the system is not affected by the imper-
fections of the data converter. Its design is therefore extremely important. Because
of the trend towards decreasing feature sizes on silicon, it is becoming cheaper to
shift analog functions, such as amplifying, filtering and mixing, into the digital
domain. This involves shifting the A/D converter towards the input of the system;
an extreme example of this is shown in figure 1.4.
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Figure 1.4: The A/D converter shifted towards the input of the system

In order to shift the A/D converter towards the input of such systems, A/D convert-
ers are required with a greater dynamic range and higher sampling speeds because
there is less analog signal conditioning. This makes even higher demands on the
A/D converter and potentially increases the power consumption. The calibration
techniques investigated in this book enables to increase the accuracy without in-
creasing the power consumption of the A/D converter.

1.1 A/D conversion systems
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If the specifications are known from the application, the challenges in the design of
A/D converters arise from the technology used. The application generally determ-
ines the integrated circuit (IC) technology, which is mainly a cost-driven choice.
Due to the high level of integration of systems on a chip, the digital functional-
ity and therefore the area occupied by digital circuitry becomes dominant. This
means a technology has to be chosen that is optimized for digital circuitry. In this
case the technology is optimized for high-density digital circuits, which allows the
use of small feature sizes that achieve a high packing density. The parameters of
this technology are typically optimized for the digital circuitry and are therefore
less suitable for high-performance analog circuits. On the other hand, there are
technologies that are better suited for the design of dedicated high-performance
analog circuits. Although the stand-alone analog circuits can achieve a high per-
formance, these components have to be integrated into the overall system at a
higher, system-in- package (SiP) level. This is in contradiction with the increas-
ingly higher level of integration of systems-on-a-chip (SoC). However, the use
of multi-die packages as shown in figure 1.5 also offers advantages because the
digital circuitry can be designed on a digital chip, in a dedicated digital comple-
mentary metal oxide semiconductor (CMOS) technology, whilst the analog cir-
cuits are designed in a dedicated analog technology. This allows fast scaling of
the digital part whilst the analog performance with the analog chip is maintained
and digital cross-talk is prevented.

Figure 1.5: System-in-package (from [2]) with analog TV processor and
a digital signal processor

Introduction
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A/D converter calibration techniques are applicable for any technology, however
this book focuses on the design of A/D converters for highly integrated systems.
The focus is, therefore, on designing A/D converters in CMOS.

1.2 Motivation and objectives

The main focus of this book is on improving the supply power efficiency of A/D
converters capable of handling input signal frequencies up to the Nyquist fre-
quency by using calibration. The boundary condition is to use standard CMOS
technology without additional options. This allows us to use the A/D converter
in a system-on-a-chip with a high level of integration. This book is split up into
three main subjects:

• General analysis of the relation between the specified accuracy and speed
and the resulting power for A/D converters.

•
able power efficiency.

• Investigation of enhancement techniques instrumental in increasing the level
of accuracy whilst maintaining the power consumption of A/D converters.

The results from these investigations are used in the circuit design and realization
of three A/D converters.

1.3 Layout of the book

In chapter 2 the relation between the required accuracy and speed and the power
consumption in the design of A/D converters is explained.

be derived. The

For a given accuracy, the total minimum required capacitance of an A/D converter
is a strong function of the architecture used. Chapter 3 describes the A/D con-
verter architectures which are applicable for the scope of this book. The total
minimum required capacitance is derived for each architecture and this result is
used to compare the power consumption of these architectures. A benchmark has
been carried out on recently published A/D converters and this is compared to the

Comparison of the various A/D converter architectures with respect to achiev-

generations.
consumption. This relation is also investigated over different CMOS technology
calculated capacitance combined with the speed is a measure of the power

The minimum re-
quired capacitance, whether determined by matching or noise requirements, will

This capacitance is charged and discharged at a certain speed.

Motivation    and  objectives1.2
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theoretical derivation. It is on the basis of this comparison that the two-step A/D
converter architecture has been selected for further investigation.

In subranging A/D converters, matching of the ranges of the different quantization
stages is very important. Chapter 4 presents dual-residue signal processing [3] in
order to relax this requirement. The next part of chapter 4 deals with calibration
techniques for reducing the matching requirements and the resulting minimum
required capacitances. Different calibration techniques are discussed and the the-
ory of a developed mixed-signal chopping and calibration (MSCC) algorithm is
presented.

The design and the measurement results of a 10-bit two-step A/D converter are
presented in chapter 5. In this design the dual-residue signal processing together
with an analog offset compensation technique is demonstrated. The mixed-signal
chopping and calibration algorithm is demonstrated in chapter 7 by means of a
12-bit two-step A/D converter. Chapter 7 shows the extension of the two-step
to a 16-bit three-step converter in order to reduce the power consumption of the
quantization stages. This design uses two independent mixed-signal chopping and
calibration blocks.

In chapter 8 the main conclusions are summarized and recommendations for fur-
ther research are presented.

Introduction



Chapter 2

2.1 Introduction

An A/D converter consists of several building blocks. Each of these building
blocks has accuracy and speed requirements which are A/D converter architecture
dependent. This chapter derives the relation between the accuracy, the speed and
the resulting power consumption. This makes it possible to make a comparison
between various A/D converter architectures based on the required accuracy and
speed of the different building blocks.

The static (DC) accuracy of such building blocks is determined by the matching of
components, which is technology dependent. The noise generated in a circuit sets
a limit on the achievable

’

dynamic’ accuracy. In analog circuit design there are
two main sources of noise: noise that arises as a result of a non-ideal environment
(such as supply or ground noise) and noise from passive and active electronic
devices. These sources of noise reduce the quality of the analog output signal of
the circuit. Here only the electronic device noise is considered. In general, both
mismatch and noise determine the quality of the conversion of a signal from the
analog domain to the digital domain, assuming accurate timing. Section 2.2 shows
that in order to guarantee a certain degree of accuracy in a given technology, the re-
quired conversion quality results in minimum device sizes and therefore minimum
required capacitances. This minimum required capacitance together with the con-
version speed is a measure for the minimum required power consumption, which
is described in section 2.3. The minimum required capacitance is connected to a
buffer which has its own parasitic capacitance. When this parasitic capacitance is
larger than the load capacitance, the speed is limited by this parasitic capacitance.

power                relation

7

Accuracy, speed and
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The maximum achievable speed is discussed in section 2.4. Since the parameters
that determine the accuracy and the speed are technology dependent, some trends
in CMOS technologies are discussed in section 2.5.

2.2 IC-technology accuracy limitations

An A/D converter consists of non-ideal components. The specifications of the
A/D converter can be translated into the accuracy demands of the respective com-
ponents. The non-idealities are caused by both component spread determined by
IC-processing and physical limits. In section 2.2.1 the effect of the IC-processing
on component spread is described. Noise sets the limit for the smallest signal
that can be processed with a specified quality. The effect of device noise on A/D
parameters is discussed in section 2.2.2. Matching and noise demands result in
a minimum required capacitance, which sets the minimum required power. This
result is used in the next chapter to compare different A/D converter architectures.

2.2.1 Process mismatch

Due to spread in the IC-processing, nominally identical devices have limited
matching. This mismatch is caused by differences in doping concentration and
lithographic deviations on an atomic scale between two devices with identical
layout. The effect of mismatch on the drain current in two identical devices can
be calculated by using the expression that approximates the drain current of a
CMOS transistor in saturation:

Ids = β

2

W

L

(
Vgs − VT

)2
, (2.1)

with β = µn,pCox . Many spread mechanisms in the manufacture of transistors
(such as: distribution of implants, local mobility fluctuations, oxide granularity,
oxide charges, etc.) cause spread of transistor parameters. On a small area these
processes have approximately a normal distribution. If a transistor consists of a
large number of such - uncorrelated - small areas, the variation caused by these
processes is a normal distribution with a spread which is proportional to 1√

WL
.

These variations cause the current factor β and the threshold voltage VT of two
identical transistors to differ from each other [4, 5]:

σ (�β )

β
= Aβ√

WL
(2.2)

σ (�VT ) = AVT√
WL

(2.3)

Accuracy,                      speed and  powe r relation
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AVT
is technology dependent and is proportional to the (effective) gate oxide

thickness (tox) [5]. Aβ is supposed to be determined by local mobility variations.
These have a low dependence on processing and are therefore almost constant for
different technologies [4].

Using equations 2.2 and 2.3 the VT mismatch (σ
(
Voffset

)
) in two identical devices

with the same operation conditions can be calculated:

σ
(
Voffset

) =
√

(σ (�VT ))2 +
(

Vgs − VT

2
· σ (�β )

β

)2

(2.4)

For values for Vgt = Vgs−VT , which are generally used below 200 mV to 300 mV,
the VT mismatch is dominant over the β mismatch [4]. This reduces equation 2.4
to:

σ
(
Voffset

) = AVT√
WL

(2.5)

To show the effect of mismatch between two transistors on the accuracy of an
A/D converter, the input differential pair of, for example, a comparator or pre-
amplifier (figure 2.1) is considered. The offset of this input pair can be calculated
using equation 2.5.

in+ in

vdd

vss

Voffset

out+
out

Cgs Cgs

Figure 2.1: Simple differential input pair with mismatch

The differential input capacitance is mainly determined by the series connection
of two gate source capacitors Cgs that equals Cgs

2 . The required matching is a
function of the area of the transistors used. Since the differential input capacitance
also depends on this area it is derived that the input capacitance of a differential
pair is dependent on the required matching:

Cmatching = Cgs

2

(
AVT

σ
(
Voffset

)
)2

(2.6)

–

–

IC-technology                                           accuracy limitations2.2
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□
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For a transistor in saturation the capacitance per unit area is approximated by
Cgs = 2

3Cox . The gate-drain capacitance is excluded for simplicity. This means
that when the required matching of an input pair of a comparator is increased,
the input capacitance increases by the square of this increase in accuracy. Equa-
tion 2.6 enables the calculation of the minimum intrinsic capacitance for a given
accuracy requirement of Voffset.

2.2.2

The random motion of electrons in a conductor causes a noise voltage across the
conductor. This voltage is proportional to the absolute temperature. The generated
squared voltage of a resistor with resistance R has a spectral density of:

Sv2(f ) = 4kT R, f ≥ 0, (2.7)

where k = 1.38 × 10−23 J/K is the Boltzmann constant. The spectral density in
equation 2.7 gives the squared noise voltage per Hz. The noise power density is
flat for the whole frequency spectrum, but because each conductor is connected
to some kind of capacitance (for example a parasitic capacitance or the hold ca-
pacitor of a sample-and-hold circuit) the bandwidth of the noise is limited to the
RC time constant of the resulting circuit. The total integrated noise power at the
output of an RC circuit is:

Pnoise,tot = kT

C
, (2.8)

which is independent of the resistance R. If the resistor in equation 2.8 is re-
placed by a MOS transistor connected as a common drain configuration, the total
integrated noise power becomes:

Pnoise,tot,MOS = γ
kT

C
(2.9)

The factor γ equals 2
3 for a long channel (> 2µm) device in saturation and has a

value between one and two for short channel devices [6] in saturation.

If the conductor is not a single component as in equation 2.8 and equation 2.9, but
a circuit consisting of more elements (for example a unity gain buffer), the total
integrated output noise power becomes:

Pnoise,tot,circuit = NEF
kT

C
, (2.10)

when γ is set at one. The factor NEF represents the noise excess factor [7]. This
is the ratio between the noise of the respective circuit and a single transistor. The

Thermal noise

Accuracy,                      speed and  powe r relation
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NEF is determined by the actual circuit implementation. Equation 2.10 can be
rewritten as an rms value of the noise voltage:

Vnoise,rms =
√

NEF
kT

C
(2.11)

When the input signal is supposed to be a sine wave with an rms value of
Vsignal,rms = Vpp

2
√

2
and the required signal-to-noise ratio (SNR) is known from

the A/D converter specification, the absolute minimum required capacitance to
achieve this can be calculated:

Cnoise = 8 · NEF · 10
SNR[dB]

10 kT

V 2
pp

(2.12)

Equation 2.12 shows that when the required accuracy increases by a factor of 2,
which means the required SNR is increased by 6 dB, the required capacitance
increases by a factor of 4.

2.2.3 Matching versus noise requirements

For a given circuit the component sizes are determined by the matching demands
and the noise demands and the minimum required capacitances can be calculated.
When the capacitance due to matching requirements is dominant, no additional ca-
pacitor is required to fulfil the total integrated noise requirement. However, when
matching is not critical, which is the case in a track-and-hold amplifier (THA), for
example, the minimum required capacitance Cminimum is determined primarily by
the noise requirements:

Cminimum = MAX
(
Cmatching, Cnoise

)
(2.13)

This minimum required capacitor Cminimum can be used to calculate the required
power. This is discussed in the next section.

2.3 Speed and power

For an A/D converter to operate with sufficient accuracy, the error made dur-
ing quantization needs to be sufficiently small. For a Nyquist A/D converter the
implemented number of bits determines the quantization error. To limit further
degradation of the input signal, the errors added due to implementation, like mis-
match errors, noise and settling errors, need to be sufficiently small. The effects of
mismatch errors and noise are dependent on the actual A/D converter implement-
ation and are discussed in chapter 3. Another important source of errors is settling

Speed and Power2.3
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(or dynamic) errors. The bandwidth or speed of the analog circuitry is generally
dependent on accuracy and power. This section determines the relation between
these parameters. First of all, sampled signals are considered. Then it is shown
that if the analog signal does not exceed the Nyquist frequency, the sampled and
non-sampled signals will have a similar speed, power and accuracy relation.

The conceptual circuit is shown in figure 2.2. This can, for example, be a unity
gain buffer with input transconductance gm. The settling errors are made when the
load capacitor in figure 2.2 is not charged completely by the active circuit. This
load capacitor can be determined by matching or noise requirements.

in out

CLOAD

active
circuit

Figure 2.2: An active circuit with an input transconductance gm driving
CLOAD

The circuit from figure 2.2 has to respond to a full range step signal with sufficient
accuracy. The allowed settling error is determined by the A/D converter architec-
ture, as will be discussed in chapter 3. The settling error is generally composed
of a linear settling part and a slewing part. Only linear settling is considered here.
However, the errors due to insufficient linear settling do not distort the signal but
cause an attenuation of the signal (which is unwanted for some architectures). For
a certain maximum available settling time ts , which is a function of the sample
rate of the A/D converter, a load capacitor CLOAD and a maximum allowed settling
error ε, the required transconductance gm of the circuit in figure 2.2 is calculated
by:

gm = −CLOAD ln(ε)

ts
(2.14)

The required power of the active circuit in figure 2.2 is proportional to the transcon-
ductance gm of equation 2.14:

P = K · gm = K · −CLOAD ln(ε)

ts
, (2.15)

where K is determined by the actual circuit implementation and the technology. In
equation 2.15, CLOAD and ε are both dependent on the required accuracy, which is
dependant on the A/D architecture. If these are increased, therefore, the power is
increased by the same amount to maintain an equal settling time ts . In this case the

Accuracy,                      speed and  powe r relation
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operating point condition of the active circuit in figure 2.2 remains constant and
only the currents and widths of the transistors are scaled. The power is inversely
proportional to the settling time ts . However, when the parasitic capacitance of
the active circuit becomes approximately CLOAD, this dependency is no longer
inversely proportional. This is discussed in the next section.

When the signal applied to the load capacitor is not sampled, as is the case in the
input stage of a THA, for example, the circuit from figure 2.2 has to provide suffi-
cient analog bandwidth. Suppose the available settling time ts from equation 2.14
is equal to the sample period 1

fs
of a certain A/D converter. Then f−3dB can be

written, using equation 2.14, as:

f−3dB = gm

2πCLOAD
= − ln(ε)

2πts
= − ln(ε)

π

fs

2
, (2.16)

From equation 2.16 it can be concluded that for ε < 0.04 (this equals a accuracy
of N < 4 bit), the analog bandwidth (f−3dB) is larger than the Nyquist frequency
(fs

2 ), when the settling time of the respective circuit equals 1
fs

. For the sake of sim-
plicity, in the comparison of the different A/D converter architectures in the next
chapter the circuits working with the analog sampled and non-sampled signals are
treated similarly.

The next chapter derives the total intrinsic capacitive load depending on the A/D
converter architecture and the accuracy. To be able to make a comparison of
the architectures described, it is assumed that the content of the active circuit in
figure 2.2 and the technology are the same for all architectures, which means K in
equation 2.15 is constant. This allows comparison of the minimum power required
by the different architectures.

2.4 Maximum speed

The power needed to drive the capacitive load of the circuit from figure 2.2 is
linearly dependent on the load when the parasitic capacitance of this circuit is
negligible with respect to the load capacitance. In general this is the case if the
required time constant τ is large. This is explained in the following equation:

τ = CLOAD + Cp

gm

, (2.17)

with Cp as the parasitic capacitance. When the time constant τ is large, Cp is neg-
ligible with respect to CLOAD and equation 2.17 can be rewritten to equation 2.14.
However, when a smaller time constant is required, the gm of the circuit needs
to be increased. This is done by increasing the currents and the widths W of the

Maximum speed2.4
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transistors equally. For example, two equal circuits can virtually be put in parallel
to achieve half the settling time while maintaining the same operating condition.
This is shown in figure 2.3.

in out

CLOAD

active
circuit

active
circuit

in out

active
circuit

CLOAD

CP

CP

CP

Figure 2.3: Halving the time constant by doubling the circuit

When two equal circuits are put in parallel, not only does the drive capability
double, but the parasitic capacitance of the circuit doubles as well, as shown in
figure 2.3. To reduce the time constant further, more circuits can be put in parallel.
The buffer shown in figure 2.4 gives an example of this.

in out

CLOAD

mult·Cp,1

mult·W1/L mult·W1/L

mult·IS,1/2

mult·IS,1

M0 M1

J0

J1

Figure 2.4: Unit buffer to drive a CLOAD with parasitic capacitance Cp

The parasitic capacitance Cp models the junction capacitances of both M1 and the
current source J1. Suppose the buffer drives a certain load capacitance CLOAD and
the time constant is equal to τunit . When the time constant needs to be decreased,
the number of parallel buffers is increased by a factor mult . Figure 2.5 shows a
simulation result of the time constant relative to τunit as a function of the number
of parallel buffers mult .

If the parasitic capacitance is negligible with respect to the load capacitance (in
this example at mult = 1), the time constant decreases linearly with the num-
ber of parallel circuits. For a larger number of parallel circuits (in this example
beyond mult = 10), the parasitic capacitance is no longer negligible and the im-
provement in time constant is not linear. The minimum time constant is reached

Accuracy,                      speed and  powe r relation
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1 10 100 1000 10000 100000

τunit(mult) [s]

mult

τmin

Figure 2.5: Simulation of the relative time constant as a function of the
number of parallel buffers

when the parasitic capacitance is dominant over the load capacitor (see also equa-
tion 2.17). This means that no speed improvement is achieved when the power
of the circuit is increased, since gm and Cp increase equally. In general, this
means that for a power-efficient implementation the parasitic capacitance should
be smaller than the applied load capacitance, otherwise more than half of the out-
put power of the circuit is consumed to drive its own parasitic capacitance. The
minimum time constant τmin which can be reached is independent of the applied
load capacitance CLOAD and is determined by the ratio of gm and Cp of the actual
circuit implementation.

2.5

Important parameters which determine the matching and the allowed signal swing
are technology dependent. The required load as derived earlier in this chapter is
therefore determined very much by the technology used. The parameters which
determine the required power and the minimum achievable settling time, such as
the current factor β , minimum gate length L and parasitic capacitances are also
dependent on the technology.

Minimum power scaling

The oxide breakdown voltage and therefore the oxide material and thickness de-
termines the permitted supply voltage and achievable signal swing. In this sec-
tion the scaling factor for the (effective) oxide thickness (tox) and minimum gate
length is assumed to be s. As a starting point, for a certain realization of a circuit
in the 0.18 µm CMOS technology, s is set to one. s is smaller than one for more

CMOS technology trends

CMOS technology trends
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advanced technologies. With the use of equations 2.6 and 2.11, equations 2.18
and 2.19 derive the relative dependence of the minimum required capacitance
for a matching and a noise-limited design as a function of s. It is assumed that
AVT

[5], Cox and Vrms [8] are scaling with s and that NEF remains constant for
different technologies.

Cmatching = Cox

3

(
AVT

σ (Voffset)

)2

∝ 1

s
(2.18)

Cnoise = NEF kT

V 2
noise,rms

∝ 1

s2
(2.19)

Figure 2.6 shows the theoretical relative dependance of the minimum required
capacitance for different technologies.
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Figure 2.6: The relative capacitance dependence on the scaling factor s

The curve of Cmatching left side (for small s) is dashed, since it is dependent
on technology parameters, which might not have the dependency on technology,
as described above, for future technologies. As can be seen in figure 2.6, for
matching- and noise-limited designs the capacitance increases with 1

s
and 1

s2 re-
spectively. To calculate the resulting power, it is assumed that the bandwidth (or
the required settling time) remains constant, that Vgt scales linearly with Vdd , and
that gm

Ids
is inversely proportional to Vgt (for the chosen operation point where Vgt

is between 100 mV and 300 mV [8]):

P = Vdd · Ids

Ids∝Vgt · gm

gm∝Cx∝ Vdd · Cx

}
Vdd∝s⇒ Px ∝ Cx · s2 (2.20)

In equation 2.20 Cx is Cmatching for a matching-limited design and Cnoise for a
noise-limited design. Figure 2.7 shows the resulting relative power dependence
for a matching- and a noise-limited design as a function of the scaling factor s.

Accuracy,                      speed and  powe r relation
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Figure 2.7: The relative power dependence on the scaling factor s for
constant bandwidth

Vgt cannot be scaled down infinitely with s. For small Vgt (near sub-threshold),
gm

Ids
is not inverse proportional to Vgt , but gm

Ids
becomes inversely proportional to√

Vgt [8]. In this case equation 2.20 changes into:

Ids ∝ √
Vgt · gm ∝ √

Vdd · Cx ⇒ Px ∝ Cx · s
3
2 (2.21)

Due to the non-linear relation between gm

Ids
and 1

Vgt
for small Vgt the power becomes

approximately inversely proportional to the square root of s for a noise-limited
design, while it is proportional to the square root of s for a matching-limited
design. This is indicated in figure 2.7 with the dotted lines. This means that for
low accuracy, high-speed A/D converters it is advantageous to move into a more
advanced technology, while a high-accuracy A/D converter, which is generally
noise limited, is more power efficient in an older technology (if the A/D converter
architecture is kept constant).

An interesting situation occurs for advanced technologies (s < 1 in figure 2.7)
when the supply voltage is kept constant and critical transistors are implemented
in the most advanced, thin oxide transistors. The voltages on and between all
transistor terminals then have to be sufficiently small. The non-critical transistors
are implemented in thick-oxide technology. The critical transistors determine the
gm. In this case, the noise capacitance shown in figure 2.6 does not change as
a function of s, while the matching dependent capacitance is proportional to s,
since the input signal amplitude can be maintained. Because Vdd and therefore Vgt

do not scale, the power for a noise-limited design will remain constant, but more
importantly, the power for a matching-limited design will remain proportional to
s. This, however, is not a standard design technique.

CMOS technology trends2.5
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Maximum speed scaling

The parasitic capacitance determines the maximum achievable speed. Generally,
the major contribution of the parasitic capacitance (Cp in figure 2.3) at the output
of a circuit comes from the drain junction capacitor. This drain junction capa-
citance is relatively constant per unit width over several CMOS technologies [9].
However, due to scaling with s, the minimum L scales with s, β scales with 1

s

and Vgt is scaled with s. Scaling of the quadratic equation for the drain current
results in:

Ids = β

2
· W

L
· V 2

gt ∝ 1

s
· W

s
s2 ∝ W ∝ Cp (2.22)

It shows that Ids is proportional to the parasitic capacitance, regardless of the
scaling factor s. Using the relation between gm

Ids
and Vgt , the effect of scaling on

the minimum time constant τmin can be derived:

1

τmin

∝ gm

Cp

∝ gm

Ids

∝ 1

Vgt

∝ 1

s
(2.23)

In equation 2.23 it is shown that the minimum time constant scales with s. This
means that when using a more advanced technology, the maximum achievable
speed is increased. In equation 2.23 it is assumed that Vgt is between 100 mV
and 300 mV [8]. For smaller Vgt ,

gm

Ids
is inversely proportional to

√
Vgt . The

relation between τmin and s then becomes less than linear and the improvement in
maximum speed when the design is transferred to a more advanced technology is
less than for designs with Vgt < 100 mV.

If the most advanced transistors are used while the supply voltage is kept constant,
Vgt can also be kept constant. This results in τmin ∝ 1

s2 .

2.6 Conclusions

The minimum required capacitances in an A/D converter are determined by the
noise or the matching requirements. The minimum required capacitance from
both the noise and the matching requirements are quadratically dependent on the
required accuracy, while the total capacitance is determined by the maximum of
the capacitance from the noise or matching requirement. This maximum capacit-
ance needs to be charged with the respective signal with sufficient accuracy within
a certain time period, which is a measure for the power consumption. The total
required capacitance, the accuracy and the speed are A/D converter architecture

Accuracy,                      speed and  powe r relation
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dependent. This makes it possible to compare the power consumption of different
A/D converter architectures, as discussed in chapter 3.

This comparison can be made because the power consumption is proportional to
the load capacitance and inversely proportional to the available settling time, if
the parasitic capacitor is smaller than the load capacitance. If the available set-
tling time approaches its lower limit, which means that the parasitic capacitance
reaches the load capacitance, the power consumption is no longer inversely pro-
portional to the time constant, but increases dramatically.

In this chapter it is shown that in matching-limited designs it is beneficial to use
the most advanced technology. The decreasing power supply reduces the allowed
signal swing, however the matching parameter AVT

also decreases. For noise-
limited designs, the input signal amplitude should be as large as possible, which
calls for older technologies with larger supply voltages. The maximum speed is
achieved in the most advanced technologies where the ratio between gm and the
parasitic capacitance Cp generally increases.

The errors caused by matching errors can be reduced by using calibration tech-
niques, which will be discussed in chapter 4. The capacitance resulting from
matching requirements can therefore be decreased. However since noise is a ran-
dom process, it can not be calibrated and the capacitance determined by noise
requirements is the lower limit and can not be reduced by calibration.

2.6 Conclusions



Chapter 3

A/D converter architecture
comparison

3.1 Introduction

A number of different A/D architectures exist for a given set of specifications.
This chapter describes the main known architectures and their limitations in terms
of minimum required capacitance, power and speed. The architectures can be
broadly classified into parallel and serial structures. The former include flash,

signal is made by a number of parallel devices (i.e. comparators). The second
category includes pipe-line and successive approximation, where in general only

Sigma Delta, counting and (dual)
slope A/D converters are not taken into account in this comparison, since only
wide-band or Nyquist converters are considered in this book.

The choice of technology is determined primarily by the application. There are
two main possibilities in this respect. First is the class of stand-alone A/D convert-
ers. For this class, the specifications to be achieved by the A/D converter determ-
ine the technology. In this book the focus is on the second class, the embedded
applications, where the analog part, which contains the A/D converter, needs to
be integrated with the digital circuits on a single chip. For systems with large di-
gital processing this means that the A/D converter has to be designed in a CMOS
technology optimized for digital circuits. For example, the supply voltage in this
case is reduced with newer technologies. A/D converters designed in CMOS tech-
nologies optimized for digital circuits have an additional requirement. They need
to be robust with respect to scaling. Newer digital CMOS technologies allow re-
duction of the area of the digital circuitry, which is cost efficient. However, the

folding and two (or multi) step converter, where the decision about an input
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analog circuits, like A/D converters, also have to operate in this newer technology
(with reduced supply voltage). The matching parameters for transistors, resistors
and capacitors that are determined by the technology are also very important in
the design of A/D converters. The basic A/D converter architectures are described
in this chapter, however publications about these architectures deal with more
specific solutions to ensure the greatest possible independence from the limiting
processing parameters.

The different A/D converter architectures can be compared with each other with
respect to power efficiency because, together with the achieved accuracy and
sampling speed, the efficiency of the architecture can be derived. In chapter 2 it
is derived that the power is proportional to the capacitance that has to be charged.
This capacitance is a function of the architecture. In the next sections the min-
imum capacitance required to perform a proper conversion is derived from the
architecture. This is called the intrinsiccapacitance Cintr . This capacitance can be
determined by noise or matching requirements. Together with the speed required
to charge this capacitance, the figure-of-merit of the architectures is derived, en-
abling a proper comparison of the power efficiency for each architecture. This is
done in section 3.7. In the comparison the power required in the digital part of the
respective A/D converter is ignored for the sake of simplicity.

The architectures that are compared in this chapter are integrated circuit, Nyquist
converters. These are:

• Flash

• Folding

• Two-Step / Subranging

• Pipe-line

• Successive approximation

Each section first describes the architecture and its accuracy-limiting components
and from this the total intrinsic capacitance is calculated.

3.2 Flash

The most commonly known architecture is the flash A/D converter [10, 11, 12, 13,
14]. This architecture has several implementation possibilities. First the full-flash
architecture is considered, and then two enhancement techniques are described:
interpolation and averaging.

A/D Converter architecture comparison
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3.2.1 Full flash

Architecture

The most straightforward implementation of the flash A/D converter is the full-
flash architecture (figure 3.1). This converter contains a comparator for each de-
cision level. It is often used for very high-speed and low-accuracy applications
[13, 14].
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Figure 3.1: A differential flash A/D converter

In order to generate the zero-crossings of the A/D converter, the differential input
signal is applied to the tops of two floating resistor ladders via two buffers. The
voltages on the resistor taps on the ladders are the input voltage shifted with a
certain reference (Vshift,n = nR ·I ). Since each decision level of the A/D converter
requires a comparator, 2N − 1 comparators are connected to the ladders to detect
the zero-crossings. The output of the comparators is a thermometer code, the
output is zero for all the comparators with an input signal smaller than zero, while
the output is one for all the comparators with an input signal larger than zero.
This thermometer code is decoded into a binary code by means of digital logic.
Since the quantization is carried out at one point in time, the latency of such
a converter is small - generally one to two clock cycles, which are necessary for
comparison and decoding (not shown in figure 3.1). This makes the flash converter

Flash

very suitable for high-speed feedback systems.

3.2
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Accuracy

Since each level of the flash A/D converter has to be detected with the accuracy of
the overall converter accuracy, each comparator making this decision should have
this accuracy. The offset of the input stage of each comparator must therefore be
sufficiently low (section 2.2.1). The number of bits N which have to be resolved
by the A/D converter determines the accuracy of a decision level. In general,
the accuracy of a decision level has to be within 1

4 of a least-significant bit (LSB)
(appendix A) for a degradation of less than 2.4 dB in signal-to-noise and distortion
(SINAD).

Intrinsic capacitance

The intrinsic capacitance, which consists of the capacitive load of the comparat-
ors, is determined by two factors. The number of bits (N) of the A/D converter
determines the number of comparators and the required comparator accuracy. The
number of comparators is 2N − 1. Since the offset voltage of the comparators is
assumed to be a Gaussian distribution with zero mean and a standard deviation
σ , the probability that all comparators of the flash converter are within a certain
limit can be calculated [1]. This probability corresponds to the yield of the A/D
converter. The required σVoffset of a single comparator is a function of this required
yield. The condition that all the comparators must have an offset smaller than 1

4 of
an LSB results in the following equation for the yield of an N-bit flash converter:

Yield =
(

1 − P

(
Voffset

σ
>

LSB

4σ

))2N−1

(3.1)

The probability function P is in this case normalized to the standard normal dis-
tribution N(0,1). This equation can be used to derive the demands for σVoffset if a
yield of 0.99 is required, with a maximum offset of 1

4 of an LSB. Figure 3.2 shows

the required ratio
σVoffset

VLSB
to achieve a yield of 0.99, as a function of the number of

bits (N).

As can be seen in figure 3.2, the difference between
σVoffset

VLSB
for N = 1 and N = 20

is only a factor two, while the difference between N = 1 and N = 20 in the
number of comparators is already 220. Therefore, for the sake of simplicity for the
calculation of the intrinsic capacitance the maximum allowed comparator offset
voltage is assumed to have a constant value of 0.0625, for all N , which equals
1
4 of LSB

4 . The size of the input transistors is calculated using equation 2.6, with

A/D Converter architecture comparison
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N [bits]

][ 
VLSB

Voffset −
0.0625

VLSB

Voffset =

Figure 3.2: Required
σVoffset

VLSB
as a function of the number of bits (N) for a

yield of 0.99, with a maximum offset of LSB
4

σVoffset = Vpp

4·4·2N = Vpp

2N+4 . The total intrinsic capacitance of these comparators can
then be calculated by:

Cintr,flash = (2N − 1) · Cdiff ,input,matching ≈ CoxA
2
VT

3V 2
pp

· 23N+8 (3.2)

The total intrinsic capacitance is calculated in equation 3.2 assuming that the off-
set of the comparators is only determined by the input transistors. In practice, the
circuitry after the input transistors also contributes to the offset, depending on the
actual implementation. For the sake of simplicity, however, only the input tran-
sistors are considered in this analysis. If the number of bits in a flash converter is
increased, the load increases by a factor of 8 for every extra bit. Figure 3.3 shows
the total load capacitance as a function of N .

From figure 3.3 the total intrinsic capacitance of the flash A/D converter can
be calculated. For example, for an 0.18µm technology: AVT

= 5 mV, Cox =
2 and Vpp = 1 V, for a 10-bit converter the intrinsic capacitance is over

16 nF! Because of the large amount of comparators needed at the overall accur-
acy, this capacitance is high for large N . Consequently, techniques to reduce the
intrinsic capacitance of a flash A/D converter, like interpolation and averaging,
have been developed. They are described in the next sections.

Flash3.2

7 fF/µm
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N [bits]
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3.2.2 Interpolation

Architecture

The required zero-crossings can be derived from the floating ladders directly as
shown in figure 3.1. This requires 2N − 1 input pairs connected to the ladders.
The 2N − 1 required zero-crossings can also be generated by interpolation [15] of
pre-amplifier outputs as shown in figure 3.4a.

The pre-amplifiers with gain A in figure 3.4a generate the zero-crossings of the
ladder taps. By taking the outputs of adjacent pre-amplifiers, additional zero-
crossings are generated as shown in figure 3.4b. This interpolation substantially
decreases the input capacitance seen at the ladder, since the number of input pairs
is halved. The number of interpolation stages (Nint ) can be more than one. When
several interpolating pre-amplifier stages are used (Nint > 1) instead of only one
pre-amplifier stage, the number of input pairs connected to the ladders is reduced
even further. 2N − 1 comparators are still required for the quantization of the
2N − 1 zero-crossings. When gain is applied in the interpolating pre-amplifier
stages, however, the accuracy requirements of these comparators are reduced. The
intrinsic capacitance of the comparators is thus greatly reduced.

In practice, the transfer curve of a pre-amplifier is non-ideal. The active region
of the input of a pre-amplifier, consisting of a differential pair, is limited by the
limited linear region of this input transistor pair. When the linear region is not
sufficient, the interpolated zero-crossings deviate from the wanted position [16].

A/D Converter architecture comparison

function of the number of bits (N)
Figure 3.3: Total intrinsic capacitance of a flash A/D converter as a
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Figure 3.4: Interpolation of pre-amplifier outputs (a) and additional zero-
crossing generation (b) for one interpolation stage (Nint = 1)

additional power is required for a sufficiently large linear region.

Intrinsic capacitance reduction

The gain factor A of each stage reduces the accuracy requirements of the sub-
sequent stages. For the sake of simplicity it is supposed that the gain factor A is
equal to A0 for all stages and the offset contribution referred to the input scales
with A0 per interpolation stage. The intrinsic capacitance of one input pair in
each interpolation stage i can then be calculated as a function of the number of
interpolation stages Nint :

Cintr,pair,i =(
Nint

A0
+ 1) · CoxA

2
VT

3A2i
0 V 2

pp

· 22N+8, (3.3)

for 0 ≤ i ≤ Nint . In figure 3.4a it can be seen that the input capacitance of one
pre-amplifier is given by equation 3.3 for i = 0, while the input capacitance of
one comparator is given by equation 3.3 for i = 1 = Nint . With equation 3.3 the
total intrinsic capacitance of an interpolated flash A/D converter can be calculated
as a function of Nint , by summing the intrinsic capacitances Cintr,pair,i of all the
input pairs in each interpolation stage:

Flash

(a) (b)

In this derivation it is assumed that the interpolation is ideal, which means that no
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Cintr,flash interpolation =
Nint∑
i=0

(2N−(Nint −i) − 1)Cintr,pair,i

≈
Nint∑
i=0

2N−(Nint −i)Cintr,pair,i (3.4)

To calculate the effect of interpolation on the intrinsic capacitance of a flash A/D
converter equation 3.4 is divided by equation 3.2:

Cintr,flash interpolation

Cintr,flash
≈

Nint∑
i=0

(
Nint

A0
+ 1

)
· 2i−Nint

A2i
0

(3.5)

This ratio is only dependent on the number of subsequent interpolation stages Nint

and the pre-amplifier gain A0. Equation 3.5 is plotted in figure 3.5 as a function
of A0, with Nint as a parameter.

A0

Nint

][ 
C

C

intr,flash

ioninterpolat intr,flash −

Nint = 1

Nint = 2
Nint = 3
Nint = 4

Figure 3.5: Improvement in intrinsic capacitance by using interpolation
as a function of the pre-amplifier gain A0 with the interpola-
tion factor Nint as a parameter

When Nint = 0 the ratio of equation 3.5 equals one, since this is the same as
the flash A/D converter without interpolation. This is independent of the gain
A0, since there is no pre-amplifier stage. For Nint ≥ 1 and low gain A0, the
A/D converter with interpolation has more intrinsic capacitance than the flash A/D
converter without interpolation. The reason for this is that with interpolation more
stages contribute to the offset with respect to the flash A/D converter, which causes
a higher intrinsic capacitance. For larger gain A0, the effect of the gain is that the

A/D Converter architecture comparison
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stages after the first interpolation stage contribute less to the total input-referred
offset, resulting in a lower intrinsic capacitance. For the limit case, when the gain
A0 becomes very high (∼10), only the first interpolation stage determines the
total offset. Since the first stage consists of 2N−Nint − 1 stages with respect to 2N

stages in a flash A/D converter without interpolation, the maximum achievable
improvement is equal to ∼2Nint, which is the result of equation 3.5 for large A0.
In practice, however, the A0 is limited by the achievable linear region of the pre-
amplifiers and the achievable gain-bandwidth product. The pre-amplifiers need to
be linear for a sufficiently large input signal swing for proper interpolation.

From 3.5 we can conclude that already for moderate gain values (A0 ∼4) the im-
provement in intrinsic capacitance is close to 2Nint . This improvement is caused
by reducing the number of required accurate pre-amplifiers and therefore reducing
the intrinsic capacitance. When interpolation is used with only a small gain factor,
for example for very high-speed converters [14], the total intrinsic capacitance is
not reduced. However, interpolation is beneficial, since at the input fewer ampli-
fiers with high accuracy are required, which reduces the input capacitance of the
first stage of the converter.

Interpolation reduces (under the condition of sufficiently high A0) the total in-
trinsic capacitance of the A/D converter, but it does not reduce the mismatch
effects of each individual amplifier. The next paragraph describes a technique
which improves the overall A/D converter linearity without increasing the size of
the input transistors.

3.2.3 Averaging

Architecture

Averaging [17, 18, 19, 14] is a technique which improves the overall linearity
of the A/D converter by averaging the error of an individual amplifier with sev-
eral neighboring amplifiers. This is achieved by sharing the outputs of adjacent
pre-amplifiers by inserting averaging resistors. The pre-amplifiers with averaging
resistors and the effects of these averaging resistors are shown in figure 3.6 [19].

Ideally, the relationship between input and output is a straight line, but because of
offset errors (indicated by the open dots in figure 3.6a), a random pattern is shown
around the ideal curve as indicated by the thin lines connecting the open dots.
The output resistors of the pre-amplifiers are indicated as the resistors between the
open dots and the black dots. The averaging resistors are connected between the
black dots. As can be seen, lowering this averaging resistor R2 pulls the curve to
a straight line, which reduces the pre-amplifier offset effect. Increasing the output
resistances R1 of the pre-amplifiers also increases this effect. In fact the amount

Flash3.2
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input [V]

digital
output

after averaging

R1 R2
R1 R2

R1 R2R2

before averaging

Figure 3.6: Pre-amplifiers with averaging (a) and the effect of averaging
on the transfer curve (b) [19]

of averaging is a function of the ratio R2
R1

. Figure 3.7 shows the reduction of the

mismatch effect as a function of the ratio R2
R1

in the case of an infinite pre-amplifier
array [14] and an infinite linear input range of the pre-amplifiers.

As can be concluded from figure 3.7, a smaller R2
R1

ratio reduces the effect of mis-
match of the pre-amplifiers. The first assumption in figure 3.7 is that the number of
pre-amplifiers is infinite. However, since the pre-amplifier array is not infinite in
practice, the R2

R1
ratio cannot be reduced infinitely. This effect changes the position

of the zero-crossings of the pre-amplifiers at both ends of the array. The positions

However,
unequally spaced reference voltages are undesirable for matching. A more accur-
ate compensation is to apply out-of-range circuitry, such that the zero-crossings
of the in-range pre-amplifiers remain at their wanted position. By using an av-
eraging termination circuit, which scales the resistors at both ends of the array,
the required number of added over-range pre-amplifiers can be minimized. The
operation of this termination circuit is described in [14]. The total number of out-
of-range pre-amplifiers p required is a function of the ratio R2

R1
and is described by

A/D Converter architecture comparison
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the following equation:

that the zero-crossings after averaging are at their wanted position [14].
of the zero-crossings can be restored by changing the reference voltages such
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Figure 3.7: Reduction in mismatch effect as a function of the ratio R2
R1

,
of an infinite pre-amplifier array and an infinite linear input
range of the pre-amplifiers

p =
√

1 + 8
R1

R2
− 1 (3.6)

For high order of averaging, more out-of-range pre-amplifiers are therefore re-
quired, which increases the intrinsic capacitance.

The second assumption in figure 3.7 is the infinite linear range of the pre-amplifier
input stages. Since in practical realizations of pre-amplifiers the linear input range
is limited, the amount of offset reduction of a certain pre-amplifier is limited by
the number of pre-amplifiers which are also in their linear input range. In general,
the offset reduction after averaging is at maximum reduced by a factor

√
Nlinear ,

where Nlinear is the number of pre-amplifier stages operating in the linear input
range [19]. This is illustrated in the example where if the averaging resistance R2

is equal to zero, and for example 5 pre-amplifiers are in their linear input range,
then these 5 pre-amplifiers can be seen as one lumped pre-amplifier, with a size
that is 5 times larger. This reduces the mismatch with

√
5.

Intrinsic capacitance reduction

Since the offset of the pre-amplifiers is reduced due to averaging, smaller devices
can be used in order to achieve the same accuracy. This reduces the intrinsic capa-
citance (the total input capacitance of the pre-amplifier array). The reduction in in-

Flash
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trinsic capacitance is calculated for an array of Npreamps (in-range) pre-amplifiers,
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which is, for example, the input stage of the comparators in a flash A/D converter.
This pre-amplifier array is shown in figure 3.8.

R1 R2
R1 R2

R1 R2
R1 R2

R1 R2
R1R2

termination
pre-amps

termination
pre-amps

Figure 3.8: Pre-amplifier array, consisting of Npreamps pre-amplifiers

When averaging is applied to this array, which means that R2 < ∞, p (equa-
tion 3.6) out-of-range pre-amplifiers have to be added in order to keep the zero-
crossings at the wanted position. These additional pre-amplifiers have to be added
to the total Npreamps of the array. The resulting total intrinsic capacitance with re-
spect to the total intrinsic capacitance of the reference pre-amplifier array can be
expressed as a function of the number of pre-amplifiers (Npreamps), the required
out-of-range pre-amplifiers p and the offset reduction. The latter two are both a
function of R1 and R2.

Cintr,averaged array

Cintr,array (R2→∞)

=
(
Npreamps + p

(
R2
R1

))
Npreamps

·
(

offset red

(
R2

R1

))2

(3.7)

The offset reduction (offset red) reduces the capacitance quadratically due to the
quadratic relation between the capacitance and the required accuracy (2.2.1). The
reduction in intrinsic capacitance can be drawn as a function of the ratio R2

R1
with

the number of pre-amplifiers Npreamps as a parameter.

As shown in figure 3.9, the maximum improvement which can be achieved equals
the number of pre-amplifiers in the in-range part. The improvement can never
exceed this value since this is equal to the required size (and the respective in-
trinsic capacitance) of one amplifier for sufficient matching. In this limit case the
offset of all the pre-amplifiers is averaged for each zero-crossing. The maximum
reduction in intrinsic capacitance is therefore 1

Npreamps
.

When more pre-amplifiers (Npreamps) are used, the reduction in intrinsic capacit-
ance is larger, since more pre-amplifiers in their linear region contribute to the
averaging. For a certain value of R2

R1
, for example 0.1, the reduction in capacitance

is larger for larger Npreamps . The reason for this is that the additional out-of-range
pre-amplifiers (p) are independent of Npreamps , but are relatively smaller for larger
Npreamps . For a small R2

R1
ratio the number of required out-of-range pre-amplifiers

becomes impractical since the reference range also has to increase. For example,

A/D Converter architecture comparison
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Figure 3.9: Reduction in capacitance as a function of the ratio R2
R1

, with
the number of pre-amplifiers Npreamps as a parameter

with equation 3.6 it can be calculated that for R2
R1

= 0.1 the number of additional
pre-amplifiers is 8.

Due to its parallel signal processing, the flash A/D converter architecture is suit-
able for high-speed conversion. However, this parallel processing also limits the
practical accuracy to 8 bits. Interpolation and averaging techniques reduce the in-
trinsic capacitance, thus reducing the power consumption. These techniques can
also be combined [14].

3.3 Folding and interpolation

Architecture

For a higher number of bits it is obvious from figure 3.3 that the load of the
comparators of a flash A/D converter becomes significantly large. To reduce the
number of comparators and the number of input stages, the folding and interpola-
tion architecture can be used [20, 21, 22, 16, 23, 24]. By folding the input signal,
the same comparators can be used for several parts of the total range. The number
of folds is called the folding factor Ff . Figure 3.10 shows one folding signal with
a folding factor of 8.

However, the analog circuitry is not able to make the sharp transitions shown in
figure 3.10. Nevertheless, between the transitions there is a linear region. To
ensure linearity over the whole fine range a few parallel folding signals are

3.3 Folding and interpolation



34

input [V]

output [V]
input

folded signalcomparator
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Figure 3.10: Folding of input signal

input [V]

output [V]

folded signal 1

4 comparator
levels

folded signal 2

4 comparator
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Figure 3.11: Parallel folding by generating two folding signals

Instead of taking one folding signal with 8 detection levels (figure 3.10) it is also
possible to use 2 folding signals shifted with respect to the input signal with 4 de-
tection levels (figure 3.11) each. This can be expanded to 8 folding signals with
one detection level each. However, generating these folding signals requires the
same amount of hardware as a full flash converter, since each zero-crossing is
generated by one differential pair. To reduce the required number of differential
pairs, interpolation can be used to generate additional detection levels (or zero-
crossings). Between the folding signals shown in figure 3.11 additional detection
levels are generated by an interpolating resistor ladder [20, 22], as shown in fig-
ure 3.12.

The number of additional interpolated levels is the interpolation factor (Fint ).
For example, 16 detection levels can be generated with 4 folding amplifiers and
4 times interpolation. The interpolation factor is limited by the requirement of
integral non-linearity (INL). A larger interpolation factor requires a sufficiently
high linear region of the folding-amplifiers [16]. This is in contradiction with

’
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comparators.
shows two parallel folding signals of which only the linear parts are applied to

linear’ part is used for conversion. Figure 3.11generated, of which only the
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Figure 3.12: Interpolation of folding signals

proper folding which requires a small linear region, as will be explained later. An
interpolation factor of 8 or 16 is often used [16, 19, 23]. For a proper conversion
of the whole input range the different possible input voltages which correspond
to the same folding output signal also have to be distinguished. This is done by
connecting the input signal directly to additional comparators which generate the
most-significant-bits (MSBs) of the total A/D converter. The block diagram of the
total folding A/D architecture is shown in figure 3.13.
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Figure 3.13: The folding and interpolation architecture

The sample-and-hold amplifier (SHA) at the input is required for high-frequency
input signals because the folding pre-processing acts as an amplitude-dependent
frequency multiplier [16]. Since the folding and interpolating A/D architecture
makes its decision in one clock cycle, like the flash architecture it is very suitable
for high-speed applications.

Folding and interpolation3.3
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Accuracy

The input signal is sampled by the SHA. The noise sampled in and generated by
this SHA directly influences the accuracy of the conversion. The accuracy of a
folding architecture is mainly determined by the accuracy of the input transistors
of the folding amplifiers. The offset of these input pairs determines the INL of the
converter since this directly influences the positions of the zero-crossings. They
must therefore have the accuracy of the overall A/D converter accuracy. When
sufficient gain in the folding amplifiers is applied the comparator offset require-
ment is reduced by this gain. Other accuracy-determining factors are the size of
the linear region of the folding amplifiers [16].

Intrinsic capacitance

When the input-referred offset of the folding amplifiers and the comparators is
equally distributed, the total intrinsic capacitance of the folding amplifiers input
stage is calculated in a similar way to the flash A/D architecture:

Cintr, foldamps = 2N

Fint

· Cdiff ,input,matching = CoxA
2
VT

3FintV 2
pp

· 23N+8 (3.8)

where Fint is the interpolation factor which is applied to the A/D converter and
the same yield conditions as in the flash architecture are considered. Because of
folding, the number of required comparators is less than in the flash architecture
and the gain in the folding amplifiers reduces the required comparator accuracy.
The intrinsic capacitance from the comparators is calculated by:

Cintr, foldcomps = 2N

Ff

· Cdiff ,input,matching = CoxA
2
VT

3Ff Afa
2V 2

pp

· 23N+8 (3.9)

where Ff is the folding factor and Afa is the gain of the folding amplifier. Ff

gives the number of times a comparator is reused in the total signal range. A lar-
ger value means that fewer comparators are required, although the demand on the
linear region of the folding amplifiers increases. A small linear region is required
because otherwise more than one differential pair influences a zero-crossing at the
output of the folding amplifier. This problem can be solved by using transistors
in weak inversion to generate a small Vgt . To circumvent slow operation due to
the large accumulated junction capacitances at the output of the folding amplifier
a trans-resistance amplifier is used [22]. Another solution is given by using cas-
cading of the folding action [19]. This relaxes the Vgt demands but the number
of accurate input stages remains the same. The gain of the folding amplifiers Afa

A/D Converter architecture comparison
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is limited by the limitation in linear region of the folding amplifiers, a large gain
together with a large linear region will involve more power.

The total intrinsic capacitance of a folding A/D converter can be calculated by
summing the results of equation 3.8 and 3.9:

Cintr, folding = Cintr, foldamps + Cintr, foldcomps (3.10)

The result from equation 3.10 is shown in figure 3.14 as a function of N , with the
folding factor Ff and the interpolation factor Fint as a parameter.

N [bits]

Ff = 8 and 32, Fint = 8

Ff = 8, Fint = 16

Ff = 8, Fint = 32

 10
AC

VC 9
2
Vox

2
ppngintr,foldi

T

−⋅

~23N

Figure 3.14: Total intrinsic capacitance of a folding A/D converter as

f int

As can be seen in this figure, the folding factor does not influence the intrinsic
capacitance. This is caused by the fact that in this calculation the folding amplifier
gain Afa is assumed to have a moderate value of only 4. The folding amplifier
input transistors are then dominant in the overall capacitance and the number of
comparators hardly influences the intrinsic capacitance. The interpolation factor is
therefore of greater importance. But doubling the interpolation factor only reduces
the number of input transistor pairs by half, which reduces the input capacitance of

In the comparison of the A/D converter architectures it will be made clear that the
intrinsic capacitance of the SHA in a folding A/D converter is much less than the

parameter

Folding and interpolation3.3

[ ]–

flash A/D converter only by the interpolation factor (8-16).
ting A/D converter architectures reduce the total capacitive load with respect to a
ment increases for a larger interpolation factor.
of the dominating folding amplifiers only by half. And also the linearity require-

a function of the number of bits (N), with F and F as a

Generally, folding and interpola-
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intrinsic capacitance due to matching requirements. It is therefore ignored in the
calculation of the total intrinsic capacitance of a folding A/D converter.

3.4 Two-step

By quantizing the analog signal in two steps, the number of comparators can be
reduced significantly [25, 26]. A rough estimation determines in which part of the
range the input signal lies and a more accurate quantization determines the digital
code inside this part of the range. This section discusses the two-step architecture.
A more general name is the subranging architecture, since more than two steps can
also be used for quantization [27].

Architecture

A two-step A/D converter divides the quantization into two steps [26]. First a
rough estimate is made with the coarse quantizer in the part of the range where the
input signal is. This information is used to subtract the coarse signal with a D/A
converter from the input signal. The remaining residue signal is then quantized in
the fine quantizer to generate the LSBs. This is illustrated in figure 3.15.

input [V]

input

residue signalfine
levels

coarse
levels

output [V]

Before the fine quantization is done, the residue signal is amplified by the residue
amplifier to reduce the accuracy requirements in the fine A/D converter. Since the
coarse and the fine quantization do not take place at the same time, the use of a
sample-and-hold amplifier (SHA) is obligatory. The total two-step or subranging
architecture is shown in figure 3.16.

To make a proper conversion, first a settling phase is required for the coarse con-
version and, following this, the signal has to be amplified and applied to the fine

A/D Converter architecture comparison
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Figure 3.16: Two-step A/D converter architecture

converter. This therefore requires twice the settling time with respect to the flash
and folding and interpolating architecture, although the settling requirements dur-
ing coarse conversion are relaxed with respect to the settling during fine conver-
sion, as will be explained later.

Accuracy

The first component that determines the accuracy of the two-step converter is the
SHA. Noise generated and sampled in the SHA deteriorates the analog input sig-
nal which has to be quantized by the A/D converter. This generated and sampled
noise has to be sufficiently low. To perform a proper total conversion the coarse
A/D converter has to have an accuracy such that the resulting residue signal is
always in the range of the fine A/D converter. This means that the comparat-
ors in the coarse A/D converter have to be accurate at the overall A/D converter
accuracy, which is N bit. An error made in the coarse conversion results in an out-
of-range residue signal [28]. The coarse decision drives a D/A converter, which
generates an analog signal representing the coarse code. This D/A converter out-
put is subtracted from the analog signal held by the SHA. It is obvious that the
signal generated by the D/A converter has to be N-bit accurate. But this does not
contribute to the power when the coarse references are used [28] and is therefore
omitted from the intrinsic capacitance calculation. The resulting residue signal is
applied to a residue amplifier. An offset in this residue amplifier results in shifting
the residue signal within the fine range and causes the residue signal to be out-of-
range in the fine A/D converter. The accuracy therefore needs to be the total A/D
converter accuracy of N bit. The total offset error of the coarse A/D converter and
the residue amplifier need to be within one LSB of the total A/D converter. This
is shown in figure 3.17.

If the residue signal remains within the grey area of figure 3.17, the transfer of the
total A/D converter is always monotonic. This means that the coarse decision and
the offset of the residue amplifier always have to be within LSB

2 . The accuracy
requirements of the fine A/D converter are relaxed due to the gain of the residue

3.4 Two-step
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LSB

residue signal

residue amplifier offset

coarse comparator offset

fine
levels

input [V]

output [V]

Figure 3.17: Maximum allowed offset of both coarse A/D converter and
residue amplifier, indicated by the grey area

amplifier. The requirements of the fine comparators are the total A/D converter
accuracy divided by the gain of the residue amplifier.

Redundancy

The accuracy requirement of the subrange selection results in high demands on the
coarse A/D converter, as described above. When the coarse A/D converter makes
an error, missing codes occur since the corresponding residue signal does not fit
in the selected subrange. Figure 3.18a shows a proper subrange selection with its
output code. Figure 3.18b shows the effects of an incorrect subrange selection.

As can be seen in figure 3.18b, the errors in the coarse A/D converter cause the
residue signal to be out of range in the fine A/D converter. The coarse A/D con-
verter accuracy requirements can be relaxed by using overlap of subsequent sub-
ranges [29]. This means that additional comparator zero-crossings are present
outside the fine A/D converter range. The result of these additional zero crossings
is that near a subrange transition a wanted code can originate from both subranges

A/D Converter architecture comparison
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digital
output

input [V]

Fine range

input [V]

Fine range

Missing Codes

C(n) C(n+1) C(n+2) C(n) C(n+1) C(n+2)

digital
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Figure 3.18: Residue signals resulting from a proper subrange selection
(a) and errors due to coarse comparator offset when no sub-
range overlap is used (b)

offsets on the overall transfer of the A/D converter when subrange overlap is used.

digital
output

input [V]
C(n) C(n+1) C(n+2)

In-range

Under-range

Over-range

coarse comparator offsets

Figure 3.19: No subrange transition errors when subrange overlap is used

The digital encoding of the digital signals coming from the coarse and the fine A/D
converter needs to resolve the errors from the coarse A/D converter. A schematic
overview of this is shown in figure 3.20.

The encoder needs to detect whether over- or under-range has occurred and one
coarse LSB is then subtracted or added to the coarse digital code accordingly.

3.4 Two-step

around this subrange transition. Figure 3.19 shows the effect of coarse comparator

(a)

(b)(a)
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Figure 3.20: Digital decoding of over- and under-range occurrences

Redundancy1 is a very powerful optimization with respect to required accuracy.
For example, when the fine range is doubled, the accuracy requirements of the
coarse A/D converter are reduced to half an LSB of this coarse converter, e.g. a 10-
bit A/D converter with 5 coarse and 5 fine bits. Using half an additional subrange
on both sides increases the intrinsic capacitance of the fine A/D converter by 2,
but reduces the load capacitance of the coarse A/D converter by a factor of 212!

Adding over-range to the fine A/D converter not only reduces the coarse A/D
accuracy, but also means the offset requirements of the residue amplifier can be
reduced as well. Since residue amplifier offset causes a shift of the residue signal
within the fine A/D converter range, this error can be traded-off with the error in
the subrange selection. Redundancy therefore reduces both A/D converter accur-
acy and the residue amplifier offset requirement.

Generally, the accuracy of the fine A/D converter is increased by one bit. Com-
pared to the bare minimum, a larger fine accuracy does not further reduce the re-
quirements of the coarse A/D converter since then the monotonicity of the coarse
A/D converter is not guaranteed.

Intrinsic capacitance

The coarse A/D converter accuracy and the residue amplifier accuracy are linked
together. If it is assumed that the over-range of the fine A/D converter is one bit,
the sum of the error of the coarse A/D converter and the residue amplifier offset:

1 Redundancy can be used in all types of converters where a selection has to be made for the fol-
lowing step. These are the pipe-lined, two-step and successive approximation (SAR) architectures,
as explained later.

A/D Converter architecture comparison
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Voffset,tot = Voffset,res amp + Voffset,crs comp

= Voffset,res amp + x · Voffset,res amp, (3.11)

with x = Voffset,crs comp

Voffset,res amp
, is allowed to be half an LSB of the coarse A/D converter

resolution. In this case the over-range of the fine A/D converter is able to correct
these errors. With the use of equation 2.6 the total offset is expressed in the
capacitance of the input of the residue amplifier stage:

Voffset,tot ∝ 1√
Cres amp

+ x√
Cres amp

(3.12)

When equation 3.12 is rewritten, the total capacitance of both the coarse A/D
converter and the residue amplifier stage can be expressed in x, Voffset,tot and the
number of coarse bits NC:

Ctotal = Cres amp + 2NC · Ccrs comp

∝
√

x + 1

Voffset,tot
+ 2NC · 1

x2

√
x + 1

Voffset,tot
(3.13)

By minimizing equation 3.13, the optimum value for the ratio x between the offset
of the coarse comparators and the residue amplifier results in:

x = Voffset,crs comp

Voffset,res amp
= 1

2
NC

3

(3.14)

In the derivation above it is assumed that the coarse A/D converter consists of a
full flash converter without enhancement techniques as interpolation or averaging.
It is obvious that a different coarse A/D converter influences this ratio. Using the
ratio of equation 3.14, the intrinsic capacitance of the residue amplifier can be
expressed as a function of the number of coarse bits NC :

Cintr,res amp =
(

1 +
√

2
2NC

3

)2

· CoxA
2
VT

3V 2
pp

· 22NC+8 (3.15)

The part after the brackets is the intrinsic capacitance required for a maximum of
LSB

4 offset error. The part between the brackets is the result of an optimum distri-
bution of the offset errors over the coarse conversion and the residue amplifier (see

3.4 Two-step

□
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equation 3.14). The intrinsic capacitance of the coarse A/D converter is calculated
in a similar way to the flash architecture (equation 3.2). With the only difference
that the accuracy of the coarse decision is dependent on the ratio of equation 3.14:

Cintr,crs ADC =

(
1 +

√
2

2NC
3

)2

2
2NC

3

· CoxA
2
VT

3V 2
pp

· 23NC+8 (3.16)

The accuracy of the fine A/D converter is chosen LSB
4 (appendix A), since the

fine conversion determines the positions of the quantization levels contrary to the
coarse conversion, which only selects the proper subrange. The offset require-
ment is divided by the gain of the residue amplifier, which is in general equal to
half of the number of levels of the coarse A/D converter (2NC−1) since the signal
applied to the fine A/D converter consists of two subranges due to redundancy.
The intrinsic capacitance of the fine A/D converter is then:

Cintr,fine ADC = CoxA
2
VT

3V 2
pp

· 23N−3NC+12 (3.17)

Cintr,res amp, Cintr,crs ADC and Cintr,fine ADC are dependent on NC . The optimum value
of NC can be calculated by minimizing the sum of these capacitances. The op-
timum value of NC can be approximated by:

NC,opt ≈ N + 1

2
(3.18)

The total intrinsic capacitance resulting from the matching requirements in a two
step A/D converter is the sum of equation 3.15, 3.16 and 3.17:

Cintr match,twostep = Cintr,res amp + Cintr,crs ADC + Cintr,fine ADC (3.19)

Figure 3.21 shows the total capacitance of the two-step architecture and the

C (equation 3.18), as a function

In figure 3.21 the coarse and the fine A/D converters are based on the full flash
A/D converter without enhancement techniques. If these techniques, such as inter-
polation or averaging, are applied to these stages, the total capacitance is reduced
significantly, since the intrinsic capacitance from the residue amplifier, which is
not reduced by such enhancement techniques, is not dominant in the total intrinsic
matching capacitance.

A/D Converter architecture comparison
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Figure 3.21: Total intrinsic matching capacitance of a two-step A/D con-
verter as a function of the number of bits (N) and the separate
contributions for optimum NC

The SHA which is required at the input of the two-step architecture (figure 3.16
comprises a capacitor to hold the analog signal during the hold phase. During
sampling, in addition to the input signal thermal noise is also sampled onto this
capacitance. The amount of thermal noise is calculated by equation 2.12. This
sampled thermal noise has to be sufficiently low, as explained in section 2.2.2,
to achieve an accuracy of N bits. When a buffer drives this capacitance (sec-
tion 2.2.2), the required hold capacitance is given by:

Cintr,SHA = 8 · 22N+2NEF kT

V 2
pp

, (3.20)

with NEF as the noise excess factor [7]. Equation 3.20 can be drawn as a function
of the number of bits N . This is shown in figure 3.22.

The sum of the values derived from figure 3.21 and figure 3.22 is the total in-
trinsic capacitance of a two-step A/D converter. The intrinsic capacitance origin-
ating from the sample and hold capacitance is small with respect to the intrinsic
matching capacitance. For example, in 0.18 µm CMOS, with AVT

= 5 mV,
Cβ

ox = 7 fFµm2, Vpp = 1 V, NEF = 4 and N = 12, the total intrinsic matching
capacitance is 35 pF, while Cintr,SHA is 13 pF. The coarse and fine A/D converters
are dominant in the total capacitance for accuracies up to 12 bits. This capacitance
can be reasonably reduced by architectural enhancements. However, when both
the coarse and fine flash A/D converters are optimized by using the techniques
described in section 3.2, this difference becomes smaller. For higher accuracies
the intrinsic capacitance from the SHA can even become dominant.

3.4 Two-step
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N [bits]

]V[pF VC 22
ppSHAintr, ⋅

~22N

Figure 3.22: Total intrinsic capacitance of a SHA in a two-step A/D con-
verter as a function of the number of bits (N), with NEF = 4

The two-step architecture provides a large reduction in intrinsic capacitance com-
pared to the flash architecture. However, to make a proper conversion, it is very
important in a two-step structure that the fine range fits exactly in a coarse range.
In this derivation above it is assumed that the circuitry that provides this guarantee
has a negligible contribution to the intrinsic capacitance. In the next chapter of this
book architectural changes are presented to deal with these range and gain topics.
In the two-step architecture the coarse and the fine quantization take place within
one clock period. The next section describes the pipe-line architecture where the
quantization operations take place serially.

3.5 Pipe-line

Architecture

The pipe-line architecture [29] shows a large similarity to the two-step architec-
ture. A two-step A/D converter consists of 2 stages, while a pipe-line A/D con-
verter generally consists of N stages, each including a SHA, an A/D converter,
a D/A converter, a subtractor and an amplifier. The difference between the two-
step and the pipe-line architecture is the SHA after each stage. The conceptual

The basic operation is the same as in the two-step architecture. The first stage
samples the analog input signal. This signal is converted to the digital domain
to estimate the held input. The result from this quantization is applied to the
D/A converter, which generates an analog signal that represents the digital A/D

A/D Converter architecture comparison

one-bit-per-stage pipe-line is shown in figure 3.23.
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Figure 3.23: Pipe-line A/D converter architecture with one bit per stage

input signal. This produces the residue signal, which is amplified before it is
applied to the next stage. Contrary to the two-step architecture the second stage
then samples this amplified residue signal and the same operations take place.
This is continued until all stages have performed their conversion. All digital
output values are combined to generate the digital output code. Due to the pipe-
lining concept (caused by the inserted SHAs) the first stage can start sampling
a new analog input signal while the second stage processes the previous sample.
The speed of the conversion is therefore determined by the speed of a single stage.
The drawback of this, however, is a larger latency. Figure 3.23 shows the case for
one bit per stage, although more configurations are possible, such as one and a
half bits per stage to resolve A/D converter errors [29] or a first stage with three
bits and the remaining stages with one and a half bits per stage [30]. First the one
and a half bit first stage is considered and then the advantages with respect to a
decreasing total intrinsic capacitance are described.

One and a half bits per stage relaxes the demands on the comparators (inside the
ADC in figure 3.23) since it adds redundancy, but does not change the require-
ments for the capacitors in the SHA with respect to noise or absolute residue gain
requirements. Since the capacitors in the SHAs are dominant in the total intrinsic
capacitance, for the sake of simplicity the conceptual one bit per stage pipe-line

During a conversion cycle, first the signal is sampled and a conversion is per-
formed. Subsequent to that the DAC has to be set with the proper code and the
subtraction has to be carried out. Within one clock cycle there are therefore two
settling actions that have to be performed, as in the two-step architecture.

A = 2

converter output. The D/A converter output is subtracted from the held analog

discussion.
converter is considered, while the comparator requirements are left out of the

3.5 Pipe-line
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Accuracy

The accuracy of the pipe-line architecture is determined mainly by two factors.
The noise sampled in each pipe-line stage reduces the achievable SNR of the
converter. The one (and one and a half) bit per stage pipe-line architectures rely
on the exact factor of two gain in each stage. This also puts constraints on the
matching of capacitors. First the origin of noise is discussed.

In each stage of the pipe-line converter the analog signal is re-sampled. This
means that in each stage all of the wide-band noise generated in the switches and
buffers of that stage is folded back into the sampling base-band. Due to the gain
after each pipe-line stage, the contribution to the total noise of the last stages is
less than the contribution of the first stages (referred to the input). Since the noise
power generated in each stage is inversely proportional to the load capacitance
(equation 2.8), the required capacitances can be scaled. For example, the scaling
factor can be chosen such that the contribution in noise is equal for all stages.
This, however, causes the power to be dominated by the first stage [31]. For the
conceptual pipe-line A/D converter (without parasitic capacitances) the optimum
scaling factor is two for the subsequent stages [31]. This means that the first stage
contributes the same amount of noise as the sum of all the remaining stages.

The gain factor of two is critical in the performance of the pipe-line architecture.
This is equal for both the one bit or one and a half bit per stage architecture since
redundancy does not solve gain errors. Generally, this gain factor is determined by
the ratio of two capacitors. Due to capacitor mismatch [32, 33] this gain factor can
deviate from its ideal value, which causes INL errors. The capacitor mismatch is
area dependent. Larger capacitors have better matching. The total intrinsic capa-
citance is determined by the largest capacitance determined by noise or matching.

For the one bit per stage A/D converter shown in figure 3.23 decision-accurate
comparators are required. However, when redundancy is applied (as in the two-
step converter) the accuracy requirements of the comparators are reduced. Since
the sampling capacitors are dominant in the total intrinsic capacitance, the com-
parators are left out of the calculation.

Intrinsic capacitance

In this section first the minimum required capacitance for noise considerations is
calculated, then the matching of capacitors is discussed.

Due to re-sampling in each stage, the noise requirement can be considered sep-
arately for each stage. In this derivation it is assumed that for each stage there is

A/D Converter architecture comparison
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actions per stage, the required capacitance is two times larger. The contribution to
the total noise of each stage is chosen such that the capacitance of a certain stage
has the same value as the sum of the capacitances of all subsequent stages [31].
In this case the first stage produces half of the total noise. When a buffer drives
this capacitance (section 2.2.2), the total required capacitance in this case can be
calculated by (equation 2.8):

Cintr,pipeline,noise,1 = 2 · 8 · 22N+2NEF kT

V 2
pp

(3.21)

For the remaining stages the capacitance is scaled down by a factor of two. The
required capacitance per stage as a function of the number of bits is then given by:

Cintr,pipeline,noise,i =
(

2

2i−1

)
8 · 22N+2NEF kT

V 2
pp

(3.22)

the total intrinsic capacitance required for noise considerations can be calculated
by summing the capacitances of all the stages:

Cintr,pipeline,noise =
N∑

i=1

Cnoise,pipeline,i = 2N+7
(
2N − 1

)
NEF kT

V 2
pp

(3.23)

The total intrinsic capacitance (equation 3.23) can be drawn as a function of the
number of bits N . This is shown in figure 3.24.

N [bits]

~22N
]V[pF VC 22

ppnoisepipeline,intr, ⋅

one sampling action [34]. When a pipe-line scheme is chosen with two sample

3.5 Pipe-line

with i as the stage number (1 ≤ i ≤ N).  For an N-bit pipe-line A/D converter

function of the number of bits (N), with NEF = 4
Figure 3.24: Total capacitive load of a pipe-line A/D converter as a
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In this figure NEF from equation 3.23 is assumed to be four. As can be seen in
figure 3.24, the capacitive load grows exponentially with the required accuracy.

To calculate the matching requirements of the capacitors it is assumed that the
following relation exists between the error due to mismatch in capacitance and
the value of the capacitance [32, 33]:

σC

C
= AC√

C
(3.24)

This equation supposes that an error in the capacitance is caused by fluctuations
in the thickness of the inter-metal layer. AC is a technology constant, dependent
on the quality of the processing of the inter-metal layer. For example, in a double
poly process the inter-poly oxide thickness is well controlled and therefore AC

is generally smaller than in the case of back-end capacitors. A general pipe-line
stage is shown in figure 3.25.

in

C1

A
ref

C1

C2

A

C2

+ +

out out
+ +

Figure 3.25: A general pipe-line stage during sample phase (a) and hold
and gain phase (b)

In the case of one bit per stage, the signal is sampled on capacitors C1 and C2

during the sample phase. During the hold and gain phase the charge of C1 is
transferred to C2, which is then put in feedback. To ensure a gain of two, both
capacitors shown in figure 3.25 have to have a ratio of C1

C2
= 1. The maximum

error in the first stage, which results in a DNL (differential-non-linearity) error
due to a mismatch between C1 and C2, normalized to an LSB is given by:

DNL = �C1 · 2N−1

C1
(3.25)

with �C1 = 4σC1 = 4AC · √
C1. Rewriting equation 3.25 gives the minimum re-

quired input capacitance of the first stage for sufficient matching (equation 3.26).

Cintr,pipeline,match,1 = C1 + C2 = 2 · 22N+6A2
C (3.26)

A/D Converter architecture comparison
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The maximum allowed DNL is set at LSB
4 . For sufficient yield, the maximum

allowed capacitance error has to be within σC

4 . As with the total capacitance cal-
culated for the noise limitation, the same rule of scaling can be applied for calcu-
lating the intrinsic capacitance for matching of the complete pipe-line converter.

Cintr,pipeline,match = 2N+8 (
2N − 1

)
A2

C (3.27)

The ratio between Cintr,pipeline,match and Cintr,pipeline,noise determines whether the
intrinsic capacitance is determined by the noise or by the matching of capacitors.
This ratio is given by:

Cintr,pipeline,match

Cintr,pipeline,noise

= 2A2
CV 2

pp

kT · NEF
(3.28)

It can be observed that this ratio is independent of the resolution (N). This means
that the ratio holds for all of the stages inside a pipe-line converter. When the
ratio from equation 3.28 is smaller than 1, the intrinsic capacitance is determined
by the noise requirements and is calculated with equation 3.23. A ratio larger
than 1 means that the intrinsic capacitance is determined by the matching of the
capacitors and is calculated with equation 3.27 or calibration is required. This
is described in the next chapter. Figure 3.26 shows the ratio as a function of the
capacitance matching parameter of a certain technology. This ratio is dependent
on the signal amplitude and the NEF.

AC [√pF]

[ ]2
2
ppnoisepipeline,intr,

matchpipeline,intr, V
V

NEF
C

C
⋅

Vpp = 1 V,NE F = 4

Figure 3.26: The ratio of capacitor matching and noise requirements as
function of the capacitance matching parameter AC

3.5 Pipe-line

requirements:
This gives the following result for the total intrinsic capacitance for matching
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From figure 3.26 it can be read that for Vpp = 1 V and a noise excess factor of

NEF = 4, the required capacitor matching is equal to AC = 91 pF
1
2 . When for a

certain technology this matching is not achieved, the capacitors have to be scaled
up for sufficient matching or calibration can be used to calibrate the gain factor
of the respective stages. In [33] it is shown that when using a multi-bit first stage
in a pipe-line A/D converter, the capacitor matching of the technology used is
sufficient and no increased capacitance or calibration is required.

Multi-bit first pipe-line stage

Using a multi-bit first pipe-line stage reduces the requirements and the intrinsic
capacitance of the subsequent stages [30, 35, 33, 36, 37]. As is shown above and
in [31], the optimum scaling factor for the capacitances of succeeding stages is
equal to the gain of the preceding stages.

equation 3.21 and equation 3.22, is then:

Pnoise,tot,onebit = kT

Cintr,pipeline,noise,1
·
(

2 − 1

2N−1

)
(3.29)

When the pipe-line is implemented with a multi-bit first stage, the capacitor of the
next stage can be scaled with the gain of the first stage, which is generally 2NC ,
where NC is the first stage resolution. The next stages are again scaled with a
factor of two. This means that the total noise contribution of all the stages after
the first stage is reduced by a factor of two for each additional bit in the first stage.
The total thermal noise is then given by:

Pnoise,tot,mltbit = kT

Cintr,mltbitpipeline,noise,1
·
(

1 − 1

2N−2
− 1

2NC−1

)
(3.30)

For equal thermal noise, this means that the ratio between the intrinsic capacitance
of the first stage of a multi-bit pipe-line and a one-bit pipe-line is equal to:

Cintr,mltbitpipeline,noise,1

Cintr,pipeline,noise,1
= 1 − 1

2N−2 − 1
2NC−1

2 − 1
2N−1

(3.31)

The total intrinsic capacitance of both the one-bit-per-stage and the multi-bit first
stage pipe-line can be expressed in their respective first stage capacitances:

Cintr,pipeline,noise =
(

2 − 1

2N−1

)
· Cintr,pipeline,noise,1 (3.32)
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Cintr,mltbitpipeline,noise =
(

1 − 1

2N−2
− 1

2NC−1

)
· Cintr,mltbitpipeline,noise,1 (3.33)

The reduction in intrinsic capacitance of a pipe-line A/D converter when using
a multi-bit first stage can now be calculated by dividing equation 3.33 by equa-
tion 3.32 and using equation 3.31:

Cintr,mltbitpipeline,noise

Cintr,pipeline,noise

=
(

1 − 1

2N−2
− 1

2NC−1

)2

·
(

2 − 1

2N−1

)

≈ 2

(
1 − 1

2NC−1

)2

, (3.34)

for N is larger than 8 bits. The reduction ratio from equation 3.34 is drawn as a
function of the number of bits in the first stage. This is shown in figure 3.27.

NC [bits]

][ 
C

C

noisepipeline,ntr,i

noiseline,mltbitpipeintr, −

Figure 3.27: The reduction ratio of intrinsic capacitance when using a
multi-bit first stage in a pipe-line A/D converter as a func-
tion of the number of bits in the first stage

As can be seen in figure 3.27, the maximum reduction ratio is 0.25. The intrinsic
capacitance then equals the minimum required capacitance to sample the signal
on a single sample-and-hold stage with an accuracy required for N bit. The capa-
citance matching requirements when using a multi-bit first stage are relaxed by a
factor of

√
NC , as has been demonstrated in [33]. In practice a value of 3 to 4 is

used [30, 35, 33, 36, 37]. Using more bits in the first stage requires a more accur-
ate flash A/D converter stage, but this does involve greater power consumption.

3.5 Pipe-line
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3.6 Successive approximation

The pipe-line architecture uses a separate stage for each bit (in the one-bit-per-
stage configuration). The successive approximation architecture uses the same
quantization stage for each bit [38, 39, 40].

Architecture

The successive approximation A/D converter converts the analog signal to a di-
gital code by a binary search. The SAR converter, shown in figure 3.28, consists
of a SHA, which has to hold the signal during the binary search.

SHA

D/A converter

input

Decision Register

Decision Logic

Pointer
clock

Figure 3.28: Successive approximation A/D converter architecture

At the start of this binary search, the MSB of the D/A converter is set to one.
All the other bits are set to zero. The (only) comparator decides whether the
input signal is larger or smaller than the signal from the D/A converter. After this
decision, the MSB of the D/A converter is set according to this decision and the
MSB 1 is set to one. Again the comparator compares the input signal to this new
D/A converter value. This binary search continues until all bits have the proper
values. A conversion cycle is illustrated in figure 3.29.

The subtraction D/A converter can consist of a reference ladder with switches to
select the reference closest to the input signal level. However, for large resolution
(>8 bits) a large amount of switches is required. The subtraction D/A converter
can also be based on charge redistribution [38, 40], which is done with capacitors.
This, however, requires sufficient matching of capacitors.

A/D Converter architecture comparison
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1 total conversion cycle (N+1)

Sample 
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Figure 3.29: Binary search of the output code

As can be seen in figure 3.29, a full conversion cycle takes an input sample time
plus N times a comparator decision cycle. In general this means that the conver-
sion cycles of a SAR A/D converter has to be N + 1 times faster than the flash
architecture to achieve the same Nyquist frequency. During the conversion cycles
redundancy can be applied, which relaxes both the accuracy and timing demands
of the quantization. The major power-consuming component in the SAR architec-
ture is therefore generally the SHA. To optimize the power consumption a larger
part than 1

N+1 of the total sample period can be used for sampling the analog in-
put signal. This means that the input sample time and the quantization cycles in
figure 3.29 are not equally distributed over the full conversion cycle time. For the
sake of simplicity, in the remainder of the calculation equal distribution (as shown
in figure 3.29) is assumed.

Accuracy

As with the pipe-line architecture, both noise and capacitor matching are import-
ant for the accuracy. The noise generated (or sampled) in the SHA needs to be
sufficiently low for the required accuracy, which is similar to the SHA of the two-
step architecture. The D/A converter generally uses capacitors [38] (the same
capacitors as in the SHA [40]) to generate the proper subtraction signals. The
matching between the capacitors used in this subtractor determines the achievable
accuracy of the SAR converter. The comparator accuracy is not important, since
a comparator offset does not contribute to a conversion error. It only adds to the
offset of the overall SAR converter.

3.6 Successive approximation
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Intrinsic capacitance

The capacitance in the SHA has to fulfill the noise requirements for a given num-
ber of bits N . This is calculated with the same formula as for the two-step con-
verter (equation 3.20). However, if the matching of capacitors of the technology
used is not sufficient for the given technology, the intrinsic capacitance has to be
increased and is given by equation 3.26. Equation 3.28 can be used to verify the
matching of the capacitors used.

The intrinsic capacitance of the SAR architecture is therefore very similar to that
of the pipe-line converter. The difference is that the intrinsic capacitance of the
SAR architecture is a factor of two less because there is only one stage. The
intrinsic capacitance determined by the noise requirement as a function of the
resolution (N) is shown in figure 3.30.

N [bits]

]V[pF VC 22
ppSARintr, ⋅

Figure 3.30: Total capacitive load of a SAR A/D converter as a function of
the number of bits (N), with NEF = 4

Depending on the capacitor matching of the technology used, the intrinsic capa-
citance shown in figure 3.30 has to be multiplied by the ratio shown in figure 3.26.

3.7 Theoretical power consumption comparison

In the previous section the theoretical minimum total capacitive load has been de-
rived for several architectures. These results can be used to compare the efficiency
of the architectures as a function of the required number of bits N and the sample
rate.

A/D Converter architecture comparison
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3.7.1 Figure-of-Merit (FoM)

The FoM is calculated by dividing the power consumption of the A/D converter
by the achieved accuracy and the minimum of the sample frequency and two times
the resolution bandwidth (ERWB). This is explained with the aid of figure 3.31
and given in equation 3.35.

ENOB

fin
2

fs

ENOB,DC
ENOB,DC-0.5

fENOB,DC-0.5

Relevant for FoM

FoM = P

2ENOB,DCMIN(fs, 2fENOB,DC−0.5)
(3.35)

The FoM is a measure for the required power per achieved resolution per con-
version. Today, the state-of-the-art FoM for Nyquist A/D converters is around
1 pJ/conversion, which means that 1 pJ per conversion cycle is required to convert
an analog signal to a single bit.

3.7.2 Architecture comparison as a function of the resolution

Theoretical A/D converter comparison

Since the power consumption is proportional to the intrinsic

The intrinsic
capacitance determined by matching and noise is dependent on different techno-
logy parameters. To be able to make a comparison between the architectures,

Figure 3.31: Representation of the figure of merit (FoM)

described earlier.
Equation 3.35 is used for an objective comparison between the architectures

capacitance 2.15, in the calculation the calculated intrinsic capacitance for each
architecture is used as a measure for the power P in equation 3.35.

3.7 Theoretical power consumption comparison
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realistic values for these technology parameters have to be chosen. To compare
the figure-of-merits therefore, as an example the technology parameters are set at
values for a 0.18 µm technology. Those values are: Vpp = 1 V, Cox = 7 fF/µm2,
AVT

= 5 mV and NEF = 4. However, this comparison can also be made for other
technologies.

In the calculation of the intrinsic capacitance for each architecture the maximum
allowed static error is set at LSB

4 (appendix A). The error of the signal on the
capacitor is not only determined by the static error, but is also a function of the
signal shape and the settling error that is causing a dynamic error. The signal shape
is considered to be a continuous analog signal (at the input of the A/D converter
or a settling signal which is at maximum a full scale (Vpp) voltage step. The
bandwidth requirements of these signals are considered to be equal (section 2.3).
To guarantee a total error of LSB

4 , an optimum distribution can be made between
the static and the settling error. The required power, when increasing the demands
on the static error, is in general a quadratic function of the accuracy increment,
while increasing the demands on the settling error is only a weak (logarithmic)
function of the accuracy increment. Most of the allowed error of LSB

4 is therefore
assigned to the static error and the additional power required to reduce the settling
error is ignored in the architecture comparison.

It assumed that the converters are able to handle signal frequencies up to the
Nyquist frequency. This means that in equation 3.35 fs of the respective A/D
architecture is used. Since not all of the different architectures use a full sample
period for signal settling, a normalization factor (xNF ) is needed for equal data
rate. The flash and folding architectures use a full sample period to drive the cal-
culated intrinsic capacitances. The two-step and pipe-line architectures only have
half a sample period available to drive the respective capacitances. This means

SAR architecture the available settle time is dependent on the number of bits. The
SAR architecture requires one cycle for tracking and N cycles for quantization.
The normalization factor therefore equals N + 1. The normalization factors xNF

for each architecture are summarized in table 3.1.

The achieved ENOB at DC from equation 3.35 is assumed to be equal to 2N for
each architecture. As a reference, the capacitance required for sampling a signal at
N-bit accuracy is chosen. This intrinsic capacitance is given by equation 3.20 and
has a normalization factor of one. For the architecture comparison the following
equation is used:

A/D Converter architecture comparison

the total sample period and the normalization factor equals two. In the case of the
that the settle time available to charge the intrinsic capacitances is only half of

□
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Flash

Folding

Two step

Pipe lined

SAR

1

1

2

2

N+1

Architecture xNF

Table 3.1: The different A/D architectures with their normalizing factors xNF

FoMarch x

FoMref SHA
= Cintr,x · xNF

Cintr,ref SHA
(3.36)

The result of the comparison is shown in figure 3.32. The reference sample rate is
chosen such that the calculated intrinsic capacitance dominates over the parasitic
capacitances.

Flash f int fa

Two-step

Pipelined, 1 bit 1st stage
SAR

][ 
FoM
FoM

SHA

X −

Pipelined, 4 bit 1st stage

Reference SHA

Figure 3.32: The figure-of-merit of different architectures relative to the in-
trinsic capacitance of a single sample-and-hold as a function
of the number of bits N for

’

low’ sample rates

From figure 3.32 it can be seen that without enhancing techniques the flash archi-
tecture is the least power-efficient architecture. This is due to the large amount
of parallelism of this architecture. For each quantization level an accurate com-
parator is required. The folding and interpolation architectures reduce the power
efficiency by reducing the required number of accurate input transistors by inter-

3.7 Theoretical power consumption comparison

polation. Also the number of comparators and their accuracy is reduced, by both

Folding, F  = 8, N   = 16, A  = 4

N [bits]
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folding and folding amplifier gain, respectively. From this figure it is clear that
the power of a SHA is negligible in a folding A/D converter. Because of the re-
duction in both the number of comparators and the accuracy requirement of those
comparators by employing residue signal gain, the two-step architecture is able to
increase the power efficiency much further. The pipe-line architecture has a FoM
which remains flat over the whole accuracy range. The intrinsic capacitance of
the pipe-line is 8 times larger than the intrinsic capacitance of the single reference
sample-and-hold. When the number of bits in the first stage is 4, the total intrinsic
capacitance is only 2 times larger. The SAR architecture has a smaller intrinsic
capacitor, although the available settling time is much smaller than the settling
time of the pipe-line architecture.

From figure 3.32 it can be concluded that making sufficient gain just after the first
stage results in the best architectures in terms of power efficiency.

Figure 3.32 shows the FoM of the architectures when no enhancement techniques
such as interpolation, averaging or offset calibration are used. These enhancement
techniques reduce the intrinsic capacitances and therefore increase the power ef-
ficiency. For example, when averaging is applied to the flash architecture, reduc-
tion of intrinsic capacitance and thus of FoM of as much as a factor of 16 can be
achieved. The same holds for the two-step architecture, the FoM of which can be
optimized by reducing the capacitive load of both the coarse and fine converters
and the residue amplifier, by averaging, interpolation techniques or calibration.
This holds for accuracies below 14 to 16 bits, since above these accuracies the
intrinsic capacitance is dominated by the sampling capacitor. The FoM of both
SAR and pipe-line architectures in figure 3.32 cannot be optimized further by
enhancement techniques, since they are determined by the noise requirements.

This comparison is made using the technology parameters of a 0.18 µm techno-
logy. Since for high accuracies the intrinsic capacitance of the two-step, pipe-line
and SAR architectures are determined by the noise requirements, the difference
between these architectures remains the same for different technologies. For low
accuracies, the intrinsic capacitances of the flash, folding and two-step architec-
tures are determined by matching requirements. Since for more advanced tech-
nologies the required capacitance for matching decreases faster than the required
capacitance for noise (section 2.5), the curves of these architectures will decrease
with respect to the other architectures.

A/D Converter architecture comparison
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A/D converter comparison of realizations

The FoM of realized A/D converters can also be calculated and compared. How-
ever, in the FoM calculated by equation 3.35 the input signal amplitude is not
considered, while it is obvious from equation 2.6 and equation 2.12 that the in-
put signal amplitude quadratically influences the intrinsic capacitance and thus
the power. Optimizing the input signal amplitude to the highest achievable value
therefore greatly influences the required power. To be able to compare the real ar-
chitecture efficiency, the FoM of equation 3.35 is normalized to Vpp = 1 V input
signal amplitude, which was also the case in figure 3.32:

FoMVpp = P · V 2
pp

2ENOB,DCMIN(fs, 2fENOB,DC−0.5)
(3.37)

Tables 3.2 through 3.7 show the FoM calculated with equation 3.35 and the FoM
normalized to Vpp = 1 V using equation 3.37 of realized and published A/D con-
verters from 1998 until 2004. Each table is sorted with the lowest FoMVpp on top.
The realized A/D converters are distributed over the categories: flash, folding,

architecture, when in the realized two-step/subranging architecture re-sampling is
also applied (for example [27]). In this comparison the realized converter is put in
the two-step category if all of the two (or more) steps consist of more than three
bits.

Table 3.2: Table of realized flash A/D converters

Ref N ENOB fs ERBW P FoM Vpp FoMVpp

[MS/s] [MHz] [mW] [pJ] [V] [pJV 2]
[41] 6 5,2 22 11 0,48 0,59 0,64 0,24
[42] 7 6,1 450 80 50 4,56 0,8 2,92
[14] 6 5,7 1500 500 328 6,31 1,2 9,09
[43] 6 5,2 400 200 150 10,20 1 10,20
[44] 6 5,8 500 160 225 12,62 1 12,62
[45] 6 5,5 700 136 187 15,19 1 15,19
[13] 6 5,6 900 450 300 6,87 1,5 15,46
[46] 6 5,2 1300 750 545 11,41 1,6 29,20
[47] 6 5,5 75 37,5 110 32,41 1 32,41
[48] 8 7,1 200 50 655 47,75 1,3 80,69

The results of the calculation of the FoM normalized to Vpp = 1 V (FoMVpp)
from the tables 3.2 through 3.7 and the ENOB dependency of the FoMVpp of the

3.7 Theoretical power consumption comparison

two-step/subranging, one-bit-first-stage pipe-line, multi-bit-first-stage pipe-line and
SAR. It is difficult to distinguish between the pipe-line and two-step/subranging
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Table 3.3: Table of realized folding A/D converters

Ref N ENOB fs ERBW P FoM Vpp FoMVpp

[MS/s] [MHz] [mW] [pJ] [V] [pJV 2]
[49] 8 7,5 1600 800 1270 4,38 0,8 2,81
[24] 10 9,2 40 20 65 2,76 1,6 7,07
[50] 8 7,5 600 400 200 1,84 2 7,37
[51] 8 6,7 125 62,5 110 8,46 2 33,86
[52] 8 7,7 10 5 76 36,55 1 36,55
[53] 7 6,4 300 70 200 16,92 1,6 43,31

Table 3.4: Table of realized two-step/subranging A/D converters

Ref N ENOB fs ERBW P FoM Vpp FoMVpp

[MS/s] [MHz] [mW] [pJ] [V] [pJV 2]
[27] 14 12 100 50 1250 3,05 2 12,21
[54] 8 7,6 100 50 118 6,08 1,6 15,57
[55] 10 9,7 20 10 75 4,51 2 18,03
[56] 12 10,3 50 25 850 13,48 1,6 34,52
[28] 10 9,1 25 12,5 195 14,21 1,6 36,39
[57] 13 11,1 40 15 800 12,15 2 48,60

Chap 7 16 10.8 20 2 141 19.7 2 79.1
[58] 12 10,3 54 4 295 29,25 1,8 94,77

reference sample-and-hold capacitance are plotted in figure 3.33, with the realized
ENOB on the x-axis.

From figure 3.33 it can be seen that the flash architecture is (barely or) not used at
all for accuracies above 8 bits. This architecture is not suitable for high accuracies
because of the large intrinsic capacitance required. However, for low accuracies it
can be favorable to use interpolation and offset compensation techniques to reduce
the intrinsic capacitance which optimizes the efficiency, which is shown by [41].

The realizations of the folding architecture show better efficiency than the realized
flash architectures, as expected from the intrinsic load capacitances. The realiza-
tion described in [24] shows a good efficiency. This is the result of the use of a
BiCMOS technology, which has better matching properties, resulting in a lower
intrinsic capacitance.

The realized FoMVpp of the two-step or subranging architectures is relatively con-
stant for different values of the ENOB. In figure 3.32 it was shown that the FoMVpp

of a two-step converter increases less rapidly than the noise-limited architectures.
Furthermore, because the two-step architecture is matching limited, calibration

A/D Converter architecture comparison
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Table 3.5: Table of realized pipe-line A/D converters

Ref N ENOB fs ERBW P FoM Vpp FoMVpp

[MS/s] [MHz] [mW] [pJ] [V] [pJV 2]
[59] 10 9,2 220 100 135 1,15 1 1,15
[60] 8 6,9 4000 800 4600 24,07 0,25 1,50
[61] 8 6,5 20000 2000 9000 24,86 0,25 1,55
[62] 10 8,7 140 70 123 2,11 1 2,11
[63] 10 8,7 20 10 20 2,40 1 2,40
[64] 10 9 30 15 16 1,04 1,6 2,67
[65] 10 9,2 100 50 180 3,06 1 3,06
[66] 10 8,7 30 15 16 1,28 1,6 3,28
[34] 10 9,4 14,3 4 36 6,66 0,8 4,26
[67] 10 9,4 80 40 69 1,28 2 5,11
[68] 8 7,6 500 250 950 9,79 0,75 5,51
[69] 15 12 20 8 233 3,56 1,5 6,97
[70] 12 11,1 20 10 250 5,69 2 22,78
[71] 12 10,8 10 5 338 18,96 1,6 48,53
[72] 12 10,9 61 2,5 600 62,80 1,4 123,09
[73] 14 12 20 10 720 8,79 4 140,63
[74] 14 12,8 5 1 320 22,44 4 358,97

Table 3.6: Table of realized pipe-line A/D converters with a multi-bit
first stage

Ref N ENOB fs ERBW P FoM Vpp FoMVpp

[MS/s] [MHz] [mW] [pJ] [V] [pJV 2]
[33] 14 12 75 37,5 341 1,11 2 4,44
[36] 14 11,9 75 37,5 340 1,19 2 4,74
[75] 12 50 23 780 4,14 1,2 5,96
[76] 8 7,5 150 80 71 2,61 1,6 6,69
[37] 12 11 75 37,5 290 1,89 2 7,55
[30] 10 9,5 40 20 70 2,42 2 9,67
[35] 12 11,3 65 32,5 480 2,93 2 11,72
[77] 14 11,9 10 15 112 2,93 2 11,72
[78] 15 11,7 40 19 394 3,12 2,25 15,78
[79] 12 11 105 52,5 850 3,95 2 15,81

can be applied to reduce the intrinsic capacitance. This is discussed in the next
chapter.

As can be seen in figure 3.33, the FoMVpp of the pipe-line converter increases as a
function of the realized ENOB. The slope of the line through the realizations with

3.7 Theoretical power consumption comparison
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Table 3.7: Table of realized SAR A/D converters

Ref N ENOB fs ERBW P FoM Vpp FoMVpp

[MS/s] [MHz] [mW] [pJ] [V] [pJV 2]
[80] 9 8,2 0,15 0,03 0,03 1,70 0,5 0,43
[81] 8 7,7 0,1 0,045 0,0046 0,25 1,4 0,48
[82] 8 7,2 20 10 12,9 4,39 1 4,39
[83] 13,5 13 0,016 0,001 0,15 9,16 2,4 52,73
[84] 12 11,5 0,125 0,0625 16 44,19 4 707,11
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Pipe-line
1 bit 1st stage
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Pipe-line
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Figure 3.33: The figure of merit normalized to Vpp = 1 V of realized A/D
converters and the slope of a reference SHA as a function of
the achieved ENOB

low FoMVpp is equal to the slope of the FoMVpp of the reference sample-and-hold
capacitance. This is also equal to the expected slope shown in figure 3.24. The
converters on this line are designed with capacitors, limited by the noise require-
ments. Calibration does not reduce the capacitance in noise-limited designs. The
use of a multi-bit first stage does, however, reduce the intrinsic capacitance with
respect to the one-bit first stage pipe-line converter, as is shown in figure 3.33.

An exception to this is the realization presented in [69], where a pipe-line A/D
converter with a one-and-a-half-bit first stage achieves almost the same efficiency

A/D Converter architecture comparison
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as the pipe-line A/D converters with a multi-bit first stage. This is a remarkable
result.

The SAR architecture is also a noise-limited design. This is shown in figure 3.33
by the increasing FoMVpp as a function of the ENOB.

The result of the comparison of the realized A/D converters is not exactly equal
to the theoretical result shown in figure 3.32. This is caused by the fact that
the result from figure 3.32 shows the bare minimum achievable FoMVpp , while
the realized FoMVpp depends very much on the actual implementation. However,
figure 3.33 confirms the theory derived from figure 3.32 that for higher accuracies,
the realizations of the two-step/subranging or pipe-line with multi-bit first stage
A/D architectures are most efficient with respect to the other architectures. For
high accuracy the number of levels and the associated gain of the first stage have
to be large for high efficiency. In this case the dominant error source with respect
to noise and matching is the first stage. After this first stage the contributions of
the errors to the overall error are greatly reduced.

An important observation from figure 3.32 is that the FoM is not independent of the
accuracy for a given architecture, but increases for higher accuracy. This is caused
by the fact that the capacitive load of the capacitance determined by both noise and
matching increases with 22N , while the achieved accuracy only increases with 2N .

3.7.3 Architecture comparison as a function of the sampling speed

Figure 3.32 shows the differences between the architectures for low sample rates.
When the power is increased, indicated by mult in figure 2.5, the available settle
time decreases by the same amount, allowing an increase of the sample rate. When
the power and sample rate are increased simultaneously, the FoM remains con-
stant. However, when mult reaches the value where the available settle time does
not decrease linearly with mult , the power increases more rapidly than the sample
rate. This means that the FoM increases and the converter becomes less power ef-
ficient.

This available settling time is used differently for the several A/D converter archi-
tectures. As can be seen in table 3.1, the flash and folding architectures require
only one settle period for one conversion cycle. The maximum achievable sample
rate is therefore equal to 1

ts,min
, where 1

ts,min
is determined by the minimum achiev-

able time constant τmin (section 2.4). The two-step/subranging and pipe-line ar-
chitectures use two settle periods within one conversion cycle, which results in a
maximum sample rate of 1

2ts,min
. The SAR architecture requires N + 1 settle peri-

ods for one conversion cycle, resulting in a maximum sample rate of 1
(N+1)ts,min

.
Non-idealities, such as necessary switching time in the two-step, pipe-line and

3.7 Theoretical power consumption comparison
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SAR architectures or non-overlapping clock generation, which require part of the
total sampling period, are not taken into account. This effect reduces the max-
imum achievable sample rate of these architectures even further.

3.8 Conclusions

In this chapter the most important A/D converter architectures for high speed and
high bandwidth are compared with respect to power consumption and maximum
achievable speed. From the combination of figure 3.32 and the maximum achiev-
able sample rates it can be concluded that for low sample rates the architectures
which reduce the number of necessary accurate devices are much more power
efficient than the parallel type of converters like the flash and the folding architec-
tures. This is especially the case for high accuracies, where the size of the intrinsic
capacitance of the flash and folding architecture becomes impractical. However,
for high sample rates parallel architectures are more power efficient since the con-
version is carried out in only one step.

Practical realizations also show the trend that for a high sample rate the flash
and folding are the optimum architectures. However, due to the parallelism, the
accuracy is limited to 8/10 bits. For the higher accuracies two-step/subranging
and pipe-line with multi-bit first stage architectures are more efficient.

Designing for high accuracy requires some kind of calibration. When more bits
are applied in the first stage, the accuracy of the generation of the least significant
bits becomes less critical. Generating more bits in the first stage(s) thus reduces
the calibration to only this stage. This is in contrast to the more parallel type of
architecture where all the decision blocks need calibration separately.

Because of its power efficiency for high resolution, the two-step architecture is
further analyzed in the remainder of this book. The next chapter discusses

A/D Converter architecture comparison

enhancement techniques for this architecture to increase the accuracy without
increasing the power consumption, thereby increasing the power efficiency.



Chapter 4

Enhancement techniques for
two-step A/D converters

4.1 Introduction

In the previous chapter the two-step architecture was chosen for further investiga-
tion. This chapter first discusses the error sources in a two-step architecture. The
major accuracy challenge in the two-step architecture is the need for an accurate
gain factor between the quantization stages to fit the residue signal exactly in the
fine sub-range. In [3] an architectural solution for this requirement is provided,
which is explained in section 4.3. Due to this solution, the offset of the residue
amplifier stage becomes very important. Section 4.4 gives an overview of the ex-
isting offset calibration methods as they are applicable on different A/D converter
architectures. In section 4.5, a solution for background on-line digital offset ex-
traction and analog compensation is discussed.

4.2 Error sources in a two-step architecture

Figure 4.1 shows the general diagram of the two-step architecture (section 3.4).
Added to this figure are the main error sources which can limit the performance
of the two-step architecture.

Each of the error sources shown in figure 4.1 will be discussed and solutions are
provided in order to limit the performance reduction. The sample-and-hold is not
considered since the requirements of this block in the two-step architecture are
not different from the requirements in other architectures.
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εgain, εoffset
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input

error sources

• The coarse quantization determines the selection of the subranges and the
DAC setting. When an error is made in this quantization (εcoarse quantization),
the wrong subrange is selected, which results in missing codes, as shown
in figure 3.18. By adding over-range to the fine A/D converter (section 3.4)
the accuracy requirements of the coarse A/D converter are reduced signific-
antly.

• The references of the D/A converter are important since they determine the
accuracy of the total A/D converter. An error in the references (εreference)
results in an INL error. The reference therefore determines the accuracy of
the overall A/D converter. In general, the matching of resistances provided
in CMOS technology is sufficient [85, 86] for more than 12-bit accuracy
and is adequate for the scope of this book.

• The subtraction of the input signal and the D/A converter output determines
the overall achievable accuracy. An offset or a gain error in the subtraction
(εsubtraction) results, for example, in an INL error. The consequences of these
errors are similar to those of the errors made in the residue amplifier, which
will be described later.

• The residue amplifier is an important accuracy-determining element of the
two-step architecture. An offset (εoffset) on the residue amplifier or on the
subtractor gives a DC shift of the fine A/D converter reference with respect
to the coarse A/D and D/A converter range. When over-range is applied in
the fine A/D converter (section 3.4), this offset can be larger than without
over-range. However, an error in the gain factor of the residue amplifier
(εgain) is much more critical [87]. A gain error in the cascade of the sub-
tractor and the residue amplifier causes the total range of residue signal,
which is the result of the subtraction of the input signal and the D/A con-
verter signal, not to fit in the fine A/D converter range. This may lead to
non-monotonicity or missing codes [87]. The next section (4.3) discusses
an architectural solution to overcome this limitation.

Enhancement techniques for two-step A/D converters

Figure 4.1: Diagram of the general two-step architecture with the possible
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• An error in the range of the fine A/D converter (εfine range) results in an error
similar to a residue amplifier gain error. The gain of the subtractor and amp-
lifier should therefore be linked with the fine A/D converter range. This is
explained in the next section. The accuracy of the fine quantization determ-
ines the overall accuracy of the A/D converter. However, since the residue
amplifier provides gain, the accuracy requirements are reduced by this gain
factor.

• The fine quantization determines the achievable accuracy of the total A/D
converter. An error in this quantization (εfine quantization) increases the DNL
of the total A/D converter.

Most of the error sources described above are dealt with in section 3.4. The most
critical point in the two-step architecture is the interstage gain factor, which will
be discussed in the next section and improvements proposed.

4.3 Residue gain in two-step A/D converters

4.3.1 Single-residue signal processing

The two-step A/D architecture from figure 3.16 generally works with single residue
signals. An implementation of the single residue two-step converter is shown in
figure 4.2.

Digital

Amplifier

inn

inp

res

nres

Coarse
ADC

Fine
ADC

Figure 4.2: Two step architecture with single residue system

The coarse converter part is similar to the flash architecture described in sec-
tion 3.2. According to the coarse decision, switches are set to tap the proper
residue signals from the moving resistor ladders. This is illustrated in figure 4.3.

4.3 Residue gain in two-step A/D converters
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Figure 4.3: Residue signal generation in a single residue system (with a
residue amplifier gain of 1)

For illustration purposes the residue amplifier gain in figure 4.3 is set at 1. In
practice the gain is higher than 1. These residue signals are applied to a differential
amplifier, which applies its output to two resistor ladders which generate the fine
bits similar to the coarse converter. The amplitude of the residue signals, res and
nres, applied to the fine ladders is determined by the resistance of a coarse tap, the
current in the coarse ladder and the gain of the residue amplifier.

The range of the fine A/D converter is determined by the current in and the resist-
ance of the resistor ladders of the fine converter. Due to deviations in one of the
elements mentioned above, ranging errors in the fine converter are easily made.
Figure 4.4b shows the errors which occur when the gain of the residue amplifiers
is less than expected.

The bold lines, res and nres, are the signals which are applied to the tops of both
resistor ladders. Because the gain of the residue signals is too low, the signal is
too small for the fine range. This can be seen at the beginning and at the end of
a subrange in figure 4.4b. This misfit causes jumps in the transfer curve of the
total A/D converter at the subrange transitions, which leads to missing codes or
non-monotonicity. To circumvent this source of errors several precautions can
be taken. For example, if the fine range matches the full-scale residue amplifier
output signal swing, which means that the references for fine converter experience

Enhancement techniques for two-step A/D converters
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Figure 4.4: Fine converter signals of a single residue system, with nom-
inal amplifier gain (a) and with less than nominal gain (b)

[88, 89, 90]. However, this still limits the achievable accuracy to about 10 bits.

4.3.2 Dual-residue signal processing

Since only one side of the fine resistor ladders are determined by the residue sig-
nals and the fine range is determined by a separate resistor value and current in the
single residue configuration, monotonicity cannot be guaranteed by design. The
other side of the fine resistor ladder can also be connected to a separate residue
amplifier, which is connected to one tap shifted on the coarse resistor ladder. In
this case, the fine range exactly fits the residue signal [3]. This is illustrated in
figure 4.5.

Digital

AmplifierA

inn

inp

AmplifierB

nresB resB

resA nresA

Coarse
ADC Fine

ADC

Figure 4.5: Two-step architecture with dual-residue system

The dual-residue system from figure 4.5 can also be considered as two amplifiers
generating zero-crossings at the edges of the subrange and, by resistive interpola-
tion, the additional required zero-crossings for the comparators are generated. The

4.3 Residue gain in two-step A/D converters

(a) (b)

the same gain as the residue signal, the problem described above can be reduced
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switches are connected in such a way that, when switching from one subrange into
the next subrange, one amplifier remains connected to the coarse ladders, while
the other amplifier changes two tap positions [91]. With this improved switch-
ing, even with amplifier errors as described later, continuity and monotonicity are
guaranteed. As a result of not only driving the top side, resA and nresA, of the
fine reference ladders, but also the bottom side, resB and nresB, from the coarse
resistor ladder, the range of the fine A/D converter is made directly dependent on
the selected coarse subrange and the amplifier gain. If in this case the gain of both
residue amplifiers is reduced, it does not result in an error of the fine conversion.
This is due to the fact that the fine range is dependent on the gain of the residue
amplifiers. This is illustrated in figure 4.6.

input input

residue
signals

resB

nresBresA

nresA

resB

nresBresA

nresA

As can be seen in figure 4.6, the zero-crossings of the fine comparators remain
at the same position, independently of the gain. The absolute gain of the two
residue amplifiers is therefore not important. However, a lower residue amplifier
gain increases the accuracy demands on the fine conversion. A difference in gain
between the residue amplifiers causes the zero-crossings of the fine comparators
to deviate from the ideal value. This effect is shown in figure 4.7.

As can be seen in figure 4.7a, the interpolated zero-crossings are shifted with re-
spect to the ideal value and this causes an error in the transfer of the A/D converter.
The maximum error in the INL curve from figure 4.7b can be calculated by:

INLmax,fine =
√

GR − 1√
GR + 1

· 2NF , (4.1)

with GR = AA

AB
, the gain ratio of the gain of amplifier A and amplifier B and

NF is the number of bits of the fine A/D converter. By rewriting equation 4.1
the maximum relative gain error |GR,max − 1| can be calculated. Assuming

(a) (b)

amplifier gain (a) and with less than nominal gain (b)
Figure 4.6: Residue signals of a dual-residue system, with nominal
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Figure 4.7: Residue signals of a dual-residue system, with different gain
for both amplifiers (a) and the respective INL (b)

GR,max =
(
2NF +2 + 1

)2

(
2NF +2 − 1

)2 (4.2)

In figure 4.8 the maximum relative gain error as a function of the required number
of bits NF in the fine A/D converter is shown.

NF [bits]

(∆GR,max–1) [%]

Figure 4.8: Maximum relative gain error as a function of the accuracy

The gain matching requirement is exponentially dependent on the number of bits
in the fine converter. When, for example, the fine A/D converter has to resolve
8 bits (NF = 8), the required gain matching of the two residue amplifiers has

This matching is achieved by the intrinsic matching of

(figure A.1), then the maximum relative gain error is given by:
that the maximum allowed INL is LSB

4 = 1
2NF +2 for less than 0.4 loss in ENOB

(a)

(b)

4.3 Residue gain in two-step A/D converters

to be better than 0.4%.
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matching is required.

Another point for attention is the offset between the two residue amplifiers. Due to
mismatch, the zero-crossings of the residue amplifiers can be shifted with respect
to the wanted position. A difference between the offsets of the residue amplifiers
results in an INL error. This is illustrated in figure 4.9a.

residue
signals

input

INL INLmax

offset

input

Figure 4.9: Effect of residue amplifier offset on fine A/D converter zero-
crossings (a) with the respective INL (b)

As can be seen in figure 4.9b, the INL curve follows a continuous line and there
will be no large code transitions due to the dual residue signal processing in the
case of amplifier offset. This is a result of interpolation between the two residue
amplifier outputs, which determine the outer ends of the range. This means that
the offset is spread over the whole range, the maximum DNL is therefore the
difference between the input-referred offsets of both amplifiers divided by the
resolution of the fine A/D converter (equation 4.3). The maximum INL, however,
is equal to this offset difference (equation 4.4).

DNLmax =
∣∣∣∣Voffset A − Voffset B

2NF

∣∣∣∣ (4.3)

INLmax = ∣∣Voffset A − Voffset B

∣∣ (4.4)

To achieve an INL better than ±0.25 LSB, the difference in the amplifier offset
has to be within ±0.25 LSB.

the technology. The gain values of the amplifiers have to be calibrated if more

(a)

(b)

Enhancement techniques for two-step A/D converters



75

4.3.3 Conclusions

Dual-residue signal processing [3] is a powerful technique to circumvent ranging
errors which occur when the coarse subranges, residue amplifier gain and fine
range are not coupled to each other. When improved switching is used, continu-
ity and monotonicity are guaranteed. Dual-residue signal processing spreads the
errors of the amplifiers over the whole fine range, which results in an improved
DNL, and no missing codes will occur. A gain error is also spread over more
codes instead of causing missing codes. However, the difference in offset of the
two residue amplifiers determines the INL of the overall A/D converter. For high
accuracy this means that the input devices of the amplifier need to be large to
ensure a sufficiently low offset. The next sections deal with offset calibration
techniques, which allow the use of small input devices to improve the power and
speed of the converter.

4.4 Offset calibration

4.4.1 Introduction

In the single residue architecture, the offset of the residue amplifier is not critical.
The over-range of the fine A/D converter is able to compensate the offset error.
When dual-residue signal processing is used in a two-step architecture the offset
of the two residue amplifiers determines the INL, as described in the previous
section. The offset of the residue amplifier stage needs to be calibrated in order
to prevent the use of large input devices1 . This section describes a number of
calibration techniques which can be applied to the two-step architecture.

4.4.2 Calibration overview

The offset of residue amplifiers in two-step converters, or in general in the critical
blocks of A/D architectures, can be calibrated in order to reduce the intrinsic capa-
citance, thus reducing the required power. These critical blocks are, for example,

1Another option could be to calibrate the gain of a single residue system instead of the offset in
a dual-residue system. However, in this book offset calibration is chosen over gain calibration since
offset can be measured and compensated more easily because it is a DC effect.

4.4 Offset calibration



76

the comparators or the amplifier stages. The calibration can be performed at sev-
eral

’

moments’ during the lifetime of an A/D converter, as shown in figure 4.10.

Production Start-up Operation

Calibration
during

production
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self-

calibration

Calibration
in
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Calibration
using

output data

Generation of
additional
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Figure 4.10: Calibration moments during the lifetime of A/D converters

These

’

moments’ occur during fabrication (testing), at start-up or continuously
during operation. Depending on when this

’

moment’ occurs, additional hardware
or calibration time, etc., is needed. These calibration schemes can be carried out
either in the analog or in the digital domain. The following paragraphs describe
the different possibilities and their advantages and limitations.

Calibration during production

The most straightforward method of calibration is carried out off-line during fab-
rication. When this method of calibration is used the process needs a type of pro-
gramming facility on-chip, like laser-trimming or -cutting, or read-only memory
(ROM) programming. These values are used for compensating the errors in the
analog or in the digital domain.

• A current D/A converter which is used for generating the references in, for
example, a two-step A/D converter can be calibrated by adjusting each of
the separate current sources to their wanted value. This can be done by
using additional compensation D/A converters for generating the compens-
ation current [92, 27]. These compensation D/A converters are programmed
during fabrication, for example by laser cutting or trimming. This can also
be used to generate a compensation current for the offset current which
is generated in a differential pair due to mismatch [93]. Also other analog
properties like capacitor values can be calibrated by using the programming
possibility during fabrication [79]. The advantage of laser trimming a

Enhancement techniques for two-step A/D converters
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perfect’ circuit.

• The correction of the errors generated in the analog domain can also be per-
formed in the digital domain [35, 94, 95]. In this case during fabrication
(or testing) the errors of the A/D converter are measured in the digital do-
main. The correction numbers are calculated and the correction data is pro-
grammed during a fabrication step in a programmable read-only memory
(PROM). When the A/D converter is used, the analog part generates raw
data, which contains errors caused, for example, by capacitor mismatch or
transistor mismatch. This raw data is used to estimate the corresponding
error. This error is then subtracted from the raw data, which results in the
corrected output data. As in the analog trimming case, when the raw data
is sufficiently accurate not to influence the quantization error, the resulting
A/D converter is perfect’, without static errors.

• To overcome calibration errors when the offsets change due to stress after
packaging, both types of calibration during fabrication can be carried out
by electrically-programmable read-only memory (EPROM) programming
during the final test (after packaging) [96].

The disadvantage of calibration during fabrication is that an additional processing
or fabrication step or testing time is required. Each individual A/D converter needs
to be characterized separately, and the individual errors need to be corrected. This
involves a lot of additional and expensive testing time. And since the calibra-
tion is performed only once, errors which are caused, for example, by aging or
temperature-dependent behavior are not removed.

Off-line self-calibration

The analog error correction can be stored in a (P)ROM at fabrication, but when
a random-access memory (RAM) is used an additional IC-processing step is not
required. The RAM is programmed during a calibration cycle at start-up, but this
can also be done during operation in a time interval when the A/D converter is
not used in the system. For example, during the line blanking in a video system.
This type of calibration is generally known as self-calibration (or calibration at
start-up) [97].

’

’

4.4 Offset calibration

circuit is that after trimming the errors of the analog circuitry are
removed, resulting in a
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• During self-calibration the A/D converter is disabled, which means that the
analog input signal is not converted. Instead, a known input signal is ap-
plied or the A/D converter is put in a known state, such that the output of
the A/D converter is a known digital signal. Due to mismatches in the com-
ponents used, e.g. capacitors [97, 98, 99, 100, 101, 70, 102], the resulting
digital signal deviates from the wanted signal. The difference in the wanted
and the resulting digital signal is used to calibrate the errors. The calib-
ration can be performed by shifting the references that are applied during
conversion [97], which are dependent on the raw data generated by the A/D
converter. Another manner of calibrating the errors in the analog domain
in, for example, a switched capacitor implementation is by trimming the ca-
pacitors [103]. However, the calibration can also be performed completely
in the digital domain [98, 99, 100, 101, 70, 102]. The code-dependent cor-
rection terms, which are also derived by applying known signals to the A/D
converter, are stored in a digital register or a ROM. During normal opera-
tion these correction terms are added to the conversion results to calibrate
the errors.

• A more flash-type converter-specific calibration method involves assigning
more than one comparator to each level [43]. The trip-points of the com-
parators are distributed because of transistor mismatch. By selecting the
comparators closest to each trip-point, and powering down and ignoring the
others, the DNL can be reduced significantly. However, this method relies
on there being at least one comparator with the proper trip-point available
for each decision level. This can only be satisfied when sufficient compar-
ators are available for each decision point, which requires an overhead in
silicon area.

Calibration at start-up offers the advantage over calibration during fabrication be-
cause each time the A/D converter is powered up, or even during a non-operation
time period, the A/D converter is calibrated. This means that mismatch effects
due to aging are compensated. But the calibration has to be performed repet-
itively upon request’ to ensure that mismatch effects like temperature drift or
supply variations are compensated for. This requires a system-dependent calibra-
tion scheme. Calibration in the analog domain results in an A/D converter with
nearly perfect analog circuitry. However, calibration in the digital domain re-
quires sufficient resolution to ensure calibration to a sufficiently low INL of the
A/D converter [98]. This is necessary because, due to digital adding and subtrac-
tion, quantization errors are generated. Using more bits (typically one or two)
in the calibration process and truncating the raw data to N bit reduces this effect

’

Enhancement techniques for two-step A/D converters



79

sufficiently. This does, however, mean that for an N-bit A/D converter, N + 1
or N + 2 bit raw data has to be generated by the A/D converter, which involves
additional power and area.

Calibration in clock cycle

Instead of calibrating the A/D converter only during fabrication, at start-up or at a
calibration request, the calibration can take place every clock cycle.

• During sampling of the signal the offset is measured and stored on a ca-
pacitor, while during the hold (or amplifying) period this offset value is
subtracted from the input signal, which results in cancellation of the off-
set [26, 104, 18, 55].

• Correlated double sampling [105] cancels the offset by first sampling the
input signal plus the offset. During the next phase only the offset is sampled
on an additional capacitor. The third phase amplifies the input signal, thereby
canceling the offset. This can also be used in a comparator stage [1] by first
sampling the input signal on sampling capacitors. The second phase gen-
erates a signal which is proportional to the input signal plus offset and a
signal which is proportional to only the offset. These values are subtracted
and in the last phase this resulting signal is latched, which generates the
comparator output signal.

• By using an auxiliary amplifier, the offset of an amplifier can be com-
pensated without using capacitors in the signal path [106, 28]. During the
compensation phase the inputs of the main amplifier are short circuited,
while the offset calibration loop is closed and the offset is sampled on the
compensation capacitors. When the main amplifier is used in amplify mode,
the auxiliary amplifier with the main amplifiers offset at the input cancels
the offset of the main amplifier. The compensation phase is performed every
clock cycle.

The main advantage of these techniques is that the offset is calibrated every clock
cycle and changes over time are therefore calibrated as well. However, the major
disadvantage is that the available settle time for the signal processing phase is
halved, since the other half is used for the offset canceling phase. In the case of
correlated double sampling the settle time is even three times smaller. In general
this means that the power is increased by the same factor.

4.4 Offset calibration
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Generating additional calibration time

The previous paragraph shows that calibration can be carried out on-line, but that
this involves additional power. There are several calibration methods that can be
performed on-line to reduce the settling requirement back to a full sample period
without this involving additional settling speed.

• The most straight-forward method is to replace the part of the converter
which has to be calibrated [71] with a circuit which takes over the function-
ality. This can be executed to the extreme if a complete A/D converter is
replaced by another A/D converter when it has to be calibrated [107]. This
is advantageous when more than one A/D converter is used time-interleaved
in order to increase the overall sample rate. These additional stages require
some additional power, although, this overhead becomes less as the number
of stages (or complete A/D converter channels) which have to be calibrated
increases.

• The circuit to be calibrated can also be taken from the system without repla-
cing it. The missing signals can be generated (by interpolation, for example)
from the remaining circuitry [108, 57]. In this way no missing samples in
time occur and no additional circuitry is required. But to ensure a sufficient
quality of interpolation, the linear region of the remaining circuitry needs to
be large enough, requiring additional power. This analog interpolation and
calibration is due to the required parallelism only applicable for flash-type
converters.

• It is possible to generate some additional calibration time without the use of
extra circuitry or sampling at a higher sample rate by using a skip-and-fill
algorithm [109]. The calibration is based on the calibration described in
the off-line self calibration section; this is not performed at start-up or on
request, but by skipping a normal conversion cycle and using this time for
calibration. The skipped sample is filled by non-linear interpolation of the
digital output data of the converter. The skipped conversion cycle is chosen
at random. However, this implies that no signal frequencies above 1

3fs can
be applied to the converter in [109] because then the interpolation algorithm
does not function properly. Other interpolation algorithms can be chosen to
circumvent this restriction.

• The additional calibration time can also be generated by using queue-based
sampling [84]. The input signal is sampled at uniformly distributed time

Enhancement techniques for two-step A/D converters
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intervals, and the output signals are re-sampled with another sample and
hold, at a higher sample rate. The output of this sample and hold is quant-
ized with an A/D converter running at this same higher sample rate. When
the queue formed by the second sample and hold is empty, the A/D con-
verter has extra time for a calibration cycle. The A/D converter runs at a
slightly higher sample rate and therefore requires additional power.

The calibration algorithms described above all work on-line, although to some
extent additional overhead in speed, circuitry or linear region is required and this
does involve some additional power. In the case of the skip and fill algorithm the
complete Nyquist band cannot be handled by the A/D converter.

Calibration by using output data

To reduce the overhead of additional circuitry even further than described in the
previous section, the offset information can be extracted from the digital output
data of the converter. Since the output data contains both signal and offset errors
(or other errors such as gain mismatch), the offset needs to be distinguished from
the input signal.

• Data-dependent shuffling of capacitors relaxes the requirement of matching
of capacitors in terms of missing codes or non-monotonicity [110]. Even
in the case of capacitor mismatch, the DNL is improved significantly, al-
though the INL is still determined by the mismatch. By choosing a pseudo
random-dependent shuffling instead of data-dependent shuffling, even the
INL errors are averaged out [111]. They still exist on sample to sample
base, which does not improve the SNR, although over more samples the
errors are averaged to zero. Since the signal which shuffles the capacitors
is generated in the digital domain, this information can be used to estimate
the error of the capacitors in the digital domain. The digital estimate of the
capacitance error can be used to compensate digitally for the error. This is,
however, not yet proven as a complete system [111].

• By adding a pseudo random signal to the analog input [112, 113], which
is sufficiently un-correlated with the input signal, the gain errors between
two (or more) interleaved A/D converters can be extracted. The added sig-
nal is converted by the A/D converters together with the input signal. In

4.4 Offset calibration
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the digital domain this added signal is subtracted. When there is gain mis-
match, a residual pseudo random signal remains in the output of the A/D
converters. This residual signal is correlated with the pseudo random signal
and accumulated in an integrator. Due to the integration in the accumulator
and correlation with the pseudo random signal, the input signal is averaged
out. The resulting value in the accumulators is used to adjust the gain of
the A/D converters by multiplying in the digital domain. The disadvantage
of this method is the required additional input signal range for adding the
pseudo random signal. This can be as large as one quarter of the full range.
In this case detection of errors to an N-bit level requires an N + 2-bit A/D
converter [112], in order to detect properly these added pseudo random sig-
nals. The offset between the two A/D converters in [112] is removed by
accumulating the difference of the outputs of both A/D converters. Due to
offset, the content of this integrator differs from zero, which is a measure
for the offset. However, a signal at fs

4 is also seen as offset, which disturbs
the offset cancellation.

In general, for all the calibration methods, the maximum achievable accuracy is
dependent on the accuracy of the error-compensating mechanism. In the digital
domain this is determined by the number of bits used for the compensation before
the data is truncated to the number of output bits of the A/D converter. In the
analog domain, this can be determined, for example, by the resolution of the D/A
converter that provides the compensation value. When capacitors are calibrated,
the value of the smallest capacitor determines the accuracy.

4.4.3 Conclusions

All of the calibration techniques discussed, except those in the last section, re-
quire calibration time. This is subtracted from the total conversion time of the
A/D converter. It is obvious that calibration at start-up requires additional time
when the A/D converter is switched on. After that, the A/D is calibrated and acts
as an ideal converter but, as with calibration during fabrication, changes in time
due to temperature or supply changes are not calibrated. The offset measuring
and calibrating during each sample takes additional time during conversion. The
calibration algorithms which work with the output data of the converter have not
yet been proven to work in order to improve the performance of a single A/D con-
verter or require an additional input signal range for the error detection. The next
section describes an algorithm which uses the digital data to extract the errors and
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continuously calibrates the A/D converter. The errors are calibrated in the analog
domain, resulting in an A/D converter with almost perfect analog circuitry. This
algorithm uses only very few additional non-critical analog-components.

4.5 Mixed-signal chopping and calibration

This section explains a calibration algorithm which extracts residue amplifier off-
sets from the normal processed data by the converter without taking additional
time. The amplifier offset which has been identified is corrected for the ana-
log domain, which means that the resulting calibrated A/D converter has residue
amplifiers without offsets.

4.5.1 Residue amplifier offset chopping

Figure 4.11 shows the residue amplifier with quantizer at the output. If this ampli-
fier comprises offset, it causes a DC component to appear at the output of the A/D
converter. Because not only the offset but also the DC content of the input signal
appears as a DC component at the output, the offset cannot be distinguished from
a DC signal. This is also shown in figure 4.11.

offset

Amp ADC
N

DC+input signal DC+offset+input signal
f f

Amplitude Amplitude

input

Chopping of the residue amplifier inputs is applied to be able to distinguish the
residue amplifier offset from a DC signal component. The input of the amplifier
is chopped as shown in figure 4.12. This means that the differential input of the
amplifier is periodically reversed in polarity. Because the offset is added after
the chopper, the DC component at the output of the amplifier only consists of the

4.5 Mixed-signal chopping and calibration

input and output signal spectrum
Figure 4.11: Amplifier with offset, connected to an A/D converter, with
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offset, while the DC component of the signal is located at the chop frequency.
At the output of the amplifier the signal has to be chopped again to retrieve the
original signal. This is shown in figure 4.12.
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Figure 4.12: Amplifier with choppers in order to move offset to distinguish
offset from DC

The chop state is not allowed to change just before the A/D converter quantizes
the signal, since this puts high demands on the bandwidth of the system. The chop
signal is therefore synchronized with the A/D converter clock signal, which means
that the chop state does not change until just after the A/D converter has quantized
the signal. This relaxes the additional demands on the bandwidth. Being able to
change the chop state at the A/D converter clock edges, while preserving a 50%
duty cycle, limits the possible chop frequencies to fs

2 , fs

4 , fs

6 , ..., with fs as the
A/D converter sample frequency.

4.5.2 Offset extraction from digital output

In the case of figure 4.12 the offset is perfectly separated from the DC content
of the signal. In order to be able to detect the offset of the residue amplifier the
digital output data is chopped again with the same chop signal as is used at the
input of the amplifier, as shown in figure 4.13.

The resulting signal contains the offset component at DC. This signal is integrated
in order to detect the sign of the offset. A positive offset causes the integrator con-
tent to be positive, while a negative offset results in a negative content. The input
signal is averaged out during integration, since integration can also be referred
to as a low pass filter. However, when the input signal frequency is close to the
chop frequency, the input signal component is close to the offset component after
chopping the digital output of the A/D converter. Figure 4.14 shows this in the
frequency domain.
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Figure 4.13: Conversion system with amplifier choppers and a digital
chopper for offset extraction
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Figure 4.14: Chopping of the amplifier input when the input signal is close
to the chop frequency

Integration of such an input signal also causes the integrator content to change,
since the signal attenuation at low frequencies is small. This interferes with the
detection of the offset sign. The minimum allowed ratio between the input signal
frequency and chop frequency, for proper offset sign detection, can be calculated.
This ratio between the input signal frequency fin, sample frequency fs and the
chop frequency fc can be defined as:

a = fin − fc

fs

(4.5)

In the following derivation it is given that fc is one of: fs

2 ,
fs

4 ,
fs

6 , .... If the res-
olution of the digital signal is N bit, then a full scale sine wave, with frequency
fin = a · fs + fc, the digital signal after chopping is equal to 2N−1 sin (2πan),

4.5 Mixed-signal chopping and calibration
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with n as the n-th sample. Integration of this signal yields:

Msignal(n) =
∫ n

0
2N−1 sin (2πax) dx = 2N−1

(
1

2aπ
− cos (2πan)

2aπ

)
(4.6)

Suppose the smallest offset which has to be detected is ±LSB
4 (appendix A), where

LSB = 1
2N of the A/D converter range, then the integrator content M due to offset

is given by:

Moffset,min(n) = n · ±LSB

4
= n · ± 1

4 · 2N
, (4.7)

with the sign depending on the sign of the offset. Figure 4.15 shows the integrator
content M as a function of the number of samples n of the minimum offset to be
detected −n · 1

4·2N and of the integrator content Msignal(n) − n · 1
4·2N for several

values of a with N = 4.

n

integrator
content (M)

n·LSB/4

Msignal,max

Figure 4.15: Integrator content M for several values of

’

a’ with N = 4

In figure 4.15 it can be seen that for a certain value of a, a wrong decision can be
taken on the offset sign. For example, when a = 0.00125 and at n = 1000, the
integrator content M is positive, even in the presence of a negative offset. This
can be overcome when the number of integrated samples n is sufficiently large to
enable a reliable decision to be made about the sign of the offset. The maximum
value that the integrator content can reach is at the top of the signals (the integrator

a = 0.00125

a = 0.0025

a = 0.005

a = 0.01

Enhancement techniques for two-step A/D converters
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contents) shown in figure 4.15. This maximum value is calculated by equation 4.6
when n equals | 1

2a
+ m

a
|, with m as an integer. In this case the integrator content

given by equation 4.6 becomes:

Msignal,max =
∣∣∣∣2N−1

aπ

∣∣∣∣ (4.8)

From this equation the minimum required number of integrated samples n can be
calculated as a function of the ratio a, since the integrator content due to signal
contribution always has to be smaller than the integrated offset:

Moffset,min > Intsignal,max ⇒ n >

∣∣∣∣4 · 22N−1

aπ

∣∣∣∣ (4.9)

frequency between
|fc − a · fs | and fc, the integrator content after n samples is dominated by the
input signal and not by offset. In this case the decision about the sign of the offset
is not reliable. Equation 4.9 can also be written as a function of n:

|a| >
4 · 22N−1

Vpp

Vfullscale
· nπ

(4.10)

The additional factor Vpp

Vfullscale
includes the effect when the peak-to-peak value of

the input signal (Vpp) sine is smaller than the full scale value. For example, when
the input signal is half of the maximum input signal swing, the value of a is
halved. This means that input signal frequency is allowed to be twice as close to
the chop frequency with respect to the frequency of a full range input signal. From
equation 4.10 the

’

forbidden’ signal frequencies can be derived as a function of
the signal amplitude and the integration period. This is shown in figure 4.16 for a
chopping frequency of fc = fs

2 .

For systems which are over-sampled this is in general not a problem, since most
of these systems use anti-aliasing filtering. Due to this filtering there is no signal
component left close to the Nyquist frequency. a can therefore be designed to be
sufficiently large. However, to be able to deal with signals (including interfering
signals), that are close to the chopping frequency, the result shown in figure 4.16
is not desirable because it cannot be guaranteed that there are no signals present

4.5 Mixed-signal chopping and calibration
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VFull Scale

C
1

2 s

Forbidden signal amplitudes
and frequencies

a a fs

Vpp

f

Figure 4.16: The forbidden area in which no signal is allowed for proper
offset detection for fc = fs

2

in the

’

forbidden’ areas. The size of the

’

forbidden’ areas can be reduced by using
a chopping signal with different frequencies. This is discussed in the next section.

4.5.3 Pseudo random chopping

If instead of a single chopping frequency a chopping signal with more frequency
components is used, the size of the forbidden area shown in figure 4.16 is reduced,
since the input signal is spread over more frequencies by chopping. This means
that the signal power at each chopping frequency component is less than the signal
power of the original signal. In the voltage spectrum, the signal is divided equally
over all the chopping frequency components with a value in each peak of:

Vamp,choppeak = Vpp√
Npeak

, (4.11)

where Vamp,choppeak and Vpp are the signal amplitude at each chop frequency and
the original signal respectively. The chop signal consists of Npeak frequency com-
ponents. The effect of multiple chopping frequencies is shown in figure 4.17 for
a case with four chopping frequencies.

Note that a in figure 4.17 is smaller than a in figure 4.16. When the input signal
is located in one of the forbidden areas, the component folded back to (close to)

f  = / f

Enhancement techniques for two-step A/D converters
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Figure 4.17: The forbidden areas in which no signal is allowed for proper
offset detection

DC is sufficient to disturb the offset detection. As can be seen in figure 4.17,
when the input signal frequency equals exactly one of the chopping frequencies,
the integrator handles this as an offset, since part of the input signal appears at
DC. To be sure that this component is always less than the minimum offset which
has to be detected, the input signal has to be spread through the spectrum with no
components larger than the minimum detectable offset. This makes demands on
the number of chopping frequencies. When the input signal is distributed equally
over Npeak frequencies, the signal amplitude at each of these frequencies i is then
given by:

Vamp,signali = Vpp√
Npeak

(4.12)

This means that when the input signal frequency falls together with one of the
chop frequencies (and has the same phase), the amplitude of the component which
will appear at DC is given by equation 4.12. This amplitude has to be smaller
than the minimum offset which has to be detected. For a full scale input signal the
minimum number of frequencies Npeak is then calculated by:

Npeak ≥ 22(N+1)

2
= 22N+1 (4.13)

The minimum offset is set at LSB
4 . The division by 2 in equation 4.13 is the factor

between the full scale and the amplitude of the input signal.

4.5 Mixed-signal chopping and calibration
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To generate a chop signal with sufficient frequency components, a digital pseudo
random-noise generator can be used [114]. An example is shown in figure 4.18.

FF FF FF FF FF

fS

PSRDd q d q d q d q d q

Figure 4.18: Pseudo random-signal generator with five delay elements

The number of delay elements used in the pseudo random generator determines
the length of the pseudo random cycle. In the example of figure 4.18 the number
of frequencies of the generated signal is 15. The amplitude of each component is

1√
15

or 11,8 dB with respect to a single tone signal, as is shown in figure 4.19.

f[Hz]

[dB]
Pseudo random signal
½ fs signal ½ fs

11,8 dB

Figure 4.19: Frequency spectrum of an fs

2 signal and the pseudo random
signal generated from figure 4.18

A pseudo random signal consists of a random sequence of ones and zeros. After
a full pseudo random cycle the result of the integration of this signal is zero, since
the number of ones and zeros in a full cycle is (almost) equal. The minimum
required integration length for proper offset detection is therefore equal to the
pseudo random cycle length. The minimum required pseudo random cycle length
is derived by calculating the minimum required number of peaks (Npeak from
equation 4.13).

Enhancement techniques for two-step A/D converters
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4.5.4 Offset extraction and analog compensation

After an integration cycle the sign of the offset can be derived from the integrator
content. A positive integrator content is the result of a positive offset. This result
can be used to calibrate the offset of the amplifier from figure 4.122 . By using
a D/A converter, the information from the digital domain can be converted into a
signal which compensates the amplifier offset. This total calibration loop is shown
in figure 4.20.

chop

Amp ADC
N

offset

INTDAC

C
ou

nt
er

up

downNDAC

input digital output

For the A/D converter shown in figure 4.20 it makes no difference whether the
input signal is chopped or not, besides a Nyquist signal bandwidth requirement.
However, in a sub A/D converter (i.e. the fine A/D converter in a two-step archi-
tecture) the signal bandwidth already has to fulfil this requirement. The second
analog chopper just at the input of the A/D converter can therefore also be moved
to the output of the A/D converter. In this case the chopper becomes a simple
digital chopper and the digital chopper in front of the digital integrator shown in
figure 4.20 can be removed since the output of the (sub) A/D converter can be

A counter is used to drive the offset-compensating D/A converter. When a posit-
ive offset is detected, the integrator block gives a down pulse to the counter and
the D/A converter value is decremented. The integrator content is set to zero and
a new integration cycle starts. This integrator reset cuts the loop and no instability
problems can therefore occur. When the offset is sufficiently small, less than a
certain threshold, the integrator gives no updates to the counter. This is to circum-
vent the offset to toggle around zero. This would give a frequency component at

2

4.5 Mixed-signal chopping and calibration

extraction and analog compensation
Figure 4.20: Total amplifier offset calibration loop with digital offset

integrated directly. This results in the calibration loop of figure 4.21.

A similar offset detection method has been published later than [58] in [115].
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offset
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input digital output

NDAC

the integration cycle length. This threshold can be calculated by multiplying the
minimum offset which has to be detected, for example LSB

4 , by the total number
of integrated samples. Figure 4.22 illustrates the operation of the calibration loop.

Integrator
content

DAC
value

threshold

Amplifier
error

¼ LSB

t

t

t

Pseudo random
Cycle length

Figure 4.22: Integrator and D/A converter signals of the calibration loop,
together with the resulting error

The demands on the D/A converter are determined by the step size of the com-
pensation. If the integrator is able to detect offsets of LSB

4 the step size (or res-
olution) of the D/A converter should be less or equal to that value. The linearity
of the offset compensation D/A converter is not critical since the D/A converter is
part of the regulation loop.

The described calibration loop enables offset calibration of the amplifier during
normal operation. The amplifier and A/D converter are transparent for normal
input signals, while the offset of the amplifier is extracted in the digital domain.
This enables the use of a filter or integrator with a large time constant, without the

chopping
Figure 4.21: Total amplifier offset calibration loop with improved

Enhancement techniques for two-step A/D converters
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drive a D/A converter to compensate for the amplifier offset.

4.5.5 Offset extraction in a dual-residue two-step converter

This calibration algorithm is not only applicable for the offset of a single ampli-
fier in a single residue system. When dual-residue signal processing is used, as
described in section 4.3.2 and shown in figure 4.23a, the effect of offset on the
residue amplifiers on the transfer curve of the sub A/D converter is shown in fig-
ure 4.23b. The offset of the residue amplifiers can be made small by design, but
this requires large input devices. To reduce the input capacitance of the residue
amplifiers, the offsets of both amplifiers are calibrated.

Amp A

Amp B

sub
ADC

offset B

offset A
A

nA

B

nB offset A

offset B

input

sub
ADC

output

inrange
overrange

overrange

sub
ADC

output

Figure 4.23: A dual-residue sub A/D converter system (a) and the effect of
the residue amplifier offset on the transfer curve of the sub
A/D converter (b)

At the beginning of the range shown in figure 4.23b, the offset of amplifier A de-
termines the deviation from the ideal curve, while at the end of the range the offset
of amplifier B determines the deviation from the ideal curve. The offsets of both
amplifier A and amplifier B, as shown in figure 4.24a, are split up into a common
component and a differential component because they require a different detection
and calibration scheme, as will be explained later. The common offset component
has equal values and equal signs for both amplifiers (figure 4.24b) and the differ-
ential offset component has equal values but has opposite signs (figure 4.24c).

The offsets of both amplifiers can be written as a function of the common and
differential offset components:

need for accurate or sensitive analog components. The extracted offset is used to

4.5 Mixed-signal chopping and calibration

(a) (b)
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offset A

offset B

input
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output

offsetdiff A

offsetdiff B

input

offsetcomm A

offsetcomm B

input

=
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inrange

overrange
overrange

inrange
overrange

overrange

inrange
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Figure 4.24: The offsets of amplifiers A and B (a) split up into common (b)
and differential (c) components

Voffset A = Voffsetcomm + Voffsetdiff

Voffset B = Voffsetcomm − Voffsetdiff

(4.14)

Equation 4.14 can be rewritten to calculate the common and the differential offset
component from the amplifier offsets:

Voffsetcomm = Voffset A+Voffset B

2

Voffsetdiff = Voffset A−Voffset B

2

(4.15)

The effect of the common offset component is a DC shift of the transfer curve
of the A/D converter. This does not reduce the non-linearity of the two-step A/D
converter. In principle this offset does not have to be compensated for. However,

(a)

(b) (c)
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since the common offset component causes a shift of the residue signal in the fine
A/D converter range, it uses part of the over-range of the fine converter while this
is intended for the coarse A/D errors. When the common offset component is
reduced as well, the total fine A/D converter over-range can be used for the coarse
A/D converter errors. This allows the power of the coarse A/D converter to be
reduced to the minimum. The differential offset component, however, directly
reduces the non-linearity of the two-step A/D converter. Both the common and
differential offsets therefore need to be calibrated.

For the sake of simplicity, the offset detection without chopping of the residue
amplifier inputs is considered first. In order to be able to extract the sign of the
common or differential amplifier offset component, the effect of the respective
offset component should be a signal at DC. The sign of the offset can then be
detected by integration of the digital data (which is actually low-pass filtering).
This is illustrated in figure 4.25.

Amp A

Amp B

sub
ADC

offset B

offset A
A

nA

B

nB

sub
ADC

output

Processing Integrator
Offset sign

detector

Figure 4.25: Offset sign detection by integration of the digital output of a
dual residue amplifier conversion system

The additional processing in the digital signal path is to transform the signal such
that a signal at DC appears when there is amplifier offset. It is clear that in this
case a DC component in the input signal will interfere with the offset detection,
although chopping of the residue amplifiers (described in section 4.5.1) removes
this restriction, as is explained later.

Common offset

First the common offset component from figure 4.24b is considered. In this case
the additional signal processing shown in figure 4.25 only puts the zero reference
in the middle of the output range, as is shown in figure 4.26a.

4.5 Mixed-signal chopping and calibration
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input
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sub
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inrange
overrange

overrange

f

sub ADC
output [dB]

input signal

offset
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0

Figure 4.26: Input of the integrator (a), with the zero reference in the
middle of the range and the spectrum (b) of the sub A/D con-
verter output with only common offset

When the input signal of the residue amplifiers is a (randomly) varying signal
(for example a sine with zero DC component), the signal varies at the x-axis of
figure 4.26a. When both amplifiers of figure 4.25 have an equal offset, a DC
component appears in the output signal (figure 4.26b), which is caused by this
offset. When the output signal of the sub ADC is applied to the integrator from
figure 4.25, this DC component leads to a positive integrator content. This is a
measure for the sign of the offset and can be used in a calibration loop to remove
the offset.

Differential offset

When the offsets of both residue amplifiers from figure 4.25 consist of only a
differential component the transfer curve of the sub A/D converter is shown in
figure 4.24c. When the same processing as described above with common offset
is used, the input of the integrator as a function of the input signal is shown in
figure 4.27a.

When in this case the input signal of the residue amplifiers is a (randomly) varying
signal (for example a sine with zero DC component) similar to that described
above, there is no offset component visible at DC. Figure 4.27b shows that the
error is only visible as a gain error, but this cannot be detected with the low-pass
filtering of an integrator. To enable the detection of the differential offset as a
DC component a larger part of the total A/D converter range (more sub-ranges) is

(a) (b)
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Figure 4.27: Input of the integrator (a), with the zero reference in the
middle of the range and the spectrum (b) of the sub A/D con-
verter output with only differential offset

considered, as shown in figure 4.28a. The spectrum of the A/D converter output
is shown in figure 4.28b, when an example input signal without a DC component
is applied.

The differential offset is spread through the spectrum and indicated as

’

white
noise’ in figure 4.28b. In reality, however, it shows up as discrete peaks, which
are input-signal-frequency-dependent. The additional digital processing detects
whether the output signal passes a threshold which lies in the middle of a sub-
range. According to this detection, the proper value is subtracted from the digital
code. The result is shown in figure 4.28c. This additional processing works in
a similar way to the two-step processing, where the threshold lies at a subrange
transition. If the applied input signal contains no DC, the differential offset can
still not be detected by low-pass filtering, since there is no offset component at
DC. By inverting the digital code in the odd

’

subranges’ as shown in figure 4.28d,
part of the differential offset appears at DC in the spectrum (figure 4.28e). Due
to a differential offset the transfer curve is always above (or equal), or always be-
low (or equal) to the ideal transfer curve (depending on the sign of the differential
offset). This is illustrated in figure 4.28d. When any (random) signal without a
DC component is applied to the A/D converter, which means that the input signal
varies over the x-axis of figure 4.28a, c and d, part of the differential offset appears
at DC. By low-pass filtering or digital integration, the sign of this offset can be
detected, in a similar way to the common offset.

4.5 Mixed-signal chopping and calibration
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Figure 4.28: Output of the total A/D converter with 4 subranges, only dif-
ferential offset on the residue amplifiers (a) and the spectrum
of an example signal (b), subrange processing (c) and partial
inverted integrator input (d) with the resulting spectrum (e)

Chopping

To be able to distinguish the offset error from the (DC) input signal, the inputs of
the residue amplifiers are chopped, as explained in section 4.5. Since two amp-
lifiers are chopped, there are four connection possibilities. With one un-chopped
connection, this results in three different chopping methods. This is illustrated in
figure 4.29.

Chopping method 1 changes the polarity of the inputs of both amplifiers. Chop-
ping method 2 also changes the polarity of the inputs and interchanges the inputs
of amplifier A and amplifier B. The third chopping method leaves the polarity
the same and only interchanges the inputs of amplifier A and amplifier B. The
three chopping methods deal with the common and differential offset components

(a)

(c)

(d)

(e)

(b)
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Figure 4.29: Chopping of dual-residue amplifiers with three possibilities
of chopping

in a different way. Only the first chopping method is considered here, since both
common and differential offsets can be detected using this chopping method. The
other two chopping methods can be used to detect only common or only differen-
tial offset, but this is not discussed here.

When the inputs of the residue amplifiers are chopped (with chopping method 1)
under the condition that only common offset is present at the residue amplifiers,
the transfer curves of both chop states are shown in figure 4.30. The chop state
nochop has the same transfer curve, as shown in figure 4.26a. The signal which
is applied to the input of the integrator shown in figure 4.25 comes from one of
the transfer curves of figure 4.30, depending on the chop state.

The first effect of chopping is that the signal component is inverted for an equal
sub A/D converter input signal. The second effect of chopping is that the offset
component does not change sign for an equal sub A/D converter input signal. This
is clear from figure 4.29 since the amplifier offset is added after chopping of the
signals. Suppose the example signal Vx shown in figure 4.30 is the input signal
of the sub A/D converter in figure 4.25. The value on the nochop or chop1 curve
is then applied to the integrator of figure 4.25, depending on the chop state. The

4.5 Mixed-signal chopping and calibration
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input
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offsetcomm A

offsetcomm BVx

integrator
input

subrange

chop1

Figure 4.30: The transfer curves of both chop states at the integrator input
with only common offset

integration causes the signal component to be canceled, while the offset compon-
ent results in a positive integrator content. This indicates the sign of the offset.
Furthermore, with a

’

randomly’ varying input signal at the x-axis and a (pseudo-
random) chop signal, the input signal is canceled after integration, in much the
same way as described in section 4.5.2.

When the inputs of the residue amplifiers are chopped (with chopping method 1)
under the condition that only differential offset is present at the residue amplifiers,
the transfer curves of both chop states are shown in figure 4.31. The chop state
nochop has the same transfer curve as shown in figure 4.28d. The signal which is
applied to the input of the integrator shown in figure 4.25 comes from one of the
transfer curves of figure 4.31, depending on the chop state.

input
offsetdiff A

Vx

integrator
input

offsetdiff B

nochop

chop1

subrange

Figure 4.31: The transfer curves of both chop states at the integrator input
with only differential offset

The same effect of chopping applies for differential offset as for common offset.
The signal component is inverted, while the offset component does not change

Enhancement techniques for two-step A/D converters



101

sign. When an example signal is applied (Vx in figure 4.31), depending on the
chop state, the value on the nochop or chop1 curve is applied to the integrator
of figure 4.25. The integrator causes the signal component to be canceled, in a
similar way to that described above for a common offset component, while the
offset component causes the integrator content to be positive. This is caused by
the fact that the transfer curve with differential offset is always above (or equal
to) the curve without offset in figure 4.31. The positive integrator content is a
measure for the sign of the offset. Also with a

’

randomly’ varying input signal at
the x-axis and a (pseudo-random) chop signal, the input signal is canceled due to
integration, in a similar way to that described in section 4.5.

The additional signal processing for both component extractions is different, with
the result that separate paths are used for the detection of the common and dif-
ferential components. The complete system for extracting both the common and
differential offset in the digital domain and compensating the extracted offset in
the analog domain is shown in figure 4.32.
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Figure 4.32: Complete digital offset extraction and analog compensation
system

The effect of the difference of the compensation of the common offset and of the
differential offset is illustrated by the signs at the summation points of the com-
pensation D/A converter signals. A common offset results in an equal change of
both compensation D/A converters, while a differential offset results in a change
with opposite sign.
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Because of the additional processing required to detect the differential offset, a
common offset component is averaged out in the differential offset extractor. Visa
versa, the same holds for a differential offset component. A differential offset
component is averaged out in the common offset extractor. The common and
differential offset components can therefore be extracted simultaneously without
interfering with each other. A minor effect occurs when the input signal is a DC
signal or an input signal with a frequency which is lower than the cycle length of
the calibration. In this case it is not possible to distinguish between a common
and differential offset component. To overcome this problem a detector is used to
check if the input signal is distributed sufficiently over the whole subrange. In the
digital domain, the subrange is divided into 4 bins. The number of occurrences
within each bin is counted. When the number of occurrences in all of the 4 bins
within an integration period is above a certain threshold, the signal is then distrib-
uted sufficiently. If this is not the case the outcome of the integration cycle is not
used.

4.5.6 Conclusions

The mixed-signal chopping and calibration technique enables offset extraction in
the digital domain and compensation in the analog domain. The powerful sig-
nal processing capability of the digital CMOS technology is used to make large
time constants, enabling highly accurate offset extraction. The required analog
circuitry is not critical in terms of accuracy and power. The calibration technique
does not require additional calibration time and operates under normal conver-
sion conditions. The calibration can therefore be performed continuously without
interfering with the normal operation of the A/D converter.

Enhancement techniques for two-step A/D converters



Chapter 5

A 10-bit two-step ADC with
analog online calibration

5.1 Introduction

The scope of the experiment [28] described in this chapter is to verify the dual-
residue signal processing [3] from section 4.3.2 in combination with analog offset
calibration [106] in the two-step architecture [26] (section 3.4). In the previous
chapters the basic architectural choices that involve both the accuracy of the con-
verter and the speed were discussed. The experiment described in this chapter
shows an implementation based on the theory developed in the previous sections.
The quantization of video signals is used as a vehicle. Application as an embedded
video converter requires that the specifications in table 5.1 are met.

Table 5.1 shows the general requirements for video conversion for baseband sig-
nals. Cost requirements demand that the A/D converter is embedded in a digital
CMOS chip. The technology, supply and sample rate choices are therefore given
by the video architecture [116]. In video systems, the signal from the tuner is
down-converted in the IF section. Subsequently, the CVBS signal is split into
chrominance and luminance signals (YUV). The choice is between a single high-
performance A/D converter for CVBS, which is what is focused on in this experi-
ment, or a triple A/D converter for YUV. In the A/D converter for CVBS discussed
here, the color signal is still at 4.433 MHz, which means that the A/D converter
performance at this frequency will determine the quality of the color performance.
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Resolution 8 bit for YUV, 10  bit for CVBS

Supply

Effective bandwidth

Sample Rate

DNL

INL

Power dissipation

Area

Technology

Single supply acc. to architecture

3 MHz for YUV, 5.5 MHz for CVBS

13.5, 27, 54 MSample/s depending on DSP choice

Strict monotonical (< 0.7 LSB)

Up to 3 LSB tolerable

< 250 mW (for embedding as low as possible)

< 1 mm 2

Digital CMOS without options

Color carrier < 1o phase delay at 4.433 MHz

Table 5.1: Requirements for video conversion

The DNL is the most critical parameter for luminance. In scenes with low lumin-
ance variation a large DNL will result in visible artifacts (

’

contouring’). In CVBS
this demand is more stringent as the dynamic range of the signal is larger. The dy-
namic properties of the A/D converter also need to be sufficient for performance
at the color carrier frequency. INL errors translate into distortion at higher signal
frequencies, thereby deteriorating the color performance.

In order to enable embedding in larger processing chips, the power consumption
and the area must be as low as possible. The target of 250 mW was chosen, which
is a quarter of the maximum power dissipation in a low-cost IC-package.

The traditional two-step architecture requires an amplifier stage with an exact gain
factor. Using dual-residue signal processing, the gain requirements are limited to
the gain matching of two residue amplifiers. The offset on these residue amplifiers
makes a major contribution to the INL of the converter. Their offset is calibrated
in order to reduce the input capacitance of these amplifiers. Due to this offset
calibration, the total intrinsic capacitance can be reduced significantly, thereby re-
ducing the power. This calibration is relatively simple since only two components
need to be calibrated. The performance improvements due to dual-residue signal
processing with offset calibration result predominantly in better linearity metrics
such as DNL, INL and spurious-free dynamic range (SFDR).

The accuracy of the two-step converter depends on the subtracting D/A converter
accuracy, the coarse and fine quantizer accuracy and the summing accuracy, all
of which are very much dependent on the actual circuit implementation. The
accuracy of the implemented converter described in this chapter depends mainly
on the ladder resistor matching and the offset of just two residue signal amplifiers.

A 10-bit two-step ADC with analog online calibration
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Section 5.2 discusses the two-step architecture. In this section, the architectural
solutions for problems which can arise in a two-step A/D converter are introduced.
Section 5.3 explains the design of critical circuits of the A/D converter. Section 5.4
shows the experimental results of this design. The discussion and the conclusions
are presented in section 5.5 and section 5.6.

5.2

A detailed block diagram of the two-step A/D converter is shown in figure 5.1.
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Figure 5.1: Block diagram of the two-step A/D converter

The differential analog input signal is sampled with a pseudo-differential track-
and-hold. After the track-and-hold, the differential signal is applied to two float-
ing resistor ladders via buffers. These ladders must have 10-bit accuracy with
respect to resistor matching and settling at the end of the hold period. 17 coarse
comparators, which perform the coarse quantization, are connected to this ladder.
Since the resistor ladders move with the input signal, the common-mode level of
each comparator input signal is the same. This also holds for the switches from
the switch matrix. These switches perform the D/A converter and subtractor func-
tion in order to construct the pairs of differential residue signals according to the
coarse decision. This will be explained in the following sections. Two differential
amplifiers amplify these residue signals. The offsets on these amplifiers must be
low because they determine the integral linearity of the A/D converter. After the
residue signals are amplified, they are applied to the fine A/D converter, which per-
forms the final quantization. The (digital) delay between the coarse A/D converter

5.2 Two-step architecture
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and the digital decoder is necessary because the coarse and fine quantizations do
not take place at the same time. The digital decoder combines the outputs of the
coarse and fine quantizer and corrects the coarse code for over-range detected in
the fine quantizer.

The partitioning of coarse and fine bits is an important design parameter in the
two-step architecture, as is shown in section 3.4. The input circuitry of both coarse
and fine (flash) A/D converters only has to drive a reduced number of comparators
compared to a full-flash A/D converter, resulting in a major capacitive load reduc-
tion. The gain between coarse and fine A/D converters reduces this load even
further while also lowering the accuracy requirements of the fine comparators.
This allows the two-step A/D converter to achieve a high sampling speed at low
power consumption. This converter has 4 coarse bits, 6 fine bits and an amplifier
gain of 10, which means that the accuracy required of the fine A/D converter is
reduced by a factor of 10. A better value would be 5 coarse and 5 fine bits accord-
ing to equation 3.18, but this A/D converter does not use a full bit over-range in
the fine A/D converter, which changes the optimization.

The two-step architecture is suitable for high-speed sampling but the achievement
of high linearity presents extra challenges to the implementation. In the following
paragraphs the most important issues are analyzed and the solutions are presented.

5.2.1 Coarse quantizer accuracy

The coarse quantization determines in which subrange the input signal lies. An
error in the coarse quantizer (due to comparator offset) results in residue signals
which are out-of-range for the fine quantizer. From section 3.4 it follows that,
without redundancy, the comparators of the coarse quantizer would need to have
the same accuracy of the total A/D converter (N bits). Suppose an A/D converter
with N = 10, 4 coarse bits and an input signal with an amplitude Vpp = 1.6 V.
To achieve a yield of 99%, 4σ spread of the offset of the comparator input stages
has to be smaller than a quarter of an LSB (derived using equation 3.1):

4σVoffset,coarse <
1

4
· Vpp

2N
⇒ σVoffset,coarse < 0.1mV (5.1)

Such low offsets can only be obtained with very large transistors, as described
in section 2.2.1, with a capacitive load in the ten pF range because the areas of

A 10-bit two-step ADC with analog online calibration



107

these transistors determine their matching [4]. This would have a negative effect
on the sampling speed or power consumption of the A/D converter. To overcome

the coarse comparators (σVoffset,coarse) is dependent on the number of over-range
comparators (#ORC) which are added to the fine quantizer:

4σVoffset,coarse < (
1

4
+ #ORC) · Vpp

2N
(5.2)

Equation 5.2 shows that the offset required in the coarse quantizer is relaxed as
more over-range comparators are added to the fine quantizer. Because the addition
of extra comparators to the fine quantizer will make a negative contribution to the
speed and power consumption, the number of over-range comparators must be
optimized for these parameters.

5.2.2 D/A converter and subtractor accuracy

When the coarse quantizer has decided in which subrange the input signal lies,
the result is applied to the D/A converter which generates an analog signal pro-
portional to the coarse decision. This signal is subtracted from the analog input
signal, generating a residue signal that is applied to the fine quantizer. The ac-
curacy of both the D/A converter and the subtractor is very important because it
determines the quality of the residue signal and can therefore limit the perform-
ance of the A/D converter.

In this design, the references for the coarse A/D converter and the D/A converter
are the same [117]. In this case the reference used to select the proper subrange
and the reference which is subtracted from the input signal are equal. When this
is not the case, a gain error between input signal and D/A converter output [88]
may lead to non-monotonicity or missing codes. Possible errors in the subtractor
include offset and distortion. The first can cause the residue signal to be out-
of-range for the fine quantizer, and the second distorts the residue signal, which
causes distortion in the transfer curve of the total A/D converter. To overcome
these problems, the D/A converter and subtractor function are implemented as
switches connected to the moving reference ladders. This is illustrated as a single
residue system in figure 5.2 [90].

5.2

in the fine quantizer, as described in section 3.4 [29]. In this case the accuracy of

Two-step architecture

the stringent offset requirement in the coarse quantizer, over-range is applied
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Figure 5.2: Reference ladders, coarse A/D converter, D/A converter and
subtractor generating the residue signals

In order to generate the proper residue signals shown on the left in figure 5.2,
the switches are set according to the coarse quantization. This means there are
no components that contribute to offset or distortion present in the signal path
up to the residue amplifiers. The coarse quantizer reference, the D/A converter
reference and the subtractor are laid out as one compact block.

5.2.3 Coarse and fine A/D converter references

After the coarse quantization, the residue-signals have to be applied to the fine
quantizer. A major problem for high accuracy is that the range of the fine quant-
izer has to fit perfectly in the selected subrange. If this is not the case, the fine
codes will not be distributed equally over the subrange and missing codes can
occur. Figure 4.4 illustrates the case where the range of the fine quantizer is lar-
ger than the coarse subrange. Dual residue signal processing (4.3.2) is used to
circumvent the occurrence of large code jumps at the subrange transitions. This
is implemented by connecting both the top and the bottom of the fine reference
ladder to the coarse reference ladder as shown in figure 5.3. In this figure the
over-range has been left out for the sake of simplicity.

A 10-bit two-step ADC with analog online calibration

–

–

–

–

–

–

–

–

–

–



109

Digital

inn

inp

nres B

res A

Figure 5.3: Generation of four residue signals (ignoring over-range)

This means the range of the fine quantizer reference adapts itself automatically
to the coarse subrange. It also means that small differences between the resistor
values of the coarse reference ladder will not lead to missing codes. Another ad-
vantage is achieved by switching in such a way that the same amplifiers, buffers
and fine comparators are used when the change is made from one subrange into
the adjacent subrange (section 4.3.2) [91]. In this case one side of the fine ref-
erence ladder remains connected to the coarse reference ladder while the other
side changes its tapping point, as shown in figure 5.3. The effect of this improved
switching on the overall transfer curve of the A/D converter is shown in figure 5.4.

Continuity and monotonicity of the converter are guaranteed, even with residue
amplifier offset, due to this improved switching.

5.2.4 Amplifier gain and offset accuracy

The two pairs of differential residue signals, which have been generated by switch-
ing from the coarse reference ladder, are amplified before they are applied to the
fine quantizer. This reduces the required accuracy of the fine quantizer. After a
gain factor of 10, the LSB size is enlarged from 1.5 mV to 15 mV. This allows the
size of the input transistors of the fine comparators to be reduced and therefore the
speed to be increased or the power to be reduced. Because the 4 residue-signals
consist of 2 differential signals, 2 differential amplifiers are used. The offsets of
these amplifiers are important since they make a major contribution to the integral

5.2 Two-step architecture
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Figure 5.4: The effect of residue amplifier offset with improved switching
on the overall transfer curve (ignoring over-range)

tain subrange transition the offset of only one amplifier (for example amplifier A)
is relevant. Near the next subrange transition, the integral linearity of the A/D
converter is mainly determined by the offset of the other amplifier (amplifier B).
Since only 2 amplifiers are used to amplify the residue signals, some additional
power and area can be spent to reduce the offset on these amplifiers. This is done
by offset compensation, which is explained in the circuit design section.

Due to the offset compensation, the accuracy of the two-step A/D converter is
determined mainly by the accuracy of the coarse reference ladders from which all
signals are taken.

5.3 Circuit design

The design of the critical circuits is described in this section. As the A/D con-
verter is designed for embedded use, the circuits are designed differentially to be
less sensitive to any disturbance coming from the substrate or supplies. First the
track-and-hold circuit is described, followed by the combination of coarse A/D
converter, D/A converter and subtractor, the reference ladder requirements, the
offset-compensated residue amplifiers and, finally, the fine A/D converter.

A 10-bit two-step ADC with analog online calibration
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5.3.1 Track-and-hold circuit

The pseudo-differential track-and-hold circuit performs the sampling of the ana-
log input signal at the input of the A/D converter. A single-ended channel is shown
in figure 5.5.

input output

Φ Φ
vdd

vss

Chold

Figure 5.5: Track-and-hold (single channel)

The input signal is 0.8 V peak-to-peak single-ended, at a common mode level of
1.0 V. The low DC level requires the use of NMOS switches that have sufficiently
low on-resistance. In order to prevent the overall SNR of the A/D converter from
being affected by the thermal noise (equation 2.8), a sampling capacitor of 500 fF
is used. The track-and-hold uses only one quarter of the total sampling period for
tracking to maximize the settling time in the A/D converter. With a sample rate
of 25 MSample/s, this equals 10 ns. The output signal of the track-and-hold has
to track a Nyquist-rate input signal to an error of less than 0.25 LSB of 10 bits
within 10 ns. Therefore 8.3 τ equals 10 ns. This means that the analog bandwidth
of the combination of buffer, switch and sample capacitor has to be more than
135 MHz. Dummy transistors are added to compensate for the charge dump of
the switch transistor [118].

5.3.2 Coarse A/D, D/A converter and subtractor

In order to generate the zero-crossings for the coarse A/D converter, the sampled
signal from the track-and-hold is applied to two floating resistor ladders. This is
shown in figure 5.6.

The comparators connected to this coarse ladder determine the coarse bits. The
output signals of the comparators drive a digital XOR function, which selects the

5.3 Circuit design
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Figure 5.6: Schematic of the coarse A/D converter, D/A converter and
subtractor

proper switches connected to the coarse reference ladders to generate the proper
residue signals for dual-residue signal processing. These XORs and switches are
also shown in figure 5.6. The switches consist of NMOS transistors. The gener-
ation of the dual-residue signals is explained in figure 4.5 and figure 4.6, without
over-range.

5.3.3 Coarse ladder requirements

The coarse resistor ladder determines the integral linearity of the A/D converter
because the signals used for the fine conversion (i.e. the residue signals) are de-
rived from this ladder. Poly-silicon with a sheet resistance of 140 � is used as
resistive material. The capacitive load of the comparators and the switches con-
nected to the ladder together with the required speed determine the total resistance
of the ladder. In poly resistors, the contact of metal-to-poly and the interface res-
istance from low-ohmic to high-ohmic poly is sensitive to process spread [119].
The connection of the ladder to the comparator inputs, as shown in figure 5.7, is
made in such a way as to ensure that there is no current flowing through metal-
to-poly contacts and low- to high-ohmic poly, and that their resistance does not
affect the accuracy of the ladder.

A 10-bit two-step ADC with analog online calibration
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Figure 5.7: One single-ended coarse and D/A converter reference res-
istor ladder without current through poly-to-metal contacts

5.3.4 Offset compensated residue amplifier

Before the residue signals are applied to the fine A/D converter they are ampli-
fied. This is done by 2 differential amplifiers. Because the coarse A/D converter
resolves 4 bits, the total input range is divided into 16 subranges. This allows
a residue gain of 16 to generate the same amplitude at the output of the residue
amplifier compared to the total input signal range. However, one residue amplifier
remains connected to the reference ladder during 2 subranges (figure 5.6), which
means that the gain factor has to be reduced to 8. In this design the gain factor
is 10 because the distortion requirements after the amplifier are less stringent than
at the input of the A/D converter. Since the offsets of the residue amplifiers make
a major contribution to the linearity of the A/D converter, they have to be min-
imized. An online analog offset calibration [106] is implemented to reduce the
capacitive load of the input stages of the residue amplifiers. Since the amplifi-
ers cannot be used during calibration, the compensation is performed during the
coarse quantization because then the amplifiers are not active in the signal path.

Both residue amplifier A and amplifier B consist of the amplifier shown in fig-
ure 5.8, which is based on a degenerated differential pair with gain boosting to
increase the linearity [120]. When the switches connected to 	1 are closed (	1

is high), the amplifier is in amplification mode and its input signal and offset are
amplified. During calibration, the amplifier is disconnected from the switch unit
and the input of the amplifier is short-circuited (	1 is low). During this period
only the offset appears amplified at the output. Switch 	2 is then closed and the
amplifier enters negative feedback mode. This means that the amplifier forces its
input signal, and also the output of the amplifier, to be equal to the offset divided

5.3 Circut design
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Figure 5.8: One of the two residue amplifiers with offset calibration

by the gain of the loop. The initial offset is reduced by the loop-gain of 10. This
means that the area and therefore input capacitance of the input transistors can be
reduced by a factor of 100 (equation 2.6), thereby reducing the capacitive load
for the reference ladders. To have a stable feedback loop, the pole formed by
the compensation amplifier has to be at a low frequency. The dominant pole of
the feedback loop is determined by the storing capacitor Cs and the on-resistance
of the switch 	2. The bandwidth of the offset compensation loop is small but
because only static offsets have to be compensated this is not limiting.

5.3.5 Fine A/D converter

The conversion is completed in the fine A/D converter. OPAMP buffers apply the
amplified residue signals to 2 resistor ladders to generate the zero-crossings by
interpolation for the fine conversion. Until now only the circuits without over-
range were considered. Increasing the number of over-range levels reduces the
total capacitance of the coarse A/D converter, but increases the capacitance of the
fine A/D converter. The optimum value is found when the fine A/D converter
generates an additional bit, as is discussed in section 3.4. In order to increase

A 10-bit two-step ADC with analog online calibration
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the fine A/D converter by an additional bit, half an additional range is required at
each side of the in- range part. The over-range zero-crossings of the fine converter
are generated by placing resistors in the feedback-loop of the OPAMP buffers.
Because this additional range is inside the feedback path of the OPAMP, as is
shown in figure 5.9, this has a negative effect on the stability of this OPAMP.
The OPAMP can be made stable with a large amount of over-range but this does
involve excessive power. A better option when this effect is taken into account
is to add 10 comparators over-range at each side in the fine A/D converter. The
increase in allowed offset in the coarse A/D converter can be calculated using
equation 5.2:

σ
(
Voffset,coarse,#ORC=10

)
σ

(
Voffset,coarse,#ORC=0

) =
1
4 + 10

1
4

= 41 (5.3)

This results in a reduction in capacitive load in the coarse A/D converter of 412.
The total fine A/D converter is shown in figure 5.9.

output Residue
Amplfier A

output Residue
Amplfier B

over-range taps

OPAMP OPAMP

OPAMP OPAMP
PreAmps PreAmps Comparators

over-range taps

in-range taps

Figure 5.9: Fine ADC with over-range generation and interpolation
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The 16 in-range and 6 over-range pre-amplifiers amplify the resistor ladder tap
signals by a factor of 3. The outputs of these amplifiers are connected to 32 in-
range and 12 over-range pre-amplifiers. Taking the outputs of adjacent pre-ampli-
fiers generates the additional zero-crossings [15] (3.2.2). After these pre-amplifiers,
32 in-range and 12 over-range zero-crossings are generated. Again, by interpola-
tion, 64 in-range and 20 over-range zero-crossings are detected by comparators to
convert the analog zero-crossings to digital signals. The 64 comparators compare
the in-range zero-crossings, while the extra 20 comparators compare the over-
range zero-crossings of the fine A/D converter. Using this interpolation method,
only a total of 22 pre-amplifiers are connected to the fine resistor ladder, limiting
the capacitive load and thus increasing speed or reducing power. Due to the gain
of the pre-amplifiers in front of the comparators, the effect of the comparator off-
set is also reduced, which has a positive effect on the DNL of the A/D converter.

5.3.6 Timing

The timing in the two-step A/D converter is determined by the required settling
times of the various blocks. The timing is shown in figure 5.10.

Track Hold

Coarse Decision Fine Decision

Short Amplifier input Residue Amplification

Offset Compensation

T/H output

timeSample Period

V

Figure 5.10: Timing of the A/D converter

During the track time, the analog input signal is applied to the A/D converter. The
track-and-hold samples this signal and holds it for the remaining part of the sample
period. After the coarse quantizer has settled, the coarse decision can take place.
Using this result, the proper switches are set in the switch unit. This also needs
some time to settle. Next, the residue amplifiers are switched on and amplify the
residue signals. These signals are applied to the fine quantizer where, after some

A 10-bit two-step ADC with analog online calibration
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settling time, the final fine decision is taken. After this decision, the track-and-
hold can track a new sample and the amplifier inputs are shorted. The amplifier
offset-compensation takes place after the output of the amplifier has settled to
zero. This cycle is repeated every 40 ns (25 MSample/s).

5.4 Experimental results

All the measurements in this book have been done using the test setup shown in
figure 5.11.

The supply sources are HP3631A and the reference current sources are Keithley
224. The clock reference for signal generation, A/D converter clock generation
and data capturing are generated by the Agilent 81134A (formerly Agilent 8133A).
The signal generator is an arbitrary waveform generator (Tektronix AWG2021).

5.4 Experimental results

converters designed in this book
Figure 5.11: Photograph of the test setup for characterizing the A/D
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The output data from the A/D converter is captured by a logic analyzer (Agilent
1682AD). All the equipment is set by a Labview program, which also does the
signal analysis. A screenshot of the Labview program is shown in figure 5.12.

Figure 5.12: Screenshot of the Labview program for equipment settings
and signal analysis

The screenshot of figure 5.12 is used for the 16-bit A/D converter from chapter 7.

The two-step A/D converter has been implemented in a 0.35µm standard digital
CMOS technology. No extra options, such as double-poly capacitors, have been
used. The A/D converter operates with a supply voltage of 3.3 V and has a power
consumption of 195 mW. The power consumption of each block separately is not
available. The area of the A/D converter is 0.66 mm2 including the track-and-hold
and clock generation circuit. A die photograph is shown in figure 5.13.

The track-and-hold, reference ladders and coarse comparators are located at the
top left-hand side. To the right side of these are the offset-compensated amplifiers
and fine ladder buffers. The fine A/D converter with 64 + 20 comparators is
situated at the bottom of the block. The digital decoder is located at the top right-
hand side.

A 10-bit two-step ADC with analog online calibration

A separate analysis program exists for the dynamic and static measurements.
Each A/D converter has it own equipment configuration and Labview program.
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Figure 5.13: Die photograph of the 10-bit A/D converter
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Figure 5.14: Measured DNL and INL (1 MHz, 25 MSample/s)

Figure 5.14 shows the DNL and INL measurement obtained at a sample rate of
25 MSample/s and an input signal frequency of 1 MHz. The DNL and INL are
0.7 LSB and 0.9 LSB respectively. Figure 5.15 shows the output spectrum of the
A/D converter with a 1 MHz full-scale input signal, sampled at 25 MSample/s.
This figure shows that, due to the offset compensation and the improved switch-
ing, the spurious components are below 72 dB. Figure 5.16 shows measurements
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Figure 5.15: Measured output spectrum (1 MHz, 25 MSample/s)
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of SFDR, total harmonic distortion (THD) and SNR as a function of the input
signal frequency with a sample rate of 25 MSample/s. The performance slightly
degrades for higher signal frequencies. The ENOB is 9.0 at DC and more than
8.5 for input signals up to 12 MHz, resulting in an effective resolution band-
width (ERWB) of 12 MHz. The FoM calculated with equation 3.35 is equal to
14,21 pJ/conv. When normalized to the input voltage amplitude equation 3.37, it
equals: 36,39 pJV2/conv.
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Resolution 10 bit

Supply

Input range

ERWB

ENOB

SNR

THD

SFDR

Technology

3.3 V

1.6 Vpp

12 MHz

9

58 dB

62 dB

72 dB

Sample rate 25 Msample/s

INL

DNL

Power

0.9 LSB

0.7 LSB

195 mW

Area 0.66 mm2

Table 5.2: Overview of the performance measured

5.5 Discussion

No special care has been taken in creating an exact residue amplifier gain factor
and the offsets of the residue amplifiers have been reduced by a factor of 10, which
is sufficient to achieve a DNL and INL of 0.7 LSB and 0.9 LSB respectively.
The DNL and INL before calibration is not available since in this realization the
calibration cannot be switched off. The DNL is most probably limited to 0.7 LSB
by the offsets of the comparators and pre-amps in the fine A/D converter. In order
to improve this larger input devices would be required for the comparators, which
would degrade the speed or increase the power. A small residual offset component
can be distinguished in the INL measurements, as an 8 times repeating pattern, but
the INL is still below 0.9 LSB. A larger offset compensation loop gain would be
required to improve this. The SFDR is 72 dB for a 1 MHz signal. The SFDR and
THD are a consequence of the INL curve.

The limitations of the proposed technique are identified as insufficient calibration
loop gain and required calibration time. The solving of these limitations in the
analog calibration circuits always results in a trade-off between speed and accur-
acy versus power. A fundamental problem in this technique is that the DC error

5.5 Discussion
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in the amplifiers is corrected every sample clock cycle. This imposes unnecessary
bandwidth requirements on the calibration loop and requires an additional frac-
tion of each conversion cycle. In this implementation this additional time fraction
results in a reduction of a factor of two in sampling speed. This can be seen in
figure 5.10, where half of the sampling period is used for calibration of the residue
amplifiers. This increases the achievable FoMVpp by a factor of 2. Since in this
experiment the A/D converter has not been optimized for power, the FoMVpp is
larger than expected from figure 3.33. The power could be reduced by optimizing
in the second stage, for example, using a pipe-line 6-bit converter. The FoMVpp

can be further improved by reducing the power of the several building blocks in
the converter and using more advanced technology.

If the measurement results are compared with the video requirements as defined
in section 5.1, this A/D converter is shown to meet the specifications. The A/D
converter achieves over 9 ENOB at DC and has a SFDR of over 72 dB at a sample
rate of 25 MSample/s. The effective resolution bandwidth is close to the Nyquist
frequency of 12.5 MHz. The A/D converter is fabricated in a 0.35 µm standard
CMOS technology without options; it measures 0.66 mm2 and consumes 195 mW
at a supply voltage of 3.3 V.

5.6 Conclusions

The limitation of the present calibration implementation is the result of the com-
bination of A/D conversion and offset cancellation in one clock cycle. The next
chapter will describe a realization which circumvents this trade-off.

A 10-bit two-step ADC with analog online calibration

combination with analog offset calibration have been verified experimentally.
Compared with the benchmark values in chapter 3, the power consumption is still
too high, but the performance meets the requirements for CVBS video signal
processing.

In the experiment shown in this chapter the dual-residue signal processing in



Chapter 6

A 12-bit two-step ADC with
mixed-signal chopping and
calibration

6.1 Introduction

The previous chapter shows that the speed limitation of analog compensation be-
comes significant when considering figure 5.10. Due to the additional calibration
time required, the maximum speed is limited to twice the minimum achievable
settling time. The scope of the experiment described in this chapter is to verify
the advantages of the dual-residue signal processing [3] from section 4.3.2 in com-
bination with mixed-signal chopping and calibration (MSCC) from section 4.5 in
the two-step architecture [26] (section 3.4). A GSM base-station application has
been used as a test vehicle. In the early phase of GSM development, digitization
took place on the demodulated baseband signal, see figure 6.1a. This position of
the A/D converter in the signal chain relaxed the requirements on the A/D con-
verter performance, however it imposed some stringent requirements on the sys-
tem solution as a whole, e.g. channel selection had to be performed by setting the
local oscillator. Moreover, this set-up required a full PCB for every channel. In
a second phase, the A/D converter moves to the IF domain, thereby moving large
parts of the filters into the digital domain. This A/D converter still serves one
channel, however more bandwidth and dynamic range are required, figure 6.1b.
Ultimately the A/D converter will have to convert all channels in the GSM band
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simultaneously. This will make it possible to move all channel-specific function-
ality into the digital domain, and also to adapt relatively easily to new standards
that occur in the same band (e.g. the EDGE protocol). Since there can be large
signals together with small signals, this requires a large A/D converter dynamic
range. It is obvious that excellent spurious free dynamic range performance is
required and this directly translates into a very high specification on the overall
accuracy of the conversion function figure 6.1c.

ADCVGA DSP

ADCVGA DSP

ADC DSP

Figure 6.1: GSM base-station receiver with: baseband A/D conversion
(a), single-channel IF A/D conversion (b) and multi-channel
IF A/D conversion (c)

The trend in this application is to digitize a large number of channels with one
A/D converter. The intermediate step, as shown in figure 6.1b where each chan-
nel in the IF-band is digitized with separate conversion chains, and a filter for
each channel will serve as the system driver in this chapter. With respect to only
baseband conversion, this removes the requirement for a separate mixer for each
channel. The dynamic range of the A/D converter is relaxed because of the use
of a channel filter and an AGC. The requirements of an A/D converter in such a
system are shown in table 6.1.

Table 6.1 shows the general requirements for IF conversion for baseband signals.
Cost requirements demand that the A/D conversion function is embedded in a
digital CMOS chip. The GSM signal is down-converted to an IF frequency, res-
ulting in a spectrum from 0 to 25 MHz in which the wanted channel has been
pre-filtered. However, large components from interferers and strong adjacent sig-
nals can still be present. The 12-bit accuracy is sufficient together with the amount
of channel filtering and the gain of the VGA. To be able to deal with the complete
GSM band, the sample rate of the A/D converter has to be 50-60 MSample/s with

A 12-bit two-step ADC with mixed-signal chopping and calibration

(a)

(b)

(c)
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Resolution 12 bit

Supply voltage

Effective bandwidth

Sample rate

Power dissipation

Area

Technology

Single supply acc. to architecture

25 MHz

> 50 Msample/s

< 400 mW

< 1 mm2

Digital CMOS without options

SNR

THD

SFDR

> 66 dB

> 70 dB

> 75 dB

an effective resolution bandwidth of 25 MHz. The SINAD of the GSM signal
is only 9 dB, but in order to handle the large neighboring channels the SNR of
the converter needs to be 66 dB. The spurious tones generated by large interfer-
ing unwanted channels can disturb the reception of a small wanted channel. The
SFDR must therefore be below 75 dB. Distortion causes inter-modulation of large
unwanted signals, the resulting products of which can fall in the wanted channel
band. Embedding of such a system requires low power and low area. The target
power dissipation is chosen as 300 mW.

This chapter describes the realization [58] of a two-step A/D converter using
a mixed-signal chopping and calibration (MSCC) technique which reduces the
residue amplifier offset without requiring additional calibration time. The per-
formance improvements due to MSCC are achieved predominantly for sampling
speed and INL and the corresponding linearity parameters such as THD and
SFDR. Since the speed is improved by a factor of two with respect to the previ-
ous chapter, the sample rate achieved is over 50 MSample/s. The more advanced
technology is also beneficial for speed improvement. The offset reduction of the
MSCC is more effective than the analog calibration from the previous chapter,
which allows the accuracy to be increased to 12 bits. The MSCC operates on-
line, which means that the A/D converter continues to operate during calibration.
The calibration works continuously; gradually changing offsets are tracked. The
additional analog circuitry for calibration is limited and is not demanding. The
digital properties of the CMOS technology are exploited by using digital offset
extraction and storage. Large controlled time constants can be realized digitally,
in a relatively small area.

6.1 Introduction

Table 6.1: Requirements for IF conversion
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Section 6.2 of this chapter describes the two-step architecture. It shows how
the demands on the analog blocks in this design are minimized by architectural
choices. Section 6.3 explains the mixed-signal and chopping and calibration al-
gorithm, which is used to compensate the offset errors from the residue amplifiers.
Some circuit designs are shown in Section 6.4. Section 6.5 and section 6.6 show
the experimental results and the discussion respectively. Finally, the conclusions
are presented in section 6.7.

6.2 Two-step architecture

A detailed diagram of the two-step A/D converter presented is shown in figure 6.2.
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Figure 6.2: Block diagram of the two-step A/D converter

The differential input signal is sampled with three interleaved sample-and-hold
circuits. The acquired analog signal is applied to the coarse A/D converter, which
compares the differential input signal with a static reference ladder [121]. Com-
parison of the signal to a static reference ladder increases the allowable input
signal swing by a factor of 2, compared with when the differential input signal
is applied to 2 floating ladders, as described in chapter 5. The result from the
coarse quantization is stored in a latch, and is also applied to a switch matrix. Ac-
cording to the coarse quantization, this switch matrix selects 4 reference signals
from the same ladder as used for the coarse quantization. This is explained in
section 6.2.3. These selected reference signals are combined with the held input
signal in 2 residue amplifiers. The residue amplifiers perform the residue genera-
tion and provide a gain of 8 before the residue signals are applied to the 8-bit fine

A 12-bit two-step ADC with mixed-signal chopping and calibration
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A/D converter, which is explained in section 6.2.4. The accuracy requirements of
the fine A/D converter are relaxed by providing gain to the residue signals. Since
there are no error-contributing components up to this point in the signal path, ex-
cept for the sample-and-hold and the static ladder, the offset generated in these
amplifiers is the main accuracy-limiting component in the A/D converter.

The optimum distribution of the coarse and fine bits found in section 3.4 suggests
a 6-bit coarse A/D converter, although an increase in the number of coarse bits

would cause the load of the reference ladder to increase. Decreasing the number
of coarse bits increases the accuracy requirements of the fine A/D converter, since
it has to generate 9 bits instead of 8. The distribution for this A/D converter is set
at a 5-bit coarse and an 8-bit fine A/D converter.

Since the fine A/D converter has half a subrange over-range available on both sides
of a subrange, the accuracy of the coarse A/D converter only has to be at half an
LSB of its resolution, which equals 6-bit accuracy. The 8 bits of the fine A/D
converter can be generated with sufficient accuracy without using compensation
by using a folding and interpolating A/D converter. In the following paragraphs
building blocks are discussed in more detail.

6.2.1 Interleaved sample-and-hold

The use of interleaved sample-and-holds together with a static reference ladder
enables pipe-lining in the A/D converter. The total sample-and-hold consists of
3 identical interleaved [122] sample-and-hold circuits, as shown in figure 6.3.

The sample-and-holds all have the same input signals, while the clock signals are
interleaved in time. The clock signals are

’

one-high out of three’. This means
that each sample-and-hold samples during one clock period, and holds during two
clock periods. Each step in the A/D converter has a full sample period settling
time available, while settling to full 12-bit accuracy is only necessary at the input
of the residue amplifiers. This interleaving timing scheme enables high-speed
sampling, since three actions (sampling, coarse and fine decision) can take place
simultaneously on different analog samples. This interleaving is also shown in
figure 6.3. If sample-and-hold 1 (S/H1) is tracking the analog input signal (n),
then S/H3 is carrying out the coarse quantization of the previous sample (n − 1),
and S/H2 is performing the final quantization of two samples earlier (n − 2). The

6.2 Two-step architecture

but would also increase the number of switches for the fine reference selection. This
would not only increase the load of the coarse A/D converter by a factor of 8,
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Figure 6.3: Interleaved sample-and-hold

signal is sampled on a capacitor and remains there for both the coarse and fine
conversion steps. There is no charge transfer or re-sampling during coarse and
fine quantization and amplifying. This property is good for noise considerations,
as wide-band noise sampling only occurs in the S/H and in the fine quantization.
It is obvious that the matching of the three interleaved sample-and-holds is very
important [123]. This is discussed in section 6.5 and section 6.6.

6.2.2 Coarse A/D converter

The differential input signals are compared with a static reference ladder to obtain
the coarse quantization, as shown in figure 6.2. In order to compare 2 signals with
a static reference ladder, pre-amplifiers with 4 inputs are used [121]. 2 inputs are
connected to the output of the sample-and-hold and 2 inputs are connected to the
reference ladder, as is shown in figure 6.4.

All coarse A/D converter zero-crossings are generated by using different refer-
ences for each pre-amp. The accuracy requirements of the 5-bit coarse A/D con-
verter is limited to only 6 bits, as the fine A/D converter is able to correct errors
of up to half a subrange (section 3.4).

A 12-bit two-step ADC with mixed-signal chopping and calibration
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6.2.3 Switching and residue signal generation

The coarse decision generates a thermometer code and an XOR block is used
to generate a

’

one high’ code from this thermometer code. The input range of
the A/D converter is divided into a number of sub-ranges (SUB). The amount of
sub-ranges is equal to the number of coarse levels. The

’

one high’ code selects
the proper sub-range in which the input signal is located. To be able to generate
the proper (dual) residue signals for the fine quantization, the switch unit selects
4 references from the static reference ladder according to the

’

one high’ code.
The 2 closest references to the differential sample-and-hold output signal and the

In order to be able to use the improved switching approach as described in sec-
tion 4.3.2 [91], refB and nrefB remain connected to the reference ladder when
switching from subrange SUB(n) to SUB(n + 1). The selected references refA
and nrefA together with the differential output signal of the sample-and-hold are
applied to residue amplifier A, while refB and nrefB together with the differential
output signal of the sample-and-hold are applied to residue amplifier B. These
amplifiers (which will be explained in the next section) combine their input signal
according to the following equation:

resA = inp − refA
nresA = inn − nrefA
nresB = inp − refB
resB = inn − nrefB

(6.1)

6.2 Two-step architecture

different references
Figure 6.4: Pre-amplifier with 4 inputs to generate zero-crossings at

subrange SUB(n) and subrange SUB(n + 1).
2 second closest references are selected. This is illustrated in figure 6.5a for
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In equation 6.1, resA and nresA are the differential output signals of residue amp-
lifier A, while resB and nresB are the differential output signals of residue ampli-
fier B. The result of this is shown in figure 6.5b. Both pairs of residue signals are
applied, via buffers, to 2 floating resistor ladders of the fine A/D converter which
generate the required fine quantization levels, as will be explained in section 6.4.
The fine A/D converter range of SUB(n) begins at the zero-crossing of the sig-
nals resA and nresA and ends at the zero-crossing of the signals resB and nresB.
The subrange transition from SUB(n) to SUB(n + 1), as shown in figure 6.5, is
determined by the coarse quantization and in the case of figure 6.5 is ideal. How-
ever, when the coarse quantization is not accurate, the subrange transition is at
another position. This is illustrated in figure 6.6a.

Because the fine A/D converter range is from the zero-crossings of resA and nresA
to the zero-crossing of resB and nresB, there are no quantization levels at the right
of the zero-crossing of resB and nresB, indicated by the circle in figure 6.6b,
causing the fine A/D converter to clip. After the subrange transition from SUB(n)

to SUB(n + 1), the fine A/D converter range does not start at the zero-crossing

A 12-bit two-step ADC with mixed-signal chopping and calibration

(a)

(b)

amplifier outputs without over-range (b)
Figure 6.5: Signal switching without over-range (a) and the residue
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Figure 6.6: Signal switching with coarse A/D converter error, without
over-range (a) and the corresponding residue amplifier out-
puts (b)

quantization levels left from the subrange transition are therefore not used. This
causes missing codes in the transfer curve of the total A/D converter similar to
figure 3.18 [29]. To circumvent the occurrence of missing codes, over-range is
applied in the fine A/D converter (section 3.4). The fine A/D converter does not
use the same references as are used by the coarse decision to generate this over-
range (as was shown in figure 6.5), but connects to other reference taps in order
to double the fine A/D converter range. This is shown in figure 6.7a.

In figure 6.7b the corresponding output signals of the residue amplifiers show that
in this case the fine A/D converter input-referred range is from A to B. This
creates an overlap in the subrange transition (see also figure 3.19) from C to B,
which means that coarse errors can be corrected as long as they are between C

and B. This coarse error correction (figure 3.20) is performed by the over-range
correction of the digital decoder shown in figure 6.2.

6.2 Two-step architecture

(a)

(b)

of resB and nresB, but has skipped part of the fine A/D converter range. The
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Figure 6.7: Signal switching with over-range (a) and the corresponding
residue amplifier outputs with over-range (b)

range by inserting resistors in the feedback part of the fine resistor ladder buffers.

6.2.4 Residue amplifiers

The residue amplifiers are shown in figure 6.8.

The residue amplifiers have two functions. They act as subtractors to combine
the output signals from the sample-and-hold and the selected reference signals
to generate the residue signals which are applied to the fine A/D converter. The
subtraction is done by two differential pairs similar to those in figure 6.4, where
inp and inn are the output signals of the sample-and-hold and refp and refn are the
selected references refA and nrefA for residue amplifier A and refB and nrefB for
residue amplifier B, as described in the previous section. Their second function
is to amplify the residue signals. This reduces the accuracy (noise and matching)
requirements of all circuits after this amplifier by the gain factor. Because of the

A 12-bit two-step ADC with mixed-signal chopping and calibration

Generation of the over-range part of the fine A/D converter by choosing the proper
references overcomes the limitation described in chapter 5 of generating the over-

(a)

(b)
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Figure 6.8: The two dual-residue amplifiers

use of dual-residue signal switching (section 4.3.2), the absolute gain requirement
of the residue amplifiers is not important because this scales both the amplified
residue signals and fine A/D converter range. The matching between both residue
amplifiers is more important, but this is dependent on poly-resistor matching, as
will be explained in the next section. The offsets generated in the residue amplifier
mainly determine the linearity of the A/D converter. The next section describes a
mixed-signal chopping and calibration algorithm to calibrate this offset.

6.3 Mixed-signal chopping and calibration

The dominant error-contributing components in the signal path before gain is ap-
plied are the sample-and-hold, the reference ladder, the switches in the switch
unit, and the offset on the residue amplifiers. Sufficient power is expended in the
sample-and-hold to meet the noise and linearity requirements. Matching of the
reference ladder resistors is sufficient for 12 bits. The switches are just simple
NMOS switches, designed to have a sufficiently low on-resistance. This provides
sufficient bandwidth for 12-bit settling of the reference signals on the residue
amplifiers. The offset on the residue amplifiers is now the only accuracy-limiting
component. Reduction of the offset to better than 12-bit accuracy requires large
devices, which limits the speed of the converter. Mixed-signal chopping and cal-
ibration (section 4.5) is applied to the residue amplifiers to allow the use of small
device sizes and maintain speed and offset accuracy in the residue amplifiers. This
calibration is performed on-line, which means that no additional calibration time
is required and the converter is quantizing the input signal, while also carrying
out the offset calibration. The digital processing capability of the CMOS tech-
nology is used to extract the offset from the A/D converter output. Digital signal
processing allows filters to be created with large time constants. Since offset is an

6.3 Mixed-signal chopping and calibration
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analog property, a calibration D/A converter is used to compensate for the offset
on the residue amplifiers.

6.3.1 Residue amplifier offset

Due to the improved switching (section 4.3.2) [91], offset on both amplifiers af-
fects the transfer curve, as shown in figure 6.9. The offset of only one of both
amplifiers is shown at a subrange transition. This gives a deterministic, repeated
pattern in the INL curve of the A/D converter, and the offsets can therefore be
measured in the digital domain by observing the regular digital signal at the out-
put of the A/D converter.
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Figure 6.9: Transfer curve of A/D converter with residue amplifier offset

6.3.2 Chopping

To distinguish the offset of the residue amplifiers from the input signal of the A/D
converter, chopping is applied to the inputs of both amplifiers (section 4.5). The
required bandwidth in the amplifiers is not increased due to chopping because the
chopping takes place at the same time as the subrange selection takes place. This
is explained in section 4.5.

A 12-bit two-step ADC with mixed-signal chopping and calibration

− −



135

6.3.3 Digital extraction

Because in the case of two residue amplifiers the offset of both amplifiers is de-
termined randomly, they can have any value. However, they can always be split
up into two components: a common component, which is an equal value for both
amplifiers, and a differential component, which is also equal but has the opposite
sign (figure 4.24). A common offset component will only give a DC shift in the
transfer of the A/D converter, and therefore seems harmless at first sight. How-
ever, such an error on the amplifiers will reduce the over-range capability in the
fine A/D converter, which results in a smaller allowable offset in the coarse A/D
converter. To extract both common and differential offset components the chop-
ping method, as described in section 4.5.5, is applied. The total compensation
loop is shown in figure 6.10.
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Figure 6.10: Complete compensation loop with choppers, residue amplifi-
ers, fine A/D converter and digital processing

Both residue amplifiers have a chopper at the input. The signal is quantized in
the 8-bit fine A/D converter after amplification by the residue amplifiers. In the
digital domain the data is chopped back to retrieve the original input signal and is
applied to the decoder to generate the 12-bit output of the A/D converter. This 12-
bit output is applied to a common and a differential offset extractor. In this design
not only the fine A/D converter output (as described in section 4.5), but the total
12-bit A/D converter output is applied to the digital offset extractor. This is not
principally different. However, using only the fine A/D converter results in smal-
ler required integration cycle lengths since the amplitude of the signal content is
smaller (section 4.13). This signal is processed in order to retrieve the respective

6.3 Mixed-signal chopping and calibration
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offsets at DC and by integration of the resulting signal the sign of both common
and differential offset are extracted (section 4.5.5). The resulting sign is used to
change the values of the digital signals which are applied to the offset compens-
ation D/A converter located inside the residue amplifiers. The different effects of
the common and the differential offset extractors can be seen at the ladders. A
change caused by the common offset extractor gives both D/A converter values a
step of the same sign, while a change caused by the differential offset extractor
gives a step of the opposite sign. These D/A converters close the compensation
loop, thereby removing the offset in the residue amplifiers.

The calibration algorithm presented (section 4.5) does not need a dedicated test
signal and does not require a part of the conversion time. It works continuously
and with every signal applied to the A/D converter. The major advantage of this
mixed-signal chopping and calibration algorithm is that it extracts the errors from
critical analog components in the digital domain, and compensates these errors in
the analog domain.

6.4 Circuit design

6.4.1 Interleaved sample-and-hold

The sample-and-hold used in this design consists of three identical sample-and-
hold circuits. These sample-and-hold circuits are interleaved in time [122], as
described earlier. The sample-and-hold is shown in figure 6.11 [56, 33].

In the sample mode the single-stage folded cascode OPAMP is switched as a fol-
lower. This means that the DC value of the ladder is present on one side of the
sample capacitor, in addition to the offset of the OPAMP. When the sample-and-
hold switches to

’

hold’ mode, the sampling capacitor, which now contains the sig-
nal value and the offset of the OPAMP, is connected across the OPAMP. The offset
is then applied to the capacitor with the reverse sign, thereby compensating for the
sampled offset. The sampled value is seen at the output, with sufficiently low off-
set for 12-bit accuracy. The offset difference between the three sample-and-holds
is very critical for high performance as well as the dynamic matching [123]. The
latter is discussed in section 6.5 and 6.6.

A 12-bit two-step ADC with mixed-signal chopping and calibration
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Figure 6.11: Sample-and-hold circuit, split up into the sample phase and
the hold phase, the OPAMP offset is canceled at the output

6.4.2 Coarse A/D converter

The coarse A/D converter has to compare the two differential signals with the
static reference ladder. 32 comparators generate 5 bits in the coarse A/D con-
verter. Pre-amplifiers with interpolation (section 3.2.2) [15] are used because a
lot of power would be required to drive the load of 32 comparators which have an
accuracy of 6 bits at 54 MSample/s. Part of the coarse A/D converter is shown in
figure 6.12.

There are 9 pre-amplifiers at the input, each with 4 inputs, two of which are the
reference signals to which the input signal is compared. When the input signals
equal their respective references, the output crosses zero. Interpolation is applied
behind this first pre-amplifier stage; the additional zero-crossings are generated
by combining the output signals from adjacent pre-amplifiers (section 3.2.2) [15].
Connected to these 9 four-input pre-amplifiers are 17 two-input pre-amplifiers, as
shown in figure 6.12. Interpolation is applied again, and these amplifiers drive
32 comparators. The gain in the pre-amplifiers reduces the required accuracy,
and thereby reduces the power consumption of the comparators. The fine A/D
converter can correct for half a subrange error in the coarse A/D converter. This
equals 28 mV, since the input range of the A/D converter is 1.8 V peak-to-peak.

6.4 Circuit design

Sample phase: Φ = 1 Hold phase: Φ = 0
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6.4.3 Residue amplifier with offset compensating
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Figure 6.13: Residue amplifier with compensation current D/A converter

Figure 6.13 shows one of the residue amplifiers from figure 6.8. This amplifier has
4 inputs, which are needed to perform the subtraction of the input signal with the
selected references from the reference ladder, to generate the residue signals. The
input transistors are designed for a sufficiently low thermal noise contribution to
the signal path. The degeneration resistors Rdeg are added for sufficient linearity.
The offset of this amplifier mainly determines the accuracy of the A/D converter.
This offset is therefore calibrated by a current D/A converter. This D/A converter
drives a current through the output resistors of the amplifier, such that the remain-
ing offset of the amplifier is sufficiently low. The digital offset extraction block

A 12-bit two-step ADC with mixed-signal chopping and calibration

current D/A converter
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determines the digital code applied to the current D/A converter. Linearity of the
D/A converter is not an issue since it is part of a feedback loop. The DNL of
the D/A converter determines the resolution of the offset compensation. A 9-bit
D/A converter was sufficient to compensate the largest possible offset to LSB

10 of
the overall A/D converter. The absolute value of the gain of the amplifiers is not
important, as is explained in section 4.3.2. The matching of the gain is determined
by the matching of poly resistors and is sufficient for 12-bit accuracy.

6.4.4 Folding-and-interpolating fine A/D converter

The 4 residue signals from the residue amplifiers are connected to 4 OPAMPs
switched as buffers, which apply their output signals to both the top and bottom
of 2 moving ladders, as shown in figure 6.14.
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Figure 6.14: Folding and interpolating fine A/D converter

The direction of the current flowing in these ladders is determined by the selec-
ted subrange and by the chop state. Two buffers therefore have to sink the ladder
current, and 2 buffers have to source the ladder current, depending on the sub-
range and chop state. The current is reversed in a subrange transition or a chop
state change. This can give rise to a jump in the output signal of the buffers due
to the large change in current. This effect can be reduced by introducing a large
quiescent current in the output stage of the buffers, but this requires high power

6.4 Circuit design
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dissipation. The solution used here is to provide this switching current by using
additional current sources, Ia shown in figure 6.14. They are connected at the top
and bottom of both ladders to sink or source the ladder current. Now the buffers
only have to deliver the error current, which is much less than the DC current
through the ladders. The fine A/D converter shown in figure 6.14 has to provide
8 bits because a flash A/D converter would require 256 comparators (section 3.2),
which would give too much load to the fine ladders. A folding and interpolating
A/D converter is therefore used (section 3.3). The signal is folded 4 times, re-
quiring 64 comparators. Most folding A/D converters use 8 or 16 times folding
(section 3.3) [16, 19, 23], however 4 times folding was used since a 6-bit full-flash
fine A/D converter from a previous design was expanded to 8 bits by only adding
this 4 times folding block. Pre-amplifiers with interpolation [15] are used to gen-
erate the zero-crossings, as described in section 3.2.2, and used in the coarse A/D
converter. Nine pre-amplifiers are connected to the ladder, followed by 17 pre-
amplifiers. Connected to these pre-amplifiers are 33 folding amplifiers, which
each generate a bell-shaped signal [21] by coupled differential pairs, as shown in
figure 6.15.

inp1

inn1

inp2

inn2

inp3

inn3

inp4

inn4

out12 out23 out34 out45out01

from

Pre-amplifiers

Figure 6.15: Bell-shaped signal generation by coupled differential pairs

These bell-shaped signals are combined with source followers [124], the sources
of which are connected together. This is illustrated in figure 6.16 by the signal
out12 + out34, composed from combining out12 and out34.

This generates 8 signals with 4 times folding. Then 64 zero-crossings are

A 12-bit two-step ADC with mixed-signal chopping and calibration

A/D converter.
zero-crossings. Four additional comparators generate the

’

coarse’ bits of the fine
gengerated by resistive interpolation. Sixty-four comparators digitize these 64
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Figure 6.16: Generation of the folding signal from combination of the

6.5 Experimental results

The A/D converter has been fabricated in a standard 0.25 µm CMOS technology
with one layer of poly silicon and five layers of metal. No additional options were
applied (neither controlled capacitors nor thick gate oxide transistors). The supply
voltage is 2.5 V. The area of the A/D converter is 1 mm2. The die photograph is
shown in figure 6.17.
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Figure 6.17: Die photograph of the 12-bit two-step A/D converter

6.5 Experimental results

bell-shaped signals
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the left-hand side. The reference ladder and the coarse A/D converter are shown
in the middle, in addition to the two residue amplifiers with the respective com-
pensation D/A converters. The 8-bit folding and interpolating A/D converter with
the buffers and ladders is on the right-hand side. The digital offset extraction
block can be seen at the bottom.

The power consumption of the A/D converter is 295 mW (without output buffers).
The power is divided over the different blocks of the A/D converter, as shown in
figure 6.18.

SHA

Coarse ADC
Res. Amps

Fine ladder 
buffers

Fine ADC Digital

The major power-consuming blocks are the SHA and the fine A/D converter. As
can be seen in figure 6.18, the power contribution of the residue amplifiers to
the total power consumption is limited because of the offset compensation. The
power for the digital circuits is only a small part of the total A/D converter power
consumption and includes the digital decoder with over-range correction and the
MSCC.
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Figure 6.19: Calibration of the residue amplifiers
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The three interleaved track-and-hold blocks with their sample capacitors are on

converter
Figure 6.18: The relative power consumption of each block of the A/D
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in the mid-range at the starting point. When the calibration starts the differential
offset component is first calibrated for some time. Then the common offset com-
ponent is calibrated for a few cycles. This alternating calibration of common and
differential offset continues until the offsets of both residue amplifiers are below
LSB

10 . The calibration shown in figure 6.19 does not require any special calibration
input signal, but operates with any regular or irregular signal applied to the A/D
converter, as has been proven in section 4.5. The offset is not necessarily constant
over time but can change due to temperature or supply changes. As a result, once
the offset is reduced below the desired threshold, the calibration is not stopped but
continuously monitors whether an offset appears again on the amplifiers, and if so
it calibrates them.
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Figure 6.20: Measured DNL and INL with fs = 54 MSample/s and
fin = 1.0 MHz without calibration (a) and with calibration
(b)

Figure 6.20 shows the DNL and INL with (a) and without (b) calibration. The
DNL is not improved with this algorithm, as it is already small due to the dual-
residue signal switching (section 4.3.2). The upper peaks in INL shown in fig-
ure 6.20a are a measure of the offset on amplifier B (figure 6.9); the lower peaks
are a measure of the offset on amplifier A. The DNL and INL after calibration
of figure 6.20 could have been further improved by improving the pre-amp and
comparator offset in the fine A/D converter.

6.5 Experimental results

Figure 6.19 shows the calibration from start-up. Both D/A converter values are
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Figure 6.21: Measured spectrum (with calibration) with
fs = 54 MSample/s and fin = 1.0 MHz

A measured spectrum is shown in figure 6.21. The measurement has been per-
formed at 54 MSample/s and a signal frequency of 1.0 MHz. It can be seen that
the harmonic performance is good due to the offset calibration of the residue amp-
lifiers. All spurious components are below 75 dB.

Figure 6.22: Dynamic performance (with calibration) measured with
fs = 54 MSample/s

The dynamic performance measured at 54 MSample/s in figure 6.22 shows good
THD performance up to the Nyquist frequency of 70 dB. However, the overall
performance decreases due to spurious components at fs

3 ± fin, which are non-
harmonic spurs. The SFDR does not therefore reduce the THD performance, but
reduces the signal-to-noise and distortion (SINAD). The components come from a
frequency-dependent mismatch in the three interleaved sample-and-holds, which
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is most probably caused by a wiring capacitance mismatch in the analog input sig-
nal lines and clock signal lines [123]. Because the resolution bandwidth is limited
by the interleaved sample-and-holds, the Figure-of-Merit calculated with equa-
tion 3.35 has a large value of 29,25 pJ/conv. When normalized to 1 V input voltage
amplitude (equation 3.37), it equals: 94,77 pJV2/conv. Table 6.2 summarizes the
performance.

Technology 1P5M 0.25 µm CMOS

Resolution 12 bits

Supply voltage 2.5 Vo lt

Sample rate 54 MSample/s

Input range 1.8 Vpp, differential 

SNR 64 dB

THD 72 dB

SFDR 75 dB

INL 1.7 LSB

DNL 1.1 LSB

Power Dissipation 295 mW

Area 1.0 mm2

SINAD 63 dB

ERWB 4 MHz

6.6 Discussion

In this design no special care has been taken to create an exact gain factor with
the residue amplifiers. The dual-residue signal processing circumvents this re-
quirement. The offsets of these residue amplifiers are reduced by the calibration
algorithm. This reduces the INL from ± 5 LSB to ± 1.7 LSB. For the applica-
tion in the GSM base-station signal processing chain this INL is sufficient, as the
derived specification points (THD and SFDR for low signal frequencies) meet the
requirements. After calibration the INL are most probably limited by the 8-bit
folding A/D converter which generates the fine bits. This is illustrated in fig-

6.6 Discussion

Table 6.2: Summarized performance, fs = 54 MSample/s and
fin = 1.0 MHz unless stated otherwise

ure 6.20 by the repeating pattern in the INL. To improve this larger input devices

–
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of the fine A/D converter pre-amplifiers are required. This would increase the
power-consumption. A better solution is to replace the folding A/D converter by
a more power-efficient pipe-line A/D converter.

The SNR is 2 dB below the application specification from table 6.1. The thermal
noise is dominantly generated in the sample-and-hold and in the residue ampli-
fier stage. Further reduction of the thermal noise increases the power consump-
tion. If it is assumed that the thermal noise of the S/H is dominant in the overall
noise, then increasing the SNR by 2 dB means a factor of 1.6 power consumption
(equation 2.12 and equation 2.15). This increases the overall power consump-
tion to 365 mW. However, the SNR is also limited by the spurious components
originating from the three-times interleaved sample-and-hold. At higher signal
frequencies in particular this limits the SNR and the SFDR as well. The SFDR
at low input signal frequency is sufficient but degrades at higher input signal fre-
quencies. To increase the SNR and SFDR performance at higher input signal
frequencies, further investigation into interleaving needs to be carried out [123].
The THD shows good performance over the whole Nyquist band compared to the
specified THD in table 6.1.

The major limitation in the A/D converter realized is the limited matching between
the three sample-and-hold circuits. This causes large spurious tones at fs

3 and
fs

3 ± fin. These spurious tones limit the resolution bandwidth to only 4 MHz.
The Figure-of-Merit calculated with equation 3.35 therefore has a large value
of 29,25 pJ/conv. If this is normalized to 1 V input voltage amplitude (equa-
tion 3.37), it equals 94,77 pJV2/conv. When the resolution bandwidth is im-
proved to the Nyquist frequency by improving, for example, the layout of the
interleaved sample-and-holds, the FoMVpp would be greatly improved to less than
16 pJV2/conv. The power can be reduced by using a more power-efficient 8-bit
pipe-line second stage, instead of a folding A/D converter, as is shown in fig-
ure 3.32. This does, however, increase the latency of the A/D converter.

6.7 Conclusions

The experiment described in this chapter has shown that the accuracy problems
in CMOS A/D converters can be improved without impairing the bandwidth or
requiring excessive power. The benefits of dual-residue signal processing in com-
bination with MSCC have been verified experimentally. It has been shown that

A 12-bit two-step ADC with mixed-signal chopping and calibration
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eventhough simple open-loop residue amplifiers with relatively small input devices
have been used without special care being taken to ensure an exact gain factor, the
MSCC reduces the offsets of the residue amplifiers to a sufficiently low level, as
is demonstrated by the INL improvement in figure 6.20. The method presented
does not require part of the sample period, thereby optimizing the sample rate.
The limits of the method in terms of achievable accuracy form the subject of the
next chapter.

6.7 Conclusions



Chapter 7

A low-power 16-bit three-step
ADC for imaging applications

7.1 Introduction

The realizations in the previous chapters demonstrated the possibility of dual-
residue signal processing in combination with offset compensation but were not
optimized for power. The scope of this chapter is to design an A/D converter
with a low power consumption and a high dynamic range (DRpp) suitable for an
imaging application. CMOS sensors (low-end) or CCD sensors (high-end) are
used for digitizing images. The DRpp defined as peak-to-peak signal to rms noise
ratio of these sensors is around 60 dB and 75 dB respectively. Since the sensitivity
of the human eye is only around 60 dB, it is not necessary to digitize the complete
dynamic range of the image sensor. This means that an A/D converter with a
accuracy of only 10 bits is required. Additional required processing is performed
in the analog domain. This processing includes gain or compression. The gain is
reduced by the digital processor, which detects when the signal from the sensor
becomes too large. Compression can be used to increase the resolution in the
dark part of the image, since the eye is more sensitive to the darker parts of the
image. The block diagram of such a sensor signal conversion system is shown in
figure 7.1a.

The digitization in figure 7.1a is performed with a 10-bit A/D converter. The
DRpp of this system is sufficient for low-end sensor systems. However, when

149
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CCD
10 bit
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Digital
Processing

VGAAnalog
Conditioning

CCD
16 bit
ADC

Digital
Processing

Figure 7.1: Traditional moving image conversion system (a) and image
conversion system with high dynamic range A/D converter
(b)

CCD sensors which have larger DRpp are used, the analog processing shown in
figure 7.1a can be shifted to the digital domain, making the required image pro-
cessing much more flexible. The resulting chain from sensor to A/D converter is
shown in figure 7.1b. In this case a 16-bit A/D converter is used to convert the
full DRpp of the CCD. All the image processing such as gain and compression
is carried out in the digital domain. The main specifications for the 16-bit A/D
converter are shown in table 7.1.

Resolution 16 bit

THD

Sample Rate

DNL

INL

Power dissipation

Area

Technology

60 dB

30 MSample/s for Mega-Pixel CCD

Strict monotonical (< 1 LSB)

Up to 15 LSB tolerable

< 150 mW

small area for embedding

Digital CMOS without options

DRpp CCD 75 dB (in 5 MHz)

DRpp ADC 84 dB (small input level in 5 MHz)

Full scale settling < 1 %

Table 7.1: Requirements for high-end image conversion

Table 7.1 shows the requirements for a high-end image conversion system. Cost
requirements demand that the A/D conversion function is embedded in a digital
CMOS chip. This enables integration of the large digital signal processing and
the analog functionality on one chip. The sample rate has to be 30 MSample/s

A low-power16-bit three-step ADC for imaging applications

(a)

(b)
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to accommodate the digitization of mega-pixel charge-coupled devices (CCDs)
with 50 Hz frame rates. The state-of-the-art CCDs achieve 75 dB DRpp. In order
to limit the overall signal degradation in the system to 0.5 dB, the DRpp of the
A/D converter should be better than 84 dB in the 5 MHz video bandwidth. This
high DRpp has to be achieved for small input signal amplitudes. This corresponds
to dark parts of an image for which the eye is most sensitive. The performance
is allowed to degrade for large input signal amplitudes because the eye is much
less sensitive to such signals. This DRpp could be realized with a 13-bit A/D
converter. However, a technique frequently used in imaging applications involves
averaging a number of subsequent images to reduce the noise (at the cost of lower
frame rates). With only 13 bits of resolution the quantization noise dominates the
overall noise after averaging. This leads to unwanted artifacts in the picture. The
specified resolution is therefore 16 bits.

The DNL should be within ±1 LSB to guarantee monotonicity and non-missing
codes. The performance for input signals with a large amplitude is less important
since the perception of information in highly illuminated parts of a picture is less
critical. This applies to the requirements in full-scale signal settling. The linearity
parameters INL and THD are not critical in this imaging application. The color
performance determines the minimum THD (and maximum INL).

The power consumption is very important for imaging applications, as the IC con-
taining the A/D converter is close to the CCD and heating of the CCD increases
the thermal noise.

The previous chapter has shown a realization of a two-step A/D converter with
digital extraction and analog compensation of the residue amplifier offsets. This
chapter extends this technique in a 16-bit three-step A/D converter which uses
2 separate and independent mixed-signal chopping and calibration (MSCC) blocks
to calibrate the offset of 2 (the mid and fine) dual-residue amplifier stages [3]. At
the same time, the overall power consumption must be reduced to the 150 mW
allowed in this application. This experiment will show that this extreme accur-
acy can be achieved with a modest power consumption although some bandwidth
reduction is inevitable.

7.2 Three-step architecture

The 16-bit three-step A/D converter architecture is shown in figure 7.2.

7.2 Three-step architecture

The three-step A/D converter is similar to the two-step A/D converter described
in the previous chapter. However, using the two-step architecture for generating
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Figure 7.2: Block diagram of the 16-bit three-step A/D converter

16-bit output data would dramatically increase the accuracy requirements of the
2 quantization stages. An additional quantization step is therefore added to reduce
the accuracy requirements of the quantization stages. The output signal from the
CCD is sampled by a three-times interleaved [122] sample-and-hold (S/H), elim-
inating the need for re-sampling of the signal after each A/D converter stage. The

select the references for the mid quantization in the next clock phase (similar to
section 6.2.3). The selected references are combined with the held input signal
in 2 dual-residue amplifiers, as explained in section 6.2.3, that are offset calib-
rated (section 4.5). The 5-bit mid A/D converter quantizes the output signals of
these mid-residue amplifiers. The required accuracy of the mid A/D converter is
limited to 6 bits, since the fine A/D converter also incorporates over-range (sec-
tion 3.4) [29]. The outputs from both coarse and mid A/D converters are com-
bined in order to select 4 references out of 256 levels for the fine quantization.
These 4 references are combined with the sampled input signal in 2 dual-residue
amplifiers (as explained in section 6.2.3), which are offset calibrated. These amp-
lifiers realize a gain factor of 64 and consist of 2 cascaded amplifiers to improve
speed [9]. Due to the dual-residue signal processing the absolute value of this
gain is not critical (section 4.3.2) and therefore open-loop amplifiers can be used.
The amplified residue signals are applied to a 9-bit fine A/D converter, which is

A low-power16-bit three-step ADC for imaging applications

required accuracy of the coarse A/D converter is limited to only 5 bits due to over-
range in the next stage (section 3.4) [29]. This quantization result is used to
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realized as an 8 times folding A/D converter (similar to chapter 6 but with 8 times
folding instead of 4 times) [21]. The overall A/D converter consists primarily of
non-critical components, such as low-resolution quantizers, switches and open-
loop amplifiers. The noise is mainly determined by the S/H and the fine residue
amplifiers, while it is primarily the S/H and the static reference ladder [121] that
determine the overall linearity.

7.2.1 Sample-and-hold

The input signal is sampled by a S/H. Since the signal from the CCD is a sampled
signal, the coarse A/D converter can perform the coarse quantization at the same
time. After the coarse quantization the input signal together with the selected
mid reference signals have to be applied to the mid A/D converter after a sample
period to perform the mid quantization. In combination with the previous coarse
quantization the mid A/D converter selects the fine reference signals. The selected
fine reference signals are combined with the input signal that is again held for
one sample period and quantized in the fine A/D converter. To make the proper
delayed input signals, a three-times interleaved S/H circuit is used, consisting of
3 identical sample-and-hold units, each sampling the input signal at one-out-of-
three sample periods. The timing of the S/H is shown in figure 7.3.

S/H1

Sample +
Coarse

CCD signal

Fine

S/H2

S/H3

Mid

TS

V

t

Figure 7.3: Timing of the sample-and-hold circuit

To reduce the power consumption, the analog bandwidth is limited since the CCD
provides a signal that has already been sampled and the accuracy of large signal
transitions is less critical. The matching of the three interleaved S/H circuits is
critical. Static mismatch causes a component in the spectrum at fs

3 , while a dy-
namic mismatch causes components to appear at 3fs/3 ± fin [123]. However,
since the signal from the CCD is already sampled the dynamic mismatch is not
critical. The static mismatch can be reduced by optimal switch sizes and careful

7.2 Three-step architecture

layout.
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7.2.2 Resolution distribution

The resolution can be distributed over the three steps in several combinations. The
optimum distribution for minimum total intrinsic capacitance is when the resolu-
tions of the three steps are equal (similar to section 3.18). This results in 6 coarse
bits, 6 mid bits and 6 fine bits. The total number of bits of the coarse, mid and fine
A/D converter amounts to more than 16 bits since over-range is employed in the
mid and fine stage (section 3.4) [29]. This choice of resolutions requires 4 times
2048 switches and taps on the reference ladder for the fine reference selection.
This results in a large parasitic capacitance connected to the reference ladder. To
reduce the number of required switches the sum of the coarse and mid bits is re-
duced, which results in an increased number of fine bits. This design uses 4 coarse
bits, 5 mid bits and 9 fine bits. This requires 4 times 16 switches to select the mid
references and 4 times 256 switches for the selection of the fine references which
results in a factor of 4 reduction in parasitic switch capacitance. The increased
accuracy places demands on the fine A/D converter, which increases from 7 to
9 bits, and is resolved by using a folding A/D converter. The INL of a folding
A/D converter depends mainly on the size of the input transistors of the folding
amplifiers (section 3.3). However, because of the folding amplifier gain, the DNL
is small. In the imaging application DNL is more important than INL. This allows
for smaller folding amplifier input devices that reduce the intrinsic capacitance
and therefore power.

7.2.3 Switching

The selection of the references for the mid conversion is made by translating the
thermometer code of the coarse conversion to a

’

one-high’ code. This

’

one-high’
signal selects the 4 proper reference signals from the static reference ladder (see
chapter 6).

Since the selection of the references for the fine conversion requires 1 out of
256 selection, special care has been taken. To avoid the need for an 8-bit binary
to

’

one-high’ encoder, the coarse quantization selects 1 out of 16 switch blocks,
in which the mid quantization selects the 4 proper references. This is similar to
the matrix selection used in DACs [125]. Before the proper coarse selection can

A low-power16-bit three-step ADC for imaging applications
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be made, the errors of the coarse quantization have to be corrected first. This is
done by using the under and over-range indicator of the mid A/D conversion and
is shown in figure 7.4.

Coarse CODE

Under/Overrange 
Mid ADC

nrefB
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Figure 7.4: Fine switch matrix with selection of the fine reference signals
using matrix encoding and reference symmetry

To reduce the number of switches required, the property of symmetry is used.
When a certain fine subrange is selected, for example at the bottom of the range,
references from the bottom and references from the top of the resistor ladder are
selected since the input signal is differential. When the input signal is at the top
of the range, the same references are selected but are applied inversely to the
fine residue amplifiers. In this case the same reference selection is made, but the
references are exchanged by a set of additional switches. This is also shown in
figure 7.4. The inversion of the selection is indicated by the signal HALF. HALF
is zero when the input signal is in the lower half of the input signal range and
HALF is one when the input signal is in the upper half of the input signal range.
The corresponding selected reference signals (before processing with the HALF
signal) are shown in figure 7.5. For the sake of simplicity the under-range and
over-range have been omitted from this figure.

7.2 Three-step architecture
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Figure 7.5: Selected fine reference signals in the switch matrix before the
inversion with the HALF signal (without over-range)

scribed in chapter 6. However, the selected signals are the same for the upper half
and the lower half of the input range, which results in only half the number of
selection switches being used.

7.3 Noise considerations

The S/H consists of three-times interleaved S/H units, as explained in section 7.2.
Figure 7.6a and figure 7.6b show the sample and the hold phase, respectively, of
such a flip-around [56, 33] S/H unit.

During the sample phase (figure 7.6a), the OPAMP acts as a virtual ground. The
sampled noise in this case is given by equation 2.8, where Chold is the hold capa-
citance and NEF is the noise excess factor [7] of the OPAMP. For more than 85 dB
DRpp and an input signal swing of 2 V peak-to-peak differential, a capacitance of
7.5 pF for Chold in figure 7.6 is sufficient.

A low-power16-bit three-step ADC for imaging applications

As shown in figure 7.5, the references are selected in a similar way to that de-
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Figure 7.6: The sample phase (a) and the hold phase (b) of a S/H unit

only instrumental for the fine reference selection. As a result, only the noise
generated in the signal path to the fine comparators during the hold phase of the
S/H is considered. During the hold phase (figure 7.6b) the hold capacitance is
flipped around the OPAMP. During this phase the hold capacitance is not seen by
the OPAMP as a load capacitance and therefore does not filter the noise generated
by the OPAMP. The total noise power generated in the signal path during the hold
phase is the sum of the noise generated by the OPAMP and the switches of the
S/H, the reference ladder including switches, the residue amplifiers and the fine
A/D converter. The effect of the latter is, however, reduced significantly by the
gain in the residue amplifier stage. The noise generated during the hold phase of
the S/H is sampled by the fine comparators. The gain in the signal path from the
S/H up to the fine comparators reduces the accuracy requirements at the input of
the fine comparators to less than 7 bit. The signal bandwidth at the comparator
input is therefore limited with respect to the bandwidth of the S/H, resulting in a
filtering of part of the noise coming from the S/H which is sampled by the fine
comparators.

The accuracy requirements of the input stage of the S/H OPAMP and the residue
amplifiers with respect to noise are similar. The noise contributions of these com-
ponents are therefore similar for optimum power consumption. The noise contri-
bution of the reference ladder is determined by the total resistance of the ladder.
Reducing the ladder resistance increases the current through the ladder. Increasing
the width of the selection switches reduces their noise contribution but increases
the capacitive load determined by the switches, reducing the settling speed of the
references. The noise contribution of each of the components described has been
designed for minimum power consumption. The contribution to the DRpp of each
component is shown in table 7.2.

7.3 Noise considerations

(a) (b)

The coarse and mid quantization do not determine the final quantization and are
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SHA SHA Ref ladder Res Amp A Res Amp B Fine ADC

Sample Hold

Block

DRpp

Sub total

Total

Phase

Table 7.2: Contribution of the thermal noise to the DRpp of the different
A/D converter blocks during the sample and hold phase

As can be seen, the contribution of both residue amplifiers is not equal. This is
dependent on the position of the zero-crossing in the fine A/D converter. Close to
the beginning or the end of the fine range the noise is dominated by one amplifier,
while in the middle of the fine range both residue amplifiers contribute equally
to the noise. The total DRpp of 93.0 dB during the hold phase in table 7.2 is not
calculated from the sum of the contributions of each block, but is the simulated
total value. The sum of the noise during the hold phase in table 7.2 results in
a DRpp of 94.3 dB. This means that the remaining blocks of the A/D converter
generate noise resulting in a DRpp of 98.8 dB. These remaining blocks include the
chopping circuits and biasing. The total DRpp determined by thermal noise during
the sample and the hold phase equals 90.4 dB. This gives some margin in the
design with respect to other sources of noise, such as reduction due to comparator
offset errors or substrate noise injection.

7.4 Mixed-signal chopping and calibration

7.4.1 Mid and fine residue amplifier stage calibration

The offsets of the mid residue amplifiers need to be below 128 LSB at 16-bit
accuracy to guarantee proper fine sub-range selection, while the offsets of the fine
residue amplifiers need to be below 1 LSB as this determines the accuracy of the
ADC. These low offset values are obtained by using MSCC, with digital offset
extraction and analog compensation [58]. The offset extraction of both mid and
fine residue amplifier stages is performed simultaneously.

The coarse A/D converter quantizes the input signal and determines in which mid
subrange the input signal is located. The corresponding references are selected by
the mid switch matrix and applied together with the input signal to the mid residue

A low-power16-bit three-step ADC for imaging applications

93.9 dB

93.9 dB

98.31 dB 100.2 dB

93.0 dB (total from noise simulation)

107.22 dB 99.48 dB 121.54 dB
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amplifiers. By chopping the input signals of these residue amplifiers, their offset
is detected using the digital output of the mid A/D converter. Chopping of the
fine residue amplifiers is applied after the mid quantization is performed, as can
be seen in figure 7.2. The fine residue amplifier chopping does not therefore have
any effect on the mid quantization and the extraction of the mid residue amplifier
offset is performed independently of the chopping of the fine residue amplifiers.

Since the mid residue amplifier chopping is performed before the fine quantiz-
ation, this can potentially influence the fine residue amplifier offset extraction.
Below it is explained how the mid residue amplifier offset extraction and the fine
residue amplifier offset extraction do not influence each other.

The mid quantization determines the selected fine reference signals and chopping
of the mid residue amplifier with offset may therefore lead to a different fine
subrange (and fine reference signals) selection. The result is that for a certain input
signal two different fine-residue signals can be applied to the fine A/D converter.
This is illustrated in figure 7.7a.

Fine-residue
signal

SUB(n) SUB(n+1) SUB(n) SUB(n+1)

ADC
output

input input

input input

Fine-residue
signal

ADC
output

fine n fine n+1
fine n fine n+1

Figure 7.7: Fine residue signal selection and A/D converter output
without (a) and with (b) fine residue amplifier offset

7.4 Mixed-signal chopping and calibration

(a) (b)

offset A

offset A
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The residue signal fine(n) in figure 7.7a is the result of the selection of SUB(n)

by the mid A/D converter, while residue signal fine(n + 1) is the result of the
selection of SUB(n + 1). Because there is overlap (redundancy) between the sub-
ranges SUB(n) and SUB(n + 1), the same A/D converter output code is generated,
independently of the result of the mid A/D converter.

When there is also an offset present at the input of the fine residue amplifiers,
the corresponding residue signals of two subsequent subranges are shown in fig-
ure 7.7b. In this case only amplifier A has an offset of offsetA. When, due to
mid residue amplifier offset and chopping, two different subranges SUB(n) and
SUB(n + 1) are selected for a certain input signal, this results in two different fine
residue signals fine(n) and fine(n + 1). However, due to fine residue amplifier off-
set the overlap is not perfect, as is shown at the bottom of figure 7.7b. The total
A/D converter therefore has different output codes for constant input signal, illus-
trated with the black dots in figure 7.7b. As can be seen, the chopping of the mid
residue amplifiers changes the output of the A/D converter. However, the contri-
bution of the offset of the fine residue amplifiers to the A/D converter output, with
respect to the ideal output, still results in a positive error. The fine residue amp-
lifier offset extraction is therefore not disturbed, since the offset extraction only
detects the sign of the offset.

7.4.2 Quick calibration

The MSCC only updates the DAC values after an integration period, which is
sufficiently long for reliable and accurate offset extraction. The MSCC therefore
takes over 106 samples to settle. For test purposes a quick foreground calibration
option is integrated during fabrication for each MSCC; this can also be used at
power-up for a quick initial calibration. During quick calibration mode the inputs
of the residue amplifiers are short-circuited and the digital extraction block applies
a binary search [87] for the proper compensation DAC codes. For the comparison
during the binary search, the ladder buffers, pre-amplifiers and comparators of
the normal operation mode are used. The quick calibration system of the residue
amplifiers and the corresponding D/A converter signals of one calibration cycle
are shown in figure 7.8.

Since the D/A converters for the mid and fine compensation are 9 and 11 bits,
respectively, the quick calibration cycles take 9 and 11 clock cycles.

A low-power16-bit three-step ADC for imaging applications
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Figure 7.8: Quick calibration system with calibration cycle example

7.5 Supply voltages

Most CMOS technologies offer dual gate oxide. For this design 0.18 µm CMOS
technology with 2 values for the gate oxide thickness was used. The (effective)
oxide thickness determines the permitted supply voltage (thin oxide for 1.8 V
devices and thick oxide for 3.3 V devices) and therefore the achievable signal
swing. Figure 2.7 shows the relative dependence of the power as a function of the
(effective) oxide thickness. For noise- and matching-limited designs the capacit-
ance increases by 1

t2
ox

and 1
tox

respectively. To compare the power, it is assumed
that the bandwidth remains constant and Vgt scales linearly with Vdd . As is shown
in figure 2.7, the power for a noise limited design is initially constant as a function
of tox . However, since the relation between Ids and Vgt is not linear for small Vgt ,
for small tox the power becomes inversely proportional to

√
tox for a noise-limited

design (which is also shown in figure 2.7). For a matching-limited design, the
power is initially proportional to tox , however for small Vgt , the power becomes
proportional to

√
tox . This is illustrated in figure 2.7. As this ADC has both noise-

limited and matching-limited parts, the optimum power dissipation is exploited by
using two different gate oxides. Figure 7.9 shows the block diagram of the A/D
converter, with the supplies per block.

The capacitance of the S/H is determined by the noise requirements and is de-
signed with the 3.3 V thick oxide transistors. The quantizing parts, which are
matching limited, and the digital circuitry are designed with 1.8 V thin oxide tran-

7.5 Supply voltages

sistors. The power consumption of the 3.3 V and the 1.8 V part are now similar.
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Figure 7.9: Block diagram with two separate supplies

Changing the 3.3 V supply into a 1.8 V supply would decrease the allowable sig-
nal swing by a factor of 1.8. This would increase the required power consumption
by a factor of 1.3, since the capacitance is increased by this factor and in the
OPAMP of the S/H input devices with small Vgt are used.

7.6 Experimental results

A die photograph of the three-step A/D converter is shown in figure 7.10.

The A/D converter is fabricated in standard single poly, five metal 0.18 µm CMOS
and the core area is 1.4 mm2. The ADC operates at 1.8 V and 3.3 V supply
voltages and dissipates 141 mW (without output buffers). The relative power
consumption of each block is shown in figure 7.11.

The power consumption of the fine residue amplifiers is relatively large. This is
caused by the fact that these amplifiers have a large gain (≈64) in combination
with a large signal bandwidth. The fine A/D converter power consumption is
relatively high since 9 bits are resolved in one step by a folding A/D converter.

For imaging applications, and in particular for a small input signal, the DRpp is
very important. Figure 7.12 shows the DRpp of the A/D converter, which is the

A low-power16-bit three-step ADC for imaging applications

1.8 V supply

3.3 V supply
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Figure 7.10: Die photograph of the three-step 16-bit A/D converter

SHA
Coarse ADC

Mid Res Amps

Mid Ladder 
Buffer

Mid ADC
Fine Res AmpsFine Ladder 

Buffer

Fine ADC

peak-to-peak signal to rms noise ratio for different input signal levels as a function
of the sample rate. The measurements have been performed with an input signal
frequency of 1 MHz.

When no input signal is applied, the DRpp of the A/D converter is calculated by
dividing the peak-to-peak output code (which is 216) by the rms of the noise
measured at the output of the A/D converter. This DRpp is above 88 dB up to
30MSample/s, which is close to the calculated value from table 7.2. For low input
signal levels, the DRpp is above 85 dB for sample rates up to 30 MSample/s. For

7.6 Experimental results

converter
Figure 7.11: The relative power consumption of each block of the A/D

Digital
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Figure 7.12: DRpp for different input signal levels as a function of the
sample rate (fin = 1 MHz)

larger input levels, the DRpp degrades further. A major artifact which causes this
has been found in the fine-residue stage. For large input signal amplitude (and
relatively high signal frequency), the fine reference change is large from sample
to sample. These large jumps in both references and sample-and-hold signal in-
cidentally cause the output stage of the fine-residue amplifier stage to go out of
saturation. Recovery from this requires too much time with respect to the highest
sample rates, thus degrading the performance. This will be solved in a subsequent
version. A second effect is that the switching of the reference signals causes the
reference ladder to be disturbed. However, in an imaging application the large
signal behavior is less important, since a performance reduction for high light in-
tensities is less visible. Figure 7.13 shows the SINAD as a function of the input
signal level for different sample rates (fin = 1 MHz).

As can be seen in figure 7.13, the SINAD increases as a function of the input
level. For high input levels, the SINAD reaches a maximum before the input level
is at maximum. This is also limited by the fine-residue amplifier stage and the
limited settling speed of the ladder. This is confirmed by the fact that the input
level where the SINAD is at maximum decreases for increasing sample rates. The
DNL and INL plots, obtained for a low-frequency input signal and sampled at
15 MSample/s, are shown in figure 7.14 and figure 7.15. The number of points
that are used to calculate the DNL and INL is 32000000.

As is shown in figure 7.12, the large signal performance at a sample rate of
30 MSample/s is limited. Since this would also limit the DNL and INL measure-
ment, a sample rate of 15 MSample/s is used to measure the DNL and INL. The

A low-power16-bit three-step ADC for imaging applications
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Figure 7.13: SINAD as a function of the input signal level for different
sample rates (fin = 1 MHz)

Figure 7.14: DNL measured with a signal frequency of 230 Hz and
15 MSample/s

Figure 7.15: INL measured with a signal frequency of 230 Hz and
15 MSample/s

7.6 Experimental results
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A/D converter has no missing codes since the DNL remains just above 1 LSB.
The incidental peaks in DNL above +1 LSB are most probably caused by thermal
noise. The INL is between 13 LSB and +13 LSB, which is sufficient for the ap-
plication. In order to calculate the FoM of this converter, the resolution bandwidth
has to be determined. The measurement of the SINAD as a function of the signal
frequency for different signal levels is shown in figure 7.16.
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Figure 7.16: SINAD as a function of the input signal frequency for different
signal levels (fS = 20 MSample/s)

Since the resolution bandwidth of this converter is limited to ≈2 MHz, the FoM
is 19.7 pJ/conv. When the FoM is corrected for the input signal swing of 2 V
peak-to-peak, the resulting FoMVpp equals 79.1 pJV2/conv. The performance is

Resolution 16 bit

SINAD (max)

Sample Rate

DNL

INL

Power dissipation

Area

Technology

68 dB

30 MSample/s

1 LSB < DNL < 1.1 LSB (no missing codes)

13 LSB < INL < 13 LSB

141 mW

1.4 mm2

5M1P 0.18 µm CMOS

DRpp ADC 77 dB (input signal 2 dBfs)

DRpp ADC 88 dB (no input signal)

Input range 2 Vpp, differential 

Table 7.3: Summarized performance
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summarized in table 6.2.
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An A/D converter [126] for a similar application has shown a smaller sample
frequency of 20 MSample/s and a larger power consumption of 300 mW (which
includes the correlated double sampling circuit (CDS) and a programmable gain
amplifier).

7.7 Discussion

This realization shows that the MSCC can be used in a

’

more-step’ configuration
and is not limited to a two-step architecture. Together with dual-residue signal
processing the use of MSCC relaxes the demands on the inter-stage residue ampli-
fiers. The achieved DRpp is 88 dB according to the specification. The DNL shows
that the converter is monotonic, since the DNL is always larger than 1 LSB. Since
the rms of the thermal noise voltage is about 2.5 LSB, a large number of points is
used in the DNL calculation. However, this may still incidentally cause the DNL
to be larger than 1 LSB.

The generation of 16 bits requires that 216 levels are distinguished. To limit the
number of comparators this is done in three steps. In this design, this does, how-
ever, still require 256 subranges to be selected from a reference ladder. This
causes a large capacitive load of the reference selection switches to be connec-
ted to the reference ladders, which limits the achievable speed and input signal
frequency. However, the sampling speed is sufficient for the imaging application
and the performance for high input signal frequencies is not important. The speed
could be improved by reducing the number of selected references by employing
re-sampling of the analog signal after the gain stages. This would result in a more
pipe-lined structure.

Because of the optimizations with respect to the input signal properties, such as
high performance for small input signal levels and low performance for high input
signal levels, the power is 141 mW. The large signal amplitude and high signal
frequency performance is limited by slow recovery from over-drive at the output
stage of the fine residue amplifier stage in this version of the 16-bit A/D converter.
In the next version the output stage of the residue amplifier will be improved,
increasing the resolution bandwidth. This will improve both the realized FoM and
FoMVpp since the improvement does not increase the power consumption.

7.7 Discussion

−
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7.8 Conclusions

The experiment in this chapter has shown that dual-residue signal processing with
MSCC enables the design of a low-power A/D converter for imaging applications.
The quantization is split up into three steps, reducing the accuracy requirements
and power of the sub A/D converters. Due to the dual-residue signal processing
and MSCC the A/D converter has no missing codes at 16-bit level even with the
use of residue amplifiers with relatively small input devices and without an ac-
curate gain factor. This is demonstrated in the DNL measurement. The DRpp

achieved is 88 dB in 15 MHz bandwidth for small input signal amplitudes at a
power consumption of 141 mW. The performance degrades for larger input signal
amplitudes, which is no limitation for the imaging application.

In addition to repairing the output stage of the fine residue amplifier stage in this
version, an increase in the performance for larger input signal amplitudes and
frequencies would require more power. The selection of the references in partic-
ular puts a limit on the high-frequency behavior. This A/D converter has been
optimized for sampled input signals. When applying non-sampled signals the in-
terleaved sample-and-hold probably has to be extended to a four-times interleaved
sample-and-hold.

A low-power16-bit three-step ADC for imaging applications



Chapter 8

Conclusions

Analog-to-digital conversion is the key technology for embedded signal processing.
Bandwidth, accuracy and power are the main parameters that determine A/D con-
verter performance. This book investigates calibration techniques to increase the
accuracy of A/D converters while maintaining an acceptable power consumption
for consumer applications.

Chapter 2 discusses the relation between accuracy and capacitance. Given the
technology, the minimum required capacitances in an A/D converter are determ-
ined for both the noise and the matching requirements. The resulting capacitances
derived from both the noise and the matching demands are quadratically depend-
ent on the required accuracy. The maximum of these capacitances determines
the required capacitance and is A/D-converter-architecure dependent. This re-
quired capacitance needs to be charged with the respective signal with sufficient
accuracy within a certain time period, which is a measure for the power consump-
tion. The power consumption of a circuit is proportional to the load capacitance
and inversely proportional to the available settling time, if the parasitic capacit-
ance is smaller than the aforementioned load capacitance. When the available
settling time approaches its lower limit, which means that the parasitic capacit-
ance reaches the load capacitance, the power consumption is no longer inversely
proportional to the available settling time, but increases dramatically.

The errors caused by matching errors can be reduced by using calibration tech-
niques. The capacitance resulting from matching requirements can therefore be
decreased, increasing the power efficiency of the A/D converter. However, since
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noise is a random process, it cannot be calibrated and the capacitance determined
by the noise requirements is the lower limit and cannot be reduced by calibration.

It is beneficial to use the most advanced technology for A/D converter designs,
which are matching-limited. The effect of the decreasing power supply voltage re-
duces the allowed signal swing. However, the matching parameter AVT

decreases
as well. For noise-limited designs, the input signal amplitude should be as large as
possible, which demands for older technologies with larger supply voltages. The
maximum speed is achieved in the most advanced technologies, where the ratio
between gm and the parasitic capacitance generally increases.

The choice for an A/D-converter architecture allows a trade-off to be made between
accuracy, speed and power. For low sample rates the architectures that reduce the
number of necessary accurate devices are much more power-efficient than the
parallel architectures. This is especially the case for high accuracy, where the
required capacitance becomes impractical. However, high-sample-rate parallel
architectures are more power-efficient for low accuracy, since the conversion is
done in only one step. Practical realizations confirm this.

Higher-accuracy A/D conversion requires multi-stage architectures. When more
bits in the first stage are applied, the accuracy in the least significant stages be-
comes less critical. Therefore, generating more bits in the first stage(s) reduces
the accuracy requirements to only those of the first stage(s). This is in contrast to
the parallel architectures where all the decision blocks need high accuracy.

Even in multi-stage architectures straightforwardly increasing the accuracy would
lead to high power consumption. Therefore, designing A/D converters for high
accuracy requires some form of calibration. Chapter 4 analyzes enhancement
techniques for the two-step architecture to increase the accuracy without increas-
ing the power consumption.

In multi-stage architectures gain errors are the dominant accuracy-limiting factors.
Chapter 4 introduces the dual-residue signal-processing technique to circumvent
these errors. When improved switching is used, continuity and monotonicity are
guaranteed. The difference in offset of the two dual-residue amplifiers determines
the INL of the overall A/D converter. For high accuracy this means that the input
devices of the amplifier need to be large to ensure a sufficiently low offset voltage.
To reduce the input capacitance of the residue amplifiers, calibration is applied.

Conclusions
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This technique uses only very few additional non-critical analog-components. It
does not require additional calibration time and operates under normal conversion
conditions. Therefore, the calibration can be performed continuously without in-
terfering with the normal operation of the A/D converter. The signal processing
capability of the digital CMOS technology is used to make large time-constants
enabling highly accurate offset extraction. In contrast to other calibration tech-
niques, the MSCC technique requires no additional post-processing of the digital
output data and does not impair any timing parameter. The only overhead consists
of some regular updating of the integrators.

The first experiment in chapter 5 shows the dual-residue signal processing in com-

is the result of the combination of A/D conversion and offset cancellation in one
clock cycle.

The benefits of dual-residue signal processing in combination with MSCC is veri-
fied in the second experiment in chapter 6. It is shown that the accuracy problems
in CMOS A/D converters are improved without impairing the sample rate, as was
the case in the first experiment, or requiring excessive power. Even though simple
open-loop residue amplifiers with relatively small input devices have been used,
without special care for an exact gain factor, the MSCC reduces the offset voltages
of the residue amplifiers to a sufficiently low level.

The experiment in chapter 7 shows that dual-residue signal processing with MSCC
enables the design of a low-power A/D converter for imaging applications. The
quantization is split-up into three-steps, reducing the accuracy requirements and
power consumption of the sub A/D converters. Due to the dual-residue signal
processing and MSCC the A/D converter has no missing codes at 16-bit level,
even with the use of residue amplifiers with relatively small input devices and
without an accurate gain factor. The performance degrades for larger input signal
amplitudes, which is no limitation for the imaging application. Increasing the per-
formance for larger input signal amplitudes and frequencies would require more
power.

bination with analog offset calibration. Benchmarked with realizations in literature,
the power consumption in this experiment is still too high, but the performance
meets the requirements for CVBS video signal processing, which is used as a
vehicle. The limitation of the calibration implementation in the first experiment

The mixed-signal chopping and calibration technique (MSCC) enables offset ex-
traction from the output data in the digital domain and compensation in the ana-
log domain, resulting in an A/D converter with almost perfect analog circuitry.

Conclusions
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post-processing of the output data. The methods developed in this book seem
applicable for other circuit applications as well.

This book shows that accuracy in high-speed A/D converters can be optimized
without sample rate or power penalties. Moreover, there is no need for extensive

Conclusions



Appendix A

Static and dynamic accuracy
requirements

In this appendix the effect of static and dynamic errors on the performance degrad-
ation are calculated. With this result a maximum allowable error in the quantiza-
tion is derived to limit the performance degradation to an acceptable level.

A.1 Static error requirments

To calculate the maximum allowable static errors, the effect of random errors
on the transfer curve of the A/D converter (INL) is calculated. Since the effect of
random errors on the transfer curve is similar to the effect of quantization noise on
the transfer curve of the A/D converter, the noise power representing the random
errors can be added to the error power caused by quantization (similar to [1]):

SNRQ+error = 10 log

(
3
2 22N

1 + 12σ 2
error

)
, (A.1)

where σ is the standard deviation of the random errors and N is the number of bits.
For an A/D converter this is equal to the standard deviation of the INL of each
individual code. Subtracting the quantization noise from equation A.1 results in
the reduction of SNR caused by INL errors:
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SNRred = −10 log
(
1 + 12σ 2

error

)
(A.2)

When these INL errors are random errors with a gaussian distribution, the relation
between σ of the errors and the maximum INL is given by:

σ 2
error = INL2

α2
, (A.3)

where α is the threshold value for the stochastic variable of the probability that the
maximum random error remains within the limits ( INL, +INL) is acceptable [1].
Depending on the number of critical components, α is in the range of three and
five. In chapter 3 it is derived that for the scope of this book it is sufficient to set α

to the constant value 4. Combining equation A.2 and equation A.3 results in the
reduction of SNR caused by random gaussian distributed INL errors:

SNRred = −10 log

(
1 + 12

INL2

α2

)
(A.4)

To calculate the reduction in ENOB as function of the INL, equation A.4 is then
rewritten to:

ENOBred =
− log

(
1 + 12 INL2

α2

)
2 log 2

(A.5)

The reduction in ENOB for a certain maximum INL is dependant on the distri-
bution (shape) of the INL errors. The worst case situation occurs when the each
individual INL error is equal to +INL or INL. In that case, σ 2

error = INL2 and
equation A.5 changes into:

ENOBMAX red = − log
(
1 + 12 INL2

)
2 log 2

(A.6)

Figure A.1 shows both ENOBred and ENOBMAX red as function of the INL. Also the
result of a Monte Carlo analysis is shown. In this analysis, the INL is randomly
determined. The x-axis shows the maximum INL, while the y-axis shows the

Static and dynamic  accuracy  requirements

−

−
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reduction in ENOB. In the calculation of ENOBred, the value for α is 3, which
means that the INL used in figure A.1 is the 3σ value of the distribution of the
INL.

INL [LSB]

ENOBred

ENOBMAX red

ENOBred

ENOBMonte Carlo red

Figure A.1: Reduction in ENOB for: a random INL (with α = 3), only
value of +INL or INL, and a Monte Carlo simulation, as
function of INL

Figure A.1 shows that when the INL is less then ±0.25 LSB the overall perform-
ance decreases at maximum with 0.4 ENOB (or 2.4 dB). This is the case when

0.25 LSB (on the curve ENOBMAX red

loss of 0.4 ENOB is used in the calculations as allowed performance degradation.
This means that all errors due to the signal processing such as settling or mismatch
errors should remain within ±0.25 LSB. In practice the INL-pattern will also con-
tain values ±0.25 LSB, which means the practical preformance degradation is in
the order of 0.2 ENOB (on the curve ENOBMonte Carlo red).

A.2 Dynamic error requirements

To keep the SNR reduction due to thermal noise (equation 2.12) sufficient low, in
this book it is assumed that the signal-to-thermal-noise ratio is 6 dB better than
the signal-to-quantization-noise ratio. This results in an overall SNR reduction of
1 dB, which is comparable to the reduction in SNR due to static INL errors, when
the INL remains within ±0.25 LSB.

A.2 Dynamic error requirements

−

− ). In the remainder of this book the maximum
the INL-pattern of the A/D converter consists of only the values +0.25 LSB and
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