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Foreword

Forest hydrology as a field has evolved greatly since the first paired watershed study
was published by Bates (1921) in the Journal of Forestry. Bates described his work
as the “first serious effort to obtain, under experimental conditions, a quantitative
expression of forest influences on snow modeling, streamflow (and thus, by impli-
cation, evaporation) and erosion.” Since then, many paired watershed studies have
been published — with an explosion of such work in the late 1950s and through the
1960s during the First International Hydrological Decade. Despite the appearance
of several textbooks in the past decades, the last major benchmarking effort was
Sopper and Lull’s (1967) edited conference proceedings from the International
Symposium on Forest Hydrology, held at Penn State University, USA, in 1965.
This was the first and last major synthesis and integration effort for the field in over
four decades. Since Sopper and Lull, much has changed in forest hydrology: new
instruments, some new theory, new disciplinary additions to forest linkages; most
notably biogeochemistry.

Forest Hydrology and Biogeochemistry: Synthesis of Past Research and Future
Directions is a long anticipated, important addition to the field of forest hydrology.
It is, by far, the most comprehensive assemblage of the field to date and written by
many of the top researchers in their field. The book reveals for the first time since
Sopper and Lull, the current state of the art and where the field is headed — with its
many new techniques developed since then (isotopes, fluorescence spectroscopy,
remote sensing, numerical models, digital elevation models, etc.) and added issues
(fire, insect outbreaks, biogeochemistry, etc.). Levia, Carlyle-Moses, and Tanaka
have done a spectacular job of assembling a strong array of authors and chapters.
As an associate professor of ecohydrology, Del Levia has a background in water
transfers through the forest canopy and biogeochemical transformations in forest
systems in American forested watersheds with extensive international experience
as well. Darryl Carlyle-Moses is an associate professor of geography with experi-
ence in Canadian and Mexican forest systems, focused mostly on water transfers
through the forest canopy. Tadashi Tanaka is professor of hydrology at University
of Tsukuba in Japan with a long and distinguished career in forest hydrology, from



vi Foreword

groundwater studies to tracer studies and water flux measurements in headwater
catchments. The geographical teaming of editors is an important element to the
work, where the addition of the Japanese perspective (to the more dominant
European and North American and Australian perspectives) with many chapters
penned by Japanese forest hydrologists adding greatly to the breadth of approaches
and examples. Attention to editorial detail is clear; from careful assembly of all the
key component areas to an awareness of the benchmark papers in the field and need
to include them (even when they fall outside the non-English speaking literature).

Distillation of a large and varied disparate discipline like forest hydrology and
biogeochemistry is challenging. The book’s organization effectively parses out the
many aspects of the field in six useful parts. The first part outlines the historical
roots of forest hydrology and biogeochemistry, with special reference to the
Hubbard Brook watershed — arguably “Mecca” for the field and the foundation
we all now follow in watershed-based coupled hydrobiogeochemical studies. The
authors of that chapter are emblematic of the authorship of much of the book,
pairing one of the founding fathers of field with one of the most promising young
professors in the field. Sampling and novel approaches follow this background
setup, with definitive chapters covering the latest in terms of spatial and temporal
monitoring. Forest hydrology and biogeochemistry by ecoregion is a part that
follows. The ecoregion component is a clever move in the assembly of the material
for the book, providing a view into real-world landscapes and how uniqueness of
place drives coupled hydrobiogeochemical processes. The editors have gathered
authors from Canada, USA, Australia, China, Japan, and over a dozen countries in
Europe to produce this range of ecoregion breadth. The three last parts of the book
are “hydrologic and biogeochemical fluxes from the canopy to the phreatic sur-
face,” “the effects of time, stressors and humans,” and finally, “knowledge gaps and
research opportunities.” Many of the hottest topics in relation to fire, insects,
climate change, landuse change are addressed in a thoughtful and stimulating way.

Forest Hydrology and Biogeochemistry: Synthesis of Past Research and Future
Directions is a celebration of a field. Like Bates’ work, it is a serious effort to
synthesize quantitative expressions of forest influences on water quantity (and now
also water quality). The research pioneers who contributed to Sopper and Lull’s
major synthesis would be mesmerized by what now is possible and what is defined
in this volume in terms of new research directions and opportunities. Reading it will
give graduate students and researchers alike, a sense of direction and optimism
for this field for many years to come.

Richardson Chair in Watershed Science Jeffrey J. McDonnell
and Distinguished Professor of Hydrology

College of Forestry, Oregon State University,

Corvallis, OR, USA



Preface

A tremendous amount of work has been conducted in forest hydrology and
biogeochemistry since the 1980s, yet there has been no cogent, critical, and
compelling synthesis of this work on the whole, although a number of seminal
journal review articles have been published on specific aspects of forest hydrology
and biogeochemistry, ranging from precipitation partitioning to catchment hydrol-
ogy and elemental cycling to isotope biogeochemistry (e.g., Bosch and Hewlett
1982; Parker 1983; Buttle 1994; Levia and Frost 2003; Muzylo et al. 2009).
The forest hydrology and biogeochemistry volumes published to date have served
a different (albeit equally valid) purpose to the current volume, serving as either
a reference tool for a particular study site or as a textbook. Over the past 30 years,
the Ecological Studies Series has published a number of such volumes, including
Forest Hydrology and Ecology at Coweeta (1988), Biogeochemistry of a Subalpine
Ecosystem (1992), and Functioning and Management of European Beech Ecosys-
tems (2009). Lee (1980) is one of the last comprehensive forest hydrology texts.
Recent published works have focused on climate change and stressors. These books
reflect the growing body of research in forest hydrology and biogeochemistry.
However, none of these texts were specifically aimed at synthesizing and evaluating
research in the field to date. As such, Forest Hydrology and Biogeochemistry:
Synthesis of Past Research and Future Directions is especially timely, relevant,
and arguably necessary as periodic review and self-reflection of a discipline are
integral to its progression. Thus, the aim of this international rigorously peer-
reviewed volume is to critically synthesize research in forest hydrology and bio-
geochemistry to date, to identify areas where knowledge is weak or nonexistent,
and to chart future research directions. Such a task is critical to the advancement of
our discipline and a valuable community building activity. This volume is intended
to be a one-stop comprehensive reference tool for researchers looking for the “latest
and greatest” in forest hydrology and biogeochemistry. The book also is meant to
serve as a graduate level text.

vii
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Forest Hydrology and Biogeochemistry: Synthesis of Past Research and Future
Directions is divided into four primary parts following an introductory chapter
(constituting Part I) that traces the historical roots of forest hydrology and biogeo-
chemistry. The introductory chapter employs the Hubbard Brook Experimental
Forest as a model to elucidate the merits of watershed scale hydrological and
biogeochemical research. The four primary parts of the book are: sampling and
methodologies utilized in forest hydrology and biogeochemistry research, forest
hydrology and biogeochemistry by ecoregion, hydrological and biogeochemical
processes of forests, and the effects of time, stressors, and people on forest
hydrology and biogeochemistry. It is important to note that each part examines
forest hydrology and biogeochemistry from different perspectives and scales.
While overlap among chapters has been kept to a minimum, some overlap is
inevitable. One also could argue that some overlap is beneficial given the nature
of the book and the fact that most researchers will likely read select chapters of
relevance to their research rather than the book in its entirety. The part on sampling
and novel approaches is intended to provide researchers and students with a broad
cross-section of methodological approaches used by some forest hydrologists and
biogeochemists and to foster their wider use by the larger community. As such,
these chapters may be used as a primer for one wishing to learn how to utilize
various methods to answer questions of importance to forest hydrologists and
biogeochemists. The next part adopts a holistic focus on the forest hydrology and
biogeochemistry by ecoregion. Specific forest types covered include lowland tropi-
cal, montane cloud, temperate, boreal, and urban. These chapters are intended to
provide researchers with a concise synthesis of past research in a given forest type
and provide future research directions, emphasizing a particular forest type as a
whole (i.e., from an ecosystem perspective) rather than hydrological and biogeo-
chemical processes. The following part emphasizes processes regardless of ecoregion
and forest type. These chapters begin at the interface of the atmosphere—biosphere
with atmospheric deposition and follow the transport of water and elements to the
subsurface via routing along roots to surface water—groundwater interactions. Thus,
these chapters focus on the hydrology and biogeochemistry of the critical zone. The
next part of the book examines the effects of time, people, and stressors on forest
hydrology and biogeochemistry, capturing some of the newest thinking on the effects
of external stressors, such as ice storms and climate change, on the functional ecology
of forests. The final chapter (constituting Part VI) summarizes some of the major
findings of the book and is intended to galvanize future research on topics that merit
further work by identifying possible research questions and methodologies to move
the disciplines of forest hydrology and biogeochemistry forward.

The editors wish to thank all authors for their tremendous work ethic in associa-
tion with this book. It is clear that chapter authors rose to the occasion and prepared
well thought syntheses that will help chart future research directions. The editors
also would like to express their gratitude to all of the authors who served as
peer reviewers. We were duly impressed with the thorough and thoughtful nature
of reviewer comments that undoubtedly improved the quality of the book. The
editors also acknowledge the review efforts of those scientists whom were external
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to the book itself who provided excellent suggestions for chapter improvement;
listed alphabetically, we acknowledge W. Michael Aust, Doug Burns, Sheila
Christopher-Gokkaya, Helja-Sisko Helimsaari, April James, Koichiro Kuraji,
Daniel Leathers, Myron Mitchell, Aleksandra Muzylo, and Wolfgang Wanek.
David Legates is recognized for editorial advice during the project. We also
acknowledge Jeff McDonnell for writing the Foreword of the book and the efforts
of the Series Editor, E.-D. Schulze. The editors also wish to recognize Dr. Andrea
Schlitzberger of Springer’s Ecological Studies Series and Project Manager Elumalai
Balamurugan for their hard and efficient work on this book. The editors wish to give
special thanks and recognition to Springer Geosciences Editor, Robert Doe, and his
assistant, Nina Bennink, for their professionalism, timely responses, clear feedback,
and generous support as this book evolved through various stages of succession
(with a few disturbances along the way) to its climactic completion in the course of
22 months.

It is the sincere hope, belief, and expectation of the editors that this volume will
serve as an invaluable resource to many in the forest hydrology and biogeochem-
istry communities for years to come. We are confident that this volume, composed
of the thoughts of some of the very best and talented researchers worldwide, will be
a highly cited and impactful book that will catalyze fruitful research that propels our
knowledge of forest hydrology and biogeochemistry forward.

Newark, Delaware Delphis F. Levia
Kamloops, British Columbia Darryl E. Carlyle-Moses
Tsukuba, Japan Tadashi Tanaka
March 2011
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Chapter 1
Historical Roots of Forest Hydrology
and Biogeochemistry

Kevin J. McGuire and Gene E. Likens

1.1 Introduction

The scientific disciplines of forest hydrology and forest biogeochemistry have
contributed greatly to our understanding of the natural world even though they
are relatively young disciplines. In this chapter, the historical origins, develop-
ments, and major advancements of these disciplines will be presented. The Hubbard
Brook Ecosystem Study (HBES) will serve as a case study to illustrate the devel-
opment, integration, and new research directions of these disciplines. Finally, this
chapter on the historical roots and evolution of forest hydrology and biogeochem-
istry sets the stage for the remaining chapters of this volume by providing a
conceptual framework in which most hydrological and biogeochemical work is
conducted. Excellent reviews on forest hydrology and biogeochemistry are given
by Sopper and Lull (1967), Bormann and Likens (1979), Lee (1980), Waring and
Schesinger (1985), Likens and Bormann (1995), Schlesinger (1997), Ice and Stednick
(2004a), de la Cretaz and Barten (2007), NRC (2008), and DeWalle (2011).

1.2 The Early Foundations of the Influence
of Forests on Water

1.2.1 Pre-Twentieth Century

Kittredge (1948), Zon (1912), and Colman (1953) provide the earliest historical
perspectives of “forest influences,” which Kittredge describes as “including all effects
resulting from the presence of forest or brush upon climate, soil water, runoff, stream
flow, floods, erosion, and soil productivity.” However, the earliest accounts of inter-
actions between forests and water were probably those of Vitruvius (ca. 27—17 BCE)
when he recognized that forests played an important role in evaporation. He postu-
lated that in mountainous regions, the loss of water due to evaporation was limited
because forests reduced the sun’s rays from reaching the surface (Biswas 1970).
About 100 years later, Pliny the Elder in Natural History (77-79 cE) observed,

D.F. Levia et al. (eds.), Forest Hydrology and Biogeochemistry: Synthesis 3
of Past Research and Future Directions, Ecological Studies 216,
DOI 10.1007/978-94-007-1363-5_1, © Springer Science+Business Media B.V. 2011
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“it frequently happens that in spots where forests have been felled, springs of water
make their appearance, the supply of which was previously expended in the nutri-
ment of the trees. . .Very often too, after removing the wood which has covered an
elevated spot and so served to attract and consume the rains, devastating torrents are
formed by the concentration of the waters” (Bostock and Riley 1855).

As Andréassian (2004) notes, Pliny’s observations highlight the major concerns
of forest cover on water and climate (namely streams and precipitation). These and
other observations of forest influences led Medieval and Renaissance governments
to establish protection forests (Kittredge 1948). In France, King Philippe Auguste
issued a decree in 1219 “of the Waters and Forests” that recognized the close
relation between water and forests in forest management (Andréassian 2004).
During the mid-nineteenth century in France and Switzerland, debates on the
effects of forest clearing emerged partly from recent torrent and avalanche activity
that had occurred in the Alps, which formed the beginning of the scientific study on
the influence of forests on water (Kittredge 1948). Andréassian (2004) describes
several French watershed studies that occurred during this period (Belgrand 1854;
Jeandel et al. 1862; Matthieu 1878), which are among the earliest studies to report
on measurements of forest influences on hydrology and climate.

Despite the experiences in Europe, national recognition in the USA concerning
the role of forests in protecting watersheds did not occur until the late nineteenth
century, which essentially ushered in a wave of research on forests and water.
During the mid to late nineteenth century, there was much speculation on the role
that forests played in climate. The accepted wisdom was that deforestation had
caused significant macroscale climate changes, especially higher temperatures and
lower precipitation; however, much of that was dismissed when climatic data
became available showing that only at the microsite did forests have effects on
climate variation (Thompson 1980).

Interests in forest influences in the USA began when conservationists such as
George P. Marsh became alarmed by the rate of forest clearing and suggested, after
reviewing European findings and observations in the Alps, that forest removal had
devastating effects on streamflow (Marsh 1864). The publishing of Marsh’s Man
and Nature followed by several reports on forest influences (e.g., Watson 1865;
Hough 1878), eventually led to the 1891 Forest Preservation Act and 1897 Organic
Act. These important pieces of legislation both described forest reserves, but the
latter also provided a blueprint for their management and for the “purpose of
securing favorable conditions of water flows.” As Kittredge (1948) noted, the
period from 1877 to 1912 might be called the “period of propaganda,” when
numerous writings and debates occurred concerning issues of forest influences on
climate and floods. The importance of forests on flood control was generally
accepted by foresters, but it had been challenged by prominent engineers such as
Chittenden (1909) of the US Army Corps of Engineers and the Chief of the Weather
Bureau, W.L. Moore (1910). With little scientific evidence to resolve the contro-
versy, Raphael Zon, the Chief of Silvics with the USDA Forest Service, proposed
the creation of the first experiment stations on the national forests and established
the first forest and streamflow experiment at Wagon Wheel Gap, Colorado in 1909.
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This study and others (e.g., in New Hampshire, see Federer 1969) helped ensure the
passage of the Weeks Act in 1911 that provided “for the protection of watersheds of
navigable streams” and the purchase of 9.3 million ha of land for national forests in
eastern United States. The following year, Zon (1912) issued a seminal report to
Congress on “Forests and water in the light of scientific investigation,” which
summarized evidence for the influence of forests on floods. This report would
become the authoritative reference on the topic for the next several decades.

1.2.2 Early Twentieth Century: Watershed Studies

Disasters in the Alps during the early to mid-nineteenth century when forests were
being cleared for pasture land prompted the Swiss to develop the first true water-
shed study in 1900, in the Emme Valley Emmenthal region (Engler 1919). The
study was designed to evaluate the effects of forests on streamflow through com-
parison of the hydrological response to precipitation of two 0.6 km? watersheds, the
Sperbelgraben (97% forested) and the Rappengraben (69% pasture and 31% forest)
(Colman 1953). However, results from the Emmenthal study were largely qualita-
tive and conclusions were suspect since the watersheds were not first compared
under similar forest cover conditions (Bates and Henry 1928), i.e., the experimental
design was faulty (Penman 1959; Whitehead and Robinson 1993).

In 1909, the USDA Forest Service began to plan a purposeful experiment on the
Rio Grande National Forest, near Wagon Wheel Gap, Colorado with two contigu-
ous watersheds that were similar in topography and forest cover. Observations were
made on meteorological characteristics and streamflow under these similar condi-
tions. Then, forest cover was removed from one of the watersheds and measure-
ments continued as before, until the effects of the forest removal had been
determined (Bates and Henry 1928). Wagon Wheel Gap was the first true paired-
watershed study, which allowed for direct comparison of the timing and amount
of streamflow and amount of erosion before and after removal of the forest. The
experiment showed that forest removal increased annual water yield compared to the
reference watershed, but the increase in water yield lessened over time as vegetation
reestablished with essentially no effect after 7 years. This study would set the stage
for the development of the paired-watershed approach (Wilm 1944; Hewlett and
Pienaar 1973) all across the USA (Fig. 1.1). Although experimental watersheds
have been criticized for their lack of representativeness, expense, and difficultly
in interpreting results (Hewlett et al. 1969; Ward 1971; Whitehead and Robinson
1993), they have been instrumental to an understanding of forest hydrology.

In 1936, the Omnibus Flood Control Act gave the USDA Forest Service
responsibility for flood-control surveys of forested watersheds to determine
measures required for retarding runoff and preventing soil erosion and sedimen-
tation (Hornbeck and Kochenderfer 2004). Increased flooding (e.g., Mississippi
River in 1927) and concerns over the role of forest harvesting in the next two
decades, spawned new USDA Forest Service watershed research at the San Dimas
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Fig. 1.1 An example of the paired-watershed approach to determine the effect of forest removal on
evapotranspiration and water yield (adapted from Hewlett 1982). One watershed is manipulated
(treatment, no shading) after an initial calibration period of where meteorological and hydrological
variables observed to establish a relationship between the two watersheds. Using regression analysis
or another statistical approach, differences between the treatment and reference can be established

Experimental Forest in southern California and the Coweeta Hydrologic Laboratory
in western North Carolina. Although watershed studies were developed throughout
the world, most were located in the USA and included some of the most noteworthy
early contributions to forest hydrology (McCulloch and Robinson 1993).

1.2.3 Recognition of a New Discipline: Forest Hydrology

In his book on “forest influences,” Kittredge (1948) may be one of the first to use the
term “forest hydrology” to describe a new discipline focused on water-related
phenomena that are influenced by forest cover. New curricula at universities were
developing to provide professional foresters with hydrologic training to deal
with watershed management problems (Wilm 1957). In the decades following,
there was a proliferation of forest hydrology research and the establishment
of numerous experimental watersheds. Many of these experimental watersheds
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are now well known (e.g., Fernow, Hubbard Brook, H.J. Andrews); however, of the
150 experimental watersheds that existed by the 1960s in the USA (Anderson et al.
1976), many have since been discontinued. The discipline of forest hydrology was
well established by 1965 when the International Symposium on Forest Hydrology
was held at the Pennsylvania State University (Sopper and Lull 1967). This
symposium captured the discipline in reports of findings from studies on the
influences of forest cover on water yield, peakflows, and sediment from all over
the world. Proceedings from this symposium are one of the most important collec-
tions of papers in forest hydrology (Courtney 1981), and at the time, sparked renewed
interest in forest hydrology, launching more process-oriented research on how water
cycles within forests. Water quality, however, was not given much consideration at
the symposium, with the exception of matters related to sediment (McCulloch and
Robinson 1993).

1.2.4 The Influence of Forests on Floods and Water Yield:
A Summary of Paired-Watershed Results

Initially, experimental watersheds and the paired-watershed approach were primarily
used to evaluate the effects of forest management practices on the timing and
magnitude of streamflow and sediment load. Many of these studies were used to
develop best management practices that are still in use today (e.g., Kochenderfer
1970). The subject of forest management and its influence on flooding has been
a recurring scientific, social, and political theme since the mid-nineteenth century
(e.g., Eisenbies et al. 2007). Experiments beginning with Wagon Wheel Gap showed
that with 100% forest removal, impacts on flooding appear to be minor if soil
disturbance is minimized. Generally, complete forest removal increases peakflow
and stormflow volume, although results are highly variable and depend on
the severity of soil disturbance, storm size, antecedent moisture condition, and
precipitation type (Bates and Henry 1928; Hewlett and Hibbert 1961; Lull and
Reinhart 1967; Harr and McCorison 1979; Troendle and King 1985). Given that
many scientific and legal arguments regarding forests and flooding continue today
(e.g., Mortimer and Visser 2004; Alila et al. 2009), we have much to learn from
historical studies and could benefit from objectively re-evaluating historical datasets
(DeWalle 2003; Ice and Stednick 2004b).

Following initial concerns of flooding and forest cover change, interest began
to develop in manipulating forest cover to augment water yields from forested
watersheds (Ponce 1983). Thus, the paired-watershed experiments were used to
address a different set of questions such as: could streamflow be increased
during dry periods? Or could snowpacks be managed to increase streamflow during
the summer months? Changes in forest composition, structure, or density that
reduce evapotranspiration rates generally increase water yield from watersheds.
Paired-watershed studies showed that annual water yield can increase between
15 and 500 mm with forest removal, although these changes are often short lived
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(afew years) and depend on climate, soil characteristics, and percentage and type of
vegetation removal (Hibbert 1967; Patric and Reinhart 1971; Bosch and Hewlett
1982; Douglass 1983; Hornbeck et al. 1993; Stednick 1996; Brown et al. 2005). The
greatest streamflow increases occurred in watersheds with the highest annual
precipitation (Bosch and Hewlett 1982), particularly when precipitation was high-
est during the growing season. Augmenting water yields generally requires that
forests cover a significant portion of the watershed, mean annual precipitation
exceeds 400 mm, soil depth is greater than about 1 m, and when managed, forest
cover is reduced by more than 20% (Chang 2006). At some sites where regrowth
species composition differed from that which was present prior to harvesting (e.g.,
hardwoods to conifer, mature species replaced by early successional species,
or forest conversion to grassland), streamflow did not return to pretreatment levels
and adjusted to differences in interception (e.g., Swank and Miner 1968) or
transpiration losses (e.g., Hornbeck et al. 1997) of the newly established vegetation.

In snow-dominated regions, forest cover alterations can also increase water yield
and affect the timing of snowmelt runoff. In a series of experiments at the Fraser
Experimental Forest in Colorado (Wilm and Dunford 1948; Hoover and Leaf 1967,
Troendle and King 1985), researchers demonstrated that depending on the amount
and pattern of forest cutting, water yield could be increased from the net effect of
reduced canopy interception loss and losses due to increased evaporation/sublimation
(DeWalle and Rango 2008). Changes in the timing and magnitude of peak stream-
flow will depend on the cutting patterns (slope aspect, size) and the synchronization
of melt from cut and uncut areas in a watershed (Troendle 1983).

1.2.5 Process Research in Forest Hydrology

The International Symposium on Forest Hydrology in 1965 was the first forum where
researchers from experimental watersheds from all over the world came together,
exchanged viewpoints, and presented significant results on forest-soil-water relation-
ships and forest watershed behavior. Another objective of this symposium was
“to determine the status of research in forest hydrology in order to provide a bench
mark which might serve as a point of departure for anticipated research during the
[International] Hydrologic[al] Decade” (IAHS 1966). Discussion by prominent
hydrologists (e.g., Penman) at the International Symposium urged for a more pro-
cessed-based understanding of hydrological results from watershed experiments
(Sopper and Lull 1967). The International Hydrological Decade (IHD) helped expand
the scope of research to emphasize the study of hydrologic processes (e.g., stream-
flow generation processes and evaporation/interception research). In addition, many
new “representative” and “experimental” basins were instrumented and monitored as
part of the IHD or selected from well-established, existing research watersheds
(Toebes and Ouryvaev 1970).

One major outcome of this period was the explosion of research on streamflow
generation and hillslope processes as evidenced by the content of the seminal book on
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hillslope hydrology by Kirkby (1978). During this period, John Hewlett and
colleagues conceptualized the streamflow generation paradigm of forested water-
sheds that we still work with today — the variable source area concept (Hewlett 1961;
Hewlett and Hibbert 1967; Hewlett and Nutter 1970). Building on the earlier work
of Hoover and Hursh (1943) at the Coweeta Hydrologic Laboratory, Hewlett sug-
gested that in forested watersheds where infiltration was seldom limiting, interflow
delivering water to the base of slopes and the expansion and contraction of the near-
stream aquifer created variable sources of streamflow each with different time delays
in their contribution. While Hewlett often receives credit for this conceptual model,
it was conceived more or less simultaneously in France (Cappus 1960) and Japan
(Tsukamoto 1961) and further elaborated on by Dunne and Black (1970a, b) and by
Freeze (1972), Hewlett and Troendle (1975), Beven and Kirkby (1979) in the
development of simulation models. Other important work related to streamflow
generation during the IHD described various pathways by which hillslopes can
contribute runoff to streams such as translatory flow (Hewlett and Hibbert 1967),
subsurface stormflow (Whipkey 1965), partial-area contributing flow (Ragan 1968),
saturated-excess overland flow (Dunne and Black 1970b), and saturated throughflow
(Weyman 1973).

At the time of the International Symposium, forest hydrology research on
interception and evaporation was already well underway. Penman (1963, 1948)
had developed his combined energy balance-aerodynamic equation for estimating
evaporation, and during the symposium, he made some suggestions on improve-
ments for forest canopies such as obtaining measurements of surface roughness,
radiation, and stomatal conductance (Penman 1967). Helvey and Patric (1965)
summarized mean throughfall and stemflow equations for the eastern hardwood
forest. The equations were surprisingly uniform for throughfall over a wide range of
canopy conditions, while stemflow was much more variable. The work of Penman
(with Monteith’s 1965 modifications) and Helvey and Patric eventually led to
models of canopy interception loss (Rutter et al. 1971; Calder 1977; Gash 1979)
that form the basis of models used today. By the mid-1970s, there was also general
interest in various aspects of water relations in plants and the biophysics of plant
physiology and of plant interactions with the environment as noted by seminal
works such as Lange et al. (1976), Nobel (1974), and Lee (1978).

1.3 The Emergence of a New Discipline:
Forest Biogeochemistry

1.3.1 Origins and Development of Biogeochemistry

Most accounts of the origins of biogeochemistry go back to Vernadsky (1926)
where he recognized that all living things had origins from the Earth and that
the “biosphere” influences geological processes and vice-versa (Gorham 1991).
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Vernadsky also acknowledged the interrelations between the biosphere, lithosphere,
hydrosphere, atmosphere, and humanity (i.e., noosphere) (Vernadsky 1945). However,
Hutchinson (e.g., 1943, 1944, 1950) is often credited with outlining the broad scope
and principles of biogeochemistry and for introducing the writings of Vernadsky to the
English speaking world. Biogeochemistry is a system science that focuses on
the cycling (internal to the system) and fluxes (movement to or from a system, i.e.,
across system boundaries) of elements that mutually interact between the biology and
chemistry of the Earth. Scientists of this discipline are quite diverse coming from
oceanography, limnology, biology, geology, meteorology, and ecology.

1.3.2 From Forest Nutrition and Management
to Ecosystem Science

Forest biogeochemistry, a subdiscipline of biogeochemistry or forest science,
also has roots in plant nutrition, ecosystem science, and forest management. The
definition of forest biogeochemistry, as the name implies, is the study of the
pools and fluxes of nutrients into, within, and from forested ecosystems. Early
work in this area sought to understand nutrient cycling as part of effective
management strategies for silvicultural systems (Tripler et al. 2006; Van
Miegroet and Johnson 2009). The landmark in forest nutrient cycling is Eber-
mayer’s (1876) Complete Treatise of Litter and its Importance for the Chemical
Stability of Forest Management (Tamm 1995), where the detrimental effects of
litter removal practices on forest productivity were made clear. This work
influenced the next generation of nutrient cycling studies in forests such as
Mitchell and Chander (1939), Rennie (1955), and Ovington (1959) where com-
parisons of tree nutrient demands with soil availability began to suggest nutrient
limitations and raise concerns about sustainability associated with harvest. How-
ever, it was not until the publishing of Odum’s second edition of Fundamentals
in Ecology (1959) that used the ecosystem as the central focus and also empha-
sized nutrient cycling throughout the text, that forest biogeochemistry began to
include more theoretical considerations in addition to the more practical needs of
forest management.

The now well-known conceptual box and arrow diagrams of nutrient cycles
that connect various aspects of the ecosystem also developed around this time
(e.g., Lindeman 1942; Bormann and Likens 1967) (Fig. 1.2). Long-term monitoring
of ecosystem processes began with the HBES (see below) and programs such as the
International Biological Program (IBP) in the 1960s. The German contribution to
the IBP at Solling (ca. 1968) and Hubbard Brook (ca. 1963) are among the longest
running records of nutrient and water budgets globally (Bormann and Likens 1967;
Likens et al. 1967; Ellenberg 1971; Ulrich et al. 1980; Manderscheid et al.
1995; Likens 2004).
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Fig.1.2 Conceptual model of biogeochemical flux and cycling in a terrestrial ecosystem (redrawn
from Bormann and Likens 1967). Inputs to and outputs from the ecosystem occur through
meteorologic, geologic, and biotic pathways (Bormann and Likens 1967). Major sites of accumu-
lation and exchange pathways within the ecosystem are shown. Nutrients cycle within the
boundaries of the ecosystem among living and dead organic matter and primary and secondary
minerals. Fluxes across the boundaries of the ecosystem link individual ecosystems with the rest of
the biosphere (adapted from Bormann and Likens 1967 and redrawn from Likens 1992)

1.3.3 A New Paradigm in Biogeochemistry:
The Small Watershed Approach

Biogeochemical studies of forest ecosystems must consider boundaries in space and
time since ecosystem properties can vary from one plot to another or from month to
month. One of the challenges in the study of ecosystems is that of scale and
extrapolating information collected by small samples to something representative
at a larger scale, for example, a forest stand. In the case of forest biogeochemistry,
inputs and outputs of energy and matter are often difficult to estimate at typical field
scales (e.g., forest plots or stands). F. Herbert Bormann, a plant ecologist, knew this
well. As someone that had been inspired by Odum’s book to think about nutrient
cycling and after visiting the USDA Forest Service’s Coweeta Hydrologic Labora-
tory and Hubbard Brook Experimental Forest (HBEF) with his classes in the 1950s,
he began to think about watersheds as providing topographical and physiological
boundaries of ecosystems (Bormann 1996). These Forest Service experimental
forests as described above were established to address the effects of forests on
components of the hydrologic cycle and erosion. However, in 1960, Bormann
would propose in a letter to Robert S. Pierce, Project Leader of the USDA Forest
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Service’s HBEF, to use the small watersheds at HBEF as intact ecosystems to study
element cycling and ecosystem function (Bormann 1996). At the same time, Likens
had become enamored with the potential of the ecosystem approach largely through
Odum’s second edition text (Odum 1959). So, when he joined the faculty of
Dartmouth College in 1961, where Bormann was located, they quite naturally
began to talk about the potential of a watershed-ecosystem project at HBEF.
They combined forces with Pierce and Noye M. Johnson, a young geologist at
Dartmouth, to begin the study of the ecology and biogeochemistry of watershed-
ecosystems within the HBEF — defining the small watershed approach of ecosystem
science into what they called the HBES (Bormann and Likens 1967). Prior to the
HBES, little consideration was given to water quality in watershed studies, except
in terms of erosion and sedimentation (e.g., see Sopper and Lull 1967).

The hydrologically gauged watersheds at HBEF allowed for direct measurement
of linkages among the atmospheric, biotic, hydrologic, and geologic components
of the ecosystem. Thus, all chemical inputs and outputs could be quantified and
used to calculate nutrient budgets (mass balances) and investigate ecosystem loss
or accumulation as well as the vital connection with the rest of the biosphere
(Bormann and Likens 1967; Likens et al. 1967, 1970; Lindenmayer and Likens
2010) (Fig. 1.2). When combined with watershed-scale experimental manipulations
and long-term data, questions concerning ecosystem function could be addressed
quantitatively at the watershed or landscape scale (e.g., Bormann and Likens 1979;
Likens 1985, 2004). The small watershed-ecosystem approach provides a means
to formulate testable hypotheses about system behavior at the ecosystem scale
and perform manipulations to isolate and test-specific processes (Likens 1983,
1985; Carpenter et al. 1995; Hornung and Reynolds 1995). “Watershed manipula-
tion is now a standard part of the biogeochemist’s repertoire” (Lewis 2002).
As more complex questions concerning forest management and forest ecosystem
processes emerged, the small watershed approach became the archetype experi-
mental design for forming a scientific basis to inform policy making (Hornbeck and
Swank 1992).

1.4 Case Study: The Hubbard Brook Ecosystem Study
as a Lens into the Development of Forest Hydrology
and Biogeochemistry

Given the importance of the small watershed approach, it seems appropriate to use
the HBES, where the approach was pioneered, as a case study illustrating the
history and development of forest hydrology and biogeochemistry. As was dis-
cussed earlier, the HBEF was established to address concerns of forest management
effects on hydrology (floods, low flows, water yield) and erosion/sedimentation, but
this would change when Bormann and Likens would serendipitously become
involved in research at the site.
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The establishment of the HBEF arose from flood control surveys associated with
the 1936 Omnibus Act. For forestlands in New England, the responsibility for
conducting flood control surveys fell to the Northeastern Forest Experiment Station
of the USDA Forest Service. The Forest Service was frustrated by the lack of
guidance on these surveys and expressed the need for “experimental data on the
relation of character of vegetative cover to run-off” (Hornbeck 2001). Eventually,
with a Congressional appropriation in 1954 to establish watershed management
studies in the mountains of New England, the Hubbard Brook Valley was selected
as the best suited site for research in the White Mountains and the Experimental
Forest was established in 1955 (Hornbeck 2001). Well-known names in forest
hydrology were associated with the establishment and early construction of
HBEF such as Howard W. Lull, George R. Trimble Jr., Richard S. Sartz,
C. Anthony Federer, and Robert S. Pierce. Shortly after the establishment of the
HBEF, basic hydrologic characteristics of the northern hardwood forest and the
HBEF were assessed such as precipitation (Leonard and Reinhart 1963), snow
accumulation/melt (Sartz and Trimble 1956; Federer 1965), soil frost and infiltra-
tion (Trimble et al. 1958), canopy interception (Leonard 1961), and streamflow
(Hart 1966).

The HBES began in June 1963 when Bormann and Likens had a proposal funded
by the National Science Foundation to study ‘“Hydrologic-mineral cycle interaction
in a small forested watershed.” From the start, collaboration (e.g., with Johnson and
Pierce) was seen as an important aspect of success in the HBES. Within two
decades, numerous senior investigators, postdoctoral associates and graduate
students, and some half-dozen governmental agencies and private foundations
supported or participated in the research of the HBES. This level of support,
a prolific publication record, the longest running dataset of watershed biogeochem-
istry (see www.hubbardbrook.org), and a strong international reputation positioned
the HBES for National Science Foundation funding in the Long-Term Ecological
Research program, which began in 1988 and continues today (Lindenmayer and
Likens 2010).

1.4.1 Watershed-Ecosystem Nutrient Budgets

The earliest work to come from the HBES was the study of nutrient budgets for six
of the small, south-facing watershed-ecosystems at HBEF (Likens et al. 1967;
Bormann and Likens 1967). Although prior to the HBES, there was considerable
literature on the chemistry of streams and nutrient cycling on components of
ecosystems, this study was the first to estimate nutrient budgets for an entire
ecosystem and demonstrate the advantages of the small watershed approach
(Fig. 1.2). Likens et al. (1967) found an overall net loss of cations (Ca2+, Mg2+,
Na*, K¥) (i.e., stream water outputs > precipitation inputs) suggesting a contribu-
tion of these elements from biogeochemical reactions within the ecosystem, notably
chemical weathering. This study suggested that the small-watershed approach
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could be used to estimate difficult-to-measure processes, e.g., weathering and
evapotranspiration, for an entire watershed through quantitative mass balance
analysis (Bormann and Likens 1967). Likewise, the long-term data suggested net
retention of some nutrients (NH,*, PO,>~, H) or patterns that change over time in
others (K*, NO5;~, SO427, CI7) reflecting the complex interactions between atmo-
spheric inputs, biotic activity, and climate variations (Likens and Bormann 1995;
Likens 2004).

1.4.2 Effects of Vegetation on Nutrient Cycling

During the winter of 1965-1966, Bormann, Likens, and colleagues conducted a
manipulation experiment on one of the six watersheds at the HBEF (Bormann et al.
1968). The experiment was designed to “test the homeostatic capacity of the
ecosystem to adjust to cutting of the vegetation and herbicide treatment” (Likens
et al. 1970). In other words, the objective was to maintain the watershed vegetation-
free for several years (i.e., 3) to examine the influence of vegetation on water and
nutrient flux and cycling. The experiment produced drastic changes in hydrology,
nutrient flux, and sedimentation. The primary effect of the experiment was a sharp
reduction in transpiration, which translated to increases in streamflow during the
critical low flow months of June through September (Hornbeck et al. 1970)
(Fig. 1.3). There was also some advance in the timing of snowmelt and observed
increases in high flow values (quickflow volumes and instantaneous peaks) during
the growing season; however, fall and winter high flows were not significantly
affected by the forest clearing (Hornbeck et al. 1970; Hornbeck 1973). These
changes in hydrology, mainly during low flows in the summer months, also affected
the nutrient flux and cycling.

Nitrogen, which is normally conserved in undisturbed ecosystems (Likens
et al. 1969), was rapidly released as nitrate in the cutover watershed (Fig. 1.3).
Decomposition and especially nitrification were greatly accelerated with the pro-
duction of nitrate and hydrogen ion. The increased production of nitrate and the
absence of nutrient uptake by vegetation facilitated the loss of nitrate and other
nutrients such as Ca®*, Mg?*, Na*, and K* (Bormann et al. 1968; Likens et al. 1969,
1970) (Fig. 1.3). Only sulfate concentrations decreased in stream water of the
deforested watershed (Fig. 1.3d). Likens et al. (1969) suggested that dilution from
increased streamflow and decreased oxidation of sulfur compounds due to nitrate
toxicity of sulfur-oxidizing bacteria might explain the pattern. But Nodvin et al.
(1986) showed that increased acidity associated with nitrification could have
increased the sulfate adsorption capacity of the soil, thereby reducing stream
water concentrations.

At the time of this experiment, the changes in hydrology were expected;
however, the changes in microbial activity and nutrient output were not as intuitive.
Specifically, the losses of cations were 3—20 times greater than from the comparable
undisturbed watershed. Although the experiment was not designed to simulate a
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Fig. 1.3 Hydrological (a) and biogeochemical (b—d) response from the manipulation experiment
of the Hubbard Brook Ecosystem Study (Likens et al. 1970; Hornbeck et al. 1970). Vegetation was
removed from Watershed 2 (the “treated watershed”) in December 1965 and January 1966 and
treated with herbicide during the summers of 1966, 1967, and 1968. (a) Changes from expected
streamflow, based on the monthly regression between reference Watershed 3 and treated Water-
shed 2 prior to treatment, are most significant during the growing season for approximately 5-6
years. (b—d) Major biogeochemical changes (e.g., calcium, nitrate, and sulfate) in the treated
watershed, when compared to the reference Watershed 6, also increase for a period of approxi-
mately 5-8 years. Chemical concentrations are volume-weighted, mean monthly values

commercial clearcut, the results suggested that the ecosystem had limited capacity
to retain nutrients when vegetation is removed, which could have important impli-
cations for forest management (Likens et al. 1978). In calcium deficient soils, for
example, forest harvest and leaching losses could deplete soil nutrient capital
(Federer et al. 1989).
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The deforestation experiment at HBEF was followed by commercial harvesting
experiments and comparisons to commercial clearcuts in the region (Likens et al.
1978; Hornbeck et al. 1986). These studies showed that the increased concentra-
tions of nutrients in stream water ranged from a few to about 50% of the initial
deforestation experiment (Likens et al. 1978). In addition, these studies showed that
ecosystem recovery can occur rapidly (Hornbeck et al. 1986). Nutrient fluxes return
to predisturbance levels in only a few years even though transpiration may be
affected for longer periods (Martin et al. 2000). The time required for ecosystem
recovery (hydrologically and biogeochemically) following forest harvest will
depend on a number of factors such as type of harvest, severity of disturbance
(e.g., size of the cut area, soil and stream channel disturbance), physiography of the
site (aspect, slope, etc.), type of vegetation, climate and so forth (Likens et al. 1978;
Likens 1985; Martin and Hornbeck 1989; Hornbeck et al. 1997). It was suggested
that a site should not be cut more often than 75 years for the forest to be sustainable
(Likens et al. 1978). Bormann and Likens (1979) proposed an overall biomass
accumulation model for how forested ecosystems develop, and then reorganize and
recover from disturbance.

1.4.3 Acid Rain: Transforming Disturbance into Opportunity

The first precipitation sample collected at Hubbard Brook in July of 1963 had a pH
of 3.4. It was clear from the beginning of the HBES that the precipitation was acid,
but it took several years to discover the cause and nature of its occurrence (Likens
et al. 1972; Cogbill and Likens 1974; Likens and Bormann 1974; Likens 1989,
2004, 2010). Acid precipitation had been documented in Europe (e.g., Barret and
Brodin 1955), but the first published account of acid precipitation in North America
was made at the HBEF (Likens et al. 1972). The small watershed approach and the
resulting long-term records on inputs and outputs of chemical constituents of the
HBES provided the necessary data to address concerns of acid deposition effects on
forested and associated aquatic ecosystems.

These long-term datasets from HBEF were able to show that changes in SO,
emissions from source areas upwind of HBEF, as a result of federal legislation,
were strongly correlated with sulfate concentrations in precipitation and stream
water (Likens et al. 2001, 2002). The deposition of NO3~ was also correlated with
increasing NO, emissions, which could become the dominant acid in precipitation
in the future without further controls on emissions (Likens and Lambert 1998).
Perhaps, the most surprising result of acid deposition research of HBES was that of
soil base cation depletion (Likens et al. 1996). Calcium and other plant nutrients
had been depleted in soils due to acid precipitation inputs and as a result of base
cation losses, the forest ecosystem is much more sensitive to continuing acid
deposition inputs than previously estimated (Likens et al. 1996; Likens 2004).
With increased leaching of base cations in low base saturated soils, the mobilization
and leaching of inorganic aluminum can occur, which is toxic to terrestrial and
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aquatic biota (Cronan and Schofield 1990; Palmer and Driscoll 2002). As much as
one half of the pool of exchangeable calcium in the soil at the HBEF has been
depleted during the past 50 years by acid deposition (Likens et al. 1996, 1998).
To examine the effects of depletion of soil calcium, a new whole-watershed
experiment is now underway as part of the HBES in which calcium silicate was
added in 1999 to replace the calcium leached from acid deposition (e.g., Peters et al.
2004; Groffman et al. 2006).

The long-term records at the HBEF have made invaluable contributions to the
knowledge base for developing policy, federal legislation, and management related
to air pollution (Driscoll et al. 2001; Likens 2004, 2010). The complexity of
ecosystem response to changes in atmospheric deposition is one example of how,
by combining the talents of diverse disciplines, novel scientific approaches (e.g.,
the small watershed approach, experiment manipulation, modeling, or natural
disturbance), and long-term study, critical problems associated with environmental
change may be better understood.

1.4.4 Models as Learning and Predictive Tools

The HBES has resulted in one of the most extensive and longest continuous databases
on the hydrology, biology, geology, and chemistry of natural ecosystems. Although
the strengths of the HBES stem from field-based experiments, ecosystem-scale
manipulation, and long-term study, models have been a major part of the research
providing additional insight into hydrologic, ecosystem, and biogeochemical trends
and processes.

One of the earliest hydrologic simulation models for forested watersheds
was the BROOK model that was developed specifically for eastern US watersheds
and HBEF (Federer and Lash 1978). The BROOK model (the latest version is
BROOKO90, Federer 2002) is a parameter-rich, one-dimensional model of soil
water movement among multiple soil layers that includes relationships for infiltra-
tion processes, energy-based evapotranspiration and snowmelt, and streamflow
generation by different flowpaths (e.g., variable source areas) (Federer et al.
2003). It has been used to examine differences in transpiration among hardwood
species using data from HBEF and Coweeta Hydrologic Laboratory (Federer and
Lash 1978) and to simulate streamflow for cutting experiments when stream-
flow was not observed (e.g., Hornbeck et al. 1986). Federer and Lash (1978)
demonstrated that shifts of 2-week increases or decreases in the timing of senes-
cence or leaf out could cause differences in simulated annual streamflow by
+10-60 mm. When daily transpiration was varied by 20% in the BROOK model
as to reflect realistic differences in stomatal conductance among species, dif-
ferences in simulated streamflow ranged from 15 to 120 mm annually. Today,
the results of Federer and Lash can be placed in the context of climate change
where observed increases in growing season length have been documented
(Huntington et al. 2009).
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Ecosystem models have been part of the HBES since the early 1970s. The
JABOW A model (Botkin et al. 1972a, b), a forest growth simulator, was the forerun-
ner of many models used today and underpinned the conceptual model development
of Bormann and Likens (1979). Another model that has been used extensively in
the HBES and at other sites (e.g., Harvard Forest) is the PnET (Photosynthetic/
EvapoTranspiration) model (Aber and Federer 1992). The PnET model is essentially
a series of simple, lumped-parameter nested models (PnET-II, PnET-Day, PnET-CN)
that simulate carbon, water, and nitrogen dynamics for temperate forest ecosystems
(Aber et al. 1997). The modules include nutrient allocation, water balance, soil
respiration, and canopy photosynthesis that produce a monthly time-step carbon and
water model, which is driven by nitrogen availability and cycling within an ecosystem.
The PnET-CN model was used to investigate long-term stream water nitrate trends
from the reference watershed at HBEF (Aber et al. 2002). Long-term nitrate concen-
trations in stream water have declined since the mid-1960s, which were unexpected
and counter to prevailing theories given a maturing forest and constant atmospheric N
deposition (Goodale et al. 2003; Judd et al. 2011). Simulations from PnET-CN
suggest that early in the record (1965-1990), temporal variations in stream nitrate
concentration at HBEF were largely driven by climatic variation and a series of small
disturbances (Aber et al. 2002). They concluded that nitrate losses from the reference
watershed were elevated in the 1960s due to a combination of recovery from extreme
drought and a significant defoliation event.

Other models that have been important to the HBES include CHESS (Santore
and Driscoll 1995) and ALCHEMI (Schecher and Driscoll 1995). These models
calculate geochemical equilibria in soils and estimate soil solution chemical con-
centrations. However, PnET-BGC, is an integrated biogeochemical model incor-
porating the components of PnET-CN and of major element cycles (i.e., Ca*",
Mg?*, Na*, K*, Si, S, P, AI**, C1~, and F") in forest and interconnected aquatic
ecosystems. The PnET-BGC model simulates the interaction of the processes in
soil, vegetation, water, and atmosphere to determine the chemical characteristics
of stream water and soil water before emerging as runoff (Gbondo-Tugbawa
et al. 2001). This model has been used to assess the long-term effects of air
pollution on the Hubbard Brook ecosystem (e.g., Driscoll et al. 2001; Gbondo-
Tugbawa et al. 2002).

1.5 Closing Thoughts

This chapter began by introducing the early foundations of forest influences on
water and ended by providing examples from the HBES where long-term records,
whole-watershed manipulation, field experiments, modeling, and scores of investi-
gators are unraveling the ecological, biogeochemical, and hydrological workings of
a forested ecosystem. The HBES is not unique and has served as a model for
watershed-based ecosystem studies around the world. Many comprehensive eco-
system studies and individual research efforts worldwide are contributing to the
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science of forest hydrology, ecosystem science, and biogeochemistry. Forested
landscapes are changing with increased fragmentation, the spread of invasive
species and disease, urban/suburban development, forest management for biomass
energy, climate and global change, and shifting ownership patterns (NRC 2008).
These complex problems will require the development of new approaches for
studying complicated ecosystems, but also learning from lessons of past research.
Some perspectives from the HBES include:

¢ Be opportunistic and learn from surprises.

¢ Focus on linkages, feedbacks, and coupling between ecosystem processes and
the interactions of air, land, and water.

e Maintain critical, high-quality, long-term data for understanding patterns and
trends in complex ecosystems.

¢ Develop multidisciplinary, highly collaborative teams, including social sciences,
to tackle complex environmental problems.

Forest hydrology and biogeochemistry have evolved and continue to grow as
new challenges arise. The remainder of this book aims to synthesize past research
and forge future research directions by forest type, process, and stressor. Research
topics that are likely to remain high priority in forest hydrology and biogeochem-
istry are issues related to climate and global change, managing forests for biomass
energy feedstocks, and interactions among convergent biogeochemical cycles and
between social and biophysical systems. There is also a need for more integration
and interpretation of results over large scales (regional to global) and in landscapes
where forest land-use/land cover is part of the larger system.
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2.1 Introduction

Many aspects of forest hydrology have been based on accurate but not necessarily
spatially representative measurements, reflecting the measurement capabilities
that were traditionally available. Two developments are bringing about funda-
mental changes in sampling strategies in forest hydrology and biogeochemistry:
(a) technical advances in measurement capability, as is evident in embedded sensor
networks and remotely sensed measurements and (b) parallel advances in cyber-
infrastructure and numerical modeling that can help turn these new data into
knowledge. Although these developments will potentially impact much of hydrol-
ogy, they bring up particular opportunities in forest hydrology (Bales et al. 2000).
New sensor technology for most biogeochemical components has lagged that for
water and energy, advances in measuring forest—atmosphere exchange of carbon by
eddy correlation being an exception.

The availability of accurate, low-cost, low-power sensors for temperature,
snowpack, soil moisture, and other components of water and energy balances offers
the potential to significantly increase the accuracy of catchment-scale hydrologic
measurements by strategically sampling these fluxes and states across heteroge-
neous landscapes. This is especially important in seasonally snow-covered moun-
tain catchments, where elevation, aspect, and vegetation exert a primary influence
on temperature, precipitation state (snow vs. rain), snow accumulation, and energy
balance. Topographic patterns are also important, influencing phenomena such as
wind patterns and thus cold-air drainage and daytime heating.

Satellites can now routinely provide time series, gridded values across a catch-
ment for snowcover, albedo and snow grain size at a 500-m resolution, but do not
give snowpack water content (Rice et al. 2010). It is also well established that
operational snow measurements do not provide the representative measurements of
snow water equivalent (SWE) needed to blend with satellite data to produce spatial
estimates of SWE (Molotch and Bales 2006). However, strategic sampling of snow
depth can provide the necessary ground measurements for those interpolations
(Rice and Bales 2010). Direct measurements from space of other components of
the mountain water balance at similar resolution are not currently in planning;

D.F. Levia et al. (eds.), Forest Hydrology and Biogeochemistry: Synthesis 29
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though satellites can provide vegetation information that helps constrain models of
hydrologic fluxes and reservoirs. Whole-catchment vegetation characteristics at
submeter resolution are being developed using LIDAR (light detection and ranging)
(Andersen et al. 2005).

Improvements in cyberinfrastructure enable efficient handling and processing of
the larger data streams that result from measurement approaches using dozens to
hundreds of sensors, and more computationally intensive simulations. Catchment-
scale hydrologic models have also improved, and can take advantage of both spatial
data and statistical distributions of data as opposed to a single point value for a
time step. That is, models can explicitly account for elevation differences by using
either gridded elements or relatively small landscape units; and landscape units can
be defined for hillslopes with different aspects, e.g., north vs. south facing, and
different vegetation (Tague and Band 2004) (Fig. 2.1). Elevation differences are
especially important where winter temperatures are near freezing and some catch-
ments are rain dominated, with other nearby catchments being snow dominated.

The aim of this chapter is to describe how some of these technical advances
are being used in the design of measurement systems in seasonally snow-covered,
forested catchments, and specifically, how those advances have been applied to
sample hydrologic variables in one catchment. The primary emphasis is on water-
balance measurements using strategically placed instrument clusters for the mountain
water cycle, reviewing results from one instrument cluster that was deployed in the
Southern Sierra Nevada of California in 2007. This site represents a synthesis of our
knowledge of sampling design. It should be stressed that at this point these systems are
experimental, and that design of an instrument cluster is in itself research.

2.2 Science Questions that Build on Recent Advances
in Measurement

Several recent reports highlight the need for new water information to enable better
decision-making for water resources management, and for the myriad other decisions
that are influenced by water (NRC 2008; Dozier et al. 2009). Explosive population
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growth and changing climate are combining to create supply-demand mismatches
that threaten water supplies across the mountain west. As water becomes a more
valuable commodity, more accurate information than is currently available will be
needed to support better estimates of natural water reservoirs (e.g., snowpack,
groundwater); we will need more complete understanding of water, sediment, and
contaminant fluxes (e.g., evapotranspiration [ET], groundwater recharge, erosion,
ion fluxes), improved hydrologic modeling (e.g., streamflow forecasting, water
quality predictions), and better-informed decision making. The foundation of this
new information is an improved program of representative measurements.

Effects on the water cycle are perhaps the most significant impacts of future
changes in climate, and the deep uncertainty characterizing climate change require
that future water measurements support decision-making under uncertainty (Dozier
et al. 2009). For example, an important societal question associated with the mixed
rain and snow system that characterizes western mountains is: how do we sustain
flood control and ecosystem services when changes in the timing and magnitude of
runoff are likely to render existing infrastructure and practices inadequate?

Partitioning rain or snow between ET and runoff is perhaps the most challenging
measurement problem in hydrology, especially in mountains, where incoming solar
radiation and turbulent mixing cause fine-scale heterogeneity (Dozier et al. 2009).
Estimating ET throughout a watershed requires blending multiple sensors: direct
measurement with flux towers, along with distributed measurements of sap flow
and soil moisture, and models driven by remotely sensed data on soil moisture,
surface temperature, and vegetation characteristics.

Four main science questions are driving the measurement program in the
Southern Sierra Critical Zone Observatory (CZO): (a) what are the water-balance
patterns across rain-dominated vs. snow-dominated forest landscapes, (b) how do
snow and soil-moisture patterns control geochemical weathering and transport,
(c) what are the primary feedbacks between hydrologic and biogeochemical cycles
and landscape evolution, and how are they apparent across the rain-snow transition
(d) what are the controlling mechanisms for vegetation, water and nutrient-cycle
feedbacks? This chapter places more emphasis on the water-cycle measurements,
where advances in measurement technology have been rapid over the past decade.

2.3 Sampling Design Using Embedded Sensors

A prototype water-balance instrument cluster was deployed in the Southern Sierra
CZO0, which is co-located with the Kings River Experimental Watersheds (KREW),
a watershed-level, integrated ecosystem project for long-term research on nested
headwater streams in the Southern Sierra Nevada (Fig. 2.2) (Hunsaker et al. 2011).
KREW is operated by the Pacific Southwest Research Station of the U.S. Depart-
ment of Agriculture, which is part of the research and development branch of the
Forest Service, under a long-term (50-year) partnership with the Forest Service’s
Pacific Southwest Region.
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One component of the CZO involved developing and deploying a prototype
instrument cluster to make comprehensive water-balance measurements across the
rain-snow transition, in support of hydrologic and related research by multiple
investigators. At the center of the cluster is an eddy-covariance system (flux
tower) for measuring water and carbon exchange with the atmosphere. Besides
providing measurements of evaporative and turbulent fluxes, the eddy covariance
tower serves as the measurement and communications hub of the instrument cluster.
Micrometeorological measurements and an embedded sensor network capture the
spatial variability of snow depth, soil moisture, air temperature, soil temperature,
relative humidity, and solar radiation around the tower.

The instrument cluster was designed to measure snow depth, snow density,
soil volumetric water content (VWC), matric potential, and ET. The design of the
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instrument cluster was based on placing continuously recording snow-depth, VWC, and
temperature sensors to sample end members across the main variables in the
catchments. That is, the system was designed to capture landscape variability through
stratified rather than random or gridded sampling. Based on the multiple field surveys
at different locations and times of year in the Rocky Mountains and Sierra Nevada, it
has been determined that five main variables affecting snow distribution are elevation,
aspect, slope, canopy cover, and solar radiation (Molotch and Bales 2005; Rice
and Bales 2010). Solar radiation is an integrating variable, but was not used in the
design as it is redundant with the other variables. It was decided not to sample across
different slopes because of shifts in sensor location and possible damage to sensors
due to snow creep on steep slopes. Because spatial surveys of soil moisture were
not available to guide sensor placement, VWC measurements were co-located with
snow sensors. Although it is recognized that soil properties may also be a major
determinant of soil-moisture patterns, in snowmelt-dominated catchments it is
expected that soil wetting and drying patterns will follow the spatial patterns in
snowmelt. It is also recognized that while snowmelt and soil moisture flow in three-
dimensional patterns rather than just vertically, co-locating soil moisture sensors with
snow sensors provided uniform placement for data analysis and modeling.

Snow density values were available from a co-located snow-depth sensors and
snow pillows that measure SWE. Eddy correlation was the main method used to
measure ET, supplemented with sap-flow sensors. Groundwater levels were
measured at regular intervals along a transect across the main stream channel.

The catchment is southwest facing and has elevations of 1,700-2,100 m, with a
mean elevation of 1,917 m (Fig. 2.3). The two meteorological stations, located at
elevations of 1,750 and 1,984 m, were put in place by Forest Service scientists prior
to deployment of the rest of the instrument cluster, and were located in small
clearings. Only the upper meteorological station had a snow pillow. Stream gauging
and geochemical sampling using automatic samplers (ISCO) was also in place
prior to deployment of the instrument cluster, as were in-stream turbidity and
temperature sensors.

Snow-depth and soil-moisture sensors were placed in the vicinity of the two
meteorological stations and the flux tower. This was done in part to take advantage
of communication links available at these sites. Sensors were then placed under the
canopy, at the canopy drip edge and in the open on an east or west trending transect.
All sites were located on north/northwest and south/southwest facing slopes. This
sampling design was replicated at both elevations, with instruments placed around
two to three trees at both north- and south-facing sites; at the higher elevation,
a third pair of trees lying on flat ground was instrumented. The five subcluster sites
had slopes ranging from 7 to 18°.

Ultrasonic snow sensors (Judd Communications) were mounted on a steel arm
extending about 75 cm from a vertical steel pipe that was anchored to a U-channel
driven into the ground. Sensors were mounted approximately 3 m above the ground,
with extensions available if needed. Pits were excavated and sensors for soil
temperature and VWC (Decagon Echo-TM) placed horizontally in the pit walls at
depths of 10, 30, 60, and 90 cm. and the cables were routed to avoid preferential
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flow to sensors. Pits were backfilled and hand compacted to maintain the same
horizons and density insofar as possible. Depths were measured from the ground
surface, including organic layers, for the examples reported in this chapter. Later
deployments measured depths from the top of the mineral soil. In total, 52 snow
sensors, 214 EC-TM VWC sensors, and 113 MPS-1 matric potential sensors were
deployed. At three locations, it was not possible to reach a depth of 90 cm owing
to boulders or lack of soil depth. The EC-TM probes use capacitance to measure the
dielectric permittivity of the surrounding medium, which is much more sensitive
to the volume of water in the total volume of soil than to the other constituents of
the soil. In this method, the sensor probes form a capacitor, with an electromagnetic
field produced between the positive and negative plates. The charging of the
capacitor is directly related to the dielectric, which depends on VWC (http://
www.decagon.com).

A 60-node wireless-sensor network was deployed in 2008 with an additional set
of sensors to transmit real-time data collected by the individual sensors to a base
station at the eddy flux tower. Deployments of wireless-sensor networks for the
purposes of environmental monitoring have been addressed previously (Mainwar-
ing et al. 2002; Hart and Martinez 2006), though the deployment described here
addresses performance in remote conditions. Dust Networks (2009) developed the
underlying ultra low-powered network technology, the core of which relies heavily
on network optimization and a randomized channel hopping protocol. These
advances allow the network to self-assemble into a redundant mesh, ensuring
multiple data paths between any node and the central data aggregation point.
Limited acquisition and processing capabilities at each node required the construc-
tion of a separate data-manager board to interface with the external sensors.
Each wireless node has a 2-year battery life, made possible by an extremely low
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duty cycle. For additional reliability, and increased link distance, the stock whip
antennas on the network hardware were replaced with 8 dBi omni-directional
antennas. Twenty-three nodes were located at snow and soil VWC sensors, while
the remaining nodes were used to transfer, or “hop,” data, and extend transmission
distances.

The hub of the wireless network is composed of a mobile Internet connection,
and an embedded computer that actuates sensors inside the network and formats
incoming readings. Communication between this computer and the wireless-
sensor-network base station is conducted through an Extensible Markup Language
(XML) interface over a hard-line Ethernet connection. The XML interface adds
an extra layer of reliability by removing the need for low-level programming
languages to control network behavior.

Extensive deployments of wireless-sensor networks have been successfully
conducted for industrial and indoor monitoring purposes (Howitt et al. 2006; Jang
et al. 2008). However, extreme outdoor environmental conditions, such as fluctua-
tions in humidity, temperature, and weather patterns, can have strong effects on
overall radio communications (Oestges et al. 2009; Rice and Bales 2010). As such,
it becomes important to conduct an analysis of network behavior in outdoor settings
to optimize parameters relevant to network performance. Two relevant measures of
network performance are known as the received signal strength (RSSI), and the
packet delivery ratio (PDR). The RSSI is the physical power present in a received
radio signal (usually given in dB or dBm), and is used as an indicator of the quality
of radio transmission between two nodes. Increasing the distance between two
nodes in the network has an adverse effect on RSSI, as radio signals have to travel
further and are thus more susceptible to environmental interference. Critically low
RSSI values can cause links within the network to fail, leading to possible isolation
of nodes. The PDR is defined as the number of successfully transmitted packets over
the total number of transmitted packets, where a packet is the unit of data transmitted
within a network. PDR is also a measure of link performance, where values below
100% correspond to the need to retransmit data, thus requiring network hardware to
use more energy. As such, desirable RSSI and PDR characteristics are a direct
function of proper spacing between network nodes.

It is important to note that our entire instrument cluster is powered by batteries
charged by solar panels. Despite canopy closures in the 50-85% range, we have in
most cases been able to deploy solar in small clearings and avoid the need to place
panels in trees.

2.4 Performance of Sensor Networks

Both snow and soil-moisture sensors were reliable and provided consistent results
over the first 2 years of deployment. Minor offsets in the snow-depth measurements
from shifts in the mounting hardware were easily corrected at the end of each snow
season. Laboratory and field calibration of soil-moisture sensors showed accuracy
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Fig. 2.4 Snow depth and volumetric water content (VWC) for sensors in the open and at the drip
edge of Quercus kelloggii (California black oak) and Abies concolor (white fir), upper met south
location. Water year 2009

to +0.02 fractional VWC. Data from three of the 105 Echo-TM sensors had
significant noise, which was attributed to electrical issues associated with splicing
cables; however, the VWC signal was still recovered from these sensors by addi-
tional data cleaning. Typical data show wet soil while the ground is snow covered,
followed by drying in the 1-2 months following depletion of the snow (Fig. 2.4).
Sites in the open, i.e., not under the canopy, had on average 25-50 cm deeper
snow than those at the drip edge or under tree canopies (Fig. 2.5), though differences
in soil moisture were less clear. Sensors at the higher elevation also recorded more
snow and later melt out than those at the lower elevation. Soil moisture also showed
slightly later drying at the upper location, reflecting longer snowcover.

Across the full instrument cluster, snow-depth values showed consistent
decreases during March and April for points with both shallow and deeper snow
(Fig. 2.6). Soil-moisture values were slightly less variable than snow depth, and
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Fig. 2.5 Comparison of snow depths relative to canopy (upper), elevation (middle), and aspect
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showed little change until after the snowpack was depleted. VWC values then
decreased from April through September.

Figure 2.7 shows what is known as a waterfall plot, displaying network RSSI
values against PDR values collected over a 4-week period. For RSSI values of
above —78 dBm, PDR remains near 100%, implying that all network data is being
transmitted successfully. For RSSI values below this threshold, PDR drops off
significantly, requiring numerous retransmissions of the same data. Since lower
RSSI values correspond to greater path distance, optimal network performance
corresponds to this threshold value, where both PDR and path distance are max-
imized. Further analysis of RSSI vs. average link distance measures shows this
threshold value to correspond to an average path distance of 100 m. Because
of the variability of the forest environment, a decision was made to space nodes
50 m apart for further reliability and in anticipation of extreme storm events.
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Node-to-node spacing appears to be the best indicator of link performance, while
terrain, vegetation, and environmental parameters give little indication as to why
some links performed more reliably than others. Until WSN technology adapts to
the extreme conditions of outdoor monitoring applications, future WSN deploy-
ments will require an iterative deployment process. To achieve optimal network
performance (maximizing path distances and battery longevity), site-specific test
deployments should be conducted to generate network data which can be used to
create analytical tools such as the above waterfall plot. Network behavior indicates
that 100% of all transmitted packets reach their destination without the need for
retransmission as long as RSSI remains above —73 dBm (which corresponds to
node-to-node link distance of 100 m and below).

Soil water dynamics can be monitored by either soil water content or soil water
matric potential measurements. Soil water content varies between zero and the
soil’s porosity (at soil saturation). Accurate soil water content measurements
provide a measure of soil water storage capacity. Many soil moisture measurement
techniques have been developed (Robinson et al. 2008) ranging from small-scale
local measurements on the order of centimeters to those that may apply to scales of
kilometers (remote sensing). The accurate soil water content range as monitored
with Echo-TM sensors is independent of water content, and is about 2% VWC
across the complete water content range for the sandy loam soils in the CZO.

In contrast, the range of interest for soil water potential varies from zero (at soil
saturation) to potential values of —1,500 kPa (corresponding to —15 bar) or lower.
Soil water matric potential measurements are typically more sensitive to change as
small changes in soil water content can cause large changes in soil water matric
potential, especially under dry conditions. The typical measurement range for most
available sensors though is much smaller. Whereas tensiometers are accurate in the
relatively wet range (0-60 kPa), the measurement range for electrical-resistance
blocks is typically limited to about 200 kPa. Alternatively, soil water potential can
be inferred from the dielectric measurement of a porous block, such as the recently
available MPS-1 sensor (Decagon Devices, Pullman, WA), however, also its
measurement range is limited to about 400 kPa, and measurement accuracy varies
greatly depending on calibration method. For driest conditions, heat-dissipation
sensors should be considered. However, at this point they have not been
incorporated into our instrument cluster. In general, accurate soil water matric
potential measurements are difficult and output values are more an indication of
soil water status than the exact measure of soil water matric potential.

Performance of the sensors and radios chosen for this instrument cluster
was acceptable, and it is planned to use the same equipment in future deployments.
The stratified sampling design that was used did show differences in snowcover,
though less so for soil moisture, between the three main variables: elevation, aspect,
and location relative to tree canopy. Further evaluation of the adequacy of the
design, i.e., number and actual placement of sensors, to capture the variability
across this particular basin is pending synoptic surveys and data from the other
sensors in the instrument cluster that were deployed in 2009, and modeling to assess
the spatial coverage.
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2.5 Geochemical Sampling

Geochemical sampling of stream water and watershed reservoirs contributing to
streamflow in the Southern Sierra CZO indicates the controls on streamflow genera-
tion, and how those controls vary with elevation and snow-rain proportion. Stream
samples were collected biweekly at the stream gauge locations, thus defining three
subcatchments within the larger catchment (Fig. 2.2). Samples were either grabbed
by hand or collected by automated samplers that were triggered when flow exceeded
a certain value, providing samples several hours apart during storm events. Soil
water samples were collected from soil lysimeters (http://www.prenart.dk). Samples
were analyzed for major cations and anions by ion chromatography. Three end-
members contribute to streamflow. Near-surface runoff contributed more than 50%
of stream flow in most catchments, though baseflow was important in two that
because of topography had more soil storage of water (Liu et al. 2011). Rainstorm
runoff on average contributed around 5% of streamflow. These results were devel-
oped using diagnostic tools of mixing models to identify conservative tracers and
endmember mixing analysis to separate sources of streamflow.

2.6 Satellite Snowcover

Satellite snowcover data were retrieved from NASA’s moderate resolution imaging
spectroradiometer (MODIS) using a spectral mixing model, in which a set of
endmembers (snow, soil, vegetation) in different proportions in each pixel is used
to “unmix” a scene on a pixel-by-pixel basis (Dozier and Painter 2004). The
algorithm uses the spectral information from MODIS to estimate subpixel snow
properties: fractional snow-covered area (SCA), grain size, and albedo (Painter
et al. 2009). No correction was made for trees, so the SCA values represent
projected snow cover, i.e., snow that the satellite sees. The SCA threshold was
set at 0.15, to prevent identification of spurious snow cover, i.e., values below 0.15
were reported as zero.

Basin snowcover for the same time period as shown above for the sensor network
peaked during a storm in late February 2009, and declined to near zero by mid April
(Fig. 2.8). As is apparent from the figure, part or all of 20 MODIS pixels fall
within the basin. The highest snowcover values were in the higher elevations.
On-site inspection showed the basin to be nearly completely snow covered on
February 24. However, because of heavy forest cover, the satellite values are
lower. The complete time series of cloud-free scenes shows that basin-average
detectable SCA peaked at just under a fraction of 0.4 (Fig. 2.9). At that time, all
27 snow sensors had at least 60 cm of snow. It can also be seen from the figure that
when satellite SCA became zero, the average snow depth from the 27 depth sensors
was also near zero. However, snow was not completely absent from the pingers until
about 1 month later, at the end of May. At this point, empirical corrections can be
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made for satellite viewable gap fraction, the result of which is also shown in Fig. 2.9.
Based on the field inspections, a correction of 0.5 was assumed for the day of peak
snowcover, declining linearly to zero when the snow was melted out at all of the
depth sensors. In this case, a detailed, gridded survey (Rice and Bales 2010) was not
carried out, but a qualitative assessment was made of the SCA at maximum accu-
mulation. More-involved corrections that make use of detailed vegetation informa-
tion will be available in the future, pending completion of vegetation and snow
mapping by LIDAR for calibration.
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2.7 Extensions of Sampling Design

We have recently expanded our original instrument-cluster design, which initially
included a single flux tower, to a transect of four towers along an elevation gradient
that crosses the rain-snow transition. The transect crosses from a lower-elevation
oak-forest ecosystem, where trees cease ET owing to late-summer moisture limita-
tions, through the highly productive conifer forests with almost no shutdown during
the year, to a higher-elevation forest ecosystem with subfreezing winter tempera-
tures and cold-limited ET. Integration of sap-flow and flux-tower data is also part of
the scaling strategy for water balance in the CZO catchments. The ability to
substitute the lower-cost and lower-energy-use soil-moisture sensors for sap flow
is also being investigated with ongoing measurements. However, good correlations
between sap flow and soil moisture offer the potential to use the lower-cost, lower-
power-demanding soil measurements as an index of ET (Bales et al. 2011). Further
relating these to the direct eddy-correlation measurements will provide information
for scaling soil moisture to regional ET. Flux towers are important components of
water-balance measurements, made more valuable when they are part of a network
as opposed to being stand alone. It is also expected that embedding them in an
instrument cluster with an array of distributed, synergistic measurements such as
described here for the CZO will overcome some of the constraints of interpreting
eddy correlation data in complex terrain (Brown-Mitic et al. 2007).

It is also important to consider the role of airborne LIDAR data in determining
forest and watershed characteristics for scaling and modeling of water and bio-
geochemical cycles. At the Southern Sierra CZO, understanding the interactions
between snow distribution and vegetation, topography, and other meteorological
factors has been limited by the lack of spatially distributed and high-definition data.
LIDAR measurements of snow depth provide information at spatial scales that are
unmatched by any other existing technology, and fill a large data gap for spatial
snow depth information. A spatially distributed and high-definition LIDAR dataset
from snow on/snow off flights will be combined with the time series of meteoro-
logical and snow variables obtained at the instrument clusters to further evaluate the
sensor-network sampling strategy. Summer LIDAR data (snow off) characterize
spatial patterns of open vs. forest cover and canopy structure that are used in
coupled ecohydrologic modeling and scaling of ET and carbon flux.

Geochemical sampling using automatic sensors is generally limited to locations
with line power and frequent operator attention. At the Southern Sierra CZO, the
emphasis is on use of automatic samplers for collecting stream and soil water,
e.g., examining the spatial and temporal patterns of nitrogen concentrations to
identify “hot spots” and “hot moments,” i.e., links between hydrologic and biogeo-
chemical cycles.

Groundwater-surface water interactions in a stream/meadow complex at the
southern Sierra CZO were investigated using a combination of heat and geochemi-
cal tracers (Lucas et al. 2008). A distributed temperature system (DTS) with 2-m
spatial resolution and 2-min temporal resolution was deployed in the stream,
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enabling the capture of diurnal swings in surface water-temperatures over the
course of 5 days. Point temperature sensors (Hobo Tidbits) were deployed to assess
the vertical temperature profile and stratification within a number of the stream
pools. Water samples were collected to determine the activity of radon-222 (3.8 day
half-life) as a proxy for groundwater discharge. Temperature and pressure head data
were collected from monitoring wells and piezometers. The high spatial and
temporal resolution of the DTS enabled locating specific thermal anomalies in the
longitudinal stream temperature profile, indicative of groundwater discharge.
However, the variable and shallow depth of the stream meant that diel temperature
cycles interfered with the groundwater signal. Still the DTS can be a powerful tool
for sampling stream, snowpack and air temperature variations (Tyler et al. 2009).

The question of whether precipitation in forested, mountain watersheds falls
as snow or rain merits further attention. Current practice relies on calibrated air-
temperature relationships to determine precipitation phase, though such relation-
ships are site specific, and highly variable. Measurements in the mountains of
Idaho show a strong relationship between dew-point temperature and precipitation
phase (Marks and Winstral 2007). Catchment-level measurements of humidity and
temperature, supplemented by snow and precipitation along elevation transects can
establish this rain-snow partitioning. Because dew point is a property of the air
mass, it is less likely to be influenced by site or local conditions, and will be a more
stable predictor of precipitation phase than temperature alone. Thus, a combination
of regional temperature and humidity profiles, available from twice-daily soundings
at a few locations, and local on-the-ground measurements along elevation transects
will support estimating rain-snow partitioning of precipitation.
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Chapter 3
Bird’s-Eye View of Forest Hydrology: Novel
Approaches Using Remote Sensing Techniques

Gabor Z. Sass and Irena F. Creed

The science of hydrology is on the threshold of major
advances, driven by new hydrologic measurements, new
methods for analyzing hydrologic data, and new approaches
to modeling hydrologic systems . .. scientific progress will
mostly be achieved through the collision of theory and data
... Kirchner (2006)

3.1 Introduction

Without question, better scientific understanding of hydrological processes in
forested environments will be a product of the synergistic play of theory and
data. Remote sensing (RS) from satellite and airborne platforms, along with many
other sources of hydrological data such as wireless sensor arrays and ground-based
radar networks, is playing and will continue to play a vital role in better under-
standing the hydrosphere by providing the next generation of datasets to the
hydrological community. RS systems are planetary macroscopes that allow the
study of ecosystems from a completely new vantage point, facilitating a holistic
perspective like viewing the Earth does for astronauts.

RS allows us to (1) view large geographic areas instantaneously; (2) spatially
integrate over heterogeneous surfaces at a range of resolutions; (3) be totally
unobtrusive; and (4) be cost effective compared to ground-based approaches.
While there are challenges relating RS data recorded in radiance or backscatter to
variables of interest, and RS systems have poor temporal resolution compared to
ground-based measurement devices, RS and spatial analytical techniques such as
digital terrain analysis and distributed hydrological modeling embedded in Geo-
graphical Information Systems (GIS) have allowed hydrologists to better under-
stand the movement of water across a landscape.

This is a synthesis of state-of-the-art research on how RS has informed the study
of hydrology, with an explicit focus on forested landscapes. Although there have
been other excellent reviews published on RS and other geocomputing approaches
for hydrological research, none have focused specifically on forest hydrology

D.F. Levia et al. (eds.), Forest Hydrology and Biogeochemistry: Synthesis 45
of Past Research and Future Directions, Ecological Studies 216,
DOI 10.1007/978-94-007-1363-5_3, © Springer Science+Business Media B.V. 2011
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(with the notable exception of Stewart and Finch 1993). In our quest for the Holy
Grail of hydrology, we evaluate the ability of RS to provide accurate estimates of
various components of the hydrological cycle in forests around the globe. We focus
primarily on temperate and boreal forest regions, as it is in these areas that most
forestry RS research has been conducted.

The synthesis is framed around the concept of the water budget and how RS
techniques can be used to estimate components of the water budget of catchments
across a range of scales, from small headwater catchments to larger high-order
basins and from hourly to decadal time intervals. Since there are currently no
sensors or networks of sensors that can successfully estimate the water budget
remotely across this range of spatial and temporal scales, data fusion and data
assimilation techniques that exploit synergies of RS and GIS will also be explored.
We also illustrate how these novel approaches can be used in forest operations, and
outline research needs that will lead to the operational use of RS and related GIS
techniques for scientific advancement of forest hydrology.

3.2 A Primer for Forest Hydrologists

RS is the observation of a phenomenon from a distance, using devices that detect
electromagnetic (EM) radiation. The use of RS as a tool to understand hydrological
phenomena started in the 1970s, but there have been only minor increases in the number
of published forest hydrology journal articles that use or refer to RS techniques (Fig. 3.1).
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Fig. 3.1 Number of publications per year in forest hydrology (bars), with percentage that refer to
remote sensing (RS) (points), as indicated by ISI Web of Science Citation Index. Search terms: (1)
for forest hydrology = forest* AND hydrol*; (2) for RS = “remot* sens*” OR satellite OR
airborne OR LiDAR
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We hope that this synthesis will give new momentum to the consideration of RS as a
worthwhile tool for the study of hydrological phenomena on forested landscapes. Before
exploring the potential applications of RS to hydrology, it is important to present some
basic RS terminology (Box 3.1) and general observations about the different RS systems
applicable for forest hydrological investigations.

There has been a substantial increase in the number of airborne and satellite
sensors that cover a large portion of the EM spectrum since 1972 when the first
Landsat satellite was launched into orbit (Fig. 3.2). None of these sensors have been
designed exclusively for hydrological applications; therefore, their relevance to
hydrology in general and forest hydrology in particular needs to be carefully
considered and evaluated. Figure 3.2 summarizes the major sensors that we believe
have some potential in informing the field of forest hydrology, with detailed

Box 3.1 Terms and Terminology

Electromagnetic spectrum (EM): Remote sensors measure EM radiation that
has been either reflected or emitted from the Earth’s surface.

Optical sensors measure shorter wavelengths: visible (0.3-0.7 pm), near-
infrared (0.7-1.4 pm), short-wave (1.4-3 pm), and long-wave or thermal
infrared (3—15 pum).’

Microwave sensors measure longer wavelengths, ranging from 1 to 10 cm.

e Frequency is the inverse of wavelength and is the conventional unit for
microwave sensors (e.g., C-band is between 4 and 8 GHz, while L-Band is
between 1 and 2 GHz).?

e Polarization is the orientation of the EM radiation wave to the Earth
surface (planar = horizontal; perpendicular = vertical). EM radiation
waves can be transmitted or received in either horizontal or vertical orien-
tations leading to four common polarizations (HH, VV, HV, and VH).

e Passive sensors record microwaves emitted by the surface (also referred to
as radiometers).

e Active sensors transmit radiation and record the reflected or “backscat-
tered” radiation (also referred to as scatterometers).

e Synthetic aperture radar (SAR) uses the flight path of the sensor platform
to simulate an aperture much larger than the platform itself, allowing for
high resolution radar imagery. Echo waves received at different positions
along the flight path are distinguished to produce a series of observations
that can be combined as if they had all been made simultaneously.

e Interferometric SAR (InSAR or IfSAR) uses the difference in phase
(period) between transmitted microwave radiation and received backscat-
ter response to estimate distance (elevation). Since phase is influenced by
other factors, InSAR techniques use two or more SAR images of the same
area and from the same position to reduce noise and ambiguity.

(continued)
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Box 3.1 (continued)

Altimeter: Remote sensors that measure time between the transmission and
receipt of radiation pulses. They include as follows:

e Optical altimeters — e.g., Light Detection and Ranging (LiDAR).
e Microwave altimeter — e.g., Shuttle Radar Topography Mission (SRTM).

Data fusion: The combination or integration of RS with other spatial data for
analysis and/or visualization.

Data assimilation: The combination or integration of RS into a spatial model
for parameterization, and/or validation.

"Designated by CIE (Commission internationale de 1’éclairage [International Commission
on Illumination]).

Designated by IEEE (Institute of Electrical and Electronics Engineers).

characteristics of their wavelengths, spatial resolution, and years of operation.
Building on Fig. 3.2, Table 3.1 summarizes the potential of these different parts
of the EM spectrum for hydrological applications. Together, these data provide a
valuable resource for forest hydrologists wishing to explore the possibilities of
using RS techniques.

Optical sensors cannot penetrate vegetation or clouds. For this reason, optical
sensors are ideal for monitoring open water areas (lakes and wetlands). Many of the
earliest sensors (apart from some of the meteorological satellites) were optical
sensors. This means, for example, that in the case of NASA’s Landsat program
there is a 40-year record of sub-100 m spatial resolution imagery of open water
extent, a very good metric of water storage on the landscape. Optical sensors are
also used to estimate snow cover and surface temperature, a useful proxy for the
delineation of groundwater discharge areas and the determination of evapotranspi-
ration (ET). In tropical regions, cloud-top reflectance and temperature are used to
infer precipitation rates although only at coarse temporal resolutions.

In contrast, microwave sensors have the ability to penetrate vegetation and can
collect data independently of cloud cover and solar illumination. This is important
because of the difficulty of acquiring cloud-free imagery during optimal time periods
(i.e., when there is a lot of hydrological activity!) using optical sensors. There are two
types of microwave sensors: active sensors, which send and receive their own
energy, and passive sensors, which detect the microwaves emitted by the Earth’s
surface. The microwave portion of the EM spectrum is divided into bands where the
useful bands for hydrology are K, X, C, and L, ranked in increasing wavelengths.
In general, K- and X-bands are useful for detecting surface temperature, snow
density, and rainfall rates, whereas C- and L-bands are sensitive to soil moisture.

Although the potential for using microwave sensors for forest hydrology
is promising, the technology is relatively new compared to optical sensors
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Fig. 3.2 Remote sensors useful for the study of forest hydrology. For each remote sensor, the
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(e.g., ERS, the first widely available and fine spatial resolution microwave sensor,
was sent to orbit in 1991) and further research is needed to demonstrate their full
potential. On the wish list of many hydrologists have been multipolarization and
multifrequency sensors since they, much like multispectral optical data, would
provide measurements sensitive to different biophysical properties of the surface
including vegetation. Multipolarized sensors such as recently launched ALOS-
PALSAR and RADARSAT-2 show promise in improved detection of water in
forested landscapes (van der Sanden 2004).

While most optical and microwave systems measure reflectance or backscatter,
interferometric radar (InSAR) and altimeters (e.g., Light Detection and Ranging
[LiDAR]) measure distances. For example, a space shuttle-based InSAR system
(SRTM) was used to derive 90 m spatial resolution digital elevation models
(DEMs) for the entire world (van Zyl 2001), which sometimes provides the only
source of hydrological data for developing nations. On the other hand, airborne
LiDAR systems have been used to derive submeter spatial resolution and centime-
ter vertical accuracy DEMs, albeit only for smaller regions. Together, InSAR
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systems and altimeters are critical in providing information on surface topography
used in understanding water flow and wet area organization, as well as water level
dynamics.

A critical component in determining the use of RS imagery is matching the sensor
to the “problem,” with explicit consideration of spatial and temporal scales. In practice,
the selection of sensors is driven by theoretical considerations related to the
way radiation interacts with the surface and the atmosphere, scale (resolution and
extent) as much as data availability. Many hydrological investigations require long-
term datasets; however, only a handful of sensors have a wealth of archival material
(e.g., Landsat, ERS, and RADARSAT). Imagery from these sensors has been the
mainstay for many long-term hydrological investigations. While it is important to look
at the past, current and future monitoring of hydrological trends requires the consider-
ation of some of the exciting new sensors available to the hydrological community.
In the following sections, we detail how sensors such as those listed in Fig. 3.2 have
been used to detect various components of the water balance in forested landscapes.

3.3 Water Budget

This synthesis highlights the current status and future challenges of applying RS to
the study of forest hydrology. We follow a drop of water traveling through a
watershed from input, storage, and finally output and assess how RS and associated
GIS techniques can be used to track water fluxes and reservoirs. Comprehensive
reviews that have been completed for general hydrology and each component of the
water budget are listed in Table 3.2. We have used these reviews to evaluate errors
in RS-based estimates so that the reader can judge if the errors are in a range that
is useful to answer hydrological questions (Table 3.3). While the knowledge
presented can be applied to any land cover type, we point out special considerations
of using RS technologies and techniques on forested lands.

3.3.1 Water Input

RS can be used to detect rainfall rates, but only at very coarse spatial and temporal
scales. Early uses of RS include visible (VIS) and infrared (IR) imagery to estimate
precipitation indirectly by inferring rainfall intensity from cloud-top temperatures
and reflectance (Petty and Krajewski 1996). This method is most accurate for
tropical regions where the cloud-tops of convective cells are much more represen-
tative of surface precipitation rates than in more temperate regions (Tang et al.
2009). More recently, microwave sensors have been used to estimate rainfall
intensity given their ability to penetrate clouds and directly interact with rain
particles (Tang et al. 2009). Unfortunately, the drawback of these sensors (e.g.,
Advanced Microwave Scanning Radiometer-EOS) is that they capture images at
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Table 3.2 Published reviews relevant to remote sensing of forest hydrology

General hydrology Stewart and Finch (1993),* Hall (1996), Kasischke et al.
(1997), and Tang et al. (2009)
Water inputs Petty (1995) and Petty and Krajewski (1996)
Water storage
Interception Roth et al. (2007)
Snowpack Rango (1996)
Open water, inundated, Jackson et al. (1996), Ritchie (1996), Jackson (2002), Moran
saturated, unsaturated areas et al. (2004), Wagner et al. (2007), Vereecken et al.
(2008), Verstraeten et al. (2008), and Gao (2009)
Groundwater, recharge vs. Meijerink (1996, 2000), Becker (2006), Entekhabi and
discharge areas Moghaddam (2007), Jha et al. (2007), Ramillien et al.

(2008), and Robinson et al. (2008)
Water outputs

Evapotranspiration Kustas and Norman (1996), Glenn et al. (2007), Kalma et al.
(2008), Verstraeten et al. (2008), and Li et al. (2009b)
Discharge Schultz (1996) and Smith (1997)
Hydrological modeling Kite and Pietroniro (1996) and Singh and Woolhiser (2002)

#Review specifically focused on remote sensing of forest hydrology

Table 3.3 Relative error of RS-derived water budget components (based on reviews cited in this
chapter)

Units Relative error (%)
Water inputs
Precipitation (satellite) mm/day 60-100
Ground-based radar mm/day 5-50
Water storage
Interception mm 5-15
Snowpack (area) km? 1-5 (deciduous)
10-20 (evergreen)
Snowpack (SWE) mm 30-50
Open water areas km? 1
Saturated areas km? 1-10
Soil moisture m>/m> 15-30 (low biomass)
Groundwater, recharge vs. discharge areas km? 30-60
Water outputs
Evapotranspiration mm/day 15-30
Discharge mm/s >50

coarse spatial (4—40 km) and temporal (twice a day) resolutions, and therefore they
are only useful for studies of larger watersheds and longer time periods.

In order to improve spatial and temporal resolution, microwave imagery has been
combined with VIS/IR products (Hong et al. 2007). There is a new NASA mission
with a mandate to achieve the estimation of precipitation on a global scale, which will
use multiple VIS, IR, and microwave sensors from the same platform for simultaneous
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imaging (Flaming 2005). However, even this system will, at best, only offer an hourly
snapshot of precipitation rates. Ground-based radar networks, operated by weather-
forecasting agencies, have substantially improved our ability to qualitatively map the
spatial structure of precipitation events (rainfall and snowfall intensity). Besides the
difficulties in accurately estimating the rainfall rate, the coverage of ground-based
radar networks in forested regions is poor. A combination of ground-based radar and
rain- and snow-gauge networks with satellite-based products are likely needed to
compile continuous yet spatially distributed measurements of precipitation.

3.3.2 Water Storage

3.3.2.1 Interception

Interception of precipitation by forest canopies can be estimated quite accurately
using RS approaches. RS helps characterize the physical characteristics of the
canopy, but this information must be fed into a hydrological model that estimates
actual interception based on both canopy characteristics and antecedent conditions.
A simple vegetation index using a combination of red and near-infrared (NIR)
bands may be used to estimate canopy interception given the high correlation
between vegetation indices and leaf area index (LAI). Typically, the normalized
difference vegetation index (NDVI) is used to estimate canopy interception, mod-
ified by the inclusion of a middle IR band (Nemani et al. 1993; Hwang et al. 2009).
The drawback is that NDVI becomes saturated in dense vegetation conditions when
LAI becomes very high. If narrow band hyperspectral data are available, they may
improve the estimates derived from NDVI because of greater penetration through
the canopy (Bulcock and Jewitt 2010).

However, forests with similar LAI may have different structures, and as a result,
different interception rates. Laser altimetry or LIDAR can provide a wealth of data
on canopy structure including gaps, depth, bulk density, surface area, and height,
thus improving estimates of interception (Roth et al. 2007). Besides the ability to
estimate canopy interception, optical and LiDAR data collected to characterize
vegetation canopies may also help describe other hydrological processes such as
snow accumulation, snow melt, and transpiration from inside the stoma of plants.
The importance of including LAI derived from RS in distributed hydro-ecological
models cannot be understated and is one of the success stories in the application of
RS in forest hydrology (Tague and Band 2004; Hwang et al. 2009).

3.3.2.2 Snowpack

RS of snow cover extent was one of the first hydrological applications that achieved
great success. Currently, there are operational systems for snow cover mapping
for the entire globe at 0.5—1 km spatial resolution and daily to 8-day composites
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(Tang et al. 2009). These systems utilize VIS and NIR sensors from NOAA-
AVHRR and MODIS sensors to detect snow cover. Although snow cover extent
does not readily convert into snow water equivalent (SWE), which is more impor-
tant from a water budget perspective, it does provide important information about
the surface radiative balance since there is such a big difference between snow-
covered and snow-free land areas in terms of net energy due to high reflectance of
SNow.

Cloud cover is the major limitation of using VIS and NIR bands. It not only
prevents sensing the earth, but can also easily confuse the automated systems into
classifying cloud-covered areas as snow-covered. The solution to seeing through
clouds is to use passive microwave imagery, which is useful for mapping snow cover
extent as well as SWE due to its ability to penetrate the snow pack. Unfortunately,
current passive microwave configurations provide very coarse imagery at 25 km or
poorer resolution and are only useful in flat areas with homogenous land cover such
as the Prairies in North America (Tang et al. 2009).

In forested areas, the forest canopy attenuates the microwave signal and as a
result the snowpack can be underestimated by as much as 50% (Rango 1996). One
way to address this is to use correction factors such as the Normalized Difference
Snow Index or NDVI (Klein et al. 1998; Lundberg et al. 2004). However, even
modified retrieval methods need local calibration as there can be significant differ-
ences between geographic regions due to snow grain size, depth, and subpixel
variability with respect to open water areas (Lemmetyinen et al. 2009).

Currently, there are no plans to launch fine spatial resolution passive microwave
sensors. Therefore, RS of SWE in heterogeneous environments will remain prob-
lematic and require local calibration. The assimilation of either VIS/NIR or passive
microwave imagery with snow melt models promises to be a worthwhile pursuit
(Klein et al. 1998; Andreadis et al. 2008; Molotch 2009).

3.3.2.3 Surface and Near-Surface Water

Both optical and microwave RS techniques have been used to monitor areal and
volumetric measures of surface and near-surface water. Surface water is water
stored in lakes and wetlands as inundated land. It may be open to the sky or covered
by vegetation. Near-surface water is water held in the soil as pore water (saturated if
the pores are full and unsaturated if some pores have air in them). In order to
estimate the volume of stored water, it is important to know the depth of water as
well as the area of the particular store. In terms of areal estimation of surface water
stores, optical RS of open water using short-wave IR sensors, such as Band 5 from
Landsat, is one of the most accurate RS techniques, due to the strong absorption of
radiation in those wavelengths (Lunetta and Balogh 1999). Unfortunately, short-
wave radiation does not penetrate vegetation. One way to get around this limitation
is using vegetation vigor to infer the hydrological status of the ground conditions
underneath the canopy (Whitcomb et al. 2009). In deciduous forests, leaf-off
imagery in combination with summer leaf-on imagery has been useful in detecting
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wetlands (Lunetta and Balogh 1999). In general, optical imagery is only useful in
mapping open water when there is no vegetation and no clouds present.

Active microwave systems or imaging radars have distinct advantages over
optical systems in monitoring the areal distribution of surface water, including (1)
penetration of vegetation canopies and sensing both canopy and surface character-
istics; (2) penetration of clouds; (3) more frequent data collection due to the active
nature of the sensor, which operates during both day and night; and (4) imagery
collection from different, programmable angles leading to different modes and very
fine spatial resolution (finer than 10 m) over wide swaths (often 50-100 km)
(Whitcomb et al. 2009). In general, higher frequency, shorter wavelength radars
(e.g., C-band) are more sensitive to hydrological conditions under flooded short
vegetation such as fens and bogs, and lower frequency, longer wavelength radars
(e.g., L-band) are more sensitive to hydrological conditions under flooded, taller
vegetation such as forests and swamps (Kasischke et al. 1997).

Due to the rich archived C-band datasets from ERS and RADARSAT sensors,
more publications have used C-band rather than L-band to map soil water and
inundated areas in forested environments. The main findings of this research may
be summarized as follows: (1) microwaves in C-band are sensitive to soil saturation
only in forests with sparse canopies (Sass and Creed 2008; Whitcomb et al. 2009);
(2) if the forest floor is flooded, the double-bounce effect produces a strong signal
that can be detected even under closed canopies (Townsend 2001); (3) polarization
is important, since radiation with horizontal transmit and horizontal receive polari-
zation mode (HH) can penetrate vegetation canopies better than can radiation with
vertical transmit and vertical receive polarization mode (VV) (Lang and Kasischke
2008); and (4) time-series analysis of multiple images (e.g., principal component
analysis and probability mapping) covering a wide range of hydrological conditions
can reveal hydrological patterns of surface water at the landscape scale (Verhoest
et al. 1998; Sass and Creed 2008; Clark et al. 2009).

While C-band imagery can detect flooding in forests and saturation under certain
circumstances, its performance is inconsistent and inferior to that of L-band.
L-band has a longer wavelength (23 cm as compared to 5.6 cm for C-band),
allowing it to penetrate much further into the vegetation canopy and detect surface
water in forested landscapes (Whitcomb et al. 2009). The next generation of sensors
in both C- and L-band (RADARSAT-2 and ALOS-PALSAR) promise a much
improved ability to estimate volumetric soil moisture given the multipolarized
channels (van der Sanden 2004; Rosenqvist et al. 2007); however, their utility is
currently being investigated (e.g., Verhoest et al. 2008).

Besides the necessary advances in sensor technology needed to improve the
measurement of vadose zone soil moisture, there are other useful techniques that
can be used to estimate the volume of water stored at the surface. One of these
techniques uses laser altimeters (i.e., LiDAR systems) to provide bathymetric
information for clear water bodies up to 70 m deep (Gao 2009). For smaller,
ephemeral water features, LiDAR-derived DEMs of surface topography can be
processed using (1) probabilistic approaches to delineate features (e.g., depres-
sions) and the corresponding volumes when water is likely to pond (Creed et al.
2003; Lindsay et al. 2004), and (2) GIS approaches to compute depth to water table
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(Murphy et al. 2007). Topographic information may be married with LiDAR
intensity information in order to give accurate maps of inundation under forest
canopies (Lang and McCarty 2009). The main limitation of airborne LiDAR
approaches in mapping surface water is the expense of single, let alone repeat,
coverage of large geographic areas. Satellite-based LiDAR systems should alleviate
this limitation. Finally, a dynamic approach for estimating surface water volume
changes is using interferometric SAR (InSAR) with C- or L-band images to capture
aregion from two viewing angles and compute surface heights from their combined
analysis. Although only applicable for bigger hydrological systems such as large
river systems in the Amazon, InSAR is being used to detect water level changes
underneath the forest canopy (Alsdorf et al. 2000, 2001; Lu and Kwoun 2008).

In general, the mapping of areal distribution of surface water in forested environ-
ments is much further advanced than the mapping of volumetric measurements of
near-surface water. Apart from sensor development, the cutting edge of the field is
focusing on data fusion, where data from radar, optical, and topographic sources are
combined using statistical approaches to downscale coarse spatial resolution
imagery of surface saturation and inundation to much finer spatial resolution (Kaheil
and Creed 2009), or to extract patterns not observable from single sources of informa-
tion (Bwangoy et al. 2010). Further integration of data is required where water storage
in watersheds can be estimated by assembling information from different sensors
detailed here. This could include integrating information on inundated areas from
optical sensors, inundated and saturated areas under forest canopies from microwave
sensors, water depth from altimeters, and water level changes from InSAR sensors.

3.3.2.4 Groundwater

RS monitoring of groundwater resources is still in its infancy, mostly due to the
inability of EM radiation used by current satellite-based sensors to penetrate the
ground (Jha et al. 2007). As a result, RS studies to date have used surface informa-
tion such as topographic, vegetative, geologic, surface temperature, and drainage
pattern characteristics of a landscape to give clues to the presence or absence
of groundwater recharge or discharge and infer groundwater storages or fluxes
(Meijerink 1996; Entekhabi and Moghaddam 2007). At its simplest, images capturing
these landscape features can be color coded, and an image interpreter can classify
areas as belonging to a certain groundwater class; however, this method is highly
dependent on expert knowledge (Meijerink 1996, 2000). More rigorous approaches
take NIR and thermal imagery of carefully chosen winter or summer images to map
groundwater discharge or recharge zones (Bobba et al. 1992; Batelaan et al. 1993).
Similarly, soil moisture and vegetation vigor have been used to infer shallow
groundwater tables (Jackson 2002).

Cross-fertilization of technologies is occurring with the introduction of airborne
geophysical methods that offer RS of subsurface properties (Robinson et al. 2008).
These geophysical methods use radio waves to excite the Earth’s subsurface
inductively and measure the resulting magnetic field (Robinson et al. 2008).
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The resulting resistivity maps can be used to infer groundwater table position and
general lithologic information; however, mapping can be done only in flat terrain
and at approximately 100 m spatial resolution. Perhaps the most exciting recent
development has been the use of microgravity sensors to infer total water storage
(Ramillien et al. 2008). Unfortunately, these measurements have been made at the
continental scale and are not applicable to headwater catchments. Like most other
components of the water balance, groundwater storage and flux estimation are best
made with the synergistic use of RS and other geospatial data in groundwater
models (Batelaan and De Smedt 2007), which can model not only the flow of
water but also associated nutrients and pollutants (Jha et al. 2007).

3.3.3 Water Output

3.3.3.1 Evapotranspiration

RS offers the only way to derive the spatial distribution of ET across forested
catchments, albeit still at fairly coarse spatial and temporal resolutions. Although
there are no current sensors that measure ET directly (Liu et al. 2003; Min and Lin
2006), satellite-derived vegetation indices, surface temperature, and surface albedo
provide inputs into models that can estimate ET. The simplest approach is empirical
and makes use of surface temperature and vegetation indices (e.g., NDVI) (Moran
et al. 1994). Although this approach is simple with minimal inputs, it does require
site-specific calibration. The expanding network of flux towers that estimate ET
over a small footprint can be used in combination with this simple approach to
accurately map ET over large scales (Yang et al. 2006).

More sophisticated approaches solve for the different components of the surface
energy balance, where ET is often calculated as the residual (Bastiaanssen et al. 1998;
Wu et al. 2006; Glenn et al. 2007; Mu et al. 2007). These require much more ground-
based and satellite-based input data. In general, surface reflectance or albedo derived
from visible imagery and surface temperature derived from thermal imagery are used
to calculate the short-wave and long-wave portion of net radiation, respectively,
and vegetation indices are used to infer stomatal conductance. Important consider-
ation in forested environments must be given to the sunlit and shaded components of
canopies, as well as the distribution of leaves (i.e., clumping) (Liu et al. 2003). Direct
evaporation from wet leaf surfaces can also be a very important component of ET
and requires special consideration in models (Guerschmann et al. 2009).

Operational mapping of ET at medium spatial resolution (i.e., 1 km) and
medium temporal resolution (i.e., 1 day) is currently feasible, and many agencies
around the world have started to publish such maps (e.g., Liu et al. 2003). However,
there is a lot of heterogeneity being masked at these sampling intervals, and the
current state of the science aims to improve these maps of ET. One approach is to
use fine resolution maps of forest cover (5—-10 m range) and interpolate ET
measurements associated with each dominant cover type (Goodrich et al. 2000;
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Mackay et al. 2002). A more sophisticated statistical approach uses fine resolution
imagery with support vector machines to downscale coarse resolution ET maps
(Kabheil et al. 2008). This is promising because in frequently cloud-covered regions
only passive microwave imagery (at 40 km spatial resolution) can realistically be
used to estimate surface temperature and therefore ET (Min and Lin 2006).
Improving downscaling techniques is a key research need.

3.3.3.2 Discharge

The use of RS to estimate river discharge is limited to higher order catchments
where rivers are wide enough to be detected by sensors (Alsdorf and Lettenmaier
2003). Discharge may be estimated by generating empirical curves relating water
surface area to discharge or by using laser or radar altimeters to measure stage
variation (Smith 1997). Airborne and space-based altimeters can detect centimeter
changes in water levels that can be associated with discharge. Both of these
techniques are limited by repeat cycles, spatial resolution in the case of the radar
systems, and the fact that water level changes still need to be converted to
discharge, which requires ground measurements that can be very difficult to obtain.
So far RS of discharge has been most successfully applied in tropical forests where
many rivers do not have confined beds and RS imagery is the only way to estimate
the flow rates, even if in a crude way (Alsdorf and Lettenmaier 2003). The use of RS
snapshots of inundation or stage for larger rivers can be used as input into hydro-
logical models (Vorosmarty et al. 1996). RS also provides important input (such as
land cover/land use, LAI, and surface topography) into hydrological models that
simulate river discharge (Tague and Band 2004).

3.3.4 An Integrated Approach

As Kirchner (2006) stated, observations will provide direct insights into processes
that are crucial to the advancement of forest hydrology. While RS offers the
potential for observing hydrological pools and fluxes over a broad range of spatial
and temporal scales, this potential has yet to be realized. Current limits of measur-
able resolutions reveal a trade-off between high temporal resolution but low spatial
resolution (e.g., passive microwave) and high spatial resolution but low temporal
resolution (e.g., commercial optical sensor such as IKONOS) (Fig. 3.3). Until
sensors are developed that can monitor hydrological processes at the necessary
time and space scales, data fusion, and data assimilation within statistical and
distributed models will provide the way forward.

Distributed hydrological modeling is probably the key area where synergies
between RS and GIS can advance the science the most. Distributed hydrological
models are critical because they simulate processes at a range of scales from pedons
to large drainage basins and they have the ability to forecast (Tague and Band
2004), a very important feature given the uncertainty related to climate change.
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Fig. 3.3 Spatial and temporal resolution of remotely sensed data with a shaded polygon defining
limits of currently measurable resolutions. The arrow depicts the additional resolutions needed for
many forest hydrology applications

Distributed hydrological models, however, have some key shortcomings (Beven
2000), which in part may be answered by the synergistic use of RS and models.
Models are plagued by equifinality, the problem of multiple parameter sets that can
give the same modeling result, thereby reducing faith in a model’s ability to
represent real processes. RS imagery may be used as a way to reduce equifinality
by providing hydrological information on state variables that can be used to
eliminate some of the competing parameter sets (Puech and Gineste 2003).
This may be true even if the absolute values of hydrological variables (such as
soil moisture) are wrong, but the patterns provide detailed structural information.
Another major limitation of hydrological models is the way they deal with water
storage, especially in forested wetlands that are not easily identifiable. The power
of RS can be harnessed here by mapping the surface or subsurface water reservoirs
and including them as spatial objects in the model structure (Creed et al. 2002).
Finally, hydrological models need spatially distributed information on initial
conditions as well as periodic updates (or checks) of state variables. With the
caveats described above, RS imagery may be useful estimates of state variables,
including ET, soil moisture, and SWE.

3.4 From Science to Practice

Science-based forest management has been called for by many decision makers;
however, implementing science in planning and operational decisions is fraught
with difficulty due in part to the wide range of inferences that can be drawn from
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scientific findings (Szaro and Peterson 2004). If Kirchner’s (2006) call for improved
observation to inform theory is true for advancing the hydrological sciences, it
applies equally to forest management where better observation will lead to better
decisions, provided these data are properly integrated into hydrological process
understanding. RS is not a panacea in the provision of data, but it definitely offers
spatially explicit datasets, covering large geographies that may inform forest
management for tactical and operational planning related to forest hydrology. As
an example, we illustrate the use of RS in planning the placement of hydrologically
relevant buffer zones.

The primary role of buffer zones around water bodies is to mitigate the adverse
effects of land use activities on water, sediment, nutrient, and contaminant fluxes
from impacted areas to receiving surface waters. While buffer zones are often
required by regulatory agencies to minimize effects on aquatic resources in many
jurisdictions, current guidelines for buffer zone width selection have often been
established based on best guess, adoption from other forest regions, or political
acceptability rather than scientific merit. A fixed buffer width (“one size fits all”) is
commonly used, but the effectiveness of this approach has been questioned in
cases where water bypasses the buffer zone as concentrated flow or as subsurface
flow (Buttle 2002). Due to the well-documented strengths of RS in mapping
surface hydrological features, RS-derived maps can be used to assess the organi-
zation of surface flowpaths prior to the design and placement of buffer strips.
These maps may be derived using either static or dynamic approaches, both reliant
on RS imagery.

The static approach uses DEMs to map hydrological features. Traditionally,
resource agencies derived DEMs and corresponding hydrographic maps using
photogrammetry. The inability to see below the canopy meant that many small
hydrological features (headwater streams and small wetlands) were inaccurately
mapped or missed altogether (Murphy et al. 2007). The recent introduction of
LiDAR DEMs in forestry contexts has meant unprecedented realism in the charac-
terization of surficial hydrology compared to the same algorithms applied on
existing coarser resolution, photogrammetrically derived datasets. Benefits include
better representation of watershed boundaries, location of lower order streams, and
more accurate identification of local depressions that form potentially wet areas
(Lindsay et al. 2004; Murphy et al. 2007; Remmel et al. 2008). However, in regions
with deeper and more complex soils, surface topography may not be the dominant
driver of hydrological dynamics. In such cases, static approaches using DEMs may
be inappropriate for the prediction of wet areas (Devito et al. 2005). In addition,
static approaches do not consider climatic variability, which greatly influences the
mapping of hydrological features.

In contrast to static approaches, dynamic approaches use multiple RS imagery to
factor in climatic variability on surface hydrological dynamics. As a result, more
hydrologically realistic buffers may be designed based on the mapped patterns. For
example, Creed et al. (2008) illustrated the use of the return period of saturated and
inundated areas derived from a time series of RADARSAT imagery in a boreal
landscape to suggest alternatives to fixed-width buffer strip placement. Using this
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Fig. 3.4 Adaptive-width buffer design. Buffer design is based on hydrological dynamics that
consider the return period of a given proportion of a catchment being saturated. If design is based
on a 1-year return period, buffers protect a smaller proportion of wet areas, leading to a potentially
higher risk of forest operations adversely affecting the hydrological system. If based on a higher
return period, larger areas are protected by the buffers, reducing the risk of possible impacts of
forest operations on the hydrological system (figure modified from Creed et al. 2008)

probabilistic approach, the amount of area to be retained in buffers is based on the
risk tolerance of the forest manager or policy maker. Buffer boundaries may then be
prescribed based on the return period of observing a certain proportion of the
catchment wetting up, which is in turn related to the magnitude of nutrient and
sediment transfer (Fig. 3.4). This exercise is akin to designing bridges and roads to
withstand floods of a certain magnitude. However, it is difficult to determine how
these return periods are changing in response to climate change and what values
society place on maintaining a certain level of water quality.

The incorporation of static or dynamic RS-based hydrological approaches in
tactical or operational forestry planning is slowly gaining momentum. While
forestry companies have started to use wet area maps in the placement of roads
and culverts in an operational sense, the incorporation of RS-derived hydrological
information is not routine (Murphy et al. 2008). Unfamiliarity with the strengths
and weaknesses of RS technology, high costs of data acquisition, especially for fine
resolution datasets such as LiDAR DEMs, and lack of in-house expertise are
important obstacles in using RS for tactical and operational forest management
planning. This highlights the need for more effective communication of scientific
findings to decision makers in policy and management, training of planners and
operators in the use of RS techniques, and cooperation between the private sector
and government to make RS datasets available at reasonable prices.
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3.5 Toward an Operational Bird’s-Eye View

There is an urgent need to improve the accuracy and reliability of RS in order to
measure fluxes and storages in the hydrological cycle at a range of scales. This will
be achieved through innovations in technology, data management, and analytical
techniques. More widespread adoption will also result through education and
greater sharing of resources. The following recommendations have been echoed
by many of the recent review papers in the field of forest hydrology.

3.5.1 Technical Innovation

We need sensors that are designed with the specific purpose of sensing hydrological
phenomena. While some of the recently launched and proposed sensors speak to
this need (e.g., RADARSAT-2 and SMAP), so far the hydrological community has
had to work with products that are not optimized for hydrological purposes. The
development of optimal sensors will greatly benefit from the collaboration of
ecosystem scientists with design engineers. Key breakthroughs are required in
microwave, microgravity, and airborne geophysical sensors. Microwave sensors,
especially radar imagers, with multiple polarizations and frequencies are needed in
order to better penetrate vegetation canopies to detect soil moisture and to detect
SWE. Finer spatial resolution microgravity sensors along the lines of the GRACE
sensor, which measures total water content, and airborne geophysical systems,
which measure electrical resistivity, will tremendously increase our ability to better
characterize the subsurface, still the blackest of the black-boxes for hydrologists.
Although airborne geophysical systems are much more expensive (for achieving
global coverage) than satellite systems, the slowly changing nature of groundwater
systems might make it reasonable to fly such missions.

The synergistic use of satellite RS and airborne geophysical systems would
enable powerful imaging of subsurface water systems, since one is strong spatially
and the other is strong vertically (Vereecken et al. 2008). Real-time monitoring of
the entire hydrological cycle will most likely only occur if the disparate technolo-
gies detailed in this chapter are fully integrated into a system, where the strengths of
RS, geophysical sensors, distributed wireless sensors on the ground, ground-based
radars, and hydrological models are fully exploited and complemented with each
other in a GIS setting and broadcast on the internet (e.g., Li et al. 2009a).

3.5.2 Data Archives and Access

There are terabytes of data being processed every day by many sensors; however,
much of them are being discarded because there is no mandate or resources to
archive all imagery. We need a coordinated public and private effort to archive
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imagery acquired by million-dollar sensors. In some instances, imagery has been
stored but is locked up in vaults, sometimes in analog format. The opening of the
USGS Landsat archives is a boon to scientists, especially ones looking at long-term
hydrological trends. Governments around the world need to be encouraged
to release their archived RS databases at minimal or no cost (at least to researchers).
These programs should be integrated with other long-term monitoring of forest
hydrological systems (e.g., monitoring of lake area). It is important that the
data made available are in common data formats that can seamlessly interface
within GIS.

3.5.3 Data Analytical Techniques

Cross-fertilization of statistical techniques from other fields (such as support vector
machines, neural networks, and random forests) has opened up large opportunities
for research in applying these methods to hydrological applications. They have
already led to breakthroughs in data downscaling (Kaheil et al. 2008). The integra-
tion of RS in hydrological models will continue to be a critical research area for
years to come. At the minimum, RS products will provide important inputs for
parameterization or corroboration such as maps of LAI, land use/land cover, or
surface topography. Somewhat more sophisticated is the use of time-series RS
imagery as an input, in fashion similar to precipitation. Another novel approach
is the identification and input of remotely sensed spatial objects such as wetlands
that can inform water redistribution in models. The integration of hydrological
models in networks with multiple sensors both on the ground (i.e., wireless sensors,
Doppler-radar, and eddy-covariance flux towers) and in the sky can advance the
science the most (Chen and Coops 2009). Further integration with spatial decision
support systems within GIS will be especially important for managers and other
decision makers such as planners.

3.5.4 Interdisciplinary Training

The adoption of RS/GIS techniques by forest hydrologists has been slow. We need
transparent and thorough knowledge transfer from product developers and RS
scientists to forest hydrologists. Uncertainty, error, and caveats of the latest imaging
products need to be well documented; otherwise their use will not be universal. The
users of RS imagery will need to learn how to manage and process the raw data, turn
it into information, and then transform it into knowledge. The best way for this
learning to occur is through the use of Web 2.0 technologies where information
flows both ways and “end-users” become “engaged-users” of RS techniques.
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3.6 Conclusions

RS of hydrological fluxes and reservoirs at scales relevant to most forest
hydrologists is not yet a reality. RS techniques are best suited to observing hydro-
logical storages that cover large areas and change slowly. There are currently
operational systems at the global scale that provide daily or weekly updates
on the distribution of snow cover, soil moisture, and ET. However, RS of the
water budget in headwater catchments on an hourly basis, the main focus for
many forest hydrologists, remains problematic. This is related partly to the fact
that RS platforms do not continuously observe the same area and therefore do not
have the ability to measure continuously key fluxes such as discharge or precipita-
tion. Also, many sensors collect information at spatial scales too coarse for observ-
ing hydrological fluxes and storages in low-order catchments. Data fusion and data
assimilation of RS imagery within GIS provide ways to improve our ability to
monitor low-order catchments. However, the long-term solution is the development
of sensors that are being explicitly designed for hydrological applications. This will
only occur if hydrologists become more vocal lobbyists in the political arena.
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Chapter 4

Digital Terrain Analysis Approaches
for Tracking Hydrological

and Biogeochemical Pathways

and Processes in Forested Landscapes

Irena F. Creed and Gabor Z. Sass

We would argue that any mapping or characterization of
landscape heterogeneity and process complexity must be
driven by a desire to generalize and extrapolate observations
from one place to another, or across multiple scales, and
must not be allowed to perpetuate the notion of characteri-
zation or mapping for its own sake.

(McDonnell et al. 2007)

4.1 Introduction

Digital terrain analysis (DTA) comprises a set of tools that use digital elevation
models (DEMs) to model earth surface processes at a range of scales. DEM and its
derivatives are part of a larger set of digital terrain models (DTMs) used in various
fields to model the flow of energy and materials across surfaces. The ubiquity of
DTMs in the hydrologist’s toolkit has led to the widespread use of terrain attributes
such as slope and upslope contributing area to characterize the way water and
associated nutrients move across landscapes. Algorithms to compute terrain attributes
are now programmed into all commercial Geographic Information System (GIS)
software (e.g., ArcGIS, Idrisi) and with a push of the button users can map patterns
of potential surface hydrological flows. While the derived layers always look
visually stimulating, field hydrologists have often raised the question: are DTMs
often merely interesting spatial patterns with not much relevance to predicting actual
hydrological behavior? This synthesis critically answers this question by discussing
the relevance of DTA for practicing forest hydrologists in the twenty-first century.

Topographic information has been exploited to better understand the hydrological
functions of catchments since early theories on catchment rainfall-runoff were
proposed (Horton 1945; Hewlett and Hibbert 1967). However, prior to desktop
computing, catchment scale attributes, such as a catchment’s area, length, perimeter
and relief ratio (maximum relief divided by longest flow path length), were used
to investigate hydrological behavior, because only these attributes could be easily
derived from contour maps (Schumm 1956). Although these metrics helped explain
differences in water and sediment yields between basins (Garcia-Martiné et al. 1996),
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they did little to predict the flow of water within basins. With the advent of the digital
age in the 1980s, terrain analysis entered a new era and is now one of the cornerstones
of the new computer-enabled toolkit for hydrologists. In many hydrological investi-
gations, it is the first (and sometimes only) step to understanding the way water moves
through the landscape since it requires the least data input. New DEM sources, such
as laser altimetry, are making it possible to map surface water flow and surface water
storage at very fine spatial resolutions and even under dense canopies.

Before pushing any buttons in a terrain analysis system, the hydrologist must
consider the physical basis for using topography as the main driver of hydrological
flows. Topography controls water flow by directing water from high elevations
to low elevations due to the force of gravity and by forcing water to converge or
diverge due to the shape of the surface. However, other factors such as climate,
geology, soils, and vegetation will also impart some control on the flow of water.

In general, in humid landscapes with shallow soils where the bedrock is imperme-
able and mimics the surface topography, topography has a strong control on water
flow. In these catchments, runoff is first produced in topographically low areas around
streams, wetlands and lakes, where the dominant runoff generating mechanism is
saturation excess overland flow (Fig. 4.1a). The runoff generating saturated areas vary
in size as a function of water input, which results in hydrological behavior that is
formally described as variable source area (VSA) dynamics (Hewlett and Hibbert
1967). VSA theory has received considerable experimental support (Dunne et al.
1975) and still lies at the heart of most hydrological models (e.g., Beven and Kirkby
1979; Tague and Band 2004). While providing a good explanation of hydrological
behavior in many instances, the list of “exceptions to the rule” has started to increase
and many have advocated for a post-VSA hydrological theory (McDonnell et al.
2007). For example, in both subarctic and humid catchments, detailed trenching and
tracer work has revealed that flow along the soil-bedrock interface can introduce
drainage patterns not well predicted by surface topography (Spence and Woo 2003;
Tromp-van Meerveld and McDonnell 2006) (Fig. 4.1b). Interestingly, DTA of bed-
rock topography has been shown to be useful in explaining the spatial pattern of
subsurface flow (Freer et al. 2002). In fact, this type of bedrock driven runoff was also
envisaged as part of VSA behavior (Hewlett and Nutter 1970). On the other end of the
wetness spectrum, research in subhumid environments with deep surficial deposits has
identified runoff to be governed by subsurface high conductivity materials and
evapotranspiration by pond side vegetation (Devito et al. 2005) (Fig. 4.1c¢).

Given these geographic differences in runoff generating mechanisms, users of
DTA must carefully decide the physical basis of using DTMs to explain hydrolo-
gical behavior. Clearly, in geographies where VSA hydrology is dominant, DTA
will have a strong conceptual basis. However, hydrologists working in non-VSA
dominated terrain might still ask whether analysis of surface topography has some
role to play in understanding hydrological behavior. The answer to this question is
dependent on spatial and temporal scales. For example, at longer timescales
(capturing the full climatic spectrum) and at broader spatial extents (watershed-
scale), topography may still be important in predicting the steady-state location of
water bodies such as streams and wet areas. Therefore, conceptualization of
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Fig. 4.1 Conceptual model
of runoff generating
mechanisms in three different
terrains: (a) terrain where
water-table mirrors surface
topography and runoff may be
described by variable source
area (VSA) concepts;

(b) terrain where runoff
mechanisms are governed by
macropore flow and/or spill
and fill subsurface flow along
bedrock—soil interface (may
be described as a particular
case of VSA concept); and
(¢) terrain where subsurface
differences in substrate
control runoff

Variable source area hydrology:
surface topography driven

Saturation excess
overjand flow

Impermeable bedrock

Variable source area hydrology:
bedrock topography driven

Spill and fill

ubsurface flow Saturation excess

overland flow

Piston flow

Impermeable bedrock

Non-variable source area hydrology
in sub-humid, flat landscapes

Saturation excess
overland flow

Impermeable bedrock

hydrological processes must also consider the scale of analysis when considering
the appropriateness of DTA for hydrological investigations.

This chapter is a synthesis of recent advances in DTA techniques and their
application to track hydrological and biogeochemical pathways and processes
through forested catchments. The discussion is structured to follow the logical
evolution of the most relevant and widely used terrain attributes and terrain features
that form the basis of analysis in the study of stream initiation, water storage
(location and time), and water release (discharge), as well as land-to-atmosphere
and land-to-aquatic biogeochemical linkages within different forested landscapes.
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Prior to addressing how DTMs have been used in advancing hydrological research,
we provide an introduction to the sources of digital elevation data and the basic
DTA processing steps required to extract useful hydrological information.

4.2 Digital Terrain Analysis for Forest Hydrologists

4.2.1 Digital Elevation Models

Since DEMs are the ultimate source of all DTMs, their acquisition is the foundation
of DTA. DEMs may be derived using three different remote sensing approaches:
stereo photogrammetry, radar interferometry, and laser altimetry. Traditionally,
stereo pairs of aerial photographs were used to derive DEMs at spatial resolutions
of 15-100 m. Canada, USA, and other countries have freely available DEMs,
generated using photogrammetry, covering much of their landmass (e.g., http://
www.geobase.ca/). The vertical error of these DEMs is in the range of 1-5 m
(Natural Resources Canada 2007), with much larger errors over vegetation since the
wavelengths used to take the photographs cannot penetrate the vegetation canopy.
However, remote areas and poorer jurisdictions have little to no coverage due to the
costs associated with flying photogrammetry missions.

Radar interferometric techniques using satellite platforms have been able to
provide global coverage of DEMs at 25-100 m spatial resolution, although there
is still considerable error in vegetated and mountainous regions (vertical error of
10-20 m) (Bourgine and Baghdadi 2005). Radar interferometry uses two or more
radar images to compute the differences in the phase of the waves returning to the
satellite. The shuttle radar topography mission (SRTM) provided the first global
dataset at sub 100 m resolution for use in DEM development (Farr et al. 2007).

Of the three DEM sources, it is laser altimetry, also known as light detection and
ranging (LiDAR) sensors, that has revolutionized the collection of elevation data.
LiDAR sensors collect submeter spatial resolution datasets at much higher vertical
accuracy (15-30 cm) even in dense vegetation (Reutebuch et al. 2003). The only
limitation to LiDAR-derived DEMs is that they are very expensive to acquire from
airborne platforms. Future satellite-based LiDAR sensors are needed to allow for
imaging of the entire globe at fine spatial resolutions. From the raw elevation points,
three main tessellations can be chosen: square grid, triangulated irregular network, and
contour-based network (Moore et al. 1991). Of these, the square grid is by far the most
common type and this chapter focuses solely on DTMs of this type of tessellation.

4.2.2 Modeling Hydrological Flowpaths

Hydrological flowpaths are modeled using DEMs based on the assumption that
water flows along surface or shallow subsurface pathways parallel to the surface.
Prior to modeling, the digital surface must be hydrologically conditioned. The first



4 Digital Terrain Analysis Approaches for Tracking Hydrological 73

step of hydrologically conditioning is to “burn” water bodies (streams and lakes)
into the DEM to ensure higher order streams and lakes coincide with the digital
hydrography derived from aerial photographs whose locations are well accepted
by the hydrological community (Hutchinson 1989). It is noteworthy that first- and
second-order streams are often not represented in the digital hydrography and are
therefore not represented in the DEM. The next step is to ensure that water can
“flow” unimpeded from each grid cell to the outlet. In every DEM, there are
depressions that terminate the flow of water, usually due to data error, interpolation,
and limited horizontal and vertical resolution (Martz and Garbrecht 1998). For this
reason, depressions need to be removed and drainage must be enforced across all
ambiguous areas including topographic flats and depressions (Martz and Garbrecht
1998). Depressions may be filled by raising the elevation of all depression grid cells
or breached by lowering grid cell elevations along a breach channel (Planchon and
Darboux 2001). The difference between methods may be substantial; therefore,
selective use of either approach is suggested to reduce the overall impact on the
DEM modification (Lindsay and Creed 2005). Not all depressions are artifacts and
their identification is critical especially in the delineation of biogeochemical source
areas to streams. Lindsay and Creed (2006) introduced an innovative probabilistic
method of identifying true depressions on the digital landscape.

Once the DEM has been hydrologically conditioned, flow direction can be
determined, which is critical for tasks such as delineation of catchment boundaries,
stream networks, upslope contributing area, and anything else where flow direction
needs to be modeled. Hydrological flow routing is based on the question: which way
does a drop of water flow over a surface (Table 4.1)? Given the gridded discretization,
there are only eight potential cells water may flow to. The easiest option is directing
the flow along the steepest neighboring cells (referred to as the D8 approach)
(O’Callaghan and Mark 1984), creating very distinct but often unrealistic linear
flow patterns on hillslopes. Paik (2008) improved the realism of flow direction of
D8 by allowing for variable neighborhood searches used to determine slopes (GDS).
However, more realistic flow dispersal can only be achieved with multiple flow
direction algorithms that override the limitation of D8 and GD8 by apportioning
flow to more than one downhill cell either by (1) random weighting (Rho8) (Fairfield
and Leymarie 1991), (2) weighting by slope gradient and slope length (FD8) (Quinn
et al. 1991), (3) fitting a triangular facet (Tarboton 1997), or (4) by a combination of
facet fitting and assigning weights by slope (MDinfinity) (Seibert and McGlynn
2007). Perhaps a more accurate approach of multiple flow direction routing, but
also more complex and case-specific, is based on flow lines [Digital Elevation Model
Networks (DEMON)] (Costa-Cabral and Burges 1994). Recent research in flow
routing has advocated the use of “smart routers,” where flow on hillslopes is routed
using dispersive algorithms and flow focusing routing below channels heads (Lindsay
2003). Investigators comparing these common flow routing algorithms found most
algorithms to be efficient in finding channels; however, choice of algorithm
strongly affected flow path distributions on hillslopes (e.g., Wolock and McCabe
1995; Desmet and Govers 1996). In summary, differences in flow routing algo-
rithms are least important for finding channels and predicting drainage divides and
most important for predicting hillslope distribution of soil moisture.
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Table 4.1 Evolution of hydrological flow routing algorithms

Name Summary Details References
D8 Directs flow from each cell to one of Computationally simple, but does O’Callaghan
the eight nearest neighbors based not allow for multiple flow and Mark
on slope gradient directions; bias toward eight (1984)
cardinal and diagonal
directions produces artificial
straight lines
GDS8 Directs flow from cells to one of the Removes accumulated Paik (2008)
eight nearest neighbors based on directional error associated
local slope gradient and corrects with single flowpath
using higher-order neighborhood algorithms, but does not allow
searches (up to global search) for multiple flow directions
Rho8 Random numbers weighted by slope Removes bias toward eight Fairfield and
(i.e., flowpaths with steepest neighboring directions; Leymarie
gradients have greatest degree of randomness breaks (1991)
probability) used to direct flow up parallel straight flowpaths
from cells that D8 tends to produce on
flat surfaces, resulting in more
realistic-looking networks,
but a different network can be
produced with each iteration
FD8 Directs flow to downslope cells May produce artificial flow Quinn et al.
weighted by slope gradient, slope dispersion because flow goes (1991)

length, and directional weights

DEMON Directs flow from cells using local
aspect angle vector calculated
from two-dimensional flow strips
defined by convergence/
divergence

ADRA Directs flow according to slope
gradient and prediction of cell’s
position relative to channel head

Directs flow from cells following
path of steepest descent
calculated in planar triangular
facets between centroids of
neighboring cells (infinite angles)

Directs multiple flows from cells
following path of steepest
descent calculated in planar
triangular facets between
neighboring cell centers (infinite
angles) and weighted by slope
gradient

Doo

MDoo

to all downslope grid cells.
Multiple flowpaths produce
artificial flow dispersion and
path crossing on convergent
slopes

may produce inconsistent
results and is computationally
complex and may produce
inconsistent flowpaths.
Computationally complex;
two-dimensional planes fit to
some elevation combinations
leading to inconsistent flow
directions

Simulates divergence on slopes

and convergence in channels

may produce unrealistic
results in flat areas

Removes dispersion on planar or

concave slopes; allows
multiple directions on convex
slopes

Produces more realistic flows, but Costa-Cabral

and
Burges
(1994)

Lindsay
(2003)

Produces more realistic flows, but Tarboton

(1997)

Seibert and
McGlynn
(2007)
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4.2.3 Hydrologically Relevant Terrain Attributes
and Terrain Features

At the heart of all DT As is a set of terrain attributes and terrain features that are used
to model hydrological pathways and associated processes. Terrain attributes, on the
one hand, are derived from DEMs either by computing surface derivatives or
various physical characteristics of flow lines including length, contributing area,
and elevation differences. Terrain features, on the other hand, are landform features
that share unique physical characteristics defined by various terrain attributes.
Terrain attributes can be thought of as continuous grids, whereas terrain features
are discontinuous (or discrete) objects.

Although there is a long list of terrain attributes that can be computed from
DEMs (e.g., Moore et al. 1991; Wilson and Gallant 2000), only a handful are useful
in hydrological or biogeochemical modeling. One of the most important of these
attributes is slope, because it is used to approximate the hydraulic gradient, the
variable that determines the rate at which water can move through a point (Fig. 4.2).
Areas with low slope have a low propensity to transmit water laterally and there-
fore favor the accumulation of water and the formation of saturated and inundated
zones. Upslope contributing area is as important to consider as slope because it
provides an approximation of the potential runoff volume that may pass through a
point. Valley-bottoms have much larger upslope contributing areas than ridges and
are the reason why most saturated or inundated areas are located at the bottom of
hillslopes. Combining the concept of hydraulic gradient with potential runoff
volume is essential in determining the potential for water accumulation because
areas of low slope on higher plateaus or flat ridgelines will not be classified as
saturated due to much smaller upslope contributing areas. While slope and upslope
contributing area are the two most important terrain attributes for hydrologically or
biogeochemically relevant terrain analyses, measures of profile and plan curvature

«——Potential Runoff Volume—,

Hydraulic Gradien
[downslope derivation]

o .
e s

Hydraulic Gradient
[local derivation]

Waterbody

Fig. 4.2 Hydrologically important terrain attributes used in the modeling of water, nutrient, and
sediment redistribution along a hillslope



76 LF. Creed and G.Z. Sass

as well as elevational differences between grid cell of interest and local or global
elevation minima and maxima are also important for classifying terrain features.
Curvature gives an indication of flow divergence or convergence, whereas elevation
differences give an indication of hydraulic pressure.

Another way to model spatial variability in the relative importance of hydro-
logical and biogeochemical processes is by classifying catchments into different
terrain features, where each unique object class is assumed to behave in a similar
fashion with respect to the process being modeled. Such object-oriented analysis
overcomes the limitations of looking at individual terrain attributes and instead
factors in additional spatial, textural, and contextual information from multiple
terrain attributes. Perhaps, the simplest way of classifying landscapes is by differ-
entiating between hillslopes and riparian areas, which has been found to be useful
in explaining hillslope coupling to streams (McGlynn and Seibert 2003). More
elaborate landscape classification approaches are based on the concept of the
catena (Conacher and Dalrymple 1977). These approaches identify terrain features
from the top of hillslopes to the bottom, including crest, shoulder, backslope,
footslope, toeslope and valley-bottoms, each corresponding to zones of different
hydrological, pedological, and biogeochemical processes (Fig. 4.3). From a longi-
tudinal perspective, it is common (and important from a forest management
perspective) to differentiate between colluvial and fluvial channel segments,
especially in mountainous regions of western North America (Montgomery and
Buffington 1997).

The challenge of landscape classification is to find the combinations of terrain
attributes that can differentiate between the required terrain features (e.g., riparian
zone vs. hillslopes). This is not a trivial process. The most fruitful approaches have
involved the application of fuzzy boundaries given the inexact definition of the
transition zones (MacMillan et al. 2000). The terrain attributes and heuristic

Strong leaching; net downward
water movement; stable soil

Excess,'Ve iy

& e, Vertical and lateral water

- movement; downslope
Bl NS soil loss; thinner soils

Mo « / Net accumulation of soil

o~ j and water; waterlogging;

N chemical reduction
~ Poorly ained
Crest Shoulder Backslope Footslope  Toeslope Waterbody

Fig. 4.3 Hydrologically important terrain features used in the modeling of water, nutrient
(dissolved and gaseous), and sediment redistribution along a hillslope
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classification rules have to be determined for each landscape and often need expert
guidance. An alternative classification system fits a mathematical function to the
cumulative distribution function of a modified upslope contributing area index
(Roberts et al. 1997). It uses derivatives of this function to find breakpoints that
are used to create four categories: the combination of ridge tops and upper slopes,
midslopes, lower slopes, and in-filled valley/alluvial deposits (Summerell et al.
2005). This approach has successfully delineated major landforms across six catch-
ments with different geologies in Australia but needs to be evaluated on other
forested landscapes.

Successful applications of terrain attributes or terrain features in the analysis of
hydrological or biogeochemical processes are predicated on the careful consider-
ation of process conceptualization in the selection of proper DTA tools.

4.2.4 Scale Issues

Another important consideration when selecting the most appropriate DTA tools
for the process being modeled is scale. One of the central features of DTA is that
it is scale dependent (Band and Moore 1995). Although there are different
components of scale, such as extent, support and spacing (Bloschl and Sivapalan
1995), the main concern for DTA has been the effect of support or spatial resolution
on hydrological modeling. Numerous studies have investigated the effects of
DEM spatial resolution on the derivation of terrain attributes and hydrological
objects such as stream networks (McMaster 2002; Deng et al. 2007; Sorensen and
Seibert 2007). These studies have found that most terrain attributes and features are
very sensitive to the spatial resolution at which they are derived (Zhang and
Montgomery 1994), and therefore, the hydrological features modeled must be
properly matched to the spatial resolution of the DTM.

Beven (1997) suggests that to avoid significant error, terrain attributes should be
derived at spatial resolutions well below the average slope lengths of a landscape.
However, the reverse is also true where the spatial resolution is too fine to model the
hydrological process properly. For instance, due to submeter spatial resolution,
laser altimetry derived DEMs may contain too much detail to have hydrological
usefulness. This fine spatial resolution may negatively affect the derivation of
terrain attributes or require too much computational power because of the large
DEM size (Creed et al. 2003). While the optimal grid size needs to be determined
for each hydrological process (Zhang and Montgomery 1994), a general rule of
thumb is that hillslope-scale features should be modeled with DEM resolutions
of 1-5 m, whereas catchment-scale features can be modeled at 5—10 m resolution
(e.g., Thompson and Moore 1996).

In the following sections, the potential of some traditional but mostly novel
approaches to identify hydrological (Sect. 4.3) and biogeochemical (Sect. 4.4)
pathways and associated processes in forested landscapes described in Table 4.2
are illustrated.
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Table 4.2 Digital terrain indices used to infer different hydrological and biogeochemical patterns
and processes in forested landscapes

Hydrological index Calculation Description References

Drainage network

Stream initiation Ay > C; where A is specific Delineates stream network  O’Callaghan
contributing area, and C by assuming upslope and Mark
represents a critical area controls (1984)
threshold to define the channelized flow
stream channel

Stream initiation A tan f* > C; where A is Delineates stream network ~ Montgomery
specific contributing area, by assuming upslope and
tan f is local slope, « is area is modified by local Dietrich
modifier representing slope controls (1992)
geological differences, and channelized flow
C represents a critical
threshold to define the
stream channel

Wet areas

Local slope index tan f§ < C; where tan f§ is Describes wet areas by Creed et al.
computed using finite assuming water (2003)
differences in four cardinal accumulation in flat
directions, and C represents areas is due to local
a critical threshold to define topography
a wet area

Topographic In(Ag/tan /) > C; where Agis  Describes wet areas by Beven and

wetness index specific contributing area, assuming water Kirkby
(TWI) tan f is local slope, and accumulation in float (1979)

Downslope
distance or
downslope
gradient index

Hydrogeomorphic
terrain feature
detection and
classification

C represents a critical
threshold to define a wet
area (tan § may be replaced
by tan o4 to consider
downslope gradient)

Lgq > C; where L is the

downslope distance index
defined as the horizontal
distance to the point with an
elevation d meters below
the elevation of the starting
cell following the steepest-
direction flowpath, and C
represents a critical
threshold to define a wet
area. A modification of this
index is tan oq = d/Lg,
where tan o4 is the
downslope gradient index.
The d is catchment
dependent and needs to be
defined for each new locale

Terrain features delineated

from an edge-enhanced
downslope gradient index
(In(tan o)) map

areas is due to upslope
and local topography

Describes wet areas by
assuming water
accumulation in flat
areas is due to upslope,
local and downslope

topography

Describes wet areas by
hydro-geomorphic
features using object-
based classification

Hjerdt et al.
(2004)

Richardson
et al.
(2009)

(continued)
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Table 4.2 (continued)

Hydrological index Calculation Description References
Depth-to-water Depth-to-water table is Describes wet areas by Murphy
table index computed in an iterative factoring in both the et al.
fashion: (1) cumulate slope distance from a surface (2007)
values along each flowpath, water source and the
(2) select least cumulative slope of the land surface
slope path from source cell between the cell of
to surface water cell, (3) interest and the surface
assign cumulated slope water source cell

value of surface water cell
to source cell, (4) take
difference of local slope and
cumulated slope, and (5)
threshold the depth-to-water
table index

Probability of Pdep < C; where pyep is Describes wet areas by Creed et al.
depression probability of a cell assuming all flats and (2008)
index belonging to a topographic depressions identified by

flat or depression and C algorithm are areas of
represents critical water accumulation

thresholds to define a wet
area. The probability layer
is computed Monte Carlo
style: (1) add random error
term to DEM, (2) extract
flats and depressions, and
(3) average across all binary
realizations

Hydrological flushing potential

Variable source Recursive accumulation of Describes hydrologically Creed and
area (VSA) catchment area with responsive part of Beall
normalized TWI catchments (2009)

(TWI,) < max catchment
TWI,, at stream

Effective VSA Upper quartile of frequency Describes hydrological Creed and
(effVSA) distribution of TWI,, within flushing areas, where Beall
VSA water table rises to soil (2009)
surface
Rate of change in ~ Second derivative of a Describes potential rate of ~ Creed and
flow gradient of polynomial equation expansion or contraction Beall
VSA derived from the frequency of hydrological flushing (2009)
distribution of TWI,, within areas
effVSA
Hydrologic filtering potential
Riparian area Ratio of riparian area to Describes riparian buffering  McGlynn
upslope contributing area capacity of catchments and
Seibert
(2003)
Riparian curvature Profile curvature of cells Describes riparian buffering Devito et al.
surrounding stream or lake capacity (via surface vs. (2000)
subsurface flowpaths) of
catchments

(continued)
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Table 4.2 (continued)

Hydrological index Calculation Description References
Hydrological connectivity of wet areas to drainage network
Wet areas Connectivity is defined by the = Describes hydrological Devito et al.
connected to % wet area within upslope connectivity of wet (2000)
surface contributing area connected areas to surface water and Sass
drainage to surface waters et al.
network or (2008)
shoreline
Network index Connectivity is defined by an  Describes hydrological Lane et al.
analysis of TWI along connectivity within (2004)
flowpaths; wet areas drainage network

contribute to stream
discharge only when TWI
indicates continuous
wetness through the length
of a flowpath to the point
where the path becomes a
stream

Hydrological residence time

Median Median of the subcatchment Describes catchment-scale ~ McGlynn
subcatchment areas of all stream cells differences in drainage et al.
area upstream the catchment structure and residence (2003)

outlet time

L/G index L/G; where L is flowpath Describes catchment-scale  McGuire

distance and G is flowpath mean water residence et al.
gradient time (2005)

Compound indices for geographies where topography is not the only dominant control on
water flow

Combined In(A¢/T tan f); where T is Modifies TWI by including Beven
soil-TWI lateral transmissivity at soil transmissivity as a (1986)
saturation of surface soils in function of runoff
the catchment generation (requires

knowledge of pattern of
hydraulic conductivity
and soil depth)
Combined climate- Modifies the size of each cell in Modifies TWI to capture Giintner
s0il-TWI the TWI calculation as a the effect of climatic et al.
function of mean annual forcing (2004)
water balance relative to
catchment average

Hydrogeological ~ Index is computed as a function Describes potential Devito et al.
index of three factors (Strahler groundwater-lake (2000)
stream order, relative interactions as recharge
elevation of lake to vs. discharge areas

surrounding landscape, and
position of lake within local
to regional groundwater
flow system), which are
combined into an empirical
model with weighting of
factors calibrated with an
independent measure of
hydrogeological setting
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4.3 Tracking Hydrological Pathways Using Digital
Terrain Analysis

4.3.1 Where Do Streams Begin?

Streams begin in the generally uncharted headwaters either within cryptic rivulets
and/or wetlands (Creed et al. 2003; Bishop et al. 2008). These hidden source
areas of water are not captured on traditional topographic maps; therefore, novel
approaches have been sought for their mapping. DTA, especially based on LiDAR-
derived DEMs, has significantly improved our ability to map headwater streams in
forested environments (Remmel et al. 2008). The difficulty in determining the exact
position of stream heads from topographic data alone is that there are additional
climatic and geological factors that play a role in stream initiation. Stream networks
may be mapped in one of the two ways: (1) analyzing surface morphology and
looking for specific patterns such as “v” shapes (Peucker and Douglas 1975), or
(2) calculating upslope contributing areas and delineating stream cells based on
critical thresholds (O’Callaghan and Mark 1984). Practitioners favor the flow-based
method because the morphology-based approaches do not result in a continuous
network, something that is critical for topological analysis (Lindsay 2006). The
simplest flow-based method classifies stream cells based on specific contributing
area alone (O’Callaghan and Mark 1984). The pioneering work of Montgomery and
Dietrich (1992) determined that the product of specific catchment area and the
square of the local slope can be used to predict the initiation of channelized flow,
although with considerable uncertainty (Table 4.2). However, channel initiation
thresholds need to be validated in each new locale.

Although the choice for stream initiation thresholds is variable between catch-
ments, the choice of flow routing algorithm is not as critical for stream network
delineation because upslope contributing areas derived by different flow algorithms
start identifying very similar stream networks in valley bottoms. In fact, single flow
algorithms are usually preferred because they identify areas of convergence well,
although they may still tend to generate parallel channels in valley bottoms (McGlynn
and Seibert 2003). Once the stream network has been extracted, it may serve as the
foundation for segmenting the catchment into hillslopes based on stream reaches,
defining riparian areas, or extracting physical characteristics of the stream network
such as stream order and drainage density. A critical component in many forested
landscapes is the presence of wetlands and lakes; however, the incorporation of these
open water features is not yet a commonplace feature of most DTA software.

4.3.2 Where is Water Stored?

Water in catchments is held in both surface and subsurface storages. Although
subsurface storage of water can be substantially greater than surface storage,
surface water storage is particularly important in terms of hydrological response
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(rapid water delivery to stream or lake) as well as biogeochemical behavior
(e.g., export of nutrients). DTA is particularly well suited to estimate the location
and amount of surface water storage. Surface water is stored in depressions or flat
areas that inhibit the downhill movement of water. These wet areas may be
ephemeral (e.g., small depressions collecting water) or permanent (e.g., bottomland
swamps). Wet areas not only store water and therefore retard runoff (if the depres-
sion is not at capacity) or enhance runoff (if at capacity), but they may also form
critical spots for biogeochemical activity (Agnew et al. 2000).

In many landscapes, topography influences the development of saturated and
inundated areas through its effect on the hydraulic gradient. The last three decades
have seen many different DTA techniques developed in order to automate the
derivation of wet areas (Fig. 4.4). Slope has been a very effective terrain attri-
bute to delineate wet areas (Creed et al. 2003). The shortcoming of using slope

Fig. 4.4 Comparison of digital terrain analysis (DTA) techniques for wet area mapping. Base
map is a 5 m LiDAR-derived DEM of catchment (c50) in the Turkey Lakes Watershed in Ontario,
Canada. Wet areas were defined by (a) ground surveys using a differential global position system
to collect geographic coordinates of the boundaries of wet areas; (b) local slope, ff, < critical
threshold of 2.7° (Creed et al. 2003); (c¢) topographic wetness index, In(Ay/tan f§), > critical
threshold of 6.9 (Beven and Kirkby 1979); (d) downslope gradient index, tan o = d/L4, with
d =2 m and o < critical threshold of 1.7° (Hjerdt et al. 2004); (¢) TWI modified by use of
downslope gradient instead of local gradient, In(Ay/tan «), < critical threshold of 2.9 (Hjerdt et al.
2004); (f) objects classified using downslope gradient index and L/G (Richardson et al. 2009);
(g) depth-to-water index, where index < critical threshold of 1 m (Murphy et al. 2007); and
(h) probability of depression index, where index < critical threshold of 0.3 (Creed et al. 2008).
Critical thresholds selected to optimize area to ground-surveyed wet areas. For each map, « is
kappa coefficient showing level of agreement in terms of location and area between DT A-derived
map and ground-surveyed map, where O is agreement due entirely to chance and 1 is 100%
agreement
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alone to map wet areas is that there may be low slope areas close to ridgelines
(e.g., plateaus) with no water storage observed. The solution to this problem was
introduced by the seminal work of Beven and Kirkby (1979), who integrated
the concept of runoff volume (using upslope contributing area as a proxy) with
hydraulic gradient into a compound index. This topographic wetness index (TWI)
has been successfully used around the world to delineate wet areas (Quinn et al.
1995; Giintner et al. 2004), albeit only in humid conditions when surface
topography is a reasonable replica of the water table (Western et al. 2001).

One of the limitations of the TWI is that it only takes into account the upslope
properties of the hillslope. To incorporate the influence of downslope effects on
drainage, Hjerdt et al. (2004) introduced the downslope index, which considers
the horizontal distance water would have to travel along a flowpath to drop a given
vertical distance (Fig. 4.2). This index is very versatile and has been used in three
main ways in identifying wet areas: (1) as a downslope hydraulic gradient; (2) as
a new TWI to replace TWI and (3) as a replacement of the local slope term in a
modified TWI (Gilintner et al. 2004; Hjerdt et al. 2004; Inamder and Mitchell 2006;
Sorensen et al. 2006). In terms of approximating the water table gradient, the
downslope index greatly improves approximations based on local slope, because
local slope is highly sensitive to DEM resolution.

The past decade has seen a number of novel approaches introduced in mapping
wet areas that go beyond the traditional approach of identifying a threshold in a
terrain attribute (Table 4.2; Fig. 4.1). A recent study used object-based classification
to define hydrologically meaningful terrain features using the spatial distribution of
downslope gradient as an input (Richardson et al. 2009). The depth-to-water index
uses least cost analysis based on a cumulative slope layer from the point of interest to
a source cell (stream, lake, or depression) (Murphy et al. 2007). It has been validated
in humid catchments on the east coast of Canada and used in forest operations
planning (Murphy et al. 2007). Lindsay et al. (2004) identified wet areas based on a
probabilistic scheme using Monte Carlo simulation, where a random error term,
based on the vertical accuracy of the DEM, was added to the DEM and depressions
flagged after each of 1,000 iterations. A layer depicting probability of belonging to a
depression was calculated by averaging the individual depression maps, and grid
cells above a certain depression probability threshold were identified as a true
depression with the potential to saturate or inundate. This method has been very
accurate in identifying even cryptic wetlands below dense canopies in forests across
eastern Canada (Creed et al. 2003).

It needs to be noted that the source of the input data is critical for each of
these techniques. Although there has been some success in DTA modeling of wet
areas below canopies using generally available DEMs from provincial or state
government agencies (Creed et al. 2008), the best success comes if the DEM is
derived from a source that penetrates the canopy (Creed and Beall 2009). Currently,
only laser altimetry-based DEMs provide information from below the canopy,
emphasizing the need to provide global coverage using this technology.
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4.3.3 How Are Water Source Areas Connected
to Surface Waters?

Hydrological response to rainfall at the outlet of catchments is highly dependent
on the ability of water source areas to connect to surface waters such as streams
and lakes. The basic premise is that saturated areas are prone to the generation of
lateral flow leading to quick runoff at the catchment outlet only if they are
connected to the stream network of the catchment. Although substantial founda-
tional work on hydrological connectivity has been done, the incorporation of the
concept of connectivity into a coherent hydrological framework is only now being
undertaken (Bracken and Croke 2007).

A simple measure of connectivity that has been applied in a broad range of
forested landscapes is the percent cover of all wet areas that are contiguous and
connected to the stream network (e.g., Devito et al. 2000; Creed et al. 2003; Creed
and Beall 2009). Another measure of connectivity is based on TWI values along
a flowpath; if all upslope cell values are above a given TWI threshold, then all
upslope cells are assumed to contribute to stream flow. Using this approach, a large
proportion of saturated sources areas were found to be disconnected from
the streams, which otherwise would have been assumed to be connected and
contribute to stream flow (Lane et al. 2004).

Jencso et al. (2009) strengthened the case for the need to consider both topo-
graphy and topology (the spatial relationship between terrain attributes) as first-
order controls on stream flow response in steep and humid catchments. They found
that upslope contributing area explained 91% of the variability in the longevity of the
water table connection among hillslope, riparian zone, and stream sequences. The
analysis of hydrological connectivity has greatly benefited from ideas infused by
geostatistics (Western et al. 2001) and percolation theory (Lehmann et al. 2007).
Although much ground-breaking work has been done in exploring hydrological
connectivity with DTA, fully integrating this concept into the analysis of catchment
hydrology has been slow. As aresult, there is great potential for new discoveries and
understanding, especially related to the nonlinear behavior of stream flow response.

4.3.4 How Long is Water Stored?

Knowing the length of time a water droplet resides in a catchment is important
because the longer a water droplet is in contact with the substrate of a catch-
ment, the greater chance it has to undergo and facilitate biogeochemical reactions
(Burns et al. 2003). The residence time of all of the droplets is a fundamental
catchment descriptor called the mean residence time (MRT), which can reveal
important information on storage, flowpaths, and sources of water (McGuire and
McDonnell 2006). MRT can be modeled using a residence time model with stable
isotopes of oxygen and hydrogen as inputs (McGuire et al. 2005). However, given



4 Digital Terrain Analysis Approaches for Tracking Hydrological 85

the usefulness of this catchment-wide descriptor, recent studies have focused on
investigating the relationship between MRT and catchment characteristics, in order
to facilitate automated computation for ungauged catchments.

Contrary to the expectation that catchment size would explain variation in MRT
among catchments, MRT was instead correlated to catchment terrain attributes such
as median subcatchment area (McGlynn et al. 2003) as well as median flowpath
distance and flowpath gradient to the stream network in humid catchments
(McGuire et al. 2005). MRT was negatively related to flowpath gradient (shorter
MRT with steeper flowpath gradient) and positively related to median flowpath
length and median subcatchment areas (longer MRT with longer flowpath length),
reflecting the expected relation between hydraulic gradients and water flow. It is
interesting to note that although hillslope-scale runoff production in these humid
catchments is influenced by subsurface macropore and bedrock flowpaths, surface
topographic properties explain the majority of the variation in MRT, which is
strongly influenced by the substrate. Perhaps, this provides evidence for the fact
that topography is a reflection of climatic forcing on geological substrates. The ratio
of flowpath length to flowpath gradient was a weaker predictor in Scottish catch-
ments but still able to explain 44% of the variation in MRT (Tetzlaff et al. 2009).

4.3.5 How Does Topography Influence Flow Response
at the Catchment Outlet?

DTA'’s strength has been at explaining inter-catchment variability in discharge. In
general, DTA provides metrics on capturing spatial differences in storage of water
and the efficiency of water transfer through a catchment (Table 4.2). Although more
traditional attributes such as catchment area, slope, and drainage density are still
useful today, especially in studies where only coarser resolution DEMs are avail-
able (Garcia-Martiné et al. 1996), newer techniques in combination with newer
DEM sources provide the next generation of tools.

For example, the importance of delineating cryptic wetlands under a forest canopy
in order to understand stream response was highlighted by Lindsay et al. (2004),
who were able to predict both runoff timing and runoff magnitude using wetland
metrics from a LiDAR-derived DEM. The performance of the different wetland
metrics (e.g., total area of bottomland wetlands, depression volume of wetlands)
depended on hydroclimatic conditions. During dry and mesic conditions, wetland
metrics explained a higher proportion of the variation of runoff timing, whereas during
wet conditions, wetland metrics explained a higher proportion of variation of runoff
magnitude (Lindsay et al. 2004). Along similar lines, Laudon et al. (2007) were able
to explain a significant proportion of the variation in event and pre-event partition-
ing using median subcatchment area, which is another measure of stream network
organization. Interestingly, median subcatchment area was useful to predict the pre-
event/event ratio at peak flood and on the hydrograph’s falling limb, but on the rising
limb percent wetland area was the significant factor (Laudon et al. 2007). There is also
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evidence that the effectiveness of terrain attributes to explain hydrological response
depends not only on hydroclimatic conditions but also on catchment size. Sanford
et al. (2007) reported on the existence of a catchment area threshold for low flow
conditions, where low flow hydrograph metrics were successfully predicted by the
proportion of near stream riparian area within catchments less than 600 ha in size.
These examples point to the ability of DTA to capture hydrological source areas,
storages, and connectivity with the ability to predict flow response related to
catchment size and hydroclimatic conditions.

4.3.6 Digital Terrain Analysis Beyond Topography

Clearly, topography is not a first-order control in every catchment. Consequently,
the future of DTA lies in its ability to fuse data and approaches that incorporate
other dominant controls on hydrological processes including climate, geology,
and soils (Table 4.2). For example, Glintner et al. (2004) proposed factoring in
climate patterns in the TWI. Studying catchment-scale differences in hydrological
and biogeochemical response, Devito et al. (2000) proposed a hydrogeologic index
that incorporated the concepts of stream ordering, relative relief, and recharge vs.
discharge nature of lakes, all estimated by proxies derived from topography.
In another study, Baker et al. (2003) developed a DTA technique that approximated
the regional hydraulic gradient and integrated this information with hydraulic
conductivity estimated from surficial geologic maps. Beven (1986) introduced
soil transmissivity in the calculation of TWI to account for changes in soil hydraulic
conductivity within catchments. In landscapes where depressions on the bedrock
surface control fill-and-spill flow (Spence and Woo 2003; Tromp-van Meerveld and
McDonnell 2006), it is not so much the DTA techniques that need to be modified
but that a DEM is needed of the bedrock surface (Freer et al. 2002; Lehmann et al.
2007). Unfortunately, wide-scale application of these integrative approaches is
hindered by the lack of bedrock DEMs as well as other spatially distributed
information on climate, geology, and soils.

4.4 Tracking Biogeochemical Pathways Using
Digital Terrain Analysis

Hydrology influences biogeochemical cycling through its control on the conditions of
chemical reactions (e.g., temperature, moisture, dissolved oxygen) and by facilitat-
ing the transport of key reactants. Because water and reactants are not uniformly
distributed across landscapes, the rate of biogeochemical activity is also very hetero-
geneous. Disproportionately high reaction rates are observed in hot spots that occur,
where hydrological flowpaths converge with substrates or other flowpaths containing
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complementary or missing reactants creating the ideal environmental conditions for
biogeochemical processing. Similarly, high reaction rates are observed during hot
moments that occur when episodic hydrological flowpaths activate processes and/or
mobilize accumulated reactants (McClain et al. 2003). In general, biogeochemical
hot spots and hot moments often occur at hydrological transition zones (between
terrestrial and aquatic interfaces) along ephemeral and permanent streams, wetlands
and lakes (Yarrow and Marin 2007). Below we explore how DTA can be used to
identify hydrological controls on the formation of biogeochemical pools and then
explore how and where the transfer of water and nutrients creates biogeochemical
hot spots and hot moments with respect to land—atmosphere and land—water linkages
in forested landscapes.

4.4.1 Soil Biogeochemical Pools

The pioneering work of Geoffrey Milne identified topography as the master
variable with which to determine soil properties along a hillslope. Milne (1935)
used the concept of the catena (Latin for chain) as the fundamental soil-topography
land unit that repeats sequentially across the landscape, therefore allowing the
systematic mapping of soils across landscapes (Milne 1935).

Catenas form due to the interplay of static and dynamic factors resulting in soils
of different properties. Static factors are controlled by terrain attributes such as
slope, aspect, and elevation that influence the moisture, temperature, and solar
radiation at a site. Dynamic factors are controlled by the relative position of the
site within the catena, which influences the transport of particulate and dissolved
materials downslope (Young 1972, 1976). Soils formed in a single material (geology)
differ because of hydrological processes that result in differential drainage, leaching,
translocation, and redeposition of soluble materials (Hall and Olson 1991). Therefore,
in general we can expect drier, nutrient-poor conditions at the top and moister,
nutrient-rich conditions at the bottom of a slope (Fig. 4.3). The essence of DTA is
to take advantage of this predictable heterogeneity of physical and chemical proper-
ties of soils, including the precursors (reactants) and products of the transformation
of biologically important nutrients, and use it to model biogeochemical activity over
entire catchments.

Previous studies that report topographic controls on distribution of soil nutrient
pools span over 50 years and cover forested landscapes ranging from gentle to
steep relief in forests across major biomes (cf., Creed et al. 2008). The degree of
heterogeneity that exists within soils places limits on the ability to predict the
distribution of soil nutrient pools. We compared DTA approaches to general
purpose soil surveys, where <10% of the heterogeneity in nutrients can be
explained (Webster 1977), hence predictions >10% would be an improvement.
Creed et al. (2002) found that slope, aspect, and elevation explained 38% of the
variation in carbon and nitrogen in the forest floor but none of the variation within
the soil profile. Soil sampling schemes based on random or equal spacing such as
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those used by Creed et al. (2002) capture the most common topographic features on
a landscape but underestimate the rare features. Rare features, although occupying a
small proportion of the landscape, may be hot spots with disproportionately higher
rates of biogeochemical cycling than other areas.

To detect these small but potentially important features, Webster et al. (2011)
combined expert knowledge and a probabilistic classification approach to design a
topographic template sensu Conacher and Dalrymple (1977) (Fig. 4.3) for the same
sugar maple forest studied by Creed et al. (2002). While the carbon in canopy
foliage was homogeneous, there was significant heterogeneity in soil carbon pools
among the terrain objects, reflecting the importance of topographic templates for
detecting, sampling, and mapping carbon pools on the landscape.

It is likely that topographic templates would be applicable to most low-order
catchments with minor adjustments, however, estimating topographic controls on
the distribution of soil nutrients at larger scales requires nested sampling (and
modeling) strategies that incorporate the multiple scales of factors that influence
soil development. For example, dominant topographic factors at the hillslope or
catchment scale are those that affect dynamic factors of soil development. These
include drainage conditions, transport and deposition of suspended materials and/or
leaching, translocation and redeposition of soluble materials (modeled by wetness
index, planar and profile curvature). However, at a regional scale, the dominant
topographic factors are those that affect the static factors of soil development.
These are topographic factors, modeled by slope, aspect, and elevation that influ-
ence external inputs such as solar radiation, temperature, moisture, and nutrient
loadings. Scalable methods that consider heterogeneity and uncertainty in carbon
pools will become increasingly important as national and international policies
for reporting changes in carbon pools that accompany changes in land cover and
land-use are implemented.

4.4.2 Land-Atmosphere Biogeochemical Linkages

Forest soils are significant terrestrial reservoirs of carbon and nitrogen and have a
crucial role in the global budgets of the main greenhouse gases (GHGs): carbon
dioxide (CO,), methane (CHy,), and nitrous oxide (N,O). As countries implement
strategies to reduce GHG emissions, detailed information to inform policy making and
guide mitigation measures is required on the fluxes of all GHGs from forested areas
as well as the accompanying tools that can be used to predict GHG fluxes across
landscapes and under different climates (Watson et al. 2000). Many forests are found
in complex landscapes with intricate assemblages of substrates and environmental
controls of GHG fluxes. Predominant among the controllers of GHG fluxes are
those related to hydrology (e.g., the spatial and temporal distribution of soil pro-
perties, soil environment, and movement of the substrates for GHG production).
We need to develop methods for accurate accounting of GHG fluxes in forests with
complex terrain.
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The use of DTA to understand land-atmosphere interactions in forests
has revealed that topography is an important control on soil CO, efflux in both
relatively arid and humid forests. In softwood forests, such as lodgepole pine in
semiarid subalpine ecosystems, upslope contributing area (a proxy for lateral redistri-
bution of water) was positively correlated with seasonal soil CO, efflux, where the
highest soil CO, efflux rates were observed in areas with persistently high soil
moisture in riparian lowlands (Riveros-Iregui and McGlynn 2009). In hardwood
forests, such as sugar maple in humid ecosystems, Webster et al. (2008a) used
topographic features to estimate soil CO, efflux (Fig. 4.3). The study revealed that
transiently wet areas adjacent to wetlands (i.e., footslopes and toeslopes) yield signifi-
cantly larger CO, efflux than the adjacent upland or wetland portions of the catchment.
The follow-up study by Webster et al. (2008b) explored sensitivity of catchment-
aggregated soil CO, efflux to different spatial partitioning schemes and found a
minimum of three features (upland, critical transition zone, and wetland) was needed
for accurate catchment-averaged estimates, especially under climate scenarios that
became warmer and drier. Even in forests with heterogeneous cover, where species
composition and site history impart important controls on soil processes, spatial
variation of soil CO, efflux was attributed to topographically induced hydrological
patterns on soil properties, root production, and soil CO, efflux (Martin et al. 2009).

These results underscore the importance of considering the relationships between
topography and land-atmosphere GHG exchanges. We clearly need much more
work especially in understanding efflux of trace gases, such as CH, and N,O, which
have much higher global warming potential than CO,. Furthermore, static DTAs
will need to be combined with dynamic approaches such as remote sensing and
distributed simulation modeling to capture the roaming nature of hot spots and hot
moments across the landscape.

4.4.3 Land-Water Biogeochemical Linkages

Forest soils are also sources of nutrients to surface waters, with important
downstream water quality implications for different biota including human uses.
DTA can be used to track the movement of nutrients from terrestrial source areas
to streams and lakes in both fluvial and lacustrine forested landscapes. Given the
interrelated nature of water and nutrient movement, most of the approaches to
tracking water pathways noted earlier (Sect. 4.3) are also applicable to tracking
nutrients (Table 4.2).

In VSA-controlled landscapes (Fig. 4.1a), as the groundwater table rises toward the
surface after a drier period and intersects surface soils that have accumulated nutrients
in the intervening dry period, nutrients are mobilized and flushed to receiving
waters resulting in the export of carbon (Hornberger et al. 1994); nitrogen (Creed
et al. 1996), or phosphorus (Evans et al. 2000). Topography influences the hydro-
logical flushing of nutrients in various ways. It affects (a) the generation of nutrient
supply (e.g., nutrient-poor areas develop if soil conditions are too dry or too wet);
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(b) potential expansion vs. contraction rates of the VSAs (e.g., catchments with a
greater potential for lateral expansion of source areas will have longer flushing
times and higher rates of nutrients export, while catchments with less potential for
lateral expansion of source areas will have shorter flushing times and lower rates of
nutrient export); and (c) the transport of flushable nutrients to surface waters, which
is a function of both the size and spatial organization of the VSA (e.g., catchments
with larger, hydrologically connected VSAs will have larger nutrient export,
whereas catchments with smaller or hydrologically disconnected VSAs will have
lower nutrient export or more leaching to groundwater).

To date, most studies have assumed that the simple metric of proportion of near-
saturated and saturated area within a catchment provides a good assessment of the
magnitude of its VSA. This simple approach has been very successful in predicting
the export of nutrients, including dissolved organic carbon (Creed et al. 2003;
Richardson et al. 2009), dissolved organic nitrogen (Creed and Beall 2009), and
total dissolved phosphorus (Creed unpublished data) to streams, explaining up to
90% of the variation in nutrient export. A true test of the strength of this empirical
modeling approach is that using DTA on generally available data provided from
government agencies across a large geographic area covering diverse climates,
forest types, and forest soils explained almost 70% of the variation in DOC export
(Creed et al. 2008). Not only is wetland cover highly correlated with nutrient
exports to streams, but it is also highly correlated with the nutrient status of lakes
(D’Arcy and Carignan 1997; Gergel et al. 1999; O’Connor et al. 2009; Winn et al.
2009). A key finding of many of these studies is that the source of the DEM used to
delineate wetlands is very important and consideration of both open canopy and
closed canopy wetlands is critical in estimating nutrient export from forested
catchments (Creed et al. 2003).

The proportion of wetlands within a catchment has been an effective way to
characterize the size of the VSA in relatively humid catchments with shallow soils,
where topography is a good approximation for the water table. However, even in
VSA-type landscapes (Fig. 4.1a), it is worth investigating whether all of the wet-
lands are contributing to runoff and whether the potential dynamics (expansion and
contraction) of wetlands may be captured by DTA techniques. These were the
objectives of Creed and Beall (2009), who used DTA techniques to derive indices
of hydrological flushing potential and tested them against stream nutrient export.

Creed and Beall (2009) found that catchments with small nitrate-N export (but
considerable DON export) were characterized by catchments with small contiguous
source areas connected to the stream (effective VSA [effVSA]) that had a small
potential for expansion as the catchment wets up and/or a large proportion of
wetlands. In contrast, catchments with large nitrate-N export were characterized
by large source areas, with greater potential for expansion as the catchment wets
up and/or few-to-no wetlands (Table 4.2). These indices explained 85% of the
variance in nitrate-N export from topographically varying catchments in a sugar
maple forest, which improved the traditional “wetland proportion” index by 18%
(Creed and Beall 2009). These results demonstrate that hydrological connectivity is
important to assess even in humid catchments. They also show that DTA techniques
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Fig. 4.5 Conceptual model of water and nutrient source areas in VSA-dominated landscapes
(adapted from Creed and Beall 2009)

may capture the dynamic concept of hydrological flushing by estimating the
potential for expansion of the VSA (Fig. 4.5).

Future work needs to focus on the effectiveness of these topographic indicators
in scaling nutrient export from first- to higher-order catchments within a specific
forest type and across forested regions with different forest types, forest disturbance
histories, and environmental conditions. As VSAs expand and contract with chang-
ing climatic conditions, it is also important to consider the changes in magnitude
and ratio of C:N:P as it may have consequences for the productivity of downstream
aquatic ecosystems.

In non-VSA-dominated landscapes (Fig. 4.1c), DTA techniques using surface
topography will not suffice in predicting hydrological or biogeochemical pathways.
In subhumid catchments, where the characteristics of the deep substrate regulate
water and nutrient transfer from land to aquatic systems, terrain indices that capture
the spatial pattern of subsurface pathways are needed. A great example of this is
a hydrogeological index (Table 4.2) developed using DTA techniques in order to
predict total phosphorus (TP) concentration for lakes on the Boreal Plain in Alberta
(Devito et al. 2000). The hydrogeology index captured the degree of interaction
of lakes with regional, intermediate, and/or local groundwater flow systems by
characterizing (a) lake order; (b) elevation of the lake relative to the surrounding
landscape; and (c) position of the lake within the local to regional groundwater flow
system. Lake order was determined using the ordering method of Mark and Good-
child (1982). The relative elevation of a lake was defined as the ratio of the change
in elevation from the lake’s surface to the regional low to the change in elevation
from the relational low to the regional high. The position of the lake within the
potential groundwater flow system was based on a steady-state groundwater model,
which predicted whether a lake was in a groundwater recharge or discharge system.
The index of hydrogeology was confirmed using an independent chemical measure
of groundwater influence (combined concentrations of calcium and magnesium).
Devito et al. (2000) combined the hydrogeology index with a hydrological connec-
tivity index (proportion of wetlands connected to the lake) to predict the potential
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for TP loading to the lakes. They were able to predict almost 60% of the variation in
changes in TP in lakes from a dry to a wet year, reflecting surface and subsurface
hydrological controls on TP. In a similar setting, Sass et al. (2008) explained over
70% of the steady-state concentration of chlorophyll a in 40 lakes using an index of
hydrogeological setting, a proxy for dominant runoff mechanisms (size and organi-
zation of wetlands), and lake-to-lake connectivity (presence or absence of contri-
buting lakes).

These studies underscore the value of spatially extensive datasets for developing
and testing our understanding of hydrological controls on biogeochemical export
to surface waters on forested landscapes and also illustrate that DTA is important in
a broad range of hydrogeological contexts (VSA as well as non-VSA dominated)
and forest regions. It is noteworthy that comparable amounts of variation in lake
nutrient concentrations were explained in both VSA and non-VSA geographies.
However, given the different approaches taken, there is a clear need to repeat these
studies with standard methods and data to allow for direct intercomparison.

4.5 From Science to Practice

Forest managers aim to minimize adverse impacts of forest operations on water,
sediment and nutrient loading to surfaces waters. Although well intended, the
management practices used to minimize effects are often borrowed from other
jurisdictions, and while based on the best available science may not be wholly
applicable to the management locale. Practitioners must recognize the importance
of understanding the processes responsible for the movement of water and nutrients
across landscapes to predict the effects of forest management strategies on the
hydrological and biogeochemical response of surface waters. Echoing the quotation
at the beginning of the chapter, we do not need mapping for its own sake but
we need process-informed characterization of landscapes to lead to useful general-
izations that can be applied in practical contexts.

This chapter has demonstrated that DTA can be used to predict origin, age,
pathway, and fate of water and nutrients within a forest. Although our theoretical
treatment of DTA techniques has focused on hydrological and biogeochemical
studies, there is an increasing body of literature detailing the use of DTA in water-
related geomorphic and ecological applications. For example, the susceptibility of
landscapes to landslides has been modeled using DTA based on the observation that
landslides are partly triggered when soil pore water pressures reach a critical point
(Montgomery et al. 2000; Dhakal and Sidle 2004). Depending on the landscape,
different terrain attributes have been found to be useful in prediction of areas, where
pore water pressures reach critical levels (Montgomery et al. 2000; Gritzner et al.
2001; Borga et al. 2002). An interesting ecological application of the topographic
index is the prediction of critical brook trout spawning sites along the margins of
forest lakes which in some landscapes occur in topographically convergent zones,
where there is discharging groundwater (Borwick et al. 2005).
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The transfer of scientific knowledge to practice has been facilitated by different
governmental and nongovernmental organizations such as the Sustainable Forest
Management Network in Canada. There are now numerous examples of how forest
managers have been incorporating the scientific results in best management prac-
tices. Forest managers and operators are using DTA to map hydrologically sensitive
areas (areas where the water table intersects with the forest floor, such as wetlands
and low-order streams), in order to assist in the placement of roads (especially
considering water crossings), culverts, as well as cut blocks (Murphy et al. 2007).
There is substantial improvement in mapping accuracy when LiDAR-derived
DEMs are used to delineate these hydrologically sensitive areas, many of which
are often hidden beneath the canopy or are not represented by coarse resolution
DEM pixels in traditional aerial photo-derived DEMs (cf., Remmel et al. 2008).
In more mountainous terrain, roads are critical conduits of water and the sediments
it carries so that the planning of roads is especially important to reduce these
impacts (Megahan and King 2001). Roads and cut-blocks also lead to increased
susceptibility to landslides (especially for small and moderate size precipitation
events), so that forest management in these mountainous regions also considers
landslide susceptibility in their planning (Dhakal and Sidle 2003).

DTA-based characterization together with an enhanced understanding of hydrologi-
cal processes will assist the conservation of hydrologically sensitive areas and minimize
adverse impacts through more effective harvest design and location of roads and riparian
buffers. DTA can be a powerful tool for forest managers, especially when combined
with remote sensing and distributed simulation modeling, which can be used to predict
both the spatial heterogeneity and the temporal variability in hydrological features
and land—atmosphere and land—water exchanges of water, nutrients, and pollutants.

4.6 Towards an Operational Digital Terrain
Analysis Approach

DTA is poised to become an integral tool in many earth science and ecological fields. It has
evolved to the point where it has a strong theoretical basis that captures both hydrological
and biogeochemical processes and patterns. To develop an operational approach to DTA
for forest hydrologists, the following four recommendations should be implemented.

4.6.1 Improved Characterization of Surface and Subsurface

The next generation of DEMs must achieve <15 cm vertical and <5 m horizontal
accuracy across all forest cover types. Ideally, this will be achieved with satellite-
based LiDAR systems to provide complete global coverage from taiga to tropical
forests. A much greater achievement will be the characterization of bedrock
topography, also at a global scale. Geotechnical techniques offer some hope in
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mapping subsurface features but the type of precision and accuracy needed is
currently still out of reach. These achievements would lead to an integrated terrain
analysis framework, where water would be able to be routed along surface and/or
subsurface pathways. Until we attain the required integrated flow-path characteri-
zation, there is a need for continued ground-based surveys of soils and surficial
geology so that in combination with geotechnical methods we will be able to predict
bedrock topography in unsurveyed areas. Unfortunately, it is all too tempting in
the light of budget constraints to chop ground-surveys in the mistaken belief that
DEMs of the surface can model everything.

4.6.2 Classification of Process-Based Terrain Attributes
and Features

DEMs and the terrain attributes and terrain features derived from them contain a
wealth of information and opportunities, many of which have already between
translated from science to practice. However, an operational DTA would benefit
enormously from a classification of terrain attributes and terrain features based
on process-understanding. This could lead to a common DTA toolkit that would
help practitioners match the right tool to the right process at the right place. This
toolkit could be customized for each hydrological region, so as to reflect climatic,
geological, and soil conditions. A common toolkit would also enable direct com-
parisons between different hydrological regions. The foundation of such classifica-
tion would have to be based on ground surveys, providing yet another strong reason
for their retention.

4.6.3 Global Benchmark Datasets

We have yet to test the true potential of DTA, as the research community has so
far used ad hoc, piecemeal approaches. We need a coordinated comprehensive
benchmarking of different procedures and products. Global benchmark datasets
consisting of DEMs as well as ground-truthing data would allow the authors of new
and improved metrics to weigh in against existing ones using the same datasets.
Such comparisons would also aid the classification of the metrics based on hydro-
logical regions.

4.6.4 Integration with Other Digital Data, Tools and Techniques

The future of DTA lies in its integration with field data, remote sensing, and
distributed hydrological modeling. These integrated systems could use the static
maps of DTA as a basis for dynamic modeling of processes and patterns that are
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calibrated by local, ground-based monitoring networks. These catchment-scale
analysis systems should be freeware with transparent codes such as the Terrain
Analysis System and its successor Whitebox (Lindsay 2005).

4.7 Conclusions

DTA is becoming a ubiquitous tool in the hydrologist’s toolbox and can be used
to predict hydrological and biogeochemical processes and patterns in different
hydrological landscapes. Given the general availability of DEMs and how readily
DTMs can be derived, there is a strong temptation to uncritically apply topographic
analysis as a first (and sometimes only) step in understanding the hydrological and
biogeochemical dynamics of an area. The literature is now replete with examples,
especially at headwater catchment scales, where runoff is controlled by nonlinear
mechanisms, such as bedrock-controlled subsurface flow and macropore flow.
In such regions, DTA will be of limited use, especially in understanding rainfall-
runoff mechanisms. However, set in a proper physical context, DTA can be an
indispensable tool in modeling flowpaths, surface storages, nutrient source areas,
and characterizing landforms. The future of DTA lies in the use of LiDAR-derived
DEMs at an optimum spatial resolution and the integration of terrain analysis with
remote sensing and hydrological distributed modeling to breathe life into the static
patterns created by DTMs. The fusion of modern digital tools with forest managers’
innate understanding of their landbase will provide a powerful new approach
for implementing sustainable forest management.
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Chapter 5

A Synthesis of Forest Evaporation Fluxes —
from Days to Years — as Measured

with Eddy Covariance

Dennis D. Baldocchi and Youngryel Ryu

5.1 Introduction and History

The annual water budget of a forested landscape is the sum of precipitation minus
the sum of evaporation, runoff, storage, and leakage. The evaporation term, which
is the subject of this chapter, comprises the sum of plant transpiration and evapora-
tion from the soil/litter system and rainfall/dew intercepted by the foliage.

The literature on “forest evaporation” is vast; at the time of this writing, it
contains over 1,100 references, according to a query of the Web of Science. Most
of the long-term measurements (years to decades) on forest evaporation are based
on forest catchment studies, which evaluate evaporation as a residual of the water
balance (Swank and Douglass 1974; Bosch and Hewlett 1982; Komatsu et al. 2007)
or by measuring changes in soil water balance and rain interception (Calder 1998).
These budget approaches have merit in evaluating forest evaporation because they
are relatively inexpensive and they can evaluate water budgets over long time
periods, across large geographic areas, and in complex terrain. On the other hand,
evaporation sums derived from hydrological water balances are limited in their
ability to extract information on biophysical controls of forest evaporation on
hourly and daily timescales. Water balance methods are also unable to provide
information on the partitioning of evaporation according to transpiration and soil
and re-evaporation of intercepted rainfall and dew.

Another segment of this literature uses micrometeorological techniques to pro-
duce direct measurements of forest evaporation. Rapid growth in the application of
micrometeorological methods over forests occurred over the past 30 years because
of its ability to measure fluxes of water vapor directly, in situ, at the stand scale and
with minimal interference. But the majority of these studies and the many fine
reviews and syntheses on the topic of “forest evaporation” using ‘“micrometeor-
ological methods” are confined to short campaigns during the heart of the growing
season (Jarvis et al. 1976; Jarvis and McNaughton 1986; Black and Kelliher 1989;
Kelliher et al. 1993; Komatsu et al. 2007; Tanaka et al. 2008). To our knowledge
only the review by Tanaka et al. (2008) focuses on long-term evaporation measure-
ments and it concentrates on evaporation from tropical forests.
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The earliest measurements of water vapor exchange between forests and the
atmosphere relied on the flux-gradient method (an indirect technique that evaluates
flux densities of H,O as the product of a turbulent diffusivity (K) and the vertical
gradient of H,O concentration, dg/dz), rather than the eddy covariance technique,
due to a lacking of fast responding anemometers and H,O sensors (Denmead 1969;
Droppo and Hamilton 1973; Stewart and Thom 1973; Black 1979). Application of
flux-gradient theory over tall vegetation was found to be problematic at the onset
(Raupach 1979). Over tall forests, vertical gradients of H,O are small and difficult
to resolve because turbulent mixing is vigorous at the canopy—atmosphere interface
(Black and McNaughton 1971; Stewart and Thom 1973; Hicks et al. 1975).
Secondly, use of Monin—Obukhov similarity theory to calculate eddy exchange
coefficients (K) is invalid above forests (Raupach 1979). This occurs because
turbulent transport is enhanced in the roughness sublayer over the forest —
large shear at the canopy—atmosphere interface causes nonlocal transport to occur
(Raupach et al. 1996). By the mid-1970s, additional studies on evaporation over
forests would need to wait for technical developments that would permit use of the
eddy covariance technique.

The earliest eddy covariance measurements of water vapor exchange over
forests occurred between the mid-1970s and early 1980s (Hicks et al. 1975; Spittle-
house and Black 1979; Shuttleworth et al. 1984; Verma et al. 1986). This advance
was made possible with a wave of technological improvements that included three-
dimensional sonic anemometers, fast-responding ultraviolet hygrometers (krypton
and Lyman-alpha) (Buck 1976), infrared spectrometers (Hyson and Hicks 1975;
Raupach 1978), and personal computers. The execution of the ABRACOS project
in Brazil (Shuttleworth et al. 1984) and the BOREAS project in Canada (Sellers
et al. 1995) heralded a new era of routine and long-term measurements of evapora-
tion from forests by eddy covariance. And today eddy covariance measurements of
evaporation continue worldwide through various regional networks associated with
the FLUXNET project (Baldocchi et al. 2001; Baldocchi 2008).

5.2 Forest Evaporation by the Eddy Covariance Method

The eddy covariance technique measures evaporation by assessing the covariance
between fluctuations in vertical velocity (w) and the specific water vapor content
(g = py/p,where p, is dry air density and p, is H,O density):

E=p, -w{q. (5.1

In (5.1), the overbars denote time-averaging (e.g., 30-60 min) and primes
represent fluctuations from the mean (e.g., ¢ = ¢ — §). A positively signed covari-
ance represents net H,O transfer into the atmosphere and a negative value denotes
the reverse.
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Many issues remain about the applicability and accuracy of eddy covariance
measurements over forests. Of most concern are the many circumstances where
investigators fail to close the surface energy balance (Twine et al. 2000; Wilson
et al. 2002), which is used as an independent data quality check. Lack of energy
balance closure, on the other hand, should not always indict the quality or the
accuracy of the evaporation measurements. Mitigating factors include: (1) nonrep-
resentative measurements of the net radiation balance across the flux footprint; (2)
biases in net radiation measurements via improper mounting of the sensor close to a
tower; and (3) insufficient sampling of soil heat flux and canopy heat storage across
the flux footprint (Meyers and Hollinger 2004; Lindroth et al. 2010). In fact, there is
growing body of evidence showing good agreement between long-term evaporation
measurements by eddy covariance with independent hydrologically based methods.
Three studies report that annual sums of evaporation, based on eddy covariance,
agree within 6% of independent assessments of forest evaporation; these have been
produced by water budgets from catchments (Wilson et al. 2001; Scott 2010), deep
groundwater piezometers (Barr et al. 2000), and changes in soil moisture profiles
(Baldocchi et al. 2004; Yaseef et al. 2010). Furthermore, daily and annual integra-
tions of eddy covariance water fluxes do not suffer from the night-time systematic
biases that plague CO, flux measurements (Moncrieff et al. 1996).

5.3 Evaporation from Forests, Magnitudes, and Variations

Over the past decade, several hundred research teams commenced measuring fluxes
of water, carbon dioxide, and energy continuously with the eddy covariance
method. So, today, many forest evaporation datasets exist, with measurements
accumulated over years to decades. Ironically, a small fraction of these research
teams have found the time or inclination to publish their long-term evaporation
measurements, compared to the several hundred papers that have been published on
ecosystem CO, exchange (Baldocchi 2008). Nevertheless, there exists a substantial
and growing body of literature on long-term forest evaporation, which we have
compiled, that merits scrutiny. For this chapter we compiled and evaluated 185 site-
years of forest evaporation measurements, derived with the eddy covariance
method. These studies are associated with over 40 forests and include data from
tropical evergreen broadleaved, temperate evergreen conifer, deciduous broad-
leaved forests, savanna woodlands, and shrublands. Below, we draw upon this
compiled database and address the following questions relating to forest evapora-
tion: what is the range of annual evaporation from the World’s forests and wood-
lands? Is there a ranking among annual evaporation rates for different forest types,
canopy structure, and climates? And how is the amount of annual evaporation
constrained or related to annual precipitation and available energy?

Figure 5.1 summarizes the evaporation database, of 185 site-years, by presenting the
probability density distribution of annual evaporation. The mean annual evaporation rate

of forests from across the globe (and its standard deviation) is 503 + 338 mm year .
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Fig. 5.1 Probability distribution of annual evaporation from forested sites. The probability
density function (pdf) is derived from 185 site-years of eddy covariance flux measurements. The
mean is 503 & 338 mm year~! and the median is 408 mm year~'

The probability distribution is positively skewed towards high sums, as annual evapora-
tion from tropical forests can exceed 2,000 mm year ! (Loescher et al. 2005; Fisher et al.
2009). For perspective, these statistical values fall within the range of estimates on land
evaporation that are being produced by a new generation of global evaporation models
that are being generated using a combination of climate, eddy flux, and remote sensing
information; 550 mm year ' (Jung et al. 2010); 539 mm year ' (Zhang et al. 2010);
655 mm yearfl (Fisher et al. 2008).

The seasonal pattern of daily evaporation is very distinct for different forest
types, distributed across the globe (Fig. 5.2). Tropical forests experience little
seasonality in maximum evaporation, which approaches 5 mm day ' (Fig. 5.2a).
Most temporal variation occurs on a day-by-day basis and is modulated by cloud
cover and daily changes in solar radiation (Vourlitis et al. 2001; Araujo et al. 2002;
da Rocha et al. 2004; Loescher et al. 2005; Giambelluca et al. 2009). Deciduous
broadleaved forest, in temperate and boreal climates, experience much seasonal
variation in daily evaporation (Black et al. 1996; Moore et al. 1996; Lee et al. 1999;
Wilson and Baldocchi 2000; Blanken et al. 2001; Oliphant et al. 2004; Barr et al.
2007). During the winter leafless period, daily evaporation fluxes are below
1 mm day ™' (Fig. 5.2b). By summer, peak evaporation rates are not dissimilar
from those observed over tropical forests. Daily evaporation from savanna wood-
lands experiences much seasonality (Baldocchi et al. 2004; David et al. 2007;
Paco et al. 2009). Highest evaporation rates (~4 mm day ') occur during the spring,
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Fig. 5.2 Seasonal variation in daily integrated evaporation from: (a) tropical rain forest in Brazil
(Araujo et al. 2002); (b) a deciduous broadleaved forest in Tennessee (Wilson and Baldocchi
2000); (c) a savanna woodland in California (Baldocchi et al. 2004); and (d) a temperate conifer
rain forest in British Columbia (Humphreys et al. 2003) and a cypress forest in Japan (open dot)
(Kosugi et al. 2005)

after winter rains have replenished the soil profile. Lack of rain during the summer
depletes the soil moisture reservoir, causing stomata to close, transpiration to be
restricted, and soil evaporation to be nil (Fig. 5.2c). Evaporation from temperate
evergreen, conifer forests occurs year-round and their daily magnitude follows the
seasonal course of the sun (Anthoni et al. 2002; Humphreys et al. 2003; Kosugi
et al. 2005; Grunwald and Bernhoffer 2007). The maximum rates of daily evapora-
tion from an evergreen, conifer, Douglas fir forest in British Columbia tend to be
much smaller (less than 3 mm day ') than that from a temperate evergreen Cypress
forest in Japan (Fig. 5.2d). In contrast, daily evaporation from evergreen boreal
conifer forests is highly seasonal and is nil during the winter freezing and snow
period (Amiro et al. 2006) (not shown).

Very few longer term evaporation records — a decade and longer — have been
collected and reported in the literature based on either the eddy covariance (Grun-
wald and Bernhoffer 2007; Granier et al. 2008) or flux-gradient (Jaeger and Kessler
1997) methods. In general, no trends in evaporation have been detected or attributed
to climate, forest function, and structure or successional stage in these few studies.
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The lack of a long-term trend in evaporation contrasts with trends associated with
CO, exchange and forest age (Urbanski et al. 2007; Stoy et al. 2008); net carbon
exchange of a closed canopy is a strong function of stand age. This small sampling
of the very long evaporation literature also contrasts with findings reported in a 30-
year catchment study in the United Kingdom (Marc and Robinson 2007). Younger
forests evaporate more than grasslands, while the opposite is true for older forests
(Marc and Robinson 2007). On the other hand, Jung et al. (2010) found no trend in
terrestrial evaporation at the global scale between 1998 and 2008; they used a
machine learning algorithm based on the flux tower network and remote sensing.

5.4 Forest Evaporation and Hydrology

Forests cannot evaporate more water than is available from precipitation. But the
questions we ask here include: What fraction of annual precipitation is lost by
annual evaporation? Is the evaporation to precipitation ratio conservative? Or does
it vary with climate and forest type? Figure 5.3 shows there is a strong linear
relationship between precipitation and annual evaporation from forests distributed
across the globe. On average, forest evaporation increases 46 mm for every 100 mm
increase in rainfall. Furthermore, variations in annual precipitation explain over
75% of the variance in annual evaporation, a remarkably high r value in our
opinion. Surprisingly, few workers have examined or reported a correlation
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Fig. 5.3 Correlation between annual precipitation (ppt) and annual evaporation (ET) from forests.
N = 165
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between direct measurements of forest evaporation and precipitation at annual
timescales, to our knowledge. Albeit indirect correlations are inferred from the
Budyko function (Budyko 1974; Donohue et al. 2007). And recently, Alton et al.
(2009) evaluated the Marconi version of the FLUXNET database and reported that
an ensemble of ecosystems evaporates about 58% of monthly precipitation.

We do not claim that the slope between annual precipitation and forest evapora-
tion (0.46) holds within specific climate spaces, just across the global climate space.
For example, in semiarid regions forests tend to evaporate all precipitation (Anthoni
et al. 1999; Scott 2010; Yaseef et al. 2010), so the local evaporation—precipitation
ratio is near one. In Mediterranean climates, evaporation from evergreen and
deciduous oak woodlands is capped below 500 mm year ', despite interannual
variations in rainfall that can range between 600 and 1,200 mm (Joffre and Rambal
1993; Baldocchi et al. 2010).

To investigate the residual sources of variance shown in Fig. 5.3, we plotted
annual evaporation (ET) as a function of annual precipitation and net radiation
(Fig. 5.4). This surface plot indicates that adding net radiation increases the coeffi-
cient of determination (+%) only slightly, to 0.82. In general, the highest sums of
annual evaporation occur where both precipitation and net radiation are high
(tropical forests), and the lowest evaporation occurs where annual sums of precipi-
tation and net radiation are low (e.g., boreal forests).

On longer timescales, eco-hydrological factors conspire with one another to
limit actual evaporation rates in semiarid regions from meeting extremely high
potential evaporation levels (>1,200 mm year ') that are conducive of this region
(Rambal 1984; Baldocchi and Xu 2007; Yaseef et al. 2010). In effect, limitations in
precipitation and soil moisture limit stand recruitment by modulating sapling and
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Fig. 5.4 Three-dimensional plot between annual evaporation (ET), net radiation (Rn), and
precipitation (ppt). A linear additive model has the following statistics: ET = —141 + 116*Rn +
0.378%*ppt, 1 = 0.819. The color bar refers to annual ET
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Fig. 5.5 Relation between leaf area index of forests vs. a nondimensional index defined as the
product of leaf nitrogen times annual precipitation divided by the annual sum of equilibrium
evaporation

seedling mortality. An equilibrium between water use and availability is eventually
met to form a canopy with a relatively low tree density and low leaf area index
(Eamus and Prior 2001; Baldocchi and Xu 2007; Joffre et al. 2007) (Fig. 5.5).
Another ecological question pertaining to forest evaporation relates to the
functional role of broadleaved vs. needleleaved and deciduous vs. evergreen trees
on evaporation of forests growing in similar climates. This question was addressed
by Komatsu et al (2007) for a number of forest catchments across Japan. They
found that evaporation from broadleaved forests was approximately the same for
young conifer stands and it was higher than evaporation from old conifer stands.
Swank and Douglass (1974), on other hand, found stream flow was reduced by 20%
by converting a deciduous forest to conifer forest due to more interception losses by
pine. In Mediterranean climates, annual evaporation from deciduous oaks is signif-
icantly greater than evaporation from evergreen oaks, by 110 mm year ', after
difference in leaf area index and local climate is considered (Baldocchi et al. 2010).

5.5 Biophysical Controls on Evaporation

The Penman—Monteith equation provides a theoretical framework for quantifying
forest evaporation, in terms of latent heat exchange (Monteith and Unsworth 1990),
and for diagnosing how evaporation rates will respond to changes in weather and
plant variables. For improved diagnostic reasons, the Penman—Monteith equation
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has been redefined as the additive combination of equilibrium (E.y) and imposed
(Eimp) evaporation (Jarvis and McNaughton 1986):

E=Q-Eq+ (1 = Q)Ejy. (5.2)
Equilibrium evaporation is a function of available energy and computed as:

S (Rnet — G — S)
E =
4 sy A

: (5.3)

Imposed evaporation is a function of atmospheric demand and physiological
supply and is expressed as:

(5.4)

In (5.2) through (5.4), Q denotes the coupling factor and ranges between zero
and one, s is the slope of the saturation vapor pressure—temperature relationship, R,
is the net radiation balance, S is canopy heat storage, G is soil heat storage, D is
vapor pressure deficit, vy is the psychrometric constant, p is air density, Cp, is specific
heat of air, / is the latent heat of evaporation, and G}, and G are the canopy-scale
conductances for boundary layer and surface.

Forests are aerodynamically rough and tend to be better coupled with their
environment, hence they tend to have low omega values (Jarvis and McNaughton
1986; Verma et al. 1986). Despite the theoretical association between forest
evaporation with imposed evaporation, a large number of investigators have inter-
preted their forest evaporation rates as a multiplicative fraction of equilibrium
evaporation, o:

E=u 5

Roet — G = S). 5.5
S+y( ¢ ) (3.5)

For short vegetation with adequate soil moisture and extensive fetch, o is about
1.26. But a number of studies show that o deviates from 1.26 for dry (Baldocchi
et al. 1997; Komatsu 2005; Baldocchi and Xu 2007) and wet forest canopies
(Shuttleworth and Calder 1979). Table 5.1 reproduces a survey of « values for a
range of forest types. In general, o values for forests range between 1.09 and 0.53
and rank according to the following: broadleaved deciduous > tropical broad-
leaved evergreen > temperate conifer > boreal conifer > boreal deciduous coni-
fer. Empirical evidence adds that o increases with decreasing canopy height and
increasing leaf area index (Kelliher et al. 1993; Komatsu et al. 2007) and it
decreases with progressively drying soils (Kelliher et al. 1993; Baldocchi et al.
2004; Chen et al. 2008). Using a theoretical model, we determined that this ranking
depends on leaf area index, photosynthetic capacity, and soil moisture (Baldocchi
and Meyers 1998); highest a values are produced by forests with high leaf area
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Table 5.1 The ratio between actual and equilibrium evaporation for a number of forest categories,
otherwise denoted as the Priestley—Taylor coefficient, « (Komatsu 2005)

Forest type Mean Std dev.
Boreal broadleaved, deciduous 1.09 -
Temperate broadleaved deciduous 0.851 0.147
Tropical broadleaved, evergreen 0.824 0.115
Temperate broadleaved evergreen 0.764 0.181
Temperate conifer 0.652 0.249
Boreal conifer, evergreen 0.55 0.102
Boreal conifer, deciduous 0.53 0.084

indices, ample soil water, and high photosynthetic capacity. Conversely, lowest o
values are associated with sparse forest canopies with low photosynthetic capacity,
low leaf area index, low hydraulic conductivity, and/or soil moisture deficits.

The role of biodiversity on forest evaporation remains unclear. On one hand,
Currie and Paquin (1987) reported that tree species richness was positively corre-
lated with an inferred estimate of annual evaporation. It was proposed that forest
productivity scales positively with biodiversity, so it was expected that evaporation
would scale with increased productivity. On the other hand, one of us (Baldocchi
2005) reported that the alpha coefficient in (5.5) decreased with increasing number
of the dominant tree species in deciduous broadleaved forests. In the latter study, it
was hypothesized that greater biodiversity increases the diversity of xylem archi-
tecture (e.g., ring vs. diffuse porous) and xylem conductivity. Hence, more diverse
forests would have a mixture of trees with higher and lower xylem conductivities
(Cochard et al. 1996), causing the area integrated hydraulic conductivity of a
diverse forest to be less than a less diverse forest. The idea remains contentious
and merits further scrutiny as it was derived from a relatively small cross-section of
the FLUXNET database.

5.6 Understory Evaporation

Not all water is lost by tree transpiration. Some water is lost by re-evaporation of
intercepted rainfall, a second fraction is lost by soil evaporation, and the remainder
is transpired by understory vegetation. But until the advent of eddy covariance
systems, it was difficult to measure understory evaporation directly, albeit lysi-
meters and chambers provide useful information on soil evaporation (Black and
Kelliher 1989; Yaseef et al. 2010). The tall nature of forests enables investigators to
deploy eddy covariance systems in the understory (Baldocchi and Meyers 1991) to
measure soil evaporation directly. In general, the fraction of evaporation under
forests is significant. It ranges between 10 and 50% of total evaporation and the
evaporation ratio tends to increase with decreasing leaf area index as the net
radiation flux density at the soil increases (Table 5.2).
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Table 5.2 Survey on the fraction of understory evaporation based on eddy covariance
measurements made in the forest understory and overstory

Location ETunderstory/ET LAI References
(%)

Deciduous forest, Tennessee 10 6 Wilson et al. (2000)
Boreal pine forest, Saskatchewan 20-40 ~2 Baldocchi et al. (1997)
Oak savanna, California <20 0.7 Baldocchi et al. (2004)
Temperate pine, Metolius, OR <20 1.5 Baldocchi et al. (2000)
Boreal deciduous, broadleaved, Prince Albert, 25 5.6 Blanken et al. (2001)

Sask
Semiarid pine, Israel 36 1.5 Yaseef et al. (2010)
Semiarid, woodland, Arizona 30-40 Scott et al. (2003)
Larch, Siberia 51 2.0 Iida et al. (2009)
Larch, Siberia 50 Kelliher et al. (1997)
Boreal pine forest, Sweden 10-15 Constantin et al. (1999)
Larch, Siberia 35 3.7 Ohta et al. (2001)

By being nonintrusive, eddy covariance measurements of soil evaporation have
produced an alternative interpretation on the controls of soil evaporation. The
timescale for turbulent exchange inside a deep forest is on the order of 2-5 min.
This periodic re-flushing of the canopy air space inhibits soil evaporation rates from
attaining equilibrium with the net radiation budget, and instead forces soil evapo-
ration to be more closely coupled to their vapor pressure deficit (Baldocchi and
Meyers 1991; Baldocchi et al. 2000). A consequence of this finding is the potential
to restrict or inhibit soil evaporation by using soil chambers.

5.7 Final Comments and Future Directions

Forests play pivotal, and at times contrarian, roles on the water balance of catchments
(Salati and Vose 1984) and the climate system (Bonan 2008; Jackson et al. 2008).
If one is managing watersheds to maximize water yield, forested catchments tend to
provide less runoff than cleared catchments (Bosch and Hewlett 1982; Marc and
Robinson 2007). This finding has important implications on the hydrological cost
of sequestering carbon by afforestation and reforestation. In semiarid regions, repla-
cing herbaceous vegetation with forests will increase evaporation because forests
are aerodynamically rougher and radiatively darker than herbaceous vegetation
(Kelliher et al. 1993; Baldocchi et al. 2004). On the other hand, if one is trying to
sustain large-scale precipitation in tropical and temperate humid regions, the presence
of forests can generate a positive feedback on the hydrological cycle and promote
runoff (Salati and Vose 1984; Bonan 2008; Jackson et al. 2008); trees are effective
conduits for transferring soil moisture into the atmosphere, which in turn condenses,
forms clouds and rain. Conversely, large-scale tropical deforestation has the potential
to break this hydrological cycle because C, pastures (that typically replace tropical
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forests) evaporate less water due to their lower stomatal and surface conductances
(Dickinson and Henderson-Sellers 1988; Vourlitis et al. 2002; Sakai et al. 2004).

We are now at the dawn of a new era with the potential to produce decade long,
and longer, data records of direct evaporation rates for a wide range of forests in a
changing world. The application of eddy covariance, however, is still restricted to
rather ideal and flat terrain. Hence, there is still value to continue studying forest
evaporation with gauged watersheds in complex terrain. Research questions that
need continued attention include the roles of annual precipitation and biodiversity
on forest evaporation and how to upscale tower fluxes across complex landscapes to
regional and global scales using remote sensing.
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Chapter 6

Spectral Methods to Advance Understanding
of Dissolved Organic Carbon Dynamics

in Forested Catchments

Rose M. Cory, Elizabeth W. Boyer, and Diane M. McKnight

6.1 Introduction

Literally the stuff of life, carbon is ubiquitous in forested catchments and sustains
growth of terrestrial and aquatic life. Carbon cycling describes the complex recir-
culatory processes whereby carbon is transformed from inorganic to organic forms
then back again. These processes are strongly influenced by the pervasive feed-
backs between hydrology and biogeochemistry, operating at a multiple temporal
and spatial scales in catchments. For example, the distribution of vegetation (i.e.,
organic carbon produced by photosynthesis) and its productivity (which often is
limited by nitrogen availability) are related to climatic gradients associated with the
distribution of precipitation (i.e., hydrology). In turn, vegetation affects both pre-
cipitation and temperature through evapotranspiration and the accumulation of
detrital organic matter in the litter layer and soils influences soil moisture. Further,
changes in the species, density, and pattern of vegetation in a catchment can
have profound impacts on the amount, timing, and quality of water levels and
streamflow. Forested catchments play many important roles in the carbon cycle. For
example, they store carbon (e.g., for widely varying lengths of time as a function
of hydrology and biogeochemistry), they transform carbon (e.g., with sites for
terrestrial and aquatic CO, removal through photosynthesis), and they transport
carbon (e.g., moving organic carbon along surface and ground water flowpaths
and stream networks).

Water quality is strongly influenced by the biogeochemical cycles of carbon.
Carbon is abundant in the waters issuing from forested catchments and is trans-
ported in several forms: (1) dissolved inorganic carbon, such as dissolved carbon
dioxide, bicarbonate and carbonate ions; (2) particulate organic carbon, composed
of matter such as leaf litter, woody debris, and soil organics; and (3) dissolved
organic carbon (DOC), which arises from such processes as decomposition of plant
and soil material, and from in-stream primary production. In this chapter, we focus
specifically on advances in understanding DOC concentration and composition in
surface waters of forested catchments. DOC is a primary measure of the total
dissolved organic matter (DOM) present in natural waters (Thurman 1985). Spatial
and temporal variation in climatic variables, vegetation, soils, and bedrock will
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result in variability in both DOC source areas and in hydrological pathways
(Boyer et al. 1997; Mulholland and Hill 1997; McGlynn and McDonnell 2003;
Saraceno et al. 2009).

The DOC has long been recognized to be a critical water quality characteristic in
forested catchments and is highly relevant to diverse environmental problems (Findlay
and Sinsabaugh 2003; Leenheer and Croue 2003). DOC is a major component of the
carbon cycle and energy balance in forested catchments (Fisher and Likens 1973;
Mulholland 1997). Labile fractions of the DOC pool fuel the food web in aquatic
ecosystems (Carpenter et al. 2005). Its key role in metabolism in streams has been
demonstrated in environments ranging from the Arctic (Naiman et al. 1987) and
temperate forests (Roberts et al. 2007) to southern blackwaters (Meyer and Edwards
1990). The humic fraction of DOC pool can act as an electron shuttle, contributing to
energy transfer via hyporheic exchange in streams, for example, Miller et al. (2006).
Chromophoric DOC, which includes the humic fractions, acts as a sunscreen for
aquatic ecosystems, absorbing visible and ultraviolet radiation. DOC thus mediates
photochemical processes, degrading in the presence of sunlight to form various
degradation products (Scott et al. 2003; Porcal et al. 2004; Cory et al. 2007; Yoshioka
etal. 2007). DOC is associated with the formation of harmful disinfection by-products
during standard drinking water treatment of downstream waters (Fuiji et al. 1998;
Bergamaschi et al. 1999). Via complexing reactions and by enhancing solubility,
humic and other fractions of the DOC pool are significant in the mobilization and
transport of trace metals and contaminants (McKnight et al. 1992; Haitzer et al. 2002).
Further soluble organic acids comprising DOC can be important in the analytical
cation—anion balance, contributing to stream acidity in many forested freshwater
environments (Oliver et al. 1983).

The importance of organic carbon on water quality is widely recognized, but
challenges remain in quantifying fluxes of DOC in surface waters, and under-
standing its composition and reactivity. In natural waters, the chemical character
of DOM depends on its sources, which include degrading plant and soil material
delivered from the watershed and breakdown products of bacterial and algal matter
in the water column (Thurman 1985; McKnight et al. 2003). The quantity and
quality of DOC in streams is dynamic, exhibiting short-term fluctuation due to
diurnal influence from photodegradation (Cory et al. 2007; Spencer et al. 2007) or
from storm event driven inputs of DOC (Boyer et al. 2000; Carstea et al. 2009;
Fellman et al. 2009b). Changing biogeochemical processes in the watershed over
seasonal timescales are also reflected in DOC quality (Fellman et al. 2009b). Long-
term patterns of change in response to shifts in climate, land use, or other perturba-
tions in the watershed are also evident as changing quantity or quality of DOC
(Monteith et al. 2007; Wilson and Xenopoulos 2009). Because DOC quantity and
quality reflect a dynamic interplay between organic matter sources and biogeo-
chemical processes (Jaffe et al. 2008), changes to water resources from climate,
land use, and urbanization are expected to be evident in the shifts of the concen-
tration and chemical signatures of DOC.

Classifying DOM to resolve its actual components remains a contemporary
research challenge. Although somewhat laborious (Leenheer and Croue 2003),
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chemical fractionation methods have been incorporated into monitoring studies
in watersheds. Recent studies using fractionation methods have enhanced their
effectiveness by concomitant use of spectral methods to characterize the DOC
(Hood et al. 2003; Cory et al. 2007; Miller et al. 2009). For example, Hood et al.
(2003) studied coupled hydrological and biogeochemical processes in a subalpine
watershed containing a sequence of lakes (Fig. 6.1). Peak DOC concentrations at all
sites occurred in May and June on the early rising limb of the hydrograph. Using
DOC fractionation methods, they showed that the percentage of the DOC in stream
water accounted for by fulvic acid (a component of DOC linked in this case to
allochthonous or terrestrial sources of organic matter) increased on the rising limb
of the hydrograph and decreased after the snowmelt pulse. A simple fluorescence
index (FI) developed as an indicator for DOC source in freshwaters was consistent
with these data, indicating an increasing contribution of DOM from terrestrial
sources during snowmelt when hydrological connectivity between the streams
and the landscape was heightened, and indicated an increasing contribution
of DOM from phytoplankton growth in the lakes during the summer when hydro-
logical connectivity between the streams and the landscape was minimal. Similarly,
Cory et al. (2007) used a combination of DOM fractionation and chemical charac-
terization approaches, including spectral analyses, to demonstrate the interplay
between hydrologic transport and biogeochemical alteration on the ultimate fate
of DOM in arctic surface waters. The application of recent advances in spectral
methods to understand carbon cycling has great potential, keeping in mind that
fractionation or other ancillary measurements of DOC character may be warranted
to confirm data interpretation.

In this chapter, we review the use of simple spectral methods to quantify DOC
composition in forested catchments. We discuss use of absorbance spectroscopy,
which has been widely used as a surrogate for DOC concentration and as an
indicator of changing DOC composition in waters of forested catchments (e.g.,
Aiken and Cotsaris 1995; Weishaar et al. 2003). We also discuss use of fluorescence
spectroscopy, where spectral analyses of three-dimensional excitation—emission
matrices (EEMs) are used to characterize sources of DOC (McKnight et al.
2001). In less than a decade, the FI method first presented by McKnight et al.
(2001) has become widely used and refined, as evidenced by the fact that it has
already been cited 291 times in the peer-reviewed literature, accessed via Google
Scholar, October 25, 2010. Subsequently, others have developed and applied
parallel factor analysis (PARAFAC) to further classify the EEMs into components
of varying DOC character, which has also become widely used to quantify the
character of DOC in freshwater systems (Stedmon et al. 2003; Cory and McKnight
2005; Stedmon and Bro 2008). Due to the relative simplicity of applying absor-
bance and fluorescence analytical techniques, and to recent rapid advances in their
application to freshwater ecosystems in the context of understanding organic matter
dynamics, simple spectral methods are now very widely used to determine, as a
first approximation, the origins, sources, and magnitude of DOC in fresh waters
(Aiken and Cotsaris 1995; McKnight et al. 2001; Leenheer and Croue 2003;
Baker and Spencer 2004; Cory and McKnight 2005; Agren et al. 2008).
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Fig. 6.1 Relationships between hydrology, DOC concentration, and DOM character in the Green
Lakes Valley, Colorado Front Range, United States. Modified from Hood et al. (2003). Stream
water samples were collected from forested upland catchments at two sites above the tree line
(GL4 and ALB) and two sites below the tree line (SLP and CC). Associated with the rising limb of
the streamflow hydrograph (a), peak DOC concentrations at all sites occurred early in the season in
May and June (b). A simple fluorescence index (FI) indicated shifting sources of organic matter
throughout the year (c). These results suggested that DOC was derived primarily from allochtho-
nous precursor material (from terrestrial vegetation and soils) during snowmelt at peak runoff, and
was derived primarily from autochthonous precursor material (from algal and microbial biomass
within the lakes) during the summer
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6.2 Toward Classifying Organic Matter with Simple Methods

6.2.1 DOC Concentration Reflects a Heterogeneous DOM Pool

The DOM is operationally defined as all the naturally occurring organic molecules
in water that pass through an average filter with a pore size less than 0.7 pum.
(Though the standard classification of dissolved constituents in natural waters is
often 0.45 pm, analysis of organic matter typically requires use of a binder-free
glass-fiber filter, of which 0.7 pm is the smallest nominal pore size available.)
The analytical challenges associated with the characterization of DOM, a complex
and polydisperse mixture of compounds ranging in molecular sizes, weights, and
reactivities, have long been documented. New insights from ultra-high resolution
mass spectrometry approaches (e.g., Kim et al. 2006; Sleighter and Hatcher 2007)
confirm that a given DOM sample contains thousands of compounds, which
deepens on our understanding of the complexity of the DOM pool. The conceptual
pie diagram (Fig. 6.2) illustrates the chemical heterogeneity of DOC of a typical
riverine freshwater (modified from McKnight et al. 2003). The pie diagram also
illustrates the importance of organic acid fractions in the DOC pool, which reflects
the extent to which ionized carboxylic acid functional groups enhances the solubil-
ity of organic molecules. The specific chemical classes (or wedges) can be sepa-
rated based on DOM fractionation techniques (Thurman and Malcolm 1981; Aiken
et al. 1992). The different wedges may be derived from different precursor sources
of organic material in soils, litter, plankton, suspended organic matter, or sediment
(McKnight et al. 2003). The different precursor pools are also subject to different
biogeochemical transformation processes (e.g., microbial uptake), which increase
the difficulty of establishing a link between a particular precursor pool and a
specific chemical class DOM (McKnight et al. 2003). Thus, the complexity of the
DOM pie suggests that searching for a meaningful tracer for DOC or DOM as a
“whole” may not be fruitful.

Fig. 6.2 Distribution of DOC
in a typical river. Each of
the humic fractions (fulvic,
humic, and transphilic acids)
are heterogeneous mixtures
of compounds that have
similar chemical properties
in terms of acidic
functionality, hydrophobic high molecular
character, and molecular weight acids
weight. Modified from

McKnight et al. (2003) transphilic acid
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Quantification of the thousands of unknown (unidentified) compounds present
in low abundance (e.g., at “background” level compared to conventional analysis of
analytes in solution) exceeds current analytical capabilities. Because the organic
compounds that comprise the DOM pool are 50% carbon by mass, DOM concen-
tration is measured as DOC by methods that use catalysis, heat, chemical oxidation,
ultraviolet radiation, or a combination thereof to quantitatively oxidize the organic
carbon to CO, (Aiken et al. 2002). DOC concentration is typically measured by
either wet oxidation or high temperature combustion methods. Each method can
be challenging and calls for great care in analysis (Kaplan 1992). For example,
measurements with persulfate oxidation methods can be affected by interferences
with chloride (Aiken 1992), while measurements with high-temperature combustion
methods can be affected by incomplete combustion (Kaplan 1992). Because DOM
contains such a wide-ranging mixture of compounds varying in molecular sizes,
weights, and reactivities, problems can arise in the analysis of DOC due to differ-
ences in oxidation efficiency among the compounds in the mixture, which can
depend on the sample matrix—thus highlighting the need for careful DOC analyses
(Aiken et al. 2002). In addition, because DOC analysis detects the sum total of many
compounds, each present at low abundance, avoiding sample contamination and
obtaining reliable blank water are additional difficulties of the measurement.

6.2.2 DOM Characterization by Absorbance and Fluorescence
Spectroscopy

Optical properties of the light absorbing or chromophoric fraction of DOM can
provide information on the amount, source, and quality of chemically distinct moieties
within the DOM pool. The chromophoric fraction of the DOM generally overlaps with
the fulvic and humic acid fractions (see Fig. 6.2), but can include nonhumic and
potentially more labile fractions, such as transphilic acids and other nonhumic frac-
tions. Recent research has demonstrated that combining rapid benchtop or in situ
measurement of ultraviolet—visible (UV-Vis) or fluorescence spectra with multi-
variate statistical techniques hold enormous potential to transform our understanding
of biogeochemical dynamics in aquatic system (McKnight et al. 2001; Cory and
McKnight 2005; Hood et al. 2005; Miller et al. 2006; Fellman et al. 2009a). The
UV-Vis absorption spectrum of DOM decreases with increasing wavelength in
an approximately exponential fashion across the ultraviolet and visible portions of
the spectrum, where the absorbance as a function of wavelength depends on both
the quantity and the quality of the light absorbing, or chromophoric, fraction of the
DOM pool. The absorbance spectrum of DOM can be modeled using the following
exponential equation, as described in (Stedmon and Markager 2001):

a; = a0, 6.1)
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where a; is the Naperian absorption coefficient of a certain wavelength (Hu et al.
2002), a,, is the absorption coefficient at a reference wavelength (commonly
400 nm), and S is the spectral slope coefficient that describes the shape of the
absorbance curve (Stedmon and Markager 2001). Spectral slope is independent of
DOM concentration and is a measure of the average source, quality, and diagenesis
of DOM. Lower S values have been observed for terrestrially derived DOM sources
and higher values have been observed in systems with greater autochthonous inputs
(Stedmon and Markager 2001). In addition, photobleaching of DOM has consis-
tently been reported to result in an increase in spectral slope (Vahatalo and Wetzel
2004; Helms et al. 2008). However, S values depend strongly on the wavelength
range and method used for its calculation. To minimize the potential artifacts
associated with the spectral slope calculation due to lack of a standard approach
for its calculation, a new approach to characterize the spectral slope properties of
the DOM absorbance spectrum was recently developed (Helms et al. 2008). Helms
et al. (2008) proposed the spectral slope ratio (Sg), which is a dimensionless ratio of
the slope of the shorter wavelength region (275-295 nm) divided by the slope of the
longer wavelength region (350—400 nm). One advantage of the slope ratio is that it
avoids use of spectral data near the detection limit of the instrument (e.g., at long
wavelength). Another advantage is that it focuses on the absorbance ranges that
have been shown to shift most dramatically as a function of DOM source, quality,
and diagenesis (Helms et al. 2008). The slope ratio has been strongly, inversely
correlated to the average molecular weight of the DOM (Helms et al. 2008) and as
such may be a good proxy for relative differences in molecular weight of the DOM
among samples or along a flowpath.

Many other spectral values or absorption ratios have been evaluated and employed
as proxies for average DOM characteristics. Probably, the most widely employed
approach among freshwater studies is the specific UV absorbance (SUVA; Weishaar
et al. 2003). SUVA values are defined as the decadic UV absorbance coefficient at
254 nm in inverse meters (m~ ') divided by the DOC concentration measured in
mg C L™'. SUVA values for aquatic fulvic acids at neutral pH range from 1 to
6 Lmg C' m™', whereas SUVA for filtered whole waters are generally lower.
SUVA is strongly, positively correlated with the aromatic carbon content of fulvic
fraction of DOM acids as measured by '*C-NMR (Weishaar et al. 2003) and many
studies have verified that SUVA is an excellent proxy for the aromatic content of DOM
(e.g., Cory et al. 2007). SUVA values have been shown to depend on sample pH, and
high nitrate and dissolved iron species can interfere with the SUVA measurement and
interpretation (Weishaar et al. 2003). For example, the concentration range of ferric
iron typical of surface waters, 0-0.5 mg L™, adds only 0-0.04 cm ™' to the absorbance
at 254 nm (Weishaar et al. 2003) and thus does not interfere with characterization of
DOM with the SUVA measurement. However, in iron-rich waters, the absorbance of
ferric and ferrous iron at 254 nm is high enough to interfere with the SUVA measure-
ment (Weishaar et al. 2003). Thus, it is important to compare measured SUVA values
to reference humic and fulvic acid samples, as well as to other water samples reported
in the literature, especially if it is suspected that interfering species may cause SUVA
values of the sample to fall out of the expected range (Weishaar et al. 2003).
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A subset of the DOM pool fluoresces in a manner dependent on its concentration
and chemical composition, and because characterization of DOM by fluorescence
spectroscopy offers some distinct advantages over UV-Vis absorbance spectros-
copy, this approach is increasingly employed in field and laboratory studies of
DOM and was recently a focus of a Chapman Meeting (Organic Matter Fluores-
cence, University of Birmingham, Birmingham, UK 2008). A major consideration
is that fluorescence is more sensitive compared to absorption spectroscopy
(~10-1,000x; Lakowicz 1999).

Furthermore, it is well established that analysis of the fluorescent fraction of
DOM provides insight into three types of carbon within the DOM pool, e.g., carbon
associated with terrigenous or microbial source material, as well as carbon asso-
ciated with free or combined fluorescent amino acids, specifically tryptophan,
tyrosine, and phenylalanine (Coble et al. 1990). Fluorescence EEMs spectroscopy,
which measures DOM fluorescence as topographic surfaces of emitted light as a
function of excitation wavelength, is the most widely used approach to study the
fluorescent fraction of DOM because it captures how excitation and emission
spectra of fluorescing moieties within the DOM pool vary with the composition
of DOM (Fig. 6.3; Coble et al. 1990; Coble 1996; Stedmon et al. 2003; Cory and
McKnight 2005). The FI is essentially a qualitative measure of the relative
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Fig. 6.3 A typical EEM of dissolved organic matter (DOM) showing the three characteristic peak
regions related to amino acid/protein-like moieties, as well as peaks associated with humic
material derived from microbial and/or terrestrial precursor organic matter. The color bar shows
the intensity of emission in Raman Units (RU)
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proportion of the terrigenous and microbial source of the fluorophores primarily
associated with humic DOM fractions and is less resolved than a full EEM.
Fluorescence characterization of DOM is relatively rapid, inexpensive, and requires
no sample preparation beyond filtration (Cory et al. 2010), although it is critical to
properly correct the EEMs for instrument characteristics and to consider inner filter
effects as discussed later on in this chapter. These attributes, in addition to the weak
dependence of DOM fluorescence on typical fluctuations in natural stream water
chemistry (e.g., pH, ionic strength, temperature; Mobed et al. 1996) make fluores-
cence characterization of DOM well suited to real-time monitoring (Spencer et al.
2007; Carstea et al. 2009).

In addition, understanding of the underlying variability captured in an EEM has
been significantly advanced through parallel factor analysis (PARAFAC), a statis-
tical modeling approach that separates a dataset of EEMs into mathematically and
chemically independent components (each representing a single fluorophore or a
group of strongly covarying fluorophores; Fig. 6.4) multiplied by their excitation
and emission spectra (representing either pure or combined spectra). PARAFAC
analysis of an EEM dataset results in a reduction of complex, three-dimensional
data into several two-dimensional spectra representing chemically independent
components that describe the total EEM (Stedmon et al. 2003), and ultimately
allows for the identification of patterns in dataset that would otherwise not be
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Fig. 6.4 Top: DOM fluorescence spectra are commonly evaluated as excitation—emission matri-
ces (EEMs, top) that show topographic surfaces of emission (em) spectra collected over a range of
excitation (ex) wavelengths where the color is proportional to the intensity of fluorescence (RU).
With PARAFAC, EEMs are separated into underlying fluorescent constituents, e.g., groups of
similarly fluorescing moieties associated with humic or amino acid groups. Once the fluorescent
groups are identified, the relative concentration of each fluorescing group can be quantified in
every sample (Stedmon and Bro 2008)
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obtained by visual inspection of peak positions. For a review and tutorial of the
EEM/PARAFAC approach as applied to DOM, see Stedmon and Bro (2008).

Cory and McKnight (2005) developed a PARAFAC model from a “global”
dataset of freshwater samples that identified 13 components representing similarly
fluorescing groups, some of which were associated with humic substances which
exhibited consistent variation across environmental redox gradients. Given that
multiple lines of evidence have suggested a link between fluorescing moieties
associated with the humic fraction of DOM and redox reactive moieties in the
humic fraction of DOM as measured by electron spin resonance spectroscopy (Scott
et al. 1998; Klapper et al. 2002; Fulton et al. 2004; Cory and McKnight 2005;
Fimmen et al. 2007), Miller et al. (2006) developed a “redox index” based on a ratio
of red-shifted, potentially more reduced fluorescing components to the total humic
components obtained from the EEM/PARAFAC approach developed by Cory and
McKnight (2005). Miller et al. (2006) then used a conservative tracer approach
combined with PARAFAC analysis of DOM fluorescence spectra in an alpine
stream/wetland ecosystem to evaluate the energy transfer associated with advection
of reduced humics from the anoxic hyporehic zone into oxic surface waters of the
stream through hyporheic exchange, which was found to be comparable to the rate
of nitrification of ammonium also being advected from the hyporheic zone. Miller
et al. (2009) also found that the redox index decreased upon exposure of microbial
DOM to sunlight in the alpine lake studied by Hood et al. (2003), whereas similar
changes did not occur in adjacent stream system which did not contain lakes. Thus,
identification of redox-active fluorescing constituents in DOM may pave the way
for researchers to sensitively observe redox processes involving DOM in the
environment (Miller et al. 2009).

Recent studies have demonstrated that the three different types of fluorescing
DOM (e.g., terrestrial, microbial, and amino) respond in contrasting ways to
biogeochemical processes, namely photolysis or biodegradation (Cory et al.
2007). Thus, the EEM/PARAFAC approach is increasingly used to understand
how different fractions of DOM change with hydrologic regime, season, or land
cover in the watershed (Erlandsson et al. 2008; Fellman et al. 2009a; Williams
et al. 2010). For example, fluorescence from amino acid moieties hypothesized to
be associated with protein residues in DOM has been positively correlated with
biodegradable dissolved organic carbon (BDOC) concentrations (but not with bulk
DOC concentrations), and are increasingly used as a strong proxy for the biode-
gradable DOM pool (Balcarczyk et al. 2009; Fellman et al. 2009b; Hood et al.
2009). In contrast, fluorescent moieties associated with the humic fraction of DOM
have been found to correlate with bulk DOC concentrations. Consistently, recent
studies have shown that these different groups of fluorescing moieties have dissimi-
lar lability profiles in streams, exhibiting variable uptake rates and temporal dynam-
ics (Fellman et al. 2009c). Together, these studies demonstrate how different
fractions of the DOM pool cycle in natural waters. Given that the different fluores-
cent fractions of DOM have variable relationships to bulk DOC concentration,
normalization of fluorescence intensities to bulk DOC concentrations may confound
interpretation of EEM/PARAFAC results.
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6.2.3 Absorbance and Fluorescence as Proxies
Jor DOM Character

Many recent studies have demonstrated that the data derived from UV-Vis and
fluorescence measurements correlate very well with DOM properties measured with
more intensive methods (McKnight et al. 2001; Cory et al. 2007; Helms et al. 2008;
Spencer et al. 2008). For example, DOC-SUV A at 254 nm is an established proxy for
DOM aromaticity and spectral slope is proxy for DOM molecular weight (Weishaar
et al. 2003; Helms et al. 2008), which in turn have generally been inversely
correlated with DOM bioavailability (Kujawinski et al. 2004; Kim et al. 2006).

Relationships between signals in an EEM and DOM composition have been
inferred from strong correlations, consistent across different aquatic and marine
systems, that relate features observed in EEMs to average or bulk characteristics of
the carbon in the DOM sample, such as aromatic carbon content, relative contribu-
tion from terrestrial or microbial precursor material (McKnight et al. 2001; Cory
and McKnight 2005; Cory et al. 2007), free or combined amino acids (Yamashita
and Tanoue 2003), or C/N ratio and isotopic signature of the organic nitrogen
within the DOM sample (Cory et al. 2007). These relationships lend weight to the
hypothesis that, despite the fact that all water samples show the same three classes
of organic matter represented by three characteristic peak regions in an EEM, there
is underlying variability in the specific EEM features related to molecular level
variability in DOM composition.

6.2.4 Challenges to DOM Characterization
by Fluorescence Spectroscopy

Typically an analytical chemist has the objective to quantify an unknown amount of
a known (molecularly identified) analyte of interest, and its measurement is then
based on the response of an unknown amount of the analyte in solution in compari-
son to a calibration curve generated with known amounts of the analyte. This
approach, although susceptible to interference from sample matrix effects, particu-
larly for complex environmental samples, allows for any response from the instru-
ment used to be effectively “canceled out” via comparison to the calibration curve.
Similarly, absorbance spectra of DOM are measured relative to a reference (e.g.,
deionized water), and thus absorbance spectra do not depend on the instrument
employed. However, in contrast, for DOM fluorescence, we are not measuring
identified compounds, but instead are looking at the relative abundance of groups of
compounds that behave similarly based on their absolute (not relative) fluorescent
properties, e.g., shapes of excitation and emission spectra. In addition, fluorescence
spectra are not measured against a blank, e.g., water does not fluoresce. Thus,
fluorescence spectra of DOM are strongly dependent on the instrument employed



128 R.M. Cory et al.

for the analysis (Cory et al. 2010). The wavelength dependencies of spectrofluo-
rometer instrument components are large, and so the characteristics of a fluorometer
are superimposed on sample spectra. Thus, for accurate intensity or peak position
comparison, sample spectra are commonly corrected for variation in lamp profile as
a function of wavelength, lamp decay over time, as well as performance in the
gratings or emission detector as a function of wavelength.

Because the chemical character of DOM depends on the dynamic interplay
between DOM sources and biochemical reactions (e.g., Jaffe et al. 2008), the
fluorescence signature of DOM is increasingly used as a proxy measurement to
assess shifts in DOM composition occurring in response to changes in the water-
shed (Huang and Chen 2009). To implement this approach most effectively, and
potentially for monitoring of in situ variation in DOM quality over long time
periods, it is necessary to obtain fluorescence spectra of DOM that are independent
of instrument, analyst, or laboratory or instrument performance over time (Coble
et al. 1993; Holbrook et al. 2006; Cory et al. 2010). Although details of fluorescence
correction procedures as applied to DOM EEMs have been described in Cory et al.
(2010), given the widespread application of the FI developed by McKnight et al.
(2001) to assess DOM source, it is worth noting here that correction procedures
have a significant impact on the absolute value and range of the FI, as described in
detail in Cory et al. (2010). An effect of correction on the FI emission spectra was a
red shift in the peak position compared with the uncorrected spectra presented in the
McKnight et al. (2001) study. In the McKnight et al. (2001) study, the FI was
calculated as the ratio of intensities at 450 to 500 nm, corresponding to the slope
of the observed (uncorrected) emission peak, at an excitation wavelength of
370 nm. Therefore, to evaluate the same slope as the McKnight et al. (2001)
study, the FI obtained from corrected spectra from each fluorometer was shifted
to the ratio of intensities at 470 to 520 nm (Cory et al. 2010). Therefore, as
recommended in the Cory et al. (2010) study, the FI values obtained from corrected
emission spectra should be evaluated as the ratio of emission intensities at 470 to
520 nm. It is also critical to consistently correct for the inner filter effect and for
analysis based on EEMs to avoid making measurements in samples with a maxi-
mum absorbance greater than 0.3 (Miller et al. 2010).

6.3 Future Needs in Fluorescence Biogeochemistry

6.3.1 Role of Dissolved and Particulate Organic Carbon

Although only 1% of the DOM pool is thought to be fluorescent, characterization of
DOM via its fluorescent fingerprint is an approach that is widely applied to
understand DOM biogeochemistry in natural waters. Variation in fluorescence
from humic-like and protein-like groups, the two general types of fluorescing
DOM, can provide information on DOM source and its roles in biogeochemical
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processes. For example, amino acid-like fluorescence attributed to DOM has been
positively correlated with increased biological activity and the BDOC content of
DOM (Hudson et al. 2008; Fellman et al. 2009c), and is therefore increasingly
accepted as a proxy for the fraction of DOM bioavailable to microorganisms.

However, protein fluorescence has also been observed from the particulate
organic matter (POM) pool (Baker et al. 2007). In some systems, the POM pool
can be dominated by bacterial cells (Cotner et al. 2004) which are well known to
exhibit intrinsic (endogenous) fluorescence from tryptophan, tyrosine, and phenyl-
alanine residues associated with proteins. It follows that sources of protein fluores-
cence observed in natural waters may include proteinaceous matter associated with
colloids or intact bacterial cells in addition to DOM. The extent to which POM is
separated from DOM during filtration likely influences the potential contribution of
particulate protein-like fluorescence from a water sample.

Itis possible that the conventional approach to separate DOM from POM has led to
increased influence of POM in the fluorescence signature attributed to DOM.
Although the operational distinction of DOM and POM is based on a 0.2-0.45 pm
pore size cut-off, in practice this separation is commonly carried out with carbon-free
glass fiber filters (GF/F) that have a nominal pore-size cut-off of 0.7 um. GF/F filters
are widely preferred to separate DOM from POM because they are easy to clean and
do not add any contamination to the sample. However, some colloids (0.001-1 pm)
and particles such as small bacteria and viruses pass through GF/F filters (Hedges
2002). Given that the amount of carbon in the DOM pool is typically tenfold greater
than the carbon concentration in the POM pool in most natural waters (Meybeck
1982), the fact that GF/F filtration allows some POM to pass through the filter has been
considered a minor source of error in studies focusing on the quantity and quality of
the bulk-carbon content in each pool. From an ecological perspective, this method of
separation is also effective in distinguishing the carbon pool that can be taken up by
filter feeding aquatic organisms compared to the fraction taken up by microbes.

Although POM may contribute only a small fraction of the carbon concentration
relative to DOM in a GF/F filtered sample, the influence of POM on the measured
fluorescence signal depends on the amount and nature of the fluorescent material in
the DOM and POM pools, which are poorly understood. Indirect evidence sug-
gesting that particulate matter may contribute to protein-like fluorescence typically
attributed to DOM has resulted from comparison of water samples after filtration
through filters with increasingly smaller pore sizes ranging from 1.2 to 0.2 pum.
Significant loss of protein-like fluorescence intensity from a water sample has been
observed upon removal of particulate matter larger than 1.2 and 0.45 pm (Baker
et al. 2007). In contrast, no significant change in humic fluorescence is observed
upon filtration (Baker et al. 2007). Similar results are shown here for comparison of
0.7 pym (GF/F) and 0.2 pm filtered water (Fig. 6.5). Quantitative analysis of the
differences between the filtered fractions of Lake Superior water demonstrated that
humic fluorescence did not vary between the filtered fractions, but protein fluores-
cence was significantly greater in the 0.7 um filtered water compared to the 0.2 pm
filtered fraction. The latter results support previous reports in the literature that
some protein fluorescence may not be associated with operationally defined DOM.
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Despite evidence for a contribution from fluorescent POM, most studies interpret
the fluorescence signature of GF/F filtered water as due entirely to DOM, which
could lead to misinterpretations of important biogeochemical processes involving
DOM. Because there is so much information to be gained from the fluorescence
signature of natural waters, it is important to know what types of organic matter
actually contribute to the observed fluorescence signals, and future work should be
directed in this area.

6.3.2 How Much Carbon Is Fluorescent?

EEMs have high potential to capture DOM dynamics in situ. We already know that
we can detect large changes in the fluorescent fraction of DOM as a function of time
and space in the environment, and we are increasingly able to relate those changes
to the likely controlling biogeochemical processes, which are providing informa-
tion on how compartments of the DOC pool may be cycling in the environment.
The limitation is that we currently cannot relate EEM signals to DOC concentra-
tions, e.g., we do not know what fraction of the DOM pool we “see” in the EEM
signals. Since fluorescing entities within the DOM pool must necessarily be part of



6 Spectral Methods to Advance Understanding of Dissolved Organic Carbon 131

the aromatic carbon pool, an upper limit on fluorescing carbon may be ~12-30% of
the carbon, since we know from 13C_.NMR and FT-ICR MS that this is the range of
aromatic carbon for DOM (e.g., McKnight et al. 1997; Hockaday et al. 2009). It is
very unlikely that all aromatic moieties contribute to the observed fluorescence, so
we are probably looking at only a small fraction of the 12-30% of the aromatic
carbon pool. A common assumption is that 1% of the DOC pool is fluorescent.
Although this is a small fraction of the DOC pool, the working hypothesis is that
fluorescent moieties behave similarly to (biogeo) chemically similar nonfluorescing
moieties, such that the fluorescing moieties are a proxy for the wider nonfluorescent
carbon pool for a given type/source of carbon.

Most studies to date show that some fluorescence signals, meaning some fluores-
cing moieties, are strongly, positively correlated to DOC concentrations (Stedmon
et al. 2003; Stedmon and Markager 2005; Huang and Chen. 2009). Typically fluor-
escence signals associated with terrestrial-humic moieties most strongly correlate
with bulk DOC concentrations, while in contrast fluorescence signals from amino
acids do not. Studies have also demonstrated that although fluorescence from
terrestrial components is generally correlated with DOC concentrations, the slope
of this relationship varies between and among systems (with space and time), which
suggests that there are differences in the amount of fluorescence per carbon among
systems. A goal is to use this variability in order to understand the relationships
between EEM signals and carbon composition and concentration. We can only push
the EEM capability further, to get more out of these measurements, by conducting
concurrent analyses on DOM composition and developing relationships between
these analyses.
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Chapter 7
The Roles of Stable Isotopes in Forest
Hydrology and Biogeochemistry

Todd E. Dawson and Kevin A. Simonin

7.1 Introduction

Forests cover approximately one third of the terrestrial land surfaces (Hansen et al.
2000) and are arguably the most important biome type on Earth for acquiring,
transforming, and recycling major and limiting biogeochemical resources such
as water, carbon, and many mineral elements such as nitrogen or phosphorous;
well-documented drivers of global biogeochemical cycles. Studying the processes
that govern the manner and magnitude of biogeochemical cycling through forest
systems with their enormous stature, age, complexity, diversity, and spatiotem-
poral heterogeneity and that are rarely ever in steady-state possess real and mind-
boggling challenges for forest scientists. These challenges may cause some to
abandon efforts to understand the complex nature of forests biogeochemical sys-
tems altogether. However, in recent years, the application of stable isotope meth-
ods, at both natural abundance levels and through targeted experiments using
enriched isotopes have revolutionized our capacity to explore a wide range of
biogeochemical processes in forests. In this regard, stable isotopes are now
known to provide new and important insights from fracing the origin and move-
ments of key elements and substances through the Earth—plant—atmosphere contin-
uum (Gat 1996; Dawson et al. 1998, 2002; Fry 2006; Sharp 2007), to indicating the
presence and the magnitude of key Earth system processes (Holton et al. 2006;
Bowling et al. 2008), to integrating various biogeochemical processes in both space
and time (Bowen et al. 2009; Craine et al. 2009; West et al. 2010b), to also
recording biological responses to the Earth’s changing environmental conditions
(McCarroll and Loader 2004; Augusti et al. 2006; Dawson and Siegwolf 2007;
Sternberg 2009).

In this chapter, we review recent advances in the areas of forest ecohydrology
and biogeochemical research in forested systems that have made use of isotope
methods. Given limited space, we cannot provide a comprehensive review or
treatment of these issues and methods, so instead we focus our attention on
examples of water and carbon cycling research in forests and how isotope methods
have helped advance our understanding of these cycles. In the discussions that
follow we also advocate an approach that has only recently been embraced by these

D.F. Levia et al. (eds.), Forest Hydrology and Biogeochemistry: Synthesis 137
of Past Research and Future Directions, Ecological Studies 216,
DOI 10.1007/978-94-007-1363-5_7, © Springer Science+Business Media B.V. 2011



138 T.E. Dawson and K.A. Simonin

communities of scientists; to employ whenever possible more than one isotope
as well as accompanying and complimentary data. With modern advance in both
isotope methods and the theory that underlies isotope variation in nature as well as
in other areas or methods development and modeling, we can now and should use
multiple isotopes because we know that they provide better constraints on the
processes that lead to the patterns we observe in forested ecosystems and catch-
ments (see chapters in Kendall and McDonnell 1998). Moreover, we feel that it is
far more powerful and insightful when complimentary, nonisotope methods, are
used because they can extend, independently validate, and very much deepen or
understanding of both pattern and process and drivers that impact both. Advances in
quantifying water movement through streams, in the subsurface and through the
vegetation as well as real-time quantification of water vapor exchange via eddy-flux
or Bowen-ratio methods between vegetated surfaces and the atmosphere have
matured and when used in combination with H and O stable isotope analyses
are providing new insights into the water cycling as discussed below. In addition,
the application of geographically based and often remotely sensed information, the
quantification of elemental fluxes, the probing of molecular-level variation and
the development and use of process-based models are all powerful ways to extend
what isotope information may not or cannot. As such, we see some of the most
fruitful future advances in the areas of forest hydrology and biogeochemical
research being intimately linked with the application of multiple isotopes, and
these types of complimentary methods as well. As climate and land-use continue
to change, sometimes unabated, this may be the only way to not only track and
quantify these changes but also then discover the reasons for the changes.

7.2 Why Isotopes?

The analysis of the stable isotope composition of the light elements began in the
disciplines of chemistry and geochemistry (Faure 1986; Hoefs 1997; Criss 1999;
Sharp 2007) and later in biogeochemistry (Boutton and Tamasaki 1996; Clark and
Fritz 1997; Griffiths 1998; Kendall and McDonnell 1998; Flanagan et al. 2005)
and ecology (Rundel et al. 1989; Ehleringer et al. 1993; Unkovich et al. 2001;
Dawson et al. 2002; Fry 2007; Dawson and Siegwolf 2007; Lajtha and Michener
1994; West et al. 2010a, b). The information garnered from isotope analyses has
revolutionized our ability to understand both pattern and process in terrestrial,
aquatic, marine, and atmospheric systems. Since about the 1980s, a wide range of
investigations in the broad areas of hydrology and biogeochemistry have addressed
many types of questions using stable isotope information. This information has in
turn helped develop and expand cutting-edge methodology that included the use of
continuous-flow isotope analyses pioneered by John Hayes (Hayes et al. 1990;
Hayes 2004). The range of investigations that has emerged since these early
evaluations have significantly impacted the fields of hydrology and biogeochem-
istry across a wide range of temporal and spatial scales.
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Using stable isotope data requires a grasp of some fundamental principles of
isotope behavior and the underlying basis of observed variation in the isotope
composition of different “ecological” materials. The fundamentals of how stable
isotopes behave in all types of reactions are well understood owing to the pioneering
work in the 1930s by physical scientists such as Alfred Nier, Harold Urey, Malcolm
Dole, Samuel Epstein, and Harmon Craig to mention some of the leaders (see Sharp
2007 for a brief history of how stable isotope science developed). Of particular
relevance to hydrologists and biogeochemists is how the ratios of the lighter isotopes
of H, C, N, O, and S as well as Sr vary and are measured using mass spectrometers
and modern laser-based spectroscopic techniques. These stable isotopes show
some of the greatest variation on Earth, constitute the bulk of all living matter,
and are arguably the most effective tool for revealing changes in the Earth’s
biogeochemical cycles. Our goal therefore for this chapter is to demonstrate
how stable isotope of the water (H, D and 160, 18O) and carbon (12C, 13C) inform
our understanding of the hydrological and carbon cycles that drive and sustain
the Earth’s forests.

7.3 Stable Isotope Notation

Nearly all of the elements used by forest ecohydrologists and biogeochemists
are composed of at least two different stable isotopes (Table 7.1), one at a high
relative abundance, and most often the lighter isotope, and the other(s) at a very low
relative abundance(s). The ratio of the rare-to-common (or heavy-to-light) stable
isotope in any material contains valuable information about both processes and
sources. In addition, because of the very small absolute abundances of each isotope
in any material, by convention the stable isotope composition is expressed as the
difference in isotope abundances in a sample relative to an international standard.
Relative abundances are then used to discuss particular issues of interest, and this
is done more easily than with absolute isotope abundance or ratios, which only
vary in the third decimal place. This has led to the use of the widely accepted ()
notation (see McKinney et al. 1950), where the isotope ratio of your unknown
sample (SA) is expressed relative to an internationally accepted standard (STD;
Table 7.1) as,

0™ E = (Rsa/Rstp — 1) x 1,000, (7.1)

where E is the element of interest (H, C, N, O, S), “XX” is the atomic mass of
the heaviest isotope in the ratio, R is the absolute ratio of the element of interest
(e.g., 80/1%0 in H,0), and the subscripts SA and STD are as noted above. Because
the isotope abundances are very small, the ¢ value is multiplied by 1,000 to
allow the expression of small differences in units that are convenient to use, parts
per thousand (ppt), or the commonly used “per mil” notation represented by the
symbol, %o. By definition, the accepted standard (STD) has a d value of 0%eo.
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Table 7.1 Abundance, ratios, and reference standards for selected stable isotopes

Element Isotope Abundance Ratio measured Reference standard
Hydrogen 'H 99.984 ’H/'H (D/H) VSMOW?
’H (D)® 0.0156
Carbon 2c 98.982 Reae PDB®
3¢ 1.108
Nitrogen N 99.630 ISN/MN N,-atm.
BN 0.366
Oxygen 10 99.763 130/'%0 VSMOW, PDB®
70 0.0375 8o/ 70t VSMOW
80 0.1995
Sulfur 328 95.02 345328 CDT®
33 0.756
343 4210
363 0.014
Strontium 84gr 0.560 87Sr/30Sr NBS-987"
86gr 9.860
878r 7.020
8gr 82.56

“The original standard SMOW, or standard mean ocean water is no longer available, so the
International Atomic Energy Agency or IAEA (http://www.iaea.org/) makes (mixes) an equivalent
water sample in Vienna of a similar isotope value now known as VSMOW

® Correct notation for the heavy isotope of hydrogen is “H though another convention used is “D”
standing for the hydrogen isotope with mass 2 called “deuterium”

“The original carbon isotope standard, the fossil belemnite from the PeeDee geological formation
is no longer available and instead the IAEA “builds” an equivalent carbon standard in Vienna of a
similar isotope value (VPDB) though for carbon isotope analyses it is still referred to as PDB
9The TAEA standard is N, gas in the atmosphere; because N, comprises ~78% of the Earth’s
atmosphere, and there is no known additional source of N, of significance to dilute this atmo-
spheric source it is assumed that N,-atm is not changing enough to warrant developing a different
standard

°In the case where investigators desire to know the ™"C of a carbonate the standard VPDB is
used instead of VSMOW

"The 17-0 composition of air or water is also referenced to VSMOW

€ Sulfur isotope values are expressed relative to the FeS in a meteoritic troilite from Meteor Crater
in Arizona (USA) known as the Cafion Diablo Troilite or CDT

" A widely used standard for strontium isotope analyses is the National Bureau of Standards #987 (now
called the National Institute of Standards and Technology, NIST; http://www.nist.gov/), a carbonate
power. 87Sr/g(’Sr and 8(’Sr/RRSr ratios are determined with a thermal-ionization mass spectrometer
(TIMS) and unlike the other light isotopes the ratio measured is not expressed as the rare-to-abundant
ratio (or heavy-to-light ratio) but as the ratio of the two isotopes that are most easily measured,
87Sr/86Sr. Commonly, 87Sr/%Sr values are normalized with the 86Sr/885r (the light-to-heavy ratio of
0.1194) present in seawater because of fractionations that can occur during thermal ionization

This permits us to easily see that any substance with a positive d value has a ratio of
the heavy-to-light isotope that is higher than the standard. In contrast, a negative
value has the opposite meaning. Substances with positive § values are commonly
said to be “heavier” or “enriched” relative to the standard, although this convention
can often lead to confusion or errors if not expressed carefully (e.g., heavier or
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lighter relative to what?). Sharp (2007) provides some discussion of this issue and
the various errors commonly made when using delta notation or when expressing
isotope language.

The reason for the different abundances between the heavier and lighter isotopes
is that heavier atoms have a lower vibration frequency than lighter ones. Therefore,
heavier atoms or molecules react more slowly than their lighter counterparts,
largely because the bond strengths to the heavier isotopes in any substance is
greater and more energy is required to break the bonds than if they contained
lighter isotopes. This is because the potential energy (Ey) for the heavier isotope
is lower than for the lighter isotope (Ep ). The result is a lower rate of turnover when
a substance carrying the heavier isotope is involved. This eventually leads to
uneven isotope distributions between the reactant and the product that is called
fractionation. Isotope fractionation can occur during a chemical reaction or during
simple diffusion of a substance along a concentration gradient. The result is that the
abundance of the heavy isotopes in the substrate is greater than the abundance
of the heavy isotopes in the product that is defined by a fractionation factor, o,
for that reaction as,

oa—g = Ra/Rg, (7.2)

where R 5 and Ry are the isotope ratio of the two substances involved in the reaction
like a substrate (A) and the product (B) it forms. For most isotope fractionating
processes, we can distinguish between those that occur in one direction (with
no back reactions), termed “kinetic” fractionation from those that are reversible,
termed “equilibrium” fractionation (e.g., diffusion or dissociation of CO, in water).
For biological systems, kinetic fractionation is almost always associated with
enzyme-mediated processes (e.g., photosynthesis or biosynthesis), and this is gen-
erally referred to as isotope discrimination. Kinetic or equilibrium characteristics of
different isotopes involved in physicochemical or biologically mediated (enzymatic
discrimination) reactions is what leads to the changes in the isotope abundances we
measure. And while in absolute terms such changes are only on the order of a
few percent, in relative, or “delta” terms, some of these changes are very specific
and quite large and can therefore be used to track process, determine source, and
therefore record change. Below we use these facts in examples and case studies to
show just how informative they can be for forest hydrological and biogeochemical
investigations.

7.4 The Water Cycle

As noted, forests and woodlands occupy a significant fraction of terrestrial surfaces
and represent a pivotal component of most major terrestrial headwaters. The stable
isotopes in water (H, D, 160 and 18O) can and have been used to characterize the
water pools and flux pathways through these wooded landscapes and have allowed
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scientists to track water entering forests as precipitation to where it is eventually
returned to the atmosphere from soils, streams, and groundwater aquifers via
evaporation or transpiration by plants. Stable H and O isotopes also allow hydrol-
ogists to trace surface waters into runoff or groundwater recharge components
(Fig. 7.1a). The distribution of D and 'O water isotopes varies in predictable
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Fig. 7.1 (a) As water moves through forested ecosystems, the distribution of D and 18-O water
isotopes vary in predictable ways through the process of equilibrium and kinetic fractionation
events (gray boxes) and the mixing of isotopically distinct water reservoirs (white boxes)
through advection and redistribution by plant roots. (b) The covariation of 6D and 'O in global
precipitation (Global Meteoric Water Line) as described by the linear model 6D = 8 x §'%0 + 10.
After a rain event, the 6D and 5'80 of surface and soil waters will increase, and the d-excess will
decrease, as the lighter water isotopes are preferentially converted from liquid to vapor. (¢) The
mixing of residual soil water (filled circles) and precipitation (open stars) is dependent upon soil
physical properties and rain intensity. In the example shown here, the isotope composition of
soil water with depth after a rain event is represented by the open circles. The potential range of soil
water isotopes after the second rain event is bound by the dotted lines
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ways as water is subdivided into these flux pathways through the process of
equilibrium and kinetic fractionation events (e.g., see gray boxes in Fig. 7.1a),
the mixing of precipitation events in the unsaturated zone, and from the selective
utilization and redistribution of water by plants (Gat and Tzur 1967; Dawson et al.
1998; Gat and Airey 2006). In the following sections, we review the processes
driving variation in the distribution of H and O isotopes in forest waters. We discuss
how the use of stable water isotopes, when combined with other measures of forest
hydrology (e.g., soil water content, rain intensity) and meteorology (e.g., air
temperature, relative humidity) have been used to better understand environmental
and biological controls over forest hydrology and water balance; specifically, those
studies which used both 5D and §'®0, that is, a dual isotope approach.

7.4.1 Precipitation

The isotope composition of precipitation entering forest landscapes can vary greatly
throughout a given year or between years. The greatest environmental driver for
variation in the stable water isotope composition of precipitation is condensation
temperature (Dansgaard 1964). This is because the equilibrium fractionation factor
describing the redistribution of stable water isotopes between the liquid and vapor
phase, denoted as «;_,, is extremely temperature sensitive. As such, the 6D and 580
of precipitation varies predictably with changes in air temperature, specifically air
temperature at the cloud base as reflected in o,_, (Dansgaard 1964; Rozanski et al.
1992, 1993; Criss 1999). The general trend is that precipitation in cold regions tends
to be isotopically depleted in D and '®0 relative to precipitation in warmer regions.
Additionally, as ocean derived water vapor moves inland and condenses to fall
as rain the remaining atmospheric water vapor becomes progressively depleted in
D and "®0. The distillation of an air mass through progressive rain events follows
a predictable pattern commonly referred to as Rayleigh distillation. For further
details on Rayleigh distillation in the hydrological context, see Kendall and
Caldwell (1998).

Despite the fact that o,_, is extremely temperature sensitive, the ratio of o;_, D
to oy 80 is relatively constant at 8.1 £ 0.2 (Criss 1999). This ratio is reflected
in precipitation globally as first recognized by Craig (1961) and was expressed
graphically as the covariation between dD and 6'®0 in precipitation that has not
experienced evaporation. The 6D vs. §'®0 plot of precipitation is then best
described as a linear function with a slope of ~8 and an average offset of 10%eo;
oD = 8 x "0 + 10 (Fig. 7.1b). It is important to note that ocean water, the
source for ~90% of the atmospheric water vapor globally (Chahine 1992), does not
fall on the global meteoric water line (GMWL). This is because ocean evaporate
(vapor) is rarely ever in equilibrium with the liquid phase. Evaporation from
the ocean surface into a well-mixed troposphere, by definition, occurs at less
than saturating conditions and this results in an additional nonequilibrium isotope
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effect (i.e., a diffusive or kinetic fractionation effect) between vapor and liquid
as water vapor is transported away from the liquid—vapor interface (near the ocean
surface). This kinetic fractionation effect increases as relative humidity in the
air above the ocean surface decreases as described by Craig and Gordon (1965)
and later by Gat (1996). The average relative humidity above the ocean sur-
face is ~81% and as water evaporates into this unsaturated air the outcome is the
10%o offset in 0D (enrichment) commonly referred to as d-excess (Fig. 7.1a).
The d-excess of any given meteoric water reservoir is defined as, d-excess =
oD — 8 x 6'"%0. An increase in the d-excess of atmospheric water vapor and/or
precipitation suggests a greater influence of nonequilibrium effects that occur in air
at lower relative humidity’s that in turn change (lower) diffusion resistance for
the lighter isotopologue of water, H,'%0, to move into the atmosphere. Using
d-excess to characterize the stable isotope composition of precipitation, forest
waters (e.g., subsurface water, plant xylem water) can provide insight into a number
of forest hydrologic processes and will be discussed in more detail in the following
sections.

As rainfall reaches forest canopies we must recognize that the stable H and
O isotope composition of this precipitation that enters the forest may also be
modified by canopy interception and reevaporation (Gat and Airey 2006; Wenjie
et al. 2006). Commonly, rain water that comes into contact with the forest canopy
and moves through tree crowns to the forest floor, called throughfall precipitation,
can be isotopically enriched in D and '®0 and posses a lower d-excess value relative
to precipitation collected above the forest canopy or in the open. When rain
is intercepted by forest canopies, the film of water that is held on leaf surfaces is
subject to reevaporation. During the process of evaporation, the lighter water
isotopes (H and '°0) are preferentially lost to the vapor phase resulting in an
increase in the concentration of heavy water isotopes (D and '*0) in the liquid
phase (discussed in greater detail in Sect. 7.4.2). Subsequent rain events that
interact and mix with this enriched D and '"®O water pool result in throughfall
that is potentially distinct in its 3D and 8'®*0 from rain. The difference between
the isotopic composition of rain and throughfall is ultimately dependent upon the
amount of water held in the forest canopy (its capacity), rain intensity, the duration
of time between rain events, and the windspeed and relative humidity during the
rain-free period that all impact mixing dynamics, and the magnitude of fraction-
ation. For example, in a seasonal tropical rain-forest (~1,600 mm of rain per year)
dominated by broadleaved evergreen angiosperm species (Pomentia tomentosa and
Terminalia myriocarpa) Wenjie et al. (2006) found throughfall to be relatively
enriched in D (e.g., up to 4%o greater in 0D) and 18-O (e.g., up to 0.7%o greater in
5'80) compared to precipitation collected above the forest. In contrast, within a
temperate mixed conifer forest that receives ~2,100 mm rain annually over a 4- to
6-month period and dominated by an evergreen gymnosperm species (Pseudotsuga
menziesii) little difference was observed in the stable water isotope composition
of throughfall compared with the rain meaning that the linear models describing
covariation between dD and d'®0 of throughfall and rain were relatively indistin-
guishable (Simonin and Dawson, unpublished data).
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7.4.2 Soil Hydrology: Evaporation and Infiltration

In between precipitation events, surface evaporation from soil will decrease the
water content of the unsaturated zone resulting in a progressive enrichment of
D and 'O in the residual soil water until steady-state evaporation is achieved
(Allison et al. 1983; Dawson et al. 1998). The effect of surface evaporation on
the 0D and 0'®0 of residual soil water generally decreases with depth along a
mixing gradient defined by the diffusion kinetics of the heavier isotopologues of
water away from the liquid—vapor interface against the transport of water from
deeper soil horizons by capillary action (Zimmermann et al. 1967; Allison et al.
1983; Barnes and Allison 1983; Gat 1996; Kendall and Caldwell 1998). The result
of these two opposing fluxes is an exponential decrease in 6D and 6'*0 with depth.
If, however, the mixing gradient of heavier water is solely defined by the process of
diffusion, then a near-linear model best describes the decrease in 6D and §'*0 with
depth (Barnes and Turner 1998).

Covariation between 6D and 6'®0 of residual soil water caused by surface
evaporation can be described by a well-known “soil evaporation line” (Fig. 7.1c¢).
Similar to the linear model describing covariation between 6D and 6'%0 in atmo-
spheric water vapor and precipitation (i.e., the GMWL,; Fig. 7.1a), the linear model
describing the soil evaporation line is directly related to the ratio of o;_, D to o;_y
'80. However, the slope of any soil evaporation line is always less than the slope
of the linear model describing the isotope composition of atmospheric water vapor
and precipitation (i.e., <8; Fig. 7.1b, ¢). The lower slope of evaporation lines is
the result of kinetic isotope effects (ax) associated with the transport of lighter
isotopologues of water away from the liquid—vapor interface (e.g., H,'°O >
HD'¢0 > H2180). This transport or kinetic isotope effect, ax increases as the
relative humidity above the liquid—vapor interface decreases. The linear slope, S,
describing the covariation of D and §'%0 along an evaporation line is described as:
S = la_y + ax + h(dy — dy)]ai—y + ax + h(d, — dy)],5_q; Where J, and d, are the
stable isotope composition of atmospheric water vapor and soil water, and 4 is the
atmospheric relative humidity the water is evaporating into (Kendall and Caldwell
1998). The end result of surface evaporation is an overall decrease in the d-excess
of residual soil water and an increase in the d-excess of water in the soil evaporate
(vapor leaving the soil surface), relative to the d-excess of precipitation (Fig. 7.1b).
Therefore, decreases in soil water content due to evaporation are expected to
increase the difference between the d-excess of precipitation and residual soil
water (Fig. 7.1c). If a decrease in soil water content occurs in the absence of
changes in d-excess, then the loss of water from the unsaturated zone is due to a
forest hydrologic process that does not result in fractionation and/or the mixing of
isotopically distinct water pools in the unsaturated zone. One such process is root
water uptake (Fig. 7.1a), a nonfractionating process that will be discussed in
Sect. 7.4.3.

Natural variation in 6D, 5180, and d-excess, of soil water, groundwater, and
precipitation (e.g., Fig. 7.1c) when combined with evaluations of soil water content
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and/or water potential, can be used in unsaturated flow models to calculate the mean
residence time (MRT) of water in the unsaturated zone, and the transport processes
directly contributing to groundwater recharge (Mathieu and Bariac 1996; Dewalle
et al. 1997; Asano et al. 2002; Gazis and Feng 2004; Kabeya et al. 2007; Lee et al.
2007; Brooks et al. 2010). This is because water held in the unsaturated zone is
often a mixture of many precipitation events, each with their own unique stable
water isotope composition (see discussion above and Fig. 7.1b). How a particular
rain event mixes with residual soil water is strongly influenced by the physical
properties of the unsaturated zone and of course by the precipitation events them-
selves (intensity, duration, temperature). For example, on any given site, a new
precipitation event may act to physically push all residual water down a hydraulic
gradient (i.e., commonly referred to as piston flow). And even though there is
water displacement, water is adhesive and so some mixing of waters with different
isotopes compositions with depth can occur (Zimmermann et al. 1967). At the
opposite extreme, one might expect that a very large fraction of precipitation could
pass through upper soil layers via macropores and large fractures resulting in
minimal contact with bulk soil water held in the soil pore spaces (i.e., commonly
referred to as preferential flow; e.g., Mathieu and Bariac 1996). These complexities
result in variation in the stable water isotope composition of the unsaturated zone
and groundwater that is a function of: (1) the 5D and 6'%0 of precipitation, (2) the
fractionation that occurs when water is lost through the process of evaporation, and
(3) the mixing ratio of precipitation and residual water as determined by soil
physical properties and rain intensity (Henderson-Sellers et al. 2006). Plant root
water update and releases may also complicate this picture as in the case of
hydraulic lift seen in trees (Dawson 1993; Caldwell et al. 1998).

To date the majority of water transport studies in the unsaturated zone have
focused on the use of a single stable isotope (H or O but not both). However, recent
research suggests that d-excess is a better tracer of water transport in the unsatu-
rated zone than either 5D or 6'%0 because natural variation in the d-excess of forest
waters is often many times greater than either 6D or 5'®0 alone (Lee et al. 2007).
This is because soil water and precipitation may be identical when assessed on an
individual isotope basis (i.e., 6D or 6'*0) yet, possess drastically different d-excess
(Fig. 7.1c). How can this happen? Because, the d-excess reflects isotopic changes
associated with kinetic fractionation events and thus acts as an indicator of evapo-
ration. As such, we recommend a dual-isotope approach relying on d-excess values
for understanding water transport in the unsaturated zone. For example, Lee et al.
(2007) predicted the MRT of water in the unsaturated zone of volcanic derived by
monitoring variation in the oD, 6'%0 and d-excess of precipitation and soil water at
three depths over the course of a year. Model results showed that the use of d-excess
values provide the best estimate of the MRT of water in the unsaturated zone.

Additionally, when applying natural variation in the distribution of stable water
isotopes to transport processes in the unsaturated zone it is important to consider the
field methods used to sample soil water. This is because soil water resides in
a variety of pore sizes, which directly influences water mobility and thus our ability
to extract a particular water reservoir for stable isotope analysis. For example, soil
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water obtained using tension lysimeters will only remove the very mobile water fraction
that resides in soil macropores or fractures with relatively high hydraulic conductivity
(Burns et al. 2001). In contrast, soil water extracted using cryogenic vacuum distillation
represent a mixture of more immobile and mobile water pools (Ehleringer et al. 2000).
Therefore, the use of both lysimeter and vacuum distillation methods to sample subsur-
face water is likely to provide a more detailed picture of the spectrum of bound and
unbound pools of water within and outside (below) the unsaturated zone. This may
facilitate better quantification of the transport processes contributing to groundwater
recharge and to transient water pools that trees may use.

7.4.3 Water Use by Trees

The major factors controlling tree water use can be subdivided into physical factors
associated with soil and subsurface water transport and availability, biophysical
factors associated with variation in plant hydraulic traits, and meteorological
factors (Lambers et al. 1998). Stable isotopes are a useful tool for understanding
the relative contribution of these different abiotic and biotic controls on tree water
use (Dawson and Ehleringer 1998). For example, measurements of the d-excess
determined from a plant xylem water sample and subsurface water samples form
different depths can be used with isotope mass balance models to trace where trees
and understory plants are obtaining water (Phillips and Gregg 2003; Ogle et al.
2004; Romero-Saltos et al. 2005). This is because transpiration decreases soil
water content without changing the stable isotope composition of bulk soil water
(Wershaw et al. 1970; White et al. 1985). Since evaporation of subsurface water
results in the progressive decrease in d-excess with depth (see Sect. 7.4.2), the dif-
ference between the d-excess of trees and mean annual precipitation (i.e., d-excess
of Local Meteoric Water Line — d-excess of plants) is expected to decrease with
increasing rooting depth. Put another way, within a particular environment the
difference in d-excess between precipitation and tree xylem water is expected to
change in predictable ways with variation in plant water use strategy.

It is important to note that not all water taken up by plant roots is directly
transported to leaves. A fraction of subsurface water extracted by roots can be
redistributed within the unsaturated zone through a process commonly referred to
as “hydraulic lift or redistribution” (Dawson 1993; Burgess et al. 1998; Caldwell
et al. 1998). The redistribution of subsurface water has important implications
for rhizosphere water content and thus total forest evaporation and transpiration
(Dawson 1993; Caldwell et al. 1998; Lee et al. 2005a; Brooks et al. 2006). It may
also impact nutrient cycling locally (Caldwell et al. 1998). This is because hydrau-
lic redistribution can replace a large fraction of the water removed by trees each day
(Emmerman and Dawson 1996; Lee et al. 2005a). Since root water uptake does not
result in water isotope fractionation, hydraulic redistribution has the potential to
mix isotopically distinct subsurface water pools on a daily time step. This isotope
mixing effect has been used to evaluate lateral and vertical redistribution of water
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in the unsaturated zone and the contribution of this redistributed water to both
understory plant water use (e.g., Dawson 1993; Brooks et al. 2006) and stand
transpiration (Dawson 1996).

7.4.4 Forest Water Balance

As described in the previous sections, characterizing the distribution of stable water
isotopes between water reservoirs in a forest can provide insight into many aspects
of forest hydrology. Here, we discuss how natural variability in the D and
80 isotope composition of water in soils, trees, and the atmosphere can be used
to estimate the relative contribution of tree transpiration and soil evaporation to
forest stand water balance (Walker and Brunel 1990; Moreira et al. 1997; Wang and
Yakir 2000; Yepez et al. 2003; Williams et al. 2004). In general, the hydrogen and
oxygen isotope composition of water vapor in forests is the product of three major
sources: (1) water vapor from the troposphere, (2) surface evaporation from soils,
and (3) plant transpiration. In order for natural variation in stable water isotopes to
be an effective tool for partitioning the relative contribution of soil evaporation (E)
and transpiration (7)) to total forest water use (ET), soil evaporate and tree transpi-
ration must be isotopically distinct. Additionally, partitioning is made easier if the
isotope composition of the “background vapor” (i.e., water vapor from the tropo-
sphere) is relatively constant or alternatively well defined by high frequency
measurements. If these conditions are met, then changes in the isotope composition
of atmospheric water vapor, throughout the day as ambient humidity changes,
is considered to be due to the addition of two distinct sources of water vapor, soil
evaporate, and plant transpiration. The mixture of these vapor sources can be
partitioned using what is commonly referred to as “Keeling plots” (Keeling 1961;
Yakir and Sternberg 2000; Dawson et al. 2002). Keeling plots, first developed for
carbon isotopes in CO, (see Sect. 7.5), identify g7 based on mass balance mixing
relationships where the isotopic values of air, collected at different heights above
the ground are plotted against the inverse of the concentration of water vapor.
The y-intercept of Keeling plots reflects the isotope composition of the ET flux
(Dawson et al. 2002; Yepez et al. 2003). The validity of the Keeling plot relies on
the assumption that: (1) the isotope composition of the background atmosphere that
E and T are mixing into is relatively constant and (2) no water is lost from the
atmosphere due to condensation.

To interpret dz7 derived from Keeling plots, we will calculate the fractional
contribution of transpiration (Fr) to the evapotranspiration flux as (Yakir and
Sternberg 2000):

Opr — O

Fr=———=
T o — g

x 100, (7.3)

where Jg is the isotopic composition of evaporated soil water and dr is the isotopic
composition of transpired water. The isotope composition of these sources could be
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expressed as 0D, 5'%0 or even as d-excess. The spatial resolution of oz derived
form Keeling plots depends on the height from which the samples are taken and the
surface roughness of the forest canopy (Yepez et al. 2003). Collection from
different heights may allow for separate isotopic analysis of particular vegetation
layers (i.e., understory and overstory canopies). In ecosystems with a distinct
overstory and understory component and poor mixing conditions, Keeling plots
near the ground surface will provide an integrated measure of soil evaporation and
understory evapotranspiration. Keeling plots from higher profiles will integrate the
isotopic flux from all ecosystem sources. Therefore, the fractional contribution
of transpiration can also be calculated for understory fluxes.

The Jg and dt values used in the isotope mixing model described above are
derived from the isotope composition of the ambient atmosphere (J,), tree xylem
water (dy), soil surface water (J ), and basic meteorological measurements (e.g.,
soil temperature, air temperature, and relative humidity). The Craig and Gordon
(1965) model describes the isotope fractionation events that occur during evapora-
tion and can be used to predict Jg if air temperature, soil temperature, d, and relative
humidity (/) are known, as described by Wang and Yakir (2000):

5 0 X Oy — R X 8y — Eeq — (1 —h) X &
FT T U=k + (1 +h) x&/1,000

(7.4)

where o is the liquid—vapor equilibrium fractionation factor and can be expressed
in “delta units” as &.q. Similarly ¢ is the kinetic fractionation factor an 4 is the
humidity of the ambient air normalized to soil temperature. When leaf water
enrichment is at steady state, the 0, is equal to the isotope composition of xylem
water, and thus the average oD and 6'®0 of water uptake by roots. Thus, during
steady-state evaporation, Jy is generally enriched in 6D and 6'%0 relative to .
However, it is important to note that steady-state transpiration often times only
occurs during a narrow window of time on a diurnal cycle; often at mid-day when
h is relatively stable (Harwood et al. 1998). Further previous research has shown
that the isotope composition of the “background air” that surface evaporation and
tree transpiration are mixing into can be extremely variable depending on meteoro-
logical conditions (Lee et al. 2005a, b). As such, the Keeling plot technique is
limited to meteorologically favorable conditions.

7.4.5 Water Provenance and Hydrograph Separation

One final application for stable isotopes in forested watersheds is their use in
quantifying the provenance of the water in the runoff and within the groundwater
in a particular watershed, where the hydrograph is also being measured. When
precipitation falls into the watershed and impacts runoff and aquifer recharge dynam-
ics, we expect the waters in the various pools to possess different 6D and §'°0.
This occurs because of differences in pool sizes, mixing dynamics, and the
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relative importance of processes such as evaporation that can all impact the D and
5'30 of the runoff, the groundwater, the soil water, and the plant available water. In
well-constrained watersheds, the isotope composition of water in the underlying
aquifer can deviate quite significantly from the annual precipitation 6D and 6'0
indicating not only that mixing has occurred but also can be used to determine
residence times as well (Fetter 1994). When the stream flow, precipitation amounts,
groundwater discharge, evaporation, and all of the respective isotope changes in the
waters associated with these process are known, one can determine the dominate
provenance (winter snowmelt, summer showers, fall rainfall) that contribute to the
runoff and recharge in the system (Kendall et al. 2001). In addition, following storm
events and changes in the stream hydrograph (discharge at some set point), one can
use the oD or 6'%0 of the groundwater and the precipitation (storm event) to
separate base flow from storm flow. This is best achieved when the hydrograph is
composed of only two components (storm runoff in the stream and groundwater
flow). If there are additional components to discharge such as deep groundwater
flow, shallow groundwater, or porous soil flow, in addition to storm flow, then other
chemical tracers can be used (e.g., natural SiO, or artificially applied SF6, Bromide;
Fig. 7.2). Using end-member mixing analyses that make use of the isotope values,
the chemical tracers and the hydrograph one can provide estimates of the relative
contributions of say storm flow, base flow from groundwater, and percolation
flow through soils to total flow from the watershed (Clark and Fritz 1997; Burns
et al. 2001).

7.5 The Carbon Cycle

The vast majority of carbon that cycles through the Earth’s ecosystems begins with
CO, fixation by autotrophic organisms and for the vast majority of forest tree
species this means plants that possess what is called the C3 photosynthetic pathway.
During C3 photosynthesis, there are two processes that cause isotopic variation in
the carbon molecules fixed. The first process is differential diffusion of '>*CO, and
'2C0, through the stomatal pores and the second comes about when the carbox-
ylating enzyme, Rubisco (ribulose bisphosphate carboxylase-oxygenase), discrimi-
nates against the “heavier” carbon isotope within the isotopologue of carbon
dioxide, '*CO, and this results in the products of photosynthesis being relatively
depleted in their carbon isotope ratio, '>C. The degree of '*C depletion in the
carbon products produced by trees ultimately depends on the ratio of availability of
12C02 and 13COQ at the site, where CO, is assimilated relative to the external
atmosphere (c,); the so-called c;/c, or c./c, ratio (referred to as either c; or ¢, for the
leaf internal or chloroplast carbon dioxide concentrations, respectively; Farquhar
et al. 1989; Flexas et al. 2007). As the c;/c, or c./c, ratio declines Rubisco ends up
discriminating less and less against '>*CO, and the subsequent carbon isotope ratio
increases. For example, at a ¢;/c, of 0.9 theory shows that the §'*C of photosynthetic
products should be —31.6%o0 compared to a c;/c, of 0.7, where the calculated st
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Fig. 7.2 Three-way analysis of a rain storm’s impact on the discharge dynamics of the total
stream water hydrograph (dashed line) and its relative contributions to discharge in the ground
water, soil water, and storm flow (runoff) (a), the oxygen stable isotope ratio (8'%0) of stream
water samples (triangles) taken at various times (days) after the storm event (b), and the bivariate
plot of the SiO, vs. 3'0 in storm water (open circles), soil water (gray circles), and ground water
(filled circles) samples collected at the same site over the 12-day event (c). The triangles in plot
(¢) show the SiO, and ¢'30 values for storm water collected on a particular day (the day is number
shown next to the symbol) that are the same data shown in plot (b). The initial 580 for the storm
water and groundwater are shown with arrows in plot (b) (adapted from Clark and Fritz 1997)

would be much heavier or —24.6%o. The factors that cause variation in either c;/c,
or c./c, are therefore of two general types — those that impact the supply of CO,
(mostly commonly through the stomatal pores and therefore by the stomatal
apertures that ultimately affect the rate of conductance, g.) and the demand for
CO, by Rubisco. The relative importance of CO, supply vs. the demand for this
C-substrate in determining the c;/c, is in turn determined by a suite of environ-
mental (light, evaporative conditions at the leaf surface, soil water availability,
plant available nitrogen in soils, etc.) and physiological (degree of plant water
stress, allocation of nitrogen to enzymes vs. other functions, leaf energy balance,
etc.) factors (Dawson et al. 2002). We do not have space in this chapter to explore
the manner and importance of all of these factors. For our purposes here, it is most
important to keep in mind that these factors ultimately determine the '*C isotope
composition of organic compounds in leaf litter, woody debris, or various other
carbon-based compounds that in turn serve as the substrates for the oxidation of
carbon via respiration. In fact, it is the respired d'*CO, from forested ecosystems
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that can be used to track and quantify a wide range of carbon cycling questions
at the stand or ecosystem scale (Pataki et al. 2003). Therefore, for the remainder
of this chapter we focus on research that has used measurements of the 6'*CO, of
respiration and the concentration of the CO, in this efflux to inform forest C-cycling
research. We also briefly highlight the use of '*C methods and how they can provide
additional information that '*C may or may not (also see Trumbore 2006 for review
on the uses of the '*C method in ecosystem science).

7.5.1 Ecosystem Respiration

The measurement of the C-isotope composition of air sampled from plant parts
such as roots, leaves, or entire crowns and from soils provides valuable informa-
tion about forest carbon cycling. In particular and as noted above, the C-isotope
composition of respired CO, from these sources (an others) provides insights into
the controls, the flows and the sources of C in forest ecosystems. Moreover,
tracking the isotope composition and sources of respiratory CO, fluxes provides
an opportunity to understand the processes of C-isotope fractionation and the
“routing” of carbon in forested ecosystems. A valuable method that is aimed at
drawing many of these elements together and that extracts the C-isotope composi-
tion of different CO, sources (e.g., respired CO, from plant, soil, autotrophic,
heterotrophic sources) from the bulk or background air in a quantitative manner
was first developed by Charles D. (Dave) (Keeling 1958, 1961) and is now known
as the “Keeling plot.”

The establishment of the Keeling plot method that employs the simultaneous
measurements of carbon dioxide concentration and the 6'°C of CO, samples
collected has proven to be a robust approach for quantifying the source(s) of
respired CO, from a range of ecosystems, including forests. Samples are generally
collected at night from multiple heights across a gradient of CO, concentrations
(C,ip) that are very often observed when samples from the surface of the soil upward
through the canopy into the background atmosphere (ambient air) or from soil-
surface chambers over time. The data obtained from these plant and soil respiration
samples are plotted with the §'°C of each CO, sample as our dependent variable on
the vertical-axis against the inverse of the carbon dioxide concentration (e.g.,
1/[CO,]) on the horizontal axis (Fig. 7.3a) as the independent variable described
by the equation

513Csamplecsample = 5]3Caircair + 513CRCRa (75)

where C is the concentration (mole fraction) of CO, in dry air, the subscripts
“sample,” “air” and “R” represent the total CO, in each sample, the background
CO, in ambient air from that particular ecosystem, and the respired sources of CO,
from the ecosystem of interest, respectively. Of course, the 6'C of the “sample,”
“air” and “R” represent the carbon isotope ratio ('>C/'?C) of each relative to the
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Fig. 7.3 (a) The “Keeling Pot” for ecosystem respiration (Cr), where the inverse of the carbon
dioxide (CO,) concentration (x-axis) is plotted against the stable carbon isotope composition
(TM13C) of a set of samples through which a linear regression (dashed line) is fit. The y-axis
intercept of the regression line represents the average ™'C of ecosystem Cg, or ™"3Cg.
(b) Example of how Fessenden and Ehleringer (2002) used the Keeling Plot method in a Pacific
Northwestern conifer forest to investigate the impacts of a drier than normal El Nifio year in 1998
compared with a wet La Nifia year in 1999 on the Keeling Plot intercept, or ™"3Cg (in 1998
™!3CE = —22.8%o0 and in 1999 ™'3Cp = —28.5%o). (c) The ™'*Cy obtained for a range of field
sites (North and South America) in relation to mean annual precipitation (MAP) (from Pataki et al.
2003; reproduced with permission of the American Geophysical Union). Error bars are standard
errors for all of the observation obtained at that site. In general, as MAP declined TM13CR
increased. At a coniferous forest site from the Northwestern United States, when MAP exceeded
2,400 mm ye.arf1 (vertical dotted line at right), TM]3CR increases again

standard as described above. If Cg as Cyympie — Cair is substituted into the equation
above, then

513Csample = [Cair(513cair - 513CR)/Csample] + 513CR- (76)

A Model II linear regression is fit to the data and at the intersection of regression
line with the y-axis the average 6'°C of ecosystem respiration, 5'>Cy (the source of
the CO,) is obtained. The method is based on the principle that at the y-intercept
there is a hypothetically infinite source of CO, largely from biological activity (e.g.,
plant, bacterial, and fungal respiration) while at the opposite end of the regression
line (upper right) is the ambient atmosphere. Recent efforts that have employed the
Keeling plot method have used it to investigate interannual variation in the primary
source of ecosystem respiration (Flanagan et al. 1996; Bowling et al. 2001, 2002)
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and how significant changes in the magnitude of either soil water deficit (from
precipitation changes; Fessenden and Ehleringer 2003; Scartazza 2004; Lai et al.
2005) or forest tree response to atmospheric demand (Bowling et al. 2002) may
impact the 5'°C of this CO, source. For example, Fessenden and Ehleringer (2002)
showed that in a coniferous forest during wet El Nifio vs. drier La Nifia conditions
the intercept of the Keeling plot changed by nearly 6%o (Fig. 7.3b). The interpre-
tation for such a shift in this case was that under drier La Nina conditions, the forest
trees that were believed to be the primary source of ecosystem respiration down-
regulated their water use via stomatal closure that in turn changed (lowered) carbon
isotope discrimination and therefore the relative amounts of 'C and '’C they
assimilate. If trees discriminated less against 13C, this would increase the 6'°C of
the carbon they fixed; it is this carbon, by inference, that was the primary source
of respiration (i.e., it determined the Keeling plot intercept). Keeling plots have also
been used to follow how ecosystem respiration changes under varying conditions
within a single season or across a wide range of ecosystem types that are exposed
to large variations in site precipitation inputs (Fig. 7.2c; Buchmann et al. 1997;
Harwood et al. 1999; Pataki et al. 2003).

7.5.2 Respiration Partitioning

Most recently, investigators using the Keeling plot method have begun to ask the
question, what are the sources of respiration that contribute to a single plot
intercept? Posing this question has in turn led investigators to conduct detailed
partitioning studies aimed at deconvoluting the potentially complex set of respira-
tion sources and then separating their relative contributions. This requires being
able to identify the diversity of biological sources of respired CO, such as roots,
leaves, tree boles, soils, etc. and further divide these into their respective auto-
trophic or heterotrophic origins (Fig. 7.4; Tu and Dawson 2005). It also seems
possible that biogenic sources could be separated from possible geochemical
sources of carbon dioxide (Tu and Dawson in review). A recent review by Bowling
et al. (2008) highlights the power and promise of using the Keeling plot approach as
well as other carbon isotope measurements in terrestrial ecosystem such as forest
for deepening our understanding of what underlies the patterns as well as the
processes governing ecosystem-scale carbon cycling. Additionally, recent litera-
ture that use carbon isotope data, including Keeling plots, reveals that when this
information is linked with other forest metrics (e.g., stand age, basal area, species
composition or other stand properties), site characteristics (e.g., slope exposure, soil
moisture, evaporative demand for water from the vegetation by the atmosphere) as
well as other knowledge about tree physiology (e.g., photosynthetic production and
limitation, water use) and the ecology of the forested stand (e.g., disturbance regime
and history, levels of competition within and among species, species or functional
type diversity), new insights into the forest C-cycle and the physical and biological
controls that impact it are beginning to emerge.
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Fig. 7.4 Example of a deconvolution (partitioning) attempt where the various 0'>C values from
different ecosystem compartments that are respiring are measured separately (the values at /eft side
of the figure and at the end of each dashed line are each individual respired 8'3CO, value obtained
from that tissue type, compartment or pool) that make a possible contribution to the single 5'>°CR
(Keeling Plot intercept = —26.5") value. Data were obtained from a central California Coastal
Redwood Forest site (adapted from Tu and Dawson 2005; tree drawing by Robert Van Pelt from
“Forest Giants of the Pacific Coast,” University of Washington Press, reproduced with permission)

7.5.3 Radio Carbon

While the focus of this chapter is on “stable” isotopes, it is worth pointing out
that the use of '“C radiocarbon methods have also been a very powerful approach
in forest carbon cycling research and particularly for aging soil organic matter
(Horwath et al. 1994; Trumbore 2006) as well as roots (Gaudinski et al. 2001,
2009), for partitioning the gaseous fluxes out of forest soils (Hanson et al. 2000;
Trumbore et al. 2006) or entire stands into their autotrophic and heterotrophic
components (Hahn et al. 2006; Shuur and Trumbore 2006; Subke et al. 2006;
Carbone et al. 2007) or from different species (Carbone and Trumbore 2007) and
for tracking changes in the sources of soil respiration following catastrophic dis-
turbances such as fire (Czimczik et al. 2006). It is likely that future research aimed
at identifying and partitioning different sources of ecosystem respiration will very
much benefit from using both '*C and '*C methods in combination not unlike using
D and '®0 together for hydrological research highlighted above.
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7.6 Future Directions

As advocated at the beginning of this chapter, we feel that the real advances will
come about in future of stable isotope investigations in forest hydrology and biogeo-
chemistry when multiple isotopes and numerous and complimentary methods are
applied. What has yet to be truly achieved with isotope methods is a comprehensive
investigation of the coupling of the water and carbon cycles in a forested system.
It is likely that now such study has yet to be done because of the expense and the
relative limitations of obtaining data at the right spatial and temporal scales.
And even though a variety of stable isotopes techniques have become more com-
monly used by forest hydrologists and biogeochemists, the availability of fully
automated analytical systems that can enhance the frequency of sampling has only
recently been achieved. For example, the development of a new generation of field-
deployable, optically based stable isotope analyzers (called tunable-diode, cavity
ring-down and quantum cascade lasers) is now permitting the analysis of fine-scale
changes in the isotope composition of meteoric waters (vapor and liquid; Welp et al.
2006) and atmospheric CO, at high-frequencies (e.g., Bowling et al. 2003; Kerstel
2004, Kerstel and Gianfrani 2008; Berman et al. 2009). These new instruments are
smaller, less expensive than modern mass spectrometers, can be powered using
portable battery banks, generators or solar arrays and thus can be deployed in the
field. They are also providing real-time data with very high precision and therefore
have the potential to revolutionize our ability to characterize carbon and water
pools and fluxes using isotopes in ways that have never been achievable. Many
challenges still remain in designing robust sampling schemes and rapid methods of
data analysis using these new techniques. Moreover, stable isotope analyses for a
wide range of sample types such as plant and soil extracts are currently posing
a challenge because organic substances in the water extracts are creating an optical
interference and therefore produce erroneous results (e.g., see Brand et al. 2009;
West et al. 2010a, b showing discrepancies between the isotope data generated by
laser and mass spectrometer). Despite the current challenges and limitations, the
use of these new optically based instruments will soon be overcome and inform forest
process studies in new ways and generate a new set of questions we never knew
to ask. Finally, new instruments and the data they can generate should have the
capacity to extend stand- and watershed-level investigations more rigorously to entire
regions so as to provide new perspectives on manner and magnitude of carbon and
water balance exchange under a diversity of biome- and land-use types such as those
proposed by the National Ecological Observatory Network, or NEON (see Ehleringer
and Dawson 2007; Bowen et al. 2009; West et al. 2010a, b).
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Chapter 8

The Use of Geochemical Mixing Models
to Derive Runoff Sources and Hydrologic
Flow Paths

Shreeram Inamdar

8.1 Introduction

Mixing models have long been used in catchment studies to partition streamflow
runoff into individual source components and characterize hydrologic flow paths
(Pinder and Jones 1969; Sklash and Farvolden 1979; Bazemore et al. 1994; Buttle
1994). These models assume that catchment runoff is a mixture of unique runoff
sources whose contributions can be determined using tracers that behave conserva-
tively. The key benefit of using these models is that they describe the integrated
catchment response as opposed to point-specific information provided by, for exam-
ple, groundwater wells. These models are especially valuable for understanding
watershed behavior when used in conjunction with hydrometric data (Bonell 1998;
Buttle 2005). The use of mixing models in catchment hydrology has evolved over time
with a focus on different types of runoff components, changes in computational
methods, and a greater recognition of the limitations and benefits of these models.
The use of mixing models started in earnest in the 1970s when they were imple-
mented to determine the “new” (event) and “old” (pre-event) components of runoff
(Sklash and Farvolden 1979). The new and old water components can be referred to as
time-source (Sklash et al. 1976) components since they characterize the temporal
origins of runoff. Identification of these runoff components was achieved through the
use of stable isotopes of water like oxygen-18 (**0) and deuterium (*H or D) and thus
these models were also referred to as isotope hydrograph separations (IHSs) (Buttle
1994, 2005). Subsequently, storm runoff was partitioned into sources such as “surface
runoff” and/or “groundwater” using solutes like silica (Si) and chloride (C1™) (Gener-
eux and Hooper 1998). These mixing models can be referred to as geochemical
hydrograph separations (GHSs) since they utilized geochemical tracers. The intent of
these models was not necessarily to characterize the temporal origins of runoff (event
vs. pre-event waters), but rather to determine the geographic sources of water in the
catchment (Genereux and Hooper 1998). The assumption was that runoff waters
flowing through various watershed compartments (or geographic sources) acquired
unique chemical signatures (solute concentrations) representative of the geochemistry
of those compartments and that these distinct chemical signatures could be used to
determine the runoff contributions from the sources. While GHSs have also been
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indirectly assumed to infer the flowpaths taken by runoff waters, our current under-
standing is that GHSs may provide only an idea of the last geographic source that runoff
waters have been in contact with and not necessarily the complete flowpath taken by
water since its origin (Hooper 2001; Katsuyama et al. 2009).

An important observation from these early studies of IHS and GHS was that
catchment runoff, especially, in humid, temperate, watersheds was predominantly
composed of pre-event or groundwater and surface runoff or event water constituted
only a small fraction (Buttle 1994). This was a revolutionary finding in hydrology at
that time because it refuted the predominant perceptual model of Horton (1933) that
infiltration-excess overland flow was the dominant source of runoff during storms.
Subsequent studies in the late 1980s and early 1990s suggested that surface runoff and
groundwater alone could not explain the runoff chemistry and a third component “soil
water” was needed to reconcile the runoff observations (Dewalle et al. 1988; Kennedy
etal. 1986; Bazemore et al. 1994). More recently, the interest in geographic sources of
runoff has become even more explicit, with the identification of watershed sources
such as riparian groundwater, wetland and hillslope waters, O-horizon water and
throughfall (Brown et al. 1999; Burns et al. 2001; Hooper 2001; McHale et al. 2002;
McGlynn and McDonnell 2003; James and Roulet 2006; Inamdar and Mitchell 2007).

Early applications of mixing models solved mass balance equations for a mini-
mum number of tracers (often just one or two stable isotopes or solutes) required to
identify the likely runoff components (Sklash and Farvolden 1979; Dewalle et al.
1988; Bazemore et al. 1994). In the 1990s however, Christopherson and Hooper
(1992) and Hooper et al. (1990) introduced multivariate statistical analyses that used
a suite of tracers (e.g., cations, anions, and silica) for mixing models. This method-
ology was referred to as end-member mixing analysis (EMMA) since the key
geographic sources of runoff were labeled as “end-members.”

Since the introduction of EMMA, the interest in using geochemical mixing models
as an investigative tool to identify runoff sources has increased dramatically. While
some of these studies have confirmed our conceptual models of watershed hydrologic
behavior, others have raised new questions and even challenged the existing para-
digms of watershed response (e.g., Robson et al. 1992; Hooper 2001). The use of
EMMA and mixing models, however, is based on assumptions which more often than
not are violated under typical watershed conditions. The “failure” of mixing models
due to violation of these assumptions, can nevertheless, provide as much (or more)
insight into catchment processes as a “successful” application (Hooper 2001, 2003).
The following discussion highlights the key lessons learned from GHS and EMMA
applications, provides guidance for future applications, and explores the new oppor-
tunities that lie ahead. This article does not address IHSs, since excellent reviews by
Buttle (1994, 2005) and Genereux and Hooper (1998) have already covered this topic
in detail. Specific topics that will be covered in this article are:

e The theory, assumptions and procedures for geochemical mixing models and/or
EMMA.

¢ Applications of geochemical mixing models in watershed studies and the impor-
tant insights that have been derived from these applications.
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¢ Pitfalls associated with geochemical mixing models and ways we can avoid them.
e Future challenges and opportunities for geochemical mixing models.

8.2 Equations, Assumptions, and Procedures for Geochemical
Mixing Models and EMMA

Geochemical mixing models rely on the solution of simple mass balance equations
for water and the chosen tracers and can be given by:

0 =) 0,
i=1

n

Q,C,f:ZQ,-C,-f where j=1,...,(n—1), (8.1)
i=1

where @, is the catchment outflow or streamflow, Q; is the contribution from the
end-member or runoff component i, and C; is the concentration of tracer j for end-
member i. In the absence of hydrometric data, the solution of these equations for n
end-members requires a minimum of n — 1 tracers. The key assumptions for
geochemical mixing models are:

1. The tracers behave conservatively, i.e., the tracer concentrations do not change
due to biogeochemical processes over the time-scale considered by the mixing
model.

2. The mixing process is linear.

3. The chemical composition of end-members (tracer concentrations) does not
change over the time-scale considered by the mixing model (time invariance).

4. The chemical composition of end-members (tracer concentrations) does not
change with space (space invariance).

In the simplest form, the contributions of end-members can be computed by
directly solving the mass balance equations for the selected tracers or solutes given
the observed concentrations for both the stream outflow and the potential end-
members (e.g., Sklash and Farvolden 1979; Dewalle et al. 1988; Bazemore et al.
1994). This simple approach, however, does not constitute EMMA, as has been
incorrectly assumed by a few studies in literature. EMMA, as described by Chris-
topherson and Hooper (1992) and Hooper et al. (1990), involves the use of a large
number of tracers (more than the minimum required to identify potential end-
members and solve the mass balance equations) within a principal component
analysis (PCA) framework. The PCA is used to reduce the dimensionality of the
data set with the selected principal components (e.g., first two components for a
three end-member model) being used to solve the mass balance equations. The use
of additional tracers increases the information content of the data set and thus the
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reliability and confidence in the mixing model. Christopherson and Hooper (1992)
and Hooper et al. (1990) further suggested that the number and identity of the potential
end-members could be determined by plotting the end-members in the PCA mixing
space defined by stream chemistry and determining which end-members bounded
the stream chemistry. More recently, Hooper (2003) suggested that the number
(or rank) of the end-members can also be independently determined from stream
chemistry data alone (i.e., without knowledge of end-member chemistry). In addition,
Hooper (2003) also presented specific tests to evaluate if the tracers behaved conser-
vatively and if the mixing proportions varied along the drainage path. These two
approaches (Christopherson and Hooper 1992; Hooper 2003) are not mutually
exclusive and ideally should be combined. These methods are characterized through
four key steps in the description below. For a complete description of the theory
and mathematical treatment of EMMA, the readers are referred to Christopherson and
Hooper (1992) and Hooper (2003).

8.2.1 Evaluation and Selection of Tracers

Tracers that behave conservatively are vital for a successful application of EMMA.
Hooper (2003) suggested that assumptions of linearity of mixing and conservative
behavior of tracers can be evaluated using bivariate scatter plots and residuals
derived from the selected model. Bivariate scatter plots should be developed for
all potential combination of available solutes (e.g., see Fig. 8.1). While Hooper
(2003) suggested that a collinear structure in the bivariate plots could be used to
infer conservative behavior, it does not necessarily confirm or prove conservative
behavior of the solutes (Hooper, personal communication). A more objective
method to evaluate the linearity of solute mixing, however, is still lacking.
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Fig. 8.1 Bivariate solute plots to investigate linear mixing and conservative behavior of potential
tracers. The plot on the left (Si-Na™) indicates a strong linear mixing trend whereas the one on
the right (Si-K") indicates a weak trend. This analysis suggests that Si and Na* can be retained
as potential tracers whereas K* should be discarded. Data from a 12 ha forested catchment in
Maryland, USA (Inamdar, unpublished data)
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8.2.2 Determination of the Number of End-Members
Jrom Stream Chemistry Data Alone

Following the selection of tracers, the stream or runoff concentrations should be
normalized by subtracting the mean for each solute and by dividing by its standard
deviation. This standardization prevents any particular solute with greater variation
from exerting more influence on the model (Burns et al. 2001). These data are then
used to develop a correlation matrix followed by PCA to determine eigenvectors and
eigenvalues. The standardized stream data can then be projected into PCA space (or
U-space) by multiplying it with the eigenvectors. At this stage, the numbers of
eigenvectors (or the potential end-members) that need to be retained can be deter-
mined from stream data alone following the procedures of Hooper (2003). The
standardized stream data are multiplied with incremental addition of eigenvectors
and the residuals computed for each additional set. The minimum number of eigen-
vectors required to yield a random structure in the residuals and to satisfy the “rule
of 1” (Hooper 2003; James and Roulet 2006) indicates the rank (potential end-
members = rank of eigenvectors + 1) of the data set.

8.2.3 Identification of Potential End-Members
Jfor Stream Chemistry

If two eigenvectors are adequate (indicating three potential end-members) from the
assessment in Sect. 8.2.2; the stream chemistry can be plotted in two-dimensional
mixing space by using the first two principal components (e.g., PC1 and PC2 in
Fig. 8.2) of the model. To project the potential end-members in this mixing
subspace, the tracer concentrations for all potential end-members should be normal-
ized to the stream water by using the mean and standard deviation of the stream
solutes. The standardized end-member values can then be projected into the stream
U-space by multiplying with the two principal components or eigenvectors. Subse-
quently, the selection of the three key end-members is made based on their ability to
enclose the stream concentrations in U-space. Following the selection of the end-
members, the chosen EMMA model is used to back-calculate the standardized
stream water values. The standardized values are de-standardized by multiplying by
the standard deviation of each solute and adding the corresponding mean concen-
tration to yield the predicted value of solute concentration.

8.2.4 Validity of the EMMA Model

Following model development, residuals (difference between predicted and observed
tracer concentrations) should be plotted against the observed sample (e.g., Fig. 2



168 S. Inamdar

10 o R
TF
5 e LT
. x U
. et~ = T A WSW
e y S| !
e \J ; T 0 SGW
n ©<L” ® seep
o :
8 -5 & RGW
x DGW
-10 0 HY
-e- 27-Jul
-15 4
-20 T T -
-10 -5 0 5 10
PC1

Fig. 8.2 A principal component analysis (PCA) mixing diagram illustrating the evolution of
stream chemistry during a storm event. PC1 and PC2 are the first two principal components. Data
are for an intense summer rainfall event (July 27, 2008) at the outlet of a 12-ha forested catchment
in Maryland, USA (Inamdar, unpublished data). Potential end-members include: rainfall (R),
throughfall (TF), litter leachate (LT), unsaturated soil water (U), wetland soil water (WSW),
shallow ground water (SGW), GW seep (seep), riparian ground water (RGW), deep ground water
(DGW), and hyporheic zone water (HY). The stream chemistry displayed a clockwise hysteresis
loop with stream concentrations moving from seep toward TF and returning back to seep
groundwater. If three end-members were to be chosen, they could include seep, TF, and WSW.
End-member concentrations were determined using the mean of sample concentrations collected
before and after the storm event. Error bars are computed from 1 standard deviation of the tracer
concentrations. Selected tracers for this EMMA were: sodium, magnesium, calcium, silica,
dissolved organic carbon (DOC) and UV absorption coefficient at 254 nm (a;s4)

in Hooper 2003). A random pattern of the residuals indicates a conservative mixing
subspace while a structure in the residuals can be attributed to a nonconservative
behavior or poor selection of end-members (Hooper 2003). In addition, the validity of
the EMMA model can also be evaluated by determining the difference between the
predicted and observed streamwater solute concentrations. Mathematical indices such
as root mean square error (RMSE), relative bias (BIAS), and standard correlation
coefficient (R) can be used to quantify the difference in predicted and observed
concentrations (Hooper 2003; Inamdar and Mitchell 2007; Jung et al. 2009). In
addition to these comparisons, it is highly recommended that EMMA predictions be
evaluated using independently-measured hydrometric data and solutes that have not
been used in model development. The value and importance of such additional
comparisons cannot be emphasized enough and are highlighted in the discussions
below.
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8.3 Lessons from Applications of Geochemical
Mixing Models in Watershed Studies

The introduction of geochemical mixing models and EMMA in watershed studies
has no doubt furthered catchment science and our understanding of catchment-scale
hydrologic and biogeochemical processes. It is highly unlikely that such insights
into watershed behavior could have been gained through the use of hydrometric
data alone. A selection of EMMA applications from around the world and spanning
the last 15 years is summarized in Table 8.1 highlighting the tracers used and the
runoff end-members identified. While three end-members have been found to be
adequate for explaining catchment stormflow in most applications, some recent
studies have proposed a larger number of end-members (e.g., Morel et al. 2009).

8.3.1 Runoff End-Members and the Importance
of Riparian Water

Although a variety of end-members have been identified by GHS and EMMA
(Table 8.1), one common theme that emerges from these studies is the importance
of the riparian zone or the alluvial aquifer in affecting stormflow chemistry. In most
of the investigations, the riparian aquifer has been found to exert a substantial
control on storm runoff (Durand and Torres 1996; Burns et al. 2001; Hangen et al.
2001; Hooper 2001; McGlynn and McDonnell 2003; Soulsby et al. 2003; Sub-
agyono et al. 2005; Inamdar and Mitchell 2007). Hooper (2001) found that runoff
contributions from different parts of the riparian zone influenced stream chemistry
during storm events but chemical contributions from the hillslope which constituted
the largest fraction of catchment area were absent. This finding led Hooper (2001)
to question the generally accepted paradigm that stream water represented an
integrated chemical signature of all parts of the catchment.

In comparison to riparian groundwater, the expression of hillslope runoff or
other upland water sources (e.g., bedrock outcrop runoff in Burns et al. 2001) in
streamflow has been found to be generally small with the exception of large storm
events. During large events or events following wet antecedent moisture conditions,
upland contributions have been observed to increase dramatically (Burns et al.
2001; McGlynn and McDonnell 2003). Some researchers have hypothesized that
there may be volumetric moisture “thresholds” associated with upland and riparian
aquifers which, when exceeded, may result in a sudden shift in relative contribu-
tions from these water sources (Burns et al. 2001; McGlynn and McDonnell 2003).
Such studies highlight the need to determine the volumetric riparian storage vis-a-
vis upland or hillslope fluxes so as to better quantify the threshold storage beyond
which upland runoff contributions are observed in catchment stormflow.

While other studies have also concurred about the importance of riparian zone for
runoff generation, they also suggest that the riparian aquifer is not a single, well-mixed
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reservoir, but rather, is composed of multiple, stratified layers with waters of varying
ages and/or residence times (Subagyono et al. 2005; Katsuyama et al. 2009). Observa-
tions from these studies suggest that it is only the shallow or “newer” portion
of riparian water that is preferentially displaced into the stream during storm events.
In contrast, the deeper riparian waters are discharged slowly during baseflow. Thus,
only a small portion of the riparian or alluvial aquifer may be “mobilized” or
“activated” during storm events (Katsuyama et al. 2009). Elevated hydraulic gradients
associated with rapid, shallow hillslope interflows and high transmissivity of near-
surface riparian soils are some of the possible mechanisms that may be responsible for
displacing near-surface riparian waters into the stream (Hangen et al. 2001;
Wenninger et al. 2004; Subagyono et al. 2005; Inamdar and Mitchell 2007).

8.3.2 Temporal Pattern of End-Member Contributions
and the Influence of Event Size and Antecedent
Moisture Conditions

EMMA has provided valuable insights into the temporal patterns of the end-
member contributions during and between storm events (Burns et al. 2001; McHale
et al. 2002; McGlynn and McDonnell 2003; Inamdar and Mitchell 2007; Verseveld
et al. 2008; Morel et al. 2009). For example, in many studies riparian water
contributions have been observed to peak at or after discharge and continue through
hydrograph recession (Durand and Torres 1996; Inamdar and Mitchell 2007; Morel
et al. 2009). Temporal patterns of contributions from other end-members have also
been characterized (Burns et al. 2001; Verseveld et al. 2008). This temporal
information along with other hydrometric data (e.g., groundwater elevations, soil
matric potential) has been especially valuable for developing conceptual models
that describe how various parts of the catchment contribute to runoff generation
during and between storm events (Hangen et al. 2001; Wenninger et al. 2004;
Subagyono et al. 2005; Inamdar and Mitchell 2007; Verseveld et al. 2008).

The application of mixing models for multiple storm events and across contrast-
ing antecedent moisture conditions has also been insightful (Burns et al. 2001;
Bernal et al. 2006; Inamdar and Mitchell 2007; Hooper and Rudolph 2009; Morel
et al. 2009). These studies imply that not only do the relative amounts of end-
member contributions vary with event size and antecedent moisture conditions, but
the controlling end-members could also change with events (Katsuyama et al. 2001;
Verseveld et al. 2008). However, there is no universal consensus on whether
particular events (large or small) favor enhanced contributions from any specific
catchment source or end-member. While some studies have reported increased
runoff from the riparian zone during large storm events (Inamdar and Mitchell
2007) others have found that large events triggered greater contributions from
hillslope or upland sources (Burns et al. 2001; McGlynn and McDonnell 2003).
Thus, the amounts of contributions from various end-members appear to be influ-
enced by site-specific catchment conditions.
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EMMA mixing diagrams (e.g., Fig. 8.2) have been observed to vary for storm
events following wet or dry antecedent moisture conditions. Events following wet
antecedent moisture conditions have yielded “clean” or “well-defined” mixing
diagrams (Rice and Hornberger 1998; Inamdar and Mitchell 2007) whereas those
following the dry antecedent moisture conditions have yielded “poor” mixing
patterns (Bernal et al. 2006). This would suggest that the runoff was “well-
mixed” and the watershed compartments “primed” to contribute to runoff for wet
event conditions, as opposed to events following dry conditions. It is possible that
dry catchment conditions or hydrophobic soil conditions encourage poor runoff
mixing and a greater opportunity for preferential, “bypass,” or “fingered” flow
mechanisms (Burch et al. 1989; Dekker and Ritsema 1994). It is also likely that
dry conditions may promote nonconservative solute behavior (Borken and Matzner
2008) and thus violate one of the key assumptions for these models.

8.3.3 End-Member Contributions with Catchment Scale

Understanding whether the choice of end-members varies with catchment scale or
whether the relative contributions of end-members change with catchment scale is a
topic of considerable interest. Surprisingly, however, very few studies have
explored this aspect in detail (Soulsby et al. 2003; James and Roulet 2006; Inamdar
and Mitchell 2007). The extensive work at Panola Mountain research watershed in
Georgia (USA) revealed that end-members identified for runoff at one scale may
not necessarily influence runoff at another scale (Burns et al. 2001; Hooper 2001).
The bedrock outcrop which occupied one-third of the 10 ha catchment and was an
important runoff contributor (Burns et al. 2001) was not seen to influence runoff at
the larger 41 ha catchment scale (Hooper 2001). In peatland catchments of Scotland
(Soulsby et al. 2003), groundwater contributions were reported to increase with
increasing catchment size from 100 to 23,300 ha because of the relative importance
of freely draining soils and an increase in the size of alluvial aquifers. In a western
New York catchment, the runoff contribution from the riparian zone was highest at
the largest 696 ha catchment scale (Inamdar and Mitchell 2007) and was attributed
to the larger alluvial/riparian aquifer at this scale.

8.4 Ciritical Considerations While Using
Geochemical Mixing Models

While geochemical mixing models have provided valuable insights into catchment
processes, their results need to be interpreted with caution because in most EMMA
applications the model assumptions are likely to be violated. Some of the chal-
lenges we face in model implementation and how these pitfalls can be avoided are
described below.
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8.4.1 Choice of Solutes as Tracers

The choice of tracers for implementing EMMA is one of the foremost challenges.
EMMA assumes that the tracers behave conservatively and that the mixing is a
linear process (Hooper 2001, 2003). Among the many solutes that have been used
(see Table 8.1) for EMMA, NO;~ and SO,>” are the redox-sensitive species
(Bernal et al. 2006; Verseveld et al. 2008; Katsuyama et al. 2009). While these
solutes may display conservative behavior for short-duration events (maybe a few
hours), it is highly unlikely that this behavior will extend to long duration events
(e.g., note change in SO,>~ for a long duration rain event, Inamdar et al. 2009) or
for baseflow conditions. Elsewhere, Hooper (2001) and Lovett et al. (2005) have
shown that CI~ may not always behave conservatively and this has led to some
researchers excluding Cl™ from their EMMA models (Jung et al. 2009). Similarly,
while the use of dissolved organic carbon (DOC) has been fairly popular for its
ability to characterize near-surface sources of runoff (Brown et al. 1999; Inamdar
and Mitchell 2007; Verseveld et al. 2008; Morel et al 2009), it is also a highly
reactive solute (Aitkenhead-Peterson et al. 2003). Furthermore, solutes suitable as
tracers at one site may not necessarily be appropriate for other watershed locations.
Thus, it is highly recommended that site-specific evaluations of tracers be per-
formed for every EMMA application (e.g., through the use of bivariate plots or
residuals, Fig. 8.1). In addition, tracers that display the largest separation in con-
centrations among potential end-members should be preferred since they will likely
provide the best test of the selected model. Solutes that yield small differences in
concentrations among end-members cannot provide a reliable assessment of the
model. Finally, if multiple solutes are available, it is preferable that model predic-
tions be verified using tracers that have not been used in model development.

8.4.2 Spatial and Temporal Variability in Tracer Concentrations

Numerous studies have indicated that solute concentrations vary spatially across
catchments (Katsuyama et al. 2001; Kendall et al. 2001; Rademacher et al. 2005;
James and Roulet 2006). This observation directly contradicts the assumption of
spatial invariance in EMMA. Variation in geologic strata or bedrock and the
differences in contact or residence times of runoff waters may contribute to these
spatial differences (James and Roulet 2006). Spatial variation in groundwater solute
concentrations is likely the norm rather than the exception for most natural eco-
systems (Rademacher et al. 2005). Large variability in SiO, and Cl™ tracers in
groundwater was reported even for a small (490 m?) artificial grassland catchment
in China (Kendall et al. 2001). Spatial variation in solute concentrations is also
likely an important reason why mixing proportions of tracers change with catch-
ment scale (Hooper 2003; James and Roulet 2006; Jung et al. 2009). This shift in
mixing proportions has important implications for how we use tracers in EMMA to
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assess the relative contributions of end-members with catchment scale. A change in
mixing proportions of the solutes is likely to invalidate their use for comparison of
end-member contributions across scale and thus should be verified beforehand
(following procedures of Hooper 2003; James and Roulet 2006).

Changes in end-member concentrations have also been observed to occur tem-
porally, both over the short- (Durand and Torress 1996; Rice and Hornberger 1998;
Inamdar and Mitchell 2007; Verseveld et al. 2008) as well as the long-term (Hooper
2001) and thus violating the time-invariance assumption for EMMA. A multi-year
investigation by Hooper (2001, 2003) revealed that SO, and Ca”* concentrations
in the A-horizon end-member decreased by 50% from 1988 to 1991. This decrease
was also followed by a simultaneous change in stream chemistry values indicating
the importance of temporal variability in end-member concentrations for watershed
runoff. Such observations especially highlight the value of long-term watershed
studies and also that EMMA interpretations for a site may have to be revised
periodically over time.

Solute concentrations also vary seasonally (Rice and Hornberger 1998; Rademacher
et al. 2005) and this may have important implications if the storm-event
end-member contributions are being compared across seasons (e.g., Bernal et al.
2006; Inamdar and Mitchell 2007). One of the ways that investigators have
addressed this problem is by using end-member solute concentrations in the imme-
diate temporal vicinity of the storm event (samples collected prior to or after the
storm event) (Rice and Hornberger 1998; Burns et al. 2001; Inamdar and Mitchell
2007) and not using the annual or seasonally averaged concentrations. Others have
found that end-member contributions may also vary within the time-scale of storm
events (Katsuyama et al. 2009). Such rapid changes in end-member concentrations
may have serious consequences for EMMA results if they are not accounted for
appropriately.

8.4.3 Selection of Potential End-Members

For EMMA, end-members controlling stream chemistry are typically identified by
plotting all potential sources in the EMMA space and by identifying the end-
members that enclose the stream chemistry completely (Christopherson and Hooper
1992; Burns et al. 2001; Hooper 2001; McHale et al. 2002; Inamdar and Mitchell
2007). In another approach, researchers have made an a priori selection of end-
members using a perceptual model of the catchment and then verified the choice
through EMMA (Durand and Torres 1996; Morel et al. 2009). In yet another
approach, Hooper (2003) proposed that the number of end-members (or rank)
could also be identified using stream chemistry data alone. Ideally, all of these
approaches should be used in concert to identify the end-members. The methods
of Hooper (2003) could be implemented initially to determine the rank of end-
members followed by the identity of the end-members from EMMA space and any
available perceptual models of the catchment. Greater attention should also be paid
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to the directional shift and hysteresis of runoff chemistry in EMMA space. The
directional shift and hysteresis of runoff waters can provide important information
on the relative influence of end-members on stream chemistry. Lastly, it needs to be
emphasized that precise end-member proportions or contributions may not neces-
sarily be that important or even reliable, but the overall trends (relative contribu-
tions and the temporal sequencing of end-members) may be more helpful in
furthering our understanding of catchment response (Hooper and Rudolph 2009,
unpublished manuscript).

For characterizing runoff end-members, all potential sources should preferably
be sampled across the full range of hydrologic conditions in the watershed. The work
of Katsuyama et al. (2001) highlighted how new end-members (e.g., transient
groundwater) were “activated” as the catchment progressively wetted-up during a
sequence of three storm events. Watershed monitoring needs to be relatively inten-
sive, and EMMA application sufficiently flexible to accommodate such dynamic
changes. The sampling protocol (sampling device and collection procedure) for
potential end-members should be described explicitly. Water chemistry can vary
significantly with sampling device; for example, soil waters from zero- and tension-
lysimeters can differ considerably (Weihermiiller et al. 2007). In addition, it is best if
potential end-members are measured individually and independently and not
derived from stream chemistry (Hooper and Rudolph 2009, unpublished manu-
script). Scanlon et al. (2001) found that groundwater discharge can be progressively
underestimated if the prestorm baseflow is assumed to be groundwater. Other studies
have shown that the chemistry of groundwaters can be considerably different from
stream baseflow (Inamdar and Mitchell 2007). This suggests that stream baseflow
itself is often a mixture of a unique set of end-members (e.g., deep groundwater from
fractured bedrock which is not frequently sampled in many watershed studies).

Another challenge is the use of inconsistent terminology that has been used to
characterize potential end-members. This is especially highlighted in Table 8.1
where end-members are described using terms such as deep, shallow, and/or
perched groundwaters; organic horizon and forest floor; shallow subsurface and
soil water. How do we distinguish between perched, shallow or deep groundwaters;
or, shallow subsurface and soil waters? This can be especially confusing when
comparisons of EMMA are made across study sites. Clearly, a more precise
approach to defining watershed runoff sources is needed which could facilitate
EMMA comparisons across sites.

8.4.4 Uncertainty in EMMA Predictions

Uncertainty in EMMA predictions stem from the spatial and temporal variability of
tracers, laboratory analytical uncertainty for the solutes, and uncertainty associated
with model assumptions or hypotheses (Joerin et al. 2002). Uncertainty evaluations
for geochemical mixing models have primarily been performed using two separate
approaches: the first-order Taylor series expansion method (Genereux 1998;
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Brown et al. 1999; Burns et al. 2001) and the Monte-Carlo approach (Bazemore
et al. 1994; Durand and Torress 1996; Rice and Hornberger 1998; Joerin et al.
2002). Except for Joerin et al. (2002) who also addressed model uncertainty (e.g.,
uncertainty in model assumptions), all other applications have been limited to
addressing statistical uncertainty (uncertainty in tracers due to spatial and temporal
variation and laboratory analytical errors). While the procedures have differed, all
of these analyses clearly show that there can be significant uncertainty in model
predictions. The choice of end-members may not necessarily be negated by this
uncertainty, but the calculated end-member contributions could differ considerably
(Rice and Hornberger 1998). Rice and Hornberger (1998) implemented seven
mixing-model combinations for a three-component model using five tracers and
found that while hydrograph separations could be performed for most storm events,
the results were not always meaningful. Error analysis using Monte Carlo simula-
tions indicated that none of the tracer pairs were immune to serious error in
hydrograph separations (Rice and Hornberger 1998). These results underscore the
need for some type of uncertainty analyses to be included in all EMMA applica-
tions. The Monte-Carlo approach is best suited for uncertainty analyses where the
tracer concentrations are used in the mass balance equations (as opposed to the use
of EMMA-derived principal components) since the process can be conveniently
automated or programmed for multiple simulations. The first-order Taylor series
expansion approach is more amenable for the use with PCA.

8.4.5 Verification of EMMA Predictions Using
Hydrometric Data

Studies that have provided the most insights into watershed response have been the
ones in which mixing model results have been used in conjunction with indepen-
dent hydrometric data (Elsenbeer et al. 1994; Burns et al. 2001; Hangen et al. 2001;
Wenninger et al. 2004; Subagyono et al. 2005; Inamdar and Mitchell 2007;
Verseveld et al. 2008; Katsuyama et al. 2009). Burns et al. (2001) used three
different hydrometric measurements — rainfall intensity, hillslope trench outflow,
and riparian groundwater elevations — to evaluate the contributions from the three
selected end-members. While these data had certain limitations, they still corrobo-
rated the choice and the relative contributions of the end-members. Similarly,
Inamdar and Mitchell (2007) found that the rise and peak in riparian groundwater
elevations during storm events matched the temporal expression of riparian water in
streamflow and thus validated its choice and contribution as an end-member. Other
types of data that have been used include matric potential and soil moisture from
various soil depths (Verseveld et al. 2008). Simultaneous use of hydrometric data
and EMMA has allowed us to not only verify mixing models, but also develop
mechanistic models describing the flowpaths taken by runoff in the catchment
(Hangen et al. 2001; Wenninger et al. 2004; Subagyono et al. 2005; Inamdar and
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Mitchell 2007; Verseveld et al. 2008). Thus, it is imperative that geochemical
mixing models be used in combination with additional hydrometric data.

8.5 Future Challenges and Opportunities

While mixing models have been used for many years now in catchment hydrology,
the use of innovative tools like EMMA is still in its infancy. EMMA is not routinely
implemented in many catchment studies and there is much to learn about how
runoff sources vary across different watershed and climate conditions. Further-
more, with the improvement in sampling technology and the advent of high-
frequency, in situ, water-quality sensors (e.g., Saraceno et al. 2009) the types of
data that could be available for EMMA are likely to increase dramatically.

One of the most obvious opportunities for geochemical mixing models
that have surprisingly not been utilized as often is its use in evaluation and
development of numerical watershed models. The work of Hooper (2001) clearly
demonstrated how parameters for the MAGIC model could be constrained using
EMMA. Knowledge of geographic sources of runoff could also be extremely
valuable for testing spatially-distributed models. Furthermore, one would assume
that information such as the relative contributions of riparian and hillslope units to
runoff and the changes in these contributions with event size would be extremely
valuable for developing watershed models. However, again, very few studies
have used such information for model development. Clearly, much work still
needs to be done.

The large increase in upland and hillslope contributions during large events or
antecedent moisture conditions suggests a threshold-driven, nonlinear hydrologic
response (McDonnell 2003). However, we know very little about the mechanisms
or controls responsible for this type of behavior. Especially interesting would be to
investigate if there are any threshold-driven, nonlinear relationships between the
physical size and geometry of the riparian and hillslope reservoirs (or other
watershed compartments) and the relative fluxes from these units.

The relative sizes of watershed units are likely to change with watershed scale and
this may have implications for end-member contributions (Brown et al. 1999; Soulsby
et al. 2003). Landscape analysis (e.g., McGlynn and Seibert 2003) is a tool that could
be used in conjunction with EMMA to investigate the change in size and geometry
of the watershed compartments and the impacts this may have on end-member
contributions. Hydrologic connectivity (Jencso et al. 2009) of landscape units could
also significantly influence the runoff contributions from various watershed units.
Insights into such relationships would be extremely valuable in quantifying watershed
response with catchment scale. Such evaluations could also be performed
through intercomparison of catchments with similar or dissimilar hydrologic and
biogeochemical characteristics.

Buttle (2005) has already highlighted the questions and challenges associated
with in-stream processes for IHSs. We believe many of these challenges may be
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even more pertinent for GHSs. DOC is one of the important tracers that has been
used in GHS and EMMA and which can be influenced by instream processes
(Aitkenhead-Peterson et al. 2003). The key issue would be to investigate if the
changes in DOC concentrations due to instream processes are significant at the
time-scale of events and/or the travel-time in the drainage network. The amount and
chemistry of runoff water (storage) in the drainage network (stream) is also often
neglected in EMMA models and we need to investigate if this storage has a
significant impact, especially, at the larger catchment scales.

As noted above, the use of hydrometric data with EMMA has been extremely
beneficial. Other innovative tools such as mean residence time (MRT) analysis
can associate the age of water with the spatial sources of runoff. The value of
this tool has been highlighted in the recent work by Katsuyama et al. (2009)
who showed that not all riparian water is of the same age. MRT procedures
can help relate the geographic source components to the time source components
in a more precise manner than the isotope-based classification of simply new
and old water components. Similar to MRT, advances in analytical technology
have opened up potentially new tracers such as spectrofluorometric indices
(Hood et al. 2006; McKnight et al. 2001) that can be used to characterize the
quality of DOC (e.g., specific ultraviolet absorbance or SUVA). Such tracers can
be used in conjunction with DOC concentrations to provide additional insights
into the sources of runoff (e.g., Katsuyama and Ohte 2002; Verseveld et al. 2008).

In contrast to the observations from humid, temperate locations, the work
of Elsenbeer et al. (1994) in a tropical rain forest environment provided new
insights into the significance of overland flow for runoff generation (Bonell
1998). Such studies underscore the need for conducting research in diverse climate
and geologic settings and especially in arid and/or tropical climates where a
different set of hydrologic processes may be dominant. The need for conducting
research in arid or tropical climates is especially pressing considering the large-
scale changes in landuse occurring in these geographic regions (e.g., the clear-
cutting or burning of Amazonian rainforests for agriculture). The recent application
of EMMA by Jung et al. (2009) in an arid setting to understand postfire runoff
dynamics underscores the value of EMMA to address such changes. Similarly,
future climate change scenarios suggest that storm events are likely to become more
intense with longer and drier intervening periods (Knapp et al. 2008; USGCRP
2000). As noted earlier, storm events following dry conditions yielded “poor”
mixing diagrams (Rice and Hornberger 1998) and were indicative of nonuniform
runoff mixing and resulted in considerable uncertainty in mixing model predictions.
Despite the increased uncertainty associated with complex and extreme storm
events, understanding runoff sources for these events will be critical to provide
meaningful management options to mitigate the impact of climate and land
use change.
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Chapter 9
Hydrology and Biogeochemistry of Terra
Firme Lowland Tropical Forests

Alex V. Krusche, Maria Victoria R. Ballester, and Nei Kavaguichi Leite

9.1 Tropical Climatology

Tropical climates are characterized by high temperatures that do not fall below
18°C in the coolest month, according to the Koppen-Geiger climate classification
system (Peel et al. 2007). This temperature regime strongly influences hydrology
both at the global and local (10—-10* km?) scales. Globally, irradiance from the sun
affects the circulation of air masses and contributes to the formation of the Hadley
cells and the associated convergence of trade winds from the intertropical conver-
gence zone (ITCZ) (McGregor and Nieuwolt 1998). The uplift of hot and humid air
at the ITCZ results in intense precipitation that, together with high temperatures,
characterizes tropical regions. For example, in humid tropical Western Nigeria with
convective thunderstorm-type precipitation, rain intensities vary approximately
between 13 and 240 mm h™!, whereas in temperate Washington, DC, with predom-
inantly frontal precipitation, intensities typically vary from 0.8 to 51 mm h™'
(Jackson 1989).

Regionally, the warming of wet surfaces and evapotranspiration in the tropics
produce convective rains that are highly variable both in space and time. In the
Amazon, basin wide estimates of evapotranspiration range from 30 to 80% of total
precipitation (Marengo and Nobre 2001 and citations therein). As a result of the
combination of these processes with other abiotic (e.g., bedrock and soil types,
relief) and biotic (e.g., canopy structure, plant species diversity) drivers, tropical
forests constitute perhaps the biome with highest biogeochemical heterogeneity on
Earth (sensu Townsend et al. 2008). Within the Koppen-Geiger classification sys-
tem, tropical climate is subdivided into rainforest, monsoon and savanna, based on
differences in the annual distribution of monthly averaged precipitation depth.
Altitude also affects the characteristics of tropical forests, giving rise, in many
cases, to montane cloud forests (Hamilton et al. 1995). Each one of these tropical
forest types and subdivisions could be the subject of several books and are beyond
the scope of this chapter, which deals mostly with examples from Amazonian terra
firme lowland tropical forests. For a comprehensive introduction to tropical climate
see, for example, McGregor and Nieuwolt (1998).
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The amount, frequency, duration and intensity of rainfall at any scale depends
greatly on various physical forces acting on the Earth, including gravity, atmo-
spheric pressure, net radiation, atmospheric and oceanic circulation patterns as well
as Coriolis, friction and centripetal forces. However, a recent hypothesis proposes
that large areas of contiguous forests could control the amount of precipitation in
terrestrial ecosystems by acting as “pumps” of moisture (Makarieva and Gorshkov
2007; Sheil and Murdiyarso 2009). Data from the Amazon are used by the authors to
corroborate such hypothesis, but several other studies demonstrate strong seasonal
and inter annual variations that relate to regional and global climatic conditions
(Figueroa and Nobre 1990; Marengo 1992; Marengo and Nobre 2001). Although
likely to play some role on large-scale atmospheric water flows, the relative impor-
tance of forests compared to physical forcing is still to be demonstrated.

According to Marengo and Nobre (2001) seasonality of precipitation in the
Amazon is mainly controlled by solar activity affecting large-scale upper air
circulation and, at least indirectly, ocean surface conditions. Together with these
large-scale processes, local and regional mechanisms affect rainfall patterns con-
tributing to the observed high variability in precipitation, with different degrees of
importance depending on which part of the Amazon they act upon. These mechan-
isms include diurnal convection (Garreaud and Wallace 1997) in central Amazonia,
deep-convection related to the ITCZ (Marengo and Nobre 2001) in the north,
formation of squall lines from the mouth of the Amazon river (Cohen et al. 1995)
and entrance of frontal systems from the south (Marengo and Nobre 2001).

Figure 9.1 shows the annual distribution of precipitation over the Amazon low-
lands. Despite displaying different seasonal patterns, the variation in rainfall patterns
over the course of a year is the product of interactions of even more heterogeneous
processes occurring at smaller scales. For example, the annual distribution of precip-
itation in the Ji-Parana river basin, in southwest Amazon (Fig. 9.2), which covers an
area of 75,000 kmz, clearly illustrates how variable the distribution of rain is,
especially during the rainy season (December—March), when temperatures are
higher and convective rains are more common (Victoria 2004). Even at smaller
scales within this basin, data from a single rain gauge in a first-order catchment
(Rancho Grande, Rondonia, Table 9.1) demonstrate that precipitation during the
rainiest months is not evenly distributed as could be deduced from the analysis of
monthly averaged data for the entire basin (Bonilla 2005; Germer et al. 2006, 2007).
Hence, spatio-temporal heterogeneous rainfall distribution over tropical rainforests
is a major driver of hydrology and biogeochemistry in these systems.

9.2 Hydrology of Terra Firme Lowland Tropical Forests

9.2.1 Precipitation Partitioning

The quantity and quality of water within tropical forests is dependent on the
partitioning of rain by the canopy as well as the flowpaths taken by water reaching
the forest floor. Interception of rain by the canopy, although a rather complex
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Fig. 9.2 Interpolated maps of monthly average precipitation (mm) in the Ji-Parana river basin,
Rondonia, Brazil (from Victoria 2004, reproduced with permission)

Table 9.1 Volume, duration and intensity of rain during several events at Rancho Grande site,

Rondonia, Brazil®

Date Total precipitation (mm) Duration (min) Intensity (mm h™ 1)
01/24/2004 22.4 230 5.8

01/27/2004 13.2 20 40

01/31/2004 7.9 30 15.8

02/04/2004 16.8 130 7.7

02/15/2004 9.1 30 18.3

02/17/2004 353 285 74

02/19/2004 79.5 230 20.7

02/25/2004 47.0 50 56.4

02/27/2004 8.6 35 14.8

“Data source: Bonilla (2005)
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process (interception models, for example, can require information on up to 39
variables, Muzylo et al. 2009), can be simply described as the difference between
gross rainfall and the sum of throughfall and stemflow. Table 9.2 shows a compari-
son of studies in which all these variables were measured or estimated in tropical
forests of the Amazon.

Of gross precipitation, most rain enters the forest as throughfall, with values
ranging from 77 to 91% (average = 83 + 5%). Stemflow accounts for 1.7%
(£2.2%) and interception, calculated as the difference between gross rainfall and

Table 9.2 Bulk precipitation and its partition into throughfall, stemflow and canopy interception
in several lowland tropical forests

Study site Gross Throughtfall Stemflow Interception Source
precipitation (%) (%) (%)
(mm)

Riparian Forest, 2069.5 84.0 5.0 11.0 Leite, personal
Rondonia communication

Caxiuana National 1153.4 76.8 1.7 21.5 Oliveira et al. (2008)
Forest, Para

Cuieiras Reserve, 3064.2 82.9 0.6 16.5 Cuartas et al. (2007)
Amazonas

Rancho Grande, 2286.0 89.9 7.8 2.4 Germer et al. (2006)
Rond6nia

ZF2 Reserve, 2913.0 80.8 a 19.2 Ferreira et al. (2005)
Amazonas

Anavilhanas, 2083.0 78.5 a 21.0 Filoso et al. (1999)
Amazonas

ZF2 Reserve, 3100.0 92.0 2.0 6.0 Cornu et al. (1998)
Amazonas

Rio Doce 1649.9 86.2 0.8 12.9 Ubarana (1996)
Biological
Reserve, Para

Jaru Biological 3563.8 87.0 1.4 11.6 Ubarana (1996)
Reserve,
Rondonia

La Cuenca, Peru 2987.0 83.1 a 16.9 Elsenbeer et al. (1994)

Ducke Reserve, 2721.0 91.1 1.8 7.1 Lloyd and Marques
Amazonas (1988)

Bacia Modelo, 1705.0 78.4 0.3 21.2 Leopoldo et al. (1987)

ZF2, Amazonas

Ducke Reserve, 2076.0 80.7 0.3 19.0 Leopoldo et al. (1987)
Amazonas

Bacia Modelo, 2570.4 80.2 a 19.8 Franken et al. (1992)

ZF2, Amazonas

Ducke Reserve, 1388.7 76.8 0.3 229 Franken et al. (1992)
Amazonas

Middle Caqueta, 3400.0 85.0 1.0 14.0 Tobdon Marin
Colombia et al. (2000)

#Not estimated
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throughfall plus stemflow represents, on average, 15.6% (46.5). It is worth noting that
the largest variations occur in the estimates of stemflow and interception. Although
part of this variation could be attributed to methodological bias involved in measuring
stemflow (Levia and Frost 2003), it is also reflected in the heterogeneous nature of
tropical forest composition. In general, the distribution of throughfall is directly related
to the amount of and characteristics of the precipitation input, and, to some degree,
forest structure. Stemflow has been found to follow a power relation with precipitation
depth (Lloyd and Marques 1988; Tob6n Marin et al. 2000; Oliveira et al. 2008).

Of the canopy partitioning of rainfall studies available from the Amazon,
Germer et al. (2006) reported that the largest stemflow contribution to the forest
floor was 7.8% of gross precipitation and the smallest interception loss was 2.4% of
gross precipitation. Their results can be explained by the more open canopy of the
study site (compared to the typical “terra firme” forests at ZF2 and Reserva Ducke)
combined with a high density of babagu palms (Orbignya phalerata). The mor-
phology of these palms favor funneling of incident rain into the stems and drip
points, creating localized and unevenly distributed inputs of water to the forest
floor. Germer et al. (2006) conclude that, given the widespread occurrence of
babacu palms in Amazonian forests, their role on rainfall distribution should be
given greater consideration in hydrologic studies in the region.

Overall, for the whole Amazon, observational data show that annually about half of
gross precipitation (5.8 mmday ') flows out of the basin as river runoff (2.9 mm day "),
but a much higher fraction than that measured as interception (potential evaporation) at
catchment scale studies returns to the atmosphere as evapotranspiration (4.3 mm day ).
At the same time, a substantial amount of water (1.4 mm day ') moves horizontally
within the basin as integrated moisture convergence (Marengo 2006).

9.2.2 Transpiration

Annual transpiration from an Amazonian tropical forest was reported to be
1,030 mm (Shuttleworth 1988). Because soil water deficits are generally unpro-
blematic in the Amazon, a weak relationship was observed between soil moisture
deficit and transpiration (Shuttleworth 1988). Daily transpiration rates of tropical
trees in the Amazon were similar to that of conifers and deciduous trees in
temperate zones at approximately 3.6 mm day ' (Roberts 2000). Similar to their
temperate counterparts, tropical trees in the Amazon exhibited strong physiological
control over the transpiration stream (Roberts 2000). Depicting the daily stomatal
conductance curve (mm sfl) from Shuttleworth (1988) at Reserva Ducke in
Manaus, Roberts (2000) showed that stomatal conductance at 06:00 local time
was approximately 8 mm s~ ', increasing to a daily maximum of around 12 mm s~
between 1100 and 1200 local time, and then dropping to 2 mm s~ " at 18:00. These
stomatal conductance values differed from those in Thetford Forest in the United
Kingdom that began around 11 mm s~ ' at 06:00 local time and then continually
decreased to around 4 mm s~ at 18:00 local time (Roberts 2000).
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It is also worth noting that the middle and upper portions of tropical rainforest
canopies account for a disproportionately large share of the total transpiration
despite a lower proportion of the total leaf area (Roberts 2000). This is likely
attributable to increased light levels in the upper canopy that leads to higher rates
of stomatal conductance and the more favorable anatomy of upper canopy leaves
to conduct photosynthesis compared to shaded lower leaves (Horn 1971).
Specifically, leaves at the top of the canopy will have higher densities of chlor-
oplasts and thicker layers of palisade mesophyll than shaded leaves lower in
the canopy.

9.2.3 Lateral Flow and Return Flow

The rain that finally reaches the forest floor will flow along several pathways
depending on the characteristics of precipitation, forest structure, the terrain, and
the soils present. Elsenbeer (2001) proposed a general conceptual framework for
the study of hillslope hydrology in the tropics based on changes of soil hydraulic
conductivity with depth (or, anisotropy), which seems to fit most of the studies
described in the literature (Elsenbeer 2001 and references therein; Bruijnzeel 2004;
Tomasella et al. 2009). In general, since hydraulic conductivity decreases slowly
with depth in oxisols common within the central Amazon, the results of Nortcliff
and Thornes (1989) served as the basis for the generalization that in tropical soils
overland flow is insignificant (Elsenbeer 2001). More recent hillslope studies have
demonstrated that lateral flow and return flow are also common in the tropics and
should be more carefully evaluated (Elsenbeer and Lack 1996; Moraes et al. 2006;
Tomasella et al. 2009; Chaves et al. 2009).

Due to shallow soils and a plinthite layer that impedes both vertical and lateral
flow, some terra firme lowland tropical forests have relatively high soil water
content levels, especially during the wet season. In a terra firme lowland tropical
rainforest first-order 0.33 ha catchment with a slope of 0.09, saturated hydraulic
conductivity (Ks,) was observed to change with soil depth (Moraes et al. 2006).
Specifically, median K, values were approximately 500 mm h™' at a depth of
0.05-0.15 m, decreasing to 30 mm h ™" at a depth of 0.2-0.3 m, decreasing further to
approximately 8 mm h™' at a depth of 0.4-0.5 m, and then reaching a median
minimum of 1 mm h™" at a depth of 0.8-0.9 m (Moraes et al. 2006). The very low
K values at the plinthite layer would impede vertical and lateral flow and trigger
saturated overland flow during discrete rain events and the wet season. In point of
fact, Moraes et al. (2006) noted that saturated overland flow occurred with regular-
ity at their experimental research site during the wet season, whereas subsurface
shallow flow was relatively minor. Overland flow occurred approximately 60% of
days during the wet season with streamflow representing 3.2% of the throughfall
input on average (Moraes et al. 2006). They observed that all of the overland flow
initiated in saturated areas of the catchment.
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9.3 Biogeochemistry of Terra Firme Lowland Tropical Forests

9.3.1 Carbon

Tropical forests contain the largest stock of carbon in terrestrial biomes (340 of a total
of 652 Pg C) and are estimated to have a net primary production (NPP) of 20.2 Pg C
year ' (Saugier et al. 2001; Sabine et al. 2004). However, at least for the Amazon
basin, there is still much controversy on the real role of tropical forests in the global
carbon cycle. Estimates of net ecosystem exchange (NEE) for the entire Amazon basin
vary from —3 to 0.75 Pg C year ' (Ometto et al. 2005). Despite this uncertainty,
considering the fact that on a global scale the difference between fluxes of C in
terrestrial NPP and respiration and fires are only on the order of 2.5 Pg C year '
(Sabine et al. 2004), any exact value within this range has potential global influence.
For instance, the largest forested biome on Earth, tropical savannas and grasslands,
with almost twice the area (27.6 vs. 17.5 x 10° km?) have an NPP of almost half of
that of tropical forests (13.7 Pg C year ') and a total stock of only 79 Pg C (Saugier
et al. 2001; Sabine et al. 2004).

Tropical forests estimated from satellite images look as a continuum of ever-
green trees. However, the Amazon landscape is instead dissected by a dense
network of small streams (Mayorga et al. 2005a) that forms the largest river in
the world. As integral parts of the basin, streams and rivers are usually supersatured
in CO; in relation to the atmosphere, releasing large amounts of C into the
atmospheric reservoir after degassing (Richey et al. 2002). The exact sources of
carbon and mechanisms that control these concentrations and fluxes are still poorly
understood (Richey et al. 2002; Mayorga et al. 2005b). One known mechanism is
the transfer of CO,-rich soil and groundwater to streams at the smaller orders
(Johnson et al. 2006). However, since degassing at these scales occurs within a
few meters of the river channel, for larger rivers other CO, sources are also likely to
play important roles.

In order to obtain more insights into the biogeochemistry of carbon in these
tropical forests, several catchment scale studies have been conducted recently, with
distinct levels of detailed measurements, ranging from only rain and runoff to
throughfall, stemflow, soil water, soil respiration, and evasive fluxes. The more
detailed of these studies (Neu 2009) illustrated the fluxes along flowpaths of the
major forms of C inside the forest (Table 9.3). Precipitation contained twice as
much carbon in its dissolved organic form (DOC) than in its inorganic form (DIC)
(82 vs. 38.8 kg C ha™' year ). While DOC increased in throughfall solution
(142.6 kg C ha™! year_l), DIC decreased substantially (18.1 kg C ha™! year‘l),
and the subsequent flowpaths transported significantly lower amounts of carbon
within the forest. Stemflow accounted for 1.5 and 0.1 kg C ha™' year™', overland
flow for 4.5 and 0.5 kg C ha~' year ' and stream export for 1.6 and 0.9 kg C
ha™' year™ ' in the forms of DIC and DOC, respectively. The stream also exported
0.01 kg C ha™ ' year ! in particulate forms, 48.3 kg C ha™ ' year ' as evasive fluxes
of CO, and 7.93 kg C ha™' year ' as CH,. Soil respiration was the most striking
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Table 9.3 Fluxes of dissolved organic and inorganic carbon, CO,, and CH, (kg C ha™' year™') in
a forest in southeastern Amazon”

Pathway Dissolved organic carbon  Dissolved inorganic carbon CO, CH,4
Precipitation 82.3 38.8
Throughfall 142.6 18.1
Stemflow 1.5 0.1
Overland flow 4.5 0.5
Stream runoff 1.6 0.9
Stream degassing 4.8 0.7
Soil respiration 6,548 —4.4

“Data source: Neu (2009)

pathway of carbon transferred in this forest with an outflux in the form of CO, of
6,548 kg Cha™' year !, although sequestering CH, at a rate of 4.37 kg C
ha™' year™'. The sum of input-fluxes of the different carbon forms cannot account
for these respiration rates, implying that, at least at this study site, forests absorb
large quantities of atmospheric CO,. In fact, although not estimated at this site, in a
similar forest of around the same latitude in the state of Rondonia, Grace et al.
(1995) found a net carbon gain in the forest of approximately 1 ton C ha™' year™ .

The study by Neu (2009) is perhaps the most detailed for the Amazon, but the
study site was located within an area of transition between typical tropical rain-
forests and the more sparse and open canopy forests of the Brazilian Cerrado. This
forest is characterized by a strong hydrological seasonality, with at least 3 months
of the year with little or no rain (22 mm accumulated precipitation from May to
August during the experiment). In another strongly seasonally affected forest,
Markewitz et al. (2004) found an input of 123 kg C ha™' year ' by gross precipita-
tion and an ecosystem export via stream water amounting to 4 kg C ha~' year ™!,
whereas Gouveia Neto (2006) computed corresponding annual fluxes of DOC of
162.3 kg C ha™' year ' entering the forest ecosystem and an export of 4.4 kg C
ha™' year '. However, in the central part of the basin, where monthly precipitation
is greater than 100 mm for most of the year (except for 1 or 2 months), contrasting
results were obtained by Waterloo et al. (2006), which exhibited a net export of
DOC in a black water stream catchment exceeding the DOC input by bulk deposi-
tion. One possible explanation for this discrepancy is the fact that Waterloo et al.
(2006) regarded only DOC fluxes with bulk precipitation as C input, while most
other studies account for the enrichment in organic carbon as rain passes through
the canopy entering the ground as throughfall (Table 9.4). Unfortunately, we know
of no other studies similar to that of Neu (2009), in which all forms and pathways of
carbon within the forest are considered.

Despite the efforts to understand the biogeochemistry of carbon in tropical
forests using biometric assessments (Houghton et al. 2001; Baker et al. 2004;
Malhi et al. 2004), eddy covariance estimates of NEE (Grace et al. 1995; Malhi
et al. 1998; Araujo et al. 2002; Saleska et al. 2003), input—output studies (Neu 2009)
and the analysis of flowpaths (Markewitz et al. 2004; Gouveia Neto 2006), more
comprehensive long-term studies in which all these components are measured
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Table 9.4 Fluxes of carbon in precipitation and throughfall in several sites in the Amazon

Location Precipitation C flux Throughfall C flux References
(kg ha™! yearfl) (kg ha™! yearfl)

North 1234 149 Markewitz et al. (2004)
Amazon

Northeast 133.9 83.1 Tobon Marin et al. (2004)
Amazon

Central 27.5 190 Filoso et al. (1999)
Amazon

Central 48 159 Williams et al. (1997)
Amazon

Southwest 162.3 3329 Gouveia Neto (2006)
Amazon

Southeast 82.3 142.6 Neu (2009)
Amazon

simultaneously should be coordinated at key experimental sites (for instance, where
previous information and infrastructure already exists, such as the ZF2 site near
Manaus, Amazonas).

9.3.2 Nitrogen

The cycle of nitrogen in tropical forests is considered to be less conservative than in
temperate forests, that is, exporting proportionally more N to adjacent systems
(Vitousek and Sanford 1986). Davidson et al. (2004) showed that much more
biomass is produced per unit N at the Hubbard Brook forest than at the Paragominas
forest in the state of Para, Brazil, and that the opposite is held true for P. Other
results provide evidence for high rates of NO, and NO emissions from soils
(Verchot et al. 1999; Davidson et al. 2001; Melillo et al. 2001), the predominance
of nitrate over ammonium in KCl-extractable soils (Neill et al. 1995; Verchot et al.
1999; Luizdo et al. 2004) and higher dissolved inorganic to organic nitrogen ratios
in soil solutions (Neill et al. 2001, 2006; Markewitz et al. 2004; Tomasella et al.
2009). However, whole catchment budgets and flowpath analysis of nitrogen
cycling are strikingly scarce for tropical forests and if they exist, they do not take
all of the required forms and fluxes of nutrients into account.

Lesack and Melack (1996) found modest net gains of N, based on the measure-
ments of N fluxes in soil solution without considering gaseous fluxes from soils,
whereas Bonilla (2005) showed high export rates based on the same type of data.
The most detailed analysis of N cycling in the Amazon was conducted in the
Paragominas forest where Markewitz et al. (2004) found inputs of 4 kg N
ha~! year™' with bulk precipitation, increasing to 9.5 kg N ha™' year™ ' in through-
fall solution and 12 kg N ha™' year™ " in soil solution. These high concentrations of
N in soil solution are consistent with the estimates of gaseous fluxes in the order
of 2.9 kg N ha™' year ' (Verchot 1999), which after the addition of a stream export
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of 0.9 kg N ha~' year ' indicates net gains of N at this site. Germer et al. (2009)
also found a clear sink of N at a catchment study in Rondonia, however, only
regarding input—outputs of inorganic N.

9.3.3 Phosphorus

Although considered to be the main limiting factor to plant growth in tropical
forests (Vitousek 1984), phosphorus dynamics in Amazonian forests have received
little attention thus far. Concentrations of soluble available P are always very low in
soil solutions (Lesack and Melack 1996; Markewitz et al. 2004; Neill et al. 2006)
and in streams draining forests (Lesack and Melack 1996; Markewitz et al. 2004;
Neill et al. 2006; Tomasella et al. 2009). Without gaseous forms, atmospheric
P input is also low and believed to originate in part from long distance transport
of dust from western Africa (Koren et al. 2006) or from apatite containing bedrock
weathering.

Two recent studies, based on budgets of annual inputs and outputs of P, showed a
tendency of P accumulation (Lesack and Melack 1996; Markewitz et al. 2004). For
the sake of comparison with N fluxes, at the Paragominas forests Markewitz et al.
(2004) found inputs of P with bulk precipitation of 0.03 kg P ha™' year ' and a
stream export of less than 0.01 kg P ha™' year™', while for N a net gain of 0.5% of
the inputs was observed. Other budgets within central Amazon have shown similar
results (Brinkmann 1983, 1985).

9.3.4 The Role of Adventitious and Apogeotropic Roots
on Internal Nutrient Cycling

Floristic diversity is at its greatest in tropical forests. Aboveground root systems,
including adventitious and apogeotropic roots, have been found on certain lowland
tropical forest tree species (Sanford 1987; De Simone et al. 2002). Apogeotropic
roots have a detectable effect on the cycling of calcium in tropical forests (Sanford
1987). Because these aboveground root systems acquire extra nutrients beyond
those acquired by subterranean roots, both adventitious and apogeotropic roots are
believed to be ecological adaptations by tropical forest trees to combat inherently
nutrient-poor tropical soils (Sanford 1987). Sanford (1987) hypothesized that stem-
flow leachates spawn the growth of apogeotropic roots. Adventitious roots also
have been documented to have a significant influence in an Australian montane
tropical forest by altering stemflow nutrient inputs to the forest soil (Herwitz 1991).
Further work on apogeotropism in the lowland rainforest would yield further
insights into the physiological ecology and biogeochemistry of these diverse
forests.
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9.4 Suggestions for Future Work

Although a vast literature on tropical forests exists, it is striking how limited the
information is on the biogeochemistry of Amazonian lowland rainforests. There is
only one experimental site where all compartments and fluxes of nutrients have
been measured to enable precise forest budgets (Markewitz et al. 2004). Even this
single study cannot be used for generalization purposes since it is representative of
aregion with strong seasonality in which dry periods favor the development of deep
root structures in the forests. Nowhere in the central lowland of Amazonia, where a
dry season is lacking, have multi-year studies of C, N and P forms and fluxes (sensu
Hubbard Brook forest) been conducted. Although generalizations about the func-
tioning of tropical forests can be made based on climate and soil similarities, biotic
feedbacks on physical drivers can impart site-specific dynamics that can only be
understood by field measurements. Following the advice of Townsend et al. (2008),
it is possible to employ recent developments in remote sensing, in combination
with a coordinated and detailed field campaign, to better understand and model the
biogeochemical heterogeneity of tropical forests at multiple spatial scales. As such,
we issue a call for action to develop, plan, coordinate, and implement a field and
remote sensing campaign that will yield an increased understanding of the hydrol-
ogy and biogeochemistry of lowland tropical forests.
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Chapter 10
Hydrology and Biogeochemistry
of Mangrove Forests

Daniel M. Alongi and Richard Brinkman

10.1 Introduction

Situated at the interface between land and sea, the structure and function of
mangrove forests, perhaps more than any other forest type, are closely linked to
hydrology. For a part of every day, tidal waters flood and ebb through these coastal
forests of low latitudes, and in most locations are influenced by waves and other
circulatory processes. The pantropical distribution of mangroves is delimited by
the major ocean currents and the 20°C winter isotherm of seawater. Mangroves
are limited globally by temperature but rainfall, tides, waves, and river flow are of
fundamental importance at the regional and local scale.

Most mangrove forests represent a continuum of morphological types based
on broader geophysical settings such as those dominated by rivers, tides, reef
carbonates, and drowned river valleys (Woodroffe 1992). Variations in waves,
tides, river flow, and rainfall affect water circulation by generating advective and
diffusive processes that operate both longitudinally and laterally within estuaries
to mix and trap coastal water (Wolanski 1992). The turbulence induced by temporal
and spatial gradients in hydrodynamic processes influences the rate of erosion and
deposition of soil on which mangroves colonize and grow.

Mangroves are typically distributed from mean sea-level to highest spring tide
with a sequential change in tree species parallel to shore being one of their most
conspicuous features. Forest zonation has been overemphasized in mangrove
ecology. But gradients in salinity, soil type and chemistry, and nutrient content as
regulated by duration of tidal inundation, as well as physiological tolerances,
predation, competition, and combinations of these factors (Alongi 2009), are all
important in regulating the structure and function of mangroves. Indeed, patterns of
nitrogen and phosphorus limitation of mangrove primary production mirror the
salinity gradients and gradients of nutrient availability across the intertidal seascape
(Feller et al. 2002; McKee et al. 2002), highlighting the complexity of man-
grove ecology in relation to nutrient biogeochemistry and environmental gradients
(Feller et al. 2010).

Disturbances also play a key role in regulating mangroves; hurricanes, mon-
soons, and tsunami occur throughout low latitudes and their effects often mask
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of Past Research and Future Directions, Ecological Studies 216,
DOI 10.1007/978-94-007-1363-5_10, © Springer Science+Business Media B.V. 2011



204 D.M. Alongi and R. Brinkman

natural change. Mangroves exhibit considerable resilience to disturbance — an
adaptive mechanism to life in a physically demanding environment — undergoing
perpetual change in forest and ecosystem development in synchrony with the
geomorphological development of shorelines. The end result of these natural and
human-induced disturbances and adaptive responses are forest mosaics of arrested
or interrupted successional sequences (Berger et al. 2006).

Mangroves are a valuable economic and ecological resource, being important
breeding sites for a wide variety of wildlife; a renewable resource of timber; and
accumulation sites for sediment, contaminants, carbon, and nutrients. They also
offer some protection against coastal erosion, strong waves, high tides, and tsunami.
In this chapter, we review and critically assess the role of hydrology in regulating
biogeochemical processes in mangroves and the impact that these tidal forests
in turn have on coastal hydrology.

10.2 Waterway Circulation and Material Fluxes

Snaking through and bisecting mangrove forests are a wide array of shallow and
deep tidal channels. These can range from fairly straight and narrow waterways
to complex networks of interconnected channels, creeks, and estuaries. These water-
ways — another conspicuous feature of mangroves — are conduits by which water,
sediments, and nutrients move into and out of the forests by tides, and to a much lesser
extent, by waves (Mazda et al. 2007). Tides and waves constitute an auxiliary energy
subsidy. Tides do the work of exporting waste products and importing nutrients,
oxygenated water, food, and sediments to mangroves and their food webs. This allows
tidal forests to store and pass on fixed carbon and benefit organisms adapted to make
use of the energy subsidy; animals that do not have to expend their own energy to
export wastes and import essential materials can shunt more energy to growth and
reproduction (Alongi 2009).

There are biogeochemical consequences of water movements in simple vs.
complex waterways. To oversimplify: long, fairly straight waterways can facili-
tate dispersal and export of dissolved and particulate matter, whereas convoluted
waterways can weaken dispersion of water to the extent that the upper reaches of
intricate channels can trap material. Nevertheless, in most mangrove waterways,
tidal circulation is characterized by a pronounced asymmetry between ebb and
flood tides with the ebb tide being shorter, but with stronger current velocity, than
the flood tide. This asymmetry results in self-scouring of the bottom of most
channels such that channel beds are usually rocky, gravelly, or sandy, with little
or no accumulation of fine sediment.

Ecosystem geometry, especially the ratio of forest area to waterway area, and
the slope of the forest floor, ultimately determines the velocity of tidal circulation.
This areal ratio in most mangroves appears to be in the range of 2—10 (a dimension-
less number) with a very small forest slope within the range of 1-4 x 10~°
(Wolanski 1992). An increase in the ratio of forest to waterway area thus increases
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the tidal prism. Current direction in relation to the forest imparts additional tidal
asymmetry; rising tidal waters flow into the forest perpendicular to the banks but
ebbing tidal waters are oriented at usually 30-60° to the bank, lengthening the
pathway of water at falling tide and thus reducing the chance that materials such as
mangrove detritus can escape the forest.

Tidal hydrology is also longitudinally complex. Along the length of a waterway,
water velocity decreases from the mouth to the headwaters, and at the headwaters of
mangrove creeks and channels where currents are very weak, mixing rates are also
very small (Ridd et al. 1990). Cross-channel gradients of longitudinal velocity also
exist, due partially to the shear dispersion processes that are magnified by the
presence of the forest. Mangrove waterways also exhibit longitudinal salinity
gradients which act in concert with gradients of current speed to control the
intensity of mixing and trapping of water and materials within the estuary. Trapping
occurs when some of the water flowing in and out of an estuary is temporarily
retained in the forest by drag forces to be returned later to the main channel. In the
dry season with little, if any, freshwater inflow to cause buoyancy-driven circula-
tion, salinity increases landward, driven by evaporation of water and the buildup of
salt excluded by trees. Thus, trapping in the headwaters is enhanced. In the wet
season, buoyancy effects trap freshwater in the forest at high tide, and at low tide
the freshwater is manifest as a low salinity lens or boundary layer hugging the river
banks.

Longitudinal gradients of velocity and salinity interact to produce secondary
circulation patterns superimposed on the primary tidal circulation. This leads to
trapping of floating mangrove detritus in density-driven convergence fronts during
a rising tide (Stieglitz and Ridd 2001). On flooding tides, velocity near the river
banks is slower than in the center of the estuary due to friction, resulting in water of
greater density mid-channel. In the center of the estuary, this more dense water
sinks to cause a two-cell circulation pattern with a convergence front approximately
midstream. This convergence swiftly breaks down with the onset of ebb tides.
There are clear biogeochemical and biological implications in the existence of these
cells (Ridd et al. 1998; Stieglitz and Ridd 2001):

¢ A net upstream movement of floating debris occurs.

e Propagules and other materials are unlikely to enter the forests when the
secondary cells are present.

e Propagules and detritus accumulate in large traps upstream from the conver-
gence and upstream from the mangrove fringe.

e Trapping of propagules is not conducive to successful seed dispersal of
mangroves.

Trapping of water and waterborne material in mangrove estuaries is also
enhanced by tides, onshore winds, and shoreward waves (Kitheka 1996).

All of these hydrological processes translate into residence times that are long,
especially in the dry season, and this has direct biogeochemical consequences.
For instance, nutrients or contaminants introduced into the head of a mangrove
waterway may be retained longer than if they were introduced further downstream.
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One often-recurring longitudinal pattern is a link between pH, oxygen, and dissolved
organic matter (DOM). Moving upstream, it is common to observe a decline in both
pH and oxygen concentrations but an increase in DOM (Boto and Bunt 1981). This
pattern can be explained as the lowering of pH and oxygen levels as a result of
oxidation of polyphenolic compounds. An alternative explanation is that pelagic
respiration increases upstream when water becomes stagnant or experiences long
residence time, enabling microbes to concentrate and bloom; respiration lowers
oxygen levels and produces carbonic acid which lowers pH.

The low opacity of mangrove waters as a result of fine suspended loads and
polyphenolics results in a high ratio of bacterioplankton to phytoplankton produc-
tion (Alongi 2009). This ratio is a reflection of either comparatively low rates of
phytoplankton production due to severe light limitation or the efficiency with which
mangrove bacterioplankton convert organic matter into biomass, or both. The high
ratio also suggests intense recycling within the microbial web or that organic matter
from other sources such as mangrove detritus and benthic algae are fueling bacterial
growth. Metadata analysis (Alongi 2009), however, shows that most mangrove
waters are net autotrophic, with more carbon being fixed than lost via respiration.
The mean ratio of primary to community respiration (P/R) in mangrove waters
is 1.8 with a standard deviation of 0.3, substantially higher than the P/R of 0.8—1.0
that has been measured in other estuaries (Alongi 1998; Gattuso et al. 1998).

The metabolic state of mangrove waters is known to change seasonally in some
estuaries. For example, in the Mandovi and Zuari estuaries of southwestern India
(Ram et al. 2003) waters are net autotrophic in the pre- and post-monsoon months
when quiescent conditions maximize water clarity. During the monsoon, waters are
very turbid because of sediment resuspension; also, peak loads of land-derived
organic matter, low water levels, and salinity lead to a metabolic shift toward net
heterotrophy.

The greatest biogeochemical consequence of these complex hydrodynamic
processes is the rapid exchange of solids, dissolved materials, and gases among
mangroves, adjacent coastal waters, and the atmosphere. The amount of material
potentially available for exchange depends on several factors: net forest primary
production, tidal range, ratio of mangrove to watershed area, lateral trapping, high
salinity plugs, total mangrove area, frequency of storms, amount of rainfall, volume
of water exchange, and the extent of biological activity (Wolanski 2007). Each
mangrove ecosystem is unique; some mangroves export particulate and dissolved
materials and some do not, but all systems exchange a variety of gases with the
atmosphere and coastal ocean.

Like other forests, there is a vertical hydrological flux in mangroves via precipi-
tation and throughfall (Twilley and Chen 1998; Wanek et al. 2007). Few studies
have examined the significance of vertical flux in terms of water and nutrient
budgets, and the results to date are equivocal. A water budget for the mangroves
in Rookery Bay, Florida (Twilley and Chen 1998) found that throughfall and
stemflow equated to 91% of annual rainfall, with nearly 77% lost as runoff to
the bay. The ecological impact was most discernible as dilution of soil salinity
in the high intertidal zone. Similar results were obtained in Belizean mangroves
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(Wanek et al. 2007) where throughfall represented 84% of precipitation; ammonium
and phosphorus were retained in the canopy, whereas nitrate, dissolved organic
carbon (DOC), and dissolved organic nitrogen (DON) increased from throughfall.
However, at the ecosystem level, vertical fluxes are likely minor compared with
horizontal flows. Nitrogen budgets for the mangrove ecosystems of Sawi Bay,
Thailand and Hinchinbrook Island, Australia, demonstrate that N-derived from
precipitation is in fact small (Alongi et al. 1992, 2002).

Most data on material exchange are estimates of the export of particulate organic
carbon (POC), mainly as litter, from mangrove estuaries. Only very recently has
the exchange of gases been measured. Estimates of POC export from mangrove
estuaries range widely from 5.3 to 27.7 mol C m ™2 year ', but mangroves account
for 10-11% of the total input of terrestrial carbon to the ocean and 12—-15% of the
total carbon accumulation in sediments along the continental margins (Jennerjahn
and Ittekot 2002; Dittmar et al. 2006). On average, the current estimate of global
POC export from mangroves is ~29 Tg year ' (Bouillon et al. 2007; Alongi 2009).

The smallest exports tend to come from microtidal ecosystems while the largest
outwelling occurs from mesotidal and macrotidal estuaries, highlighting the impor-
tance of tides and the fact that ebb tides are stronger than flood tides. In some
mangrove ecosystems, especially in basin forests and in microtidal systems, more
carbon is exported in dissolved than in particulate form. Chemically, exported
DOC has a strong mangrove stable isotope signature, whereas imported DOC is
mainly of marine origin. On average, the current estimate of global DOC export
from mangroves is ~14 Tg year ' (Bouillon et al. 2007; Alongi 2009).

In contrast, there are no universal patterns of dissolved nitrogen and phosphorus
exchange between mangroves and adjacent coastal waters. The lack of a consistent
pattern may be due to the fact that rates of autotrophic assimilation and microbial uptake
vary greatly among ecosystems. Simply, an ecosystem will tend to export nutrients if
there are more nutrients than needed for utilization, and conversely, nutrients such as
nitrogen will be imported if not available. In many estuaries, some nutrient species are
imported, whereas others are exported.

Despite the fact that globally at least 40 Tg year ' of mangrove carbon is
exported to the coastal ocean, the influence of this exported carbon on coastal
food chains and nutrient cycles is usually restricted to a few kilometers offshore.
Several factors account for these spatial limitations:

e Local geomorphology and hydrodynamics of mangrove estuaries mitigate
against extensive outwelling of labile material.

¢ Coastal boundary layers off tropical coasts or the presence of a high salinity plug
in the dry season effectively trap litter and suspended particles inshore.

e Most material exported from mangroves is either highly refractory particulate
matter or DOC; this material is usually further degraded in the water-column.

As demonstrated by the classic work of Wolanski and his colleagues (Wolanski
and Ridd 1986; Wolanski et al. 1990; Mazda et al. 2007), a barotropic coastal
boundary layer forms off mangrove estuaries if the coast is straight due to shallow
water effects and trapping in mangrove forests, resulting in long-term retention of
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water close inshore in calm weather. Waters are continuously exchanged and
mixed between the estuary and the adjacent coastal boundary layer, but mixing is
restricted between coastal and offshore waters. Mixing, however, does occur and
the coastal boundary layer breaks down along rugged coasts and at headlands.
What estuarine water does leave the coastal zone does so when tidal jets of coastal
water peel off headlands and other salient topography and locally enrich and
mix with offshore waters (Wolanski 2007).

Recent studies of CO, exchange from mangrove waterways suggest that pelagic
respiration and subsequent emission of CO, to the atmosphere represents another
significant pathway of carbon flux from mangrove forests (Ghosh et al. 1987;
Richey et al. 2002; Borges et al. 2003; Ralison et al. 2008). Mangrove waters are
oversaturated in CO, as a direct result of pelagic mineralization and CO, respired
by forest soils that is dissolved in the interstitial water and transported laterally by
tidal pumping to adjacent waterways. Emission rates vary greatly depending
on tidal stage, temperature, and precipitation. Koné and Borges (2008) estimate
that CO, emissions from mangrove waters correspond to ~7% of the total emission
from oceanic waters in subtropical and tropical latitudes. This value is small but
nevertheless reflects a disproportionate contribution of dissolved inorganic carbon
(DIC) by mangroves to the coastal ocean.

10.3 Facilitation of Water and Material Flows in Relation
to Forest Structures Across the Intertidal Zone

Trees, roots, animal burrows and mounds, timber and other vegetation decaying
on the forest floor exert drag on the movement of water within a forest. For tidal
flows, drag force can be simplified to a balance between the slope of the water
surface and the flow resistance due to the vegetation. This flow resistance can be
approximated by a drag coefficient which varies in mangrove forests from 0.4 to 10
(Mazda et al. 2005). The drag coefficient decreases with increasing values of the
Reynolds number. Biologically, this means that in densely vegetated forests, prop
roots, and pneumatophores play an important role in slowing and altering water
flow, and enhancing trapping of material within the forest. Currents within the
forest are not negligible and secondary circulation patterns are usually present due
to the density of the vegetation and overflow of water into the forest at high tide.
The magnitude of tidal trapping depends on the drag force due to the vegetation,
so the magnitude of dispersion depends ultimately on vegetation density.
Biogenic structures within the forest floor also affect water circulation in man-
grove forests, playing a crucial role in soil biogeochemistry by enhancing flushing
times and replenishing oxygenated interstitial water (Ridd 1996; Susilo and Ridd
2005). Tidal waters flow through burrows in the same direction as the surface
current. The total quantity of water flowing through burrows in a 1 km? area of
forest can range from 1,000 to 10,000 m3, representing 0.3—3% of the total water
volume moving through a forest. There is also passive irrigation through burrows.
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Parts of burrows that are no more than 20 cm apart can reduce the diffusion
distances belowground of salt expelled from tree roots. Well-flushed burrows are
thus an efficient mechanism by which salt and anoxic metabolites can be trans-
ported from the roots, ameliorating salt stresses, and exposure to toxic metabolites
such as sulfides. The irrigation of biogenic structures also helps poise soil meta-
bolism to a suboxic redox state, fostering oxidation of sulfides, and other anoxic
solutes.

Nitrogen metabolism is also greatly influenced by water flow through biogenic
structures, cracks, and fissures within the forest floor. Such processes may favor
anaerobic ammonium oxidation (anammox), the anaerobic conversion of nitrite
(NOy7) to N,. Although NO, ™ accumulates from both nitrification and nitrate +
nitrite reduction, the latter process regulates nitrite availability in suboxic soil
layers. Denitrification also provides a substrate for the anammox process, although
it appears that N, loss via denitrification is of proportionally less significance in
mangroves than in other aquatic ecosystems (Alongi 2009). Subsequently, rates of
nitrous oxide (N,O) emissions from mangrove soils are low, N,O being an inter-
mediate product of nitrification and denitrification. Indeed, in Indian mangroves,
emission rates of N,O are greater from creek waters than from mangrove soils
(Barnes et al. 2007; Upstill-Goddard et al. 2007). In short, the unique patterns of
water flow through forests and their structures facilitate retention of nitrogen and
other nutrients crucial for mangrove growth.

Being located at the land—sea margin, mangroves often have significant ground-
water flow. This flow can be an important pathway for removal of subsurface salt
and solutes (Ovalle et al. 1990; Sam and Ridd 1998) and is probably interlinked
with water flow through crab burrows, cracks, and fissures in the soil. There are
three components of mangrove groundwater flow:

¢ A near-steady flow seawards due to the pressure gradient induced by the height
differential between forest and sea.

e A reversing tidal flow with a dampened amplitude and delayed phase toward
the forest.

¢ A residual flow landwards due to the dampened tidal flow. This residual flow
reduces the outflow of water from the forest to the sea.

Groundwater-derived nutrients can have a variable impact on nutrient dynamics
in mangrove waterways, often linked to seasonal rainfall (Kitheka et al. 1999).
In Mida Creek in Kenya, the groundwater flow of silicate through the mangroves
was greater in the wet season, although the opposite was true for dissolved nitrogen.
Nutrient concentrations were greater in the groundwater than in the creek and
except for NO,~ + NO; ™, greater in the wet season than in the dry months. Ground-
water seepage contributed from 8 to 140% of the net dissolved N flux, but <5%
of the net silicate flux.

In most other mangroves, a variety of factors determine the relative contribution
of groundwater to surface water flow. In river-dominated forests on islands in the
Federated States of Micronesia, the average groundwater contribution is 5% but the
contribution approaches 20% in forests closer to land (Drexler and DeCarlo 2002).
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This pattern is of selective advantage in that greater groundwater flow in more
landward forests helps to alleviate salt stress, soil desiccation and anoxia, promoting
growth in areas that may be otherwise unsuitable for mangroves.

10.4 Sediment Dynamics and Burial of Carbon and Nitrogen

The attenuation of water flow within mangrove forests facilitates deposition of
fine particles. The transport of suspended sediments in mangroves is controlled by
several interlinked processes (Wolanski 1995):

¢ Tidal pumping.

e Baroclinic circulation.

e Trapping of small particles in the turbidity maximum zone.

¢ Flocculation.

e Physicochemical reactions that destroy cohesive sediment flocs.
¢ Microbial production of mucus.

In fringing mangroves or in those inhabiting rocky shores, such processes are
insignificant. But in most mangroves these processes have a profound impact on
sediment transport and deposition, and ultimately, on biogeochemical processes
such as rates of element accumulation, burial, and storage.

Most sediment is transported into a forest during the wet season when riverine
sediment inflow is at its height. Up estuary, mud banks form as a result of baroclinic
circulation and by tidal pumping and trapping especially in the turbidity maximum,
a zone formed within an estuary where the residual inward bottom flow meets the
outward river flow. This zone is usually located at the most landward point reached
by the saline inflow. The biogeochemical implications of these processes is that
flocculation of silt and clay particles begins, with flocs colonized by a rich consor-
tium of bacteria, protists, algae, and fungi, and glued together by their extracellular
mucus and threads. These attached microbes, in helping to cement flocs, serve as
foci for decomposition and respiratory processes in mangrove waters (Ayukai and
Wolanski 1996). Within the forest, the settling of flocs occurs when the tides turn
from rising to falling and water velocity is minimal. Settling is enhanced by the
sticking of mucus and by pelletization of invertebrate excreta.

Mangroves do not just passively import fine particles. By a variety of mechan-
isms, they actively capture silt, clay, and organic particles. The presence of trees has
a profound impact on sedimentation. Large trees with complex root systems (e.g.,
Rhizophora) facilitate particle settling to a greater degree than small trees or those
with minimal above-ground root structures (e.g., Ceriops). In Coral Creek in
northeastern Australia, 80% of particles brought in at spring flood tides are retained
within the forest (Furukawa et al. 1997). So despite the fact that turbulent wakes
created by tree trunks and roots maintain particles in suspension, high vegetation
density inhibits water motion, creating conditions unfavorable for resuspension
of particles.
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The biogeochemical consequence of facilitated accumulation of fine sediment
particles within mangroves is net sediment accretion and burial of carbon and other
elements. Sedimentation rates measured by radiotracers and by short-term measure-
ments of changes in topographic height relative to mean sea-level show a pattern of
net accumulation in many, but not all, forests. Mass sediment accumulation rates
range from <1 mm year ' to >3-5 cm year ', with highest rates within forests
lining high discharge rivers and rivers severely impacted by human activities.
Lowest sedimentation rates occur in mangroves fringing open bays and estuaries,
especially in the dry tropics. Net deposition cannot continue indefinitely because
deposition slows as the forest floor grows over time and is inundated less frequently
by tides.

Rates of soil carbon and nitrogen cycling closely depend on rates of sediment
accumulation as well as on temperature, rates of bioturbation, quality of deposited
organic matter, and the degree of tidal wetting. No one factor regulates soil
decomposition rates but clearly, wet, warm, bioturbated soils with high-quality
organic matter will have higher rates of diagenesis than other soils. On average only
a small proportion (1-5%) of organic carbon and nitrogen is buried in mangrove
soils as nearly all labile organic matter is eventually mineralized.

Aerobic respiration and anaerobic sulfate reduction are the main decomposition
pathways in mangrove soil. As oxygen penetrates and is depleted within the upper
few mm of soil, anaerobic metabolism, especially sulfate reduction, dominates
belowground. Iron reduction may be important, but more empirical measurements
are needed to assess its relative importance in mangroves. Methanogenesis accounts
for only a small fraction (1-10%) of total soil carbon mineralization, but rates are
often highly variable. Methane production occurs in and on parts of trees so its
significance to total carbon flux is likely underestimated. However, what is puzzling
and what in future may turn out to be an important pathway is the lack of agreement
between the sum of carbon mineralized by these individual metabolic processes
and measurements of DIC and CO, emissions across the soil-water/air interface.
In aquatic environments, such measurements across the soil surface are thought to
represent the sum of carbon mineralization within soils, assuming steady-state
conditions. The lack of such agreement in mangroves suggests nonsteady state
conditions, which is probable given the number of complex ecological and bio-
geochemical processes in mangrove soils and the complex hydrology of the forest
floor. As we will see later, nonsteady state conditions may have important con-
sequences for carbon balance in mangrove ecosystems, altering our perception of
net ecosystem production (NEP) (see Sect. 10.5).

Unlike terrestrial forests, a significant fraction of litter on the forest floor is swept
away by tides. Before organic carbon is incorporated into the soil to be decom-
posed by microbes, nearly 50% of litterfall remaining on the forest floor is initially
processed by crabs and other benthic invertebrates. What litter escapes crab pro-
cessing is usually decomposed further by microbes and meiofauna, and litter
shredded, but uneaten, is returned to the soil to also eventually be consumed by
microflora. Detritus not processed by crabs and other macroconsumers decomposes
into three stages: (1) leaching of soluble compounds; (2) saprophytic decay; and
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(3) fragmentation (Robertson et al. 1992; Kristensen et al. 2008). Leaching involves
the loss of up to 2040% of the organic carbon in the litter when submerged for
10-14 days. The bulk of the leachate is labile, mostly sugars, tannins, and other
phenolic compounds, and up to 90% of this dissolved material is readily degraded
aerobically and incorporated into microbial biomass. The second phase of decom-
position occurs when aerobic and anaerobic prokaryotes, and oomycotes, colonize
the remaining particulate litter. Unlike terrestrial plant litter, ascomycetes appear
to play only a minor role as decomposers of mangrove debris. In fact, it is the
oomycotus protoctists, especially Halophytophthora vesiculara, that efficiently
capture cellulosic compounds via pervasion and digestion. Mangrove litter thus
becomes relatively enriched in lignin which decomposes only very slowly. Micro-
bial enrichment over years of decomposition results in a chemical signature reflect-
ing the compositional changes in the colonized microflora. On average there is a
decrease in the C:N and C:P ratios of decomposing litter over time. There are some
common features of litter decomposition, some of which point to hydrology as an
important factor:

e Absolute decay parameters are site- and species-specific.

e Litter decays faster when more frequently immersed and when litter retains its
moisture.

e Litter with low tannin content and high initial nitrogen content decomposes
faster than litter with higher tannin content, such as Rhizophora and Bruguiera
leaves.

e Litter decomposition of the same species occurs at similar rates in the subtropics
and tropics, but decays more slowly in the dry tropics where litter is subject to
intense aridity and high salinity.

10.5 The Role of Hydrodynamic Processes in Net Ecosystem
Production

The balance between photosynthetic gains by autotrophs and losses by all organ-
isms is reflected in the exchange of carbon between the ecosystem, atmosphere, and
the adjacent coastal ocean. This balance is called NEP. As forests are especially
important habitats for storage of carbon, reducing the impact of anthropogenic
increases in atmospheric CO,, NEP has become a crucial diagnostic feature for
assessing whether or not human impacts have altered ecosystem balance.

At the ecosystem level, determining the carbon balance of mangroves involves
summing the carbon inputs from carbon fixation minus losses via respiration and
the shedding of litter. Other inputs and outputs need to be accounted for: ground-
water, burial within the forest floor, tidal exchanges, river inputs, and respiratory
losses by fauna and any other flora. A simple mass balance equation is the basis for
these flux calculations:

C; =F; + =R;, (10.1)
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where C; is the concentration of element i in mass per unit volume per unit time;
F; is the flux of element i in mass per unit area or volume per unit time and R; is the
rates of physical, chemical or biological processes affecting element i in mass
per unit volume or area per unit time. This equation simply represents the difference
between what carbon comes in and what carbon goes out. When input exceeds
output, NEP is greater than zero and the ecosystem is accumulating carbon. If it
roughly equals zero, the ecosystem is at steady-state. If negative, the ecosystem is
unsustainable, losing more carbon than it is gaining.

A metadata analysis of six mangrove forest ecosystems (Alongi 2009) world-
wide highlights two primary features: (1) mangrove ecosystems are net auto-
trophic with an average P/R ratio of 1.6 and (2) gross primary production and
NEP average 383 and 139 mol C m™2 year ', respectively. A few other important
generalizations:

e Mangroves export organic carbon equivalent to 2-25% of mangrove net primary
production.

e Canopy respiration equates to 58% of gross primary production, but may be
higher as the data account only for leaf respiration, not root and stem respiration.

e Tree production dominates carbon input, but inputs from humans and from rivers
and oceans can be substantial in some locations.

¢ Soil and pelagic respiration losses are minor compared to canopy respiration, but
may be larger if “unaccounted for” DIC (see below) is found to be laterally
transported from soils.

e (Carbon burial equates to only 1-4% of total carbon input into the forest.

e NEP is positive in all six ecosystems, but true NEP is probably lower because
CO, emissions from the waterways were not measured.

The relationship between tidal range and NEP (Fig. 10.1) suggests that tides
play a crucial role in regulating ecosystem production, supporting the tidal subsidy
hypothesis proposed by Odum (1968), Odum et al. (1995), and Nixon (1988).
In such ecosystems, maximum power is achieved when biological “pulses” are
in synchrony with external forces such as tides (Odum et al. 1995). Nixon (1988)
moreover suggested that greater fisheries yields, stronger currents, and more
vigorous vertical mixing in marine ecosystems compared with lakes, reflects the
additional mechanical energy from tides. The positive relationship between man-
grove NEP and tidal range may thus be explained by physical forces linked to tides,
assisting in maximizing transport of wastes and toxic metabolites, assisting in
oxygenating soils that would otherwise be waterlogged, and maintaining an inter-
mediate level of disturbance in breaking down any biophysical and chemical
gradients.

A contrary hypothesis is equally compelling. A great deal of DIC produced in
mangrove soils as a result of microbial decomposition of organic matter may be
unaccounted for, perhaps lost via lateral transport or via groundwater flow. These
pathways have not typically been measured in mangroves. For example, the large
tides in Darwin Harbour, Australia, may laterally transport great amounts of respired
carbon derived from the interstitial water. So what appears to be greater NEP than
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Fig. 10.1 The relationship between tidal range and net ecosystem production in various mangrove
estuaries. DH Darwin Harbour, Australia; HC Hinchinbrook Channel, Australia; MB Missionary
Bay, Australia; MMFR Matang Mangrove Forest Reserve, peninsular Malaysia; SB Sawi Bay,
Thailand; RB Rookery Bay, Florida (from Alongi 2009)

in mangroves with smaller tides (Fig. 10.1) may in fact be a greater proportion of
respired carbon lost from the ecosystem as DIC. If true, this means that mangroves
are contributing even greater amounts of DIC to the tropical coastal ocean.

The overarching influence of tides on mangrove biogeochemistry can be
unambiguously discerned from the mass balance of nitrogen from the mangrove
ecosystem on Hinchinbrook Island in northeastern Australia (Alongi et al. 1992;
Alongi 2009). The nitrogen budget for this tidally dominated system shows that
tidal exchange dominates the flux of nitrogen entering and leaving the ecosystem.
Indeed, tidal export as a percentage of total output is greater in this ecosystem than
in salt marshes. Physical control by tides therefore dominates the flux of nitrogen
possibly to a greater extent than in other aquatic ecosystems, and such may be the
case for DIC in mangroves.

10.6 A Global Carbon Model

The biogeochemical importance of mangrove forests have been placed within a
global context with the two most recent budgets (Bouillon et al. 2007; Alongi 2009)
instructive in pinpointing patterns of flow important to global carbon cycling and
where further research should be focused.
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Fig. 10.2 Model of the major carbon fluxes through the world’s mangrove forests. Units = Tg C
year™'. The budget assumes a global area of 160,000 km? (from Alongi 2009). The global area was
incorrectly printed in Alongi (2009) as 160,000 ha

Figure 10.2 summarizes the major pathways of carbon flow through the world’s
mangroves (160,000 km?) showing that the largest flux is between the trees and
the atmosphere as a little more than half of gross primary production is respired
by trees. Litterfall (20%), wood production (20%), and fine root production (50%)
account for nearly all forest net primary production. Summing canopy respira-
tion, soil respiration, and water-column respiration, total ecosystem respiration
equates to 500 Tg C year ' or nearly 70% of forest GPP. Carbon burial averages
29 Tg C year ' or about 10% of forest NPP; export of POC and DOC equates
to 43 Tg C year ' which is about 10—15% of forest NPP. Subtracting carbon losses
from inputs leaves a NEP estimate of 160 Tg C year '. This figure is problematical
because some unknown portion of this carbon is likely to actually represent lateral
loss of DIC from soils. Bouillon et al. (2007) estimated that 112 Tg C year ' is
“unaccounted for” mangrove production and similarly suggested that this value
may represent possible DIC exported laterally from the world’s mangroves.

The idea that a large amount of DIC is transported laterally and lost from
the system is supported by a few facts: (1) soil microbes are highly productive to a
soil depth of at least 1 m; (2) lateral drainage has been frequently observed,
but unquantified, in a number of mangrove systems, and (3) the sum of individual
carbon measurements is usually greater than the rate of total C metabolism measured
at the soil surface. In macrotidal estuaries, mangroves sit atop highly sloped
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escarpments from which a large quantity of interstitial water can alternatively drain
and replenish soils via tides (Woodroffe 2003). Obviously, other processes not
measured may constrain the amount of carbon that is “unaccounted for” including
faunal production and respiration, viral repellents, protective metabolites, or more
subtle mechanisms such as symbiotic or mutualistic relationships that may require
fixed carbon.

If the large production of fine roots (174 Tg C year ') is correct, rapid turnover
of fine roots would equate closely to the value of the excess carbon (160 Tg C
year '). Strong investment in root production makes sense for mangroves from
an evolutionary perspective given that, unlike terrestrial forests, mangrove eco-
systems lose large amounts of carbon and nutrients via tides and lateral drainage.
The principal pathway to recycle nutrients in a tropical terrestrial forest is via the
rapid recycling of litter within a relatively thin layer of soil humus, whereas
the main pathway in mangrove forests is via close coupling between soil microbes
and roots to deep soil horizons, which serves to lessen the force of tidal drainage,
at least to a level that is less than at the surface of the forest floor. Furthermore,
many mangrove forests accumulate dead roots in peat which may serve as a
reservoir to retain material within the system.

Compared with tropical humid evergreen forests, mangroves invest more energy
in roots than in foliage (Table 10.1). Given that mangroves are subjected to intense
water circulation, this seems a wise investment. The low rates of heterotrophic
respiration in mangrove forests at first seems puzzling considering their life in
waterlogged soils, but if “unaccounted for” carbon is considered as soil respiration,
the rates of heterotrophic respiration and the ratio of R./GPP are equivalent between
forest types (0.90 for mangroves, 0.88 for humid terrestrial forests). Mangrove
NPP is a greater proportion of GPP than in their terrestrial counterparts (Table 10.1),

2

Table 10.1 Comparison of major carbon fluxes (g C m~2 year™") through mangrove forests and

tropical humid evergreen forests

Process Mangrove forests Humid forests
GPP 4,596 3,551
NPP (%GPP) 1,930 (42%) 852 (24%)
fNPP (%total NPP) 425 (22%) 316 (37%)
wNPP 419 (22%) 212 (25%)
rNPP 1,086 (56%) 324 (38%)
NEP 1,018 403
R. 3,125 3,061
R, 2,644 2,323
Ry 481 877
R./GPP 0.68 0.88

0.90%

From Alongi (2009)

GPP gross primary production; NPP net primary production; fNPP foliage net primary produc-
tion; wNPP wood net primary production; rNPP root net primary production; NEP net ecosystem
production; R, total ecosystem respiration; R, canopy respiration; R, heterotrophic respiration
“Assumes NEP as DIC export



10 Hydrology and Biogeochemistry of Mangrove Forests 217

but given the high level of variability within each dataset, it seems likely that
tropical mangrove and humid evergreen forests allocate carbon similarly. Com-
pared with terrestrial forests, however, the life of mangroves at the interface
between land and sea comes at considerable energetic expense (Feller et al. 2010).

10.7 Future Research Directions

The biogeochemistry of mangrove forests in relation to coastal hydrology is still
in its infancy. Nevertheless, the most urgent research needs can be prioritized on
the basis of clarifying the role of mangroves in global change:

More eddy covariance studies are required to better understand the vertical flow
of carbon dioxide and other gases from the soil surface to the top of the canopy,
as current data underscores the size and importance of fluxes between forest and
atmosphere.

Studies of the flow of groundwater nutrients is urgently required to understand
the magnitude of this pathway in whole-ecosystem scale budgets. Factors
regulating the scale of this pathway are unknown and need to be done
in collaboration between biogeochemists and hydrologists.

Nutrient limitation in relation to hydrology and physicochemistry across the
intertidal zone needs to be better understood. At present, we know that most
mangroves are either N- or P-limited or both, but we do not know why.

The role of animal burrows and other structures within the forest floor in coastal
hydrology and their biogeochemical consequences need to be better quantified.
Present information acknowledges the importance of the forest floor in soil
biogeochemical processes, but information is still limited, especially for
nitrogen and phosphorus cycling.

Factors affecting mass accumulation (and erosion) rates of mangrove soils are
virtually unknown. Despite the fact that there is a fair amount of radiochemical
data, regulatory factors affecting the vertical profiles of radionuclides have not
been explored.

Long-term studies to examine decadal changes in mangroves in relation to
shoreline development are urgently needed. Few studies have ever attempted
to examine the cycle of mangrove succession and shoreline development over
sufficient timescales to fully delineate the process.

Studies continue to be published on the dynamics of litter decomposition, but
few are extant on root decomposition and fine root production. Root growth and
production estimates are needed to close the budget on carbon allocation by
trees.

Models are needed to quantify the upper limits of sustainable use of mangrove
resources, especially wood.

The mystery of the “unaccounted for” carbon in the global carbon models needs
to be solved.
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Chapter 11
Hydrology and Biogeochemistry
of Tropical Montane Cloud Forests

Thomas W. Giambelluca and Gerhard Gerold

11.1 Introduction

Tropical montane cloud forests (TMCFs) are differentiated from other forest types
by their frequent immersion in fog. This characteristic implies that TMCFs are
unique in their hydrological functioning, as they receive a substantial amount of
water input via direct deposition of cloud droplets. Because it is generally asso-
ciated with reduced solar radiation and increased humidity, frequent fog occurrence
can lower evapotranspiration (ET). Many TMCFs also have certain characteristic
structural and floristic features, which have further hydrological effects. Cloud
water is often chemically different from rain water (Heath 2001; Liang et al.
2009); hence, fog deposition can alter inputs of nutrients and other chemicals into
the ecosystem. The hydrological, biological, and chemical characteristics of cloud
forests give rise to differences in biogeochemical processes as well.

Cloud forests are valued as reservoirs of biological diversity, are noted for high
levels of endemism, and are recognized as critical refugia for many endangered
species (Bubb et al. 2004). Meyer (2010) notes that TMCFs are the most diverse
plant communities found in French Polynesia, harboring 60% to more than 70% of
the archipelago’s endemic vascular plant species. Owiunji and Pumptre (2010)
concluded that conservation of six cloud forest sites in the Albertine Rift of central
Africa would result in protection of 94% of endemic mammals and 95% of endemic
birds found in the region. Despite recognition of the biotic richness and importance
of these forests, they are among the most threatened terrestrial ecosystems (Scatena
et al. 2010). TMCFs are suffering rapid decline in many areas due to clearing
for agriculture, alien species invasion, and climate change.

Montane cloud forests are known to occur at higher latitudes (Bruijnzeel et al.
2010); however, most are located within the tropics (Mulligan 2010). The United
Nations Environment Programme defines cloud forests as “a type of evergreen
mountain forest in tropical areas, where local conditions cause cloud and mist
to be frequently in contact with the forest vegetation.” (UNEP Tropical Montane
Cloud Forests; http://www.unep-wcmc.org/forest/cloudforest/cloudforests.cfm#,
accessed 24 May 2010). The elevation at which ground-level clouds are found
varies throughout the tropics. Jarvis and Mulligan (2010) examined the locations
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and characteristics of 477 cloud forest sites in 62 countries. Of those sites, 83% are
located in the northern hemisphere tropics and 85% are found in the 400-2,800 m
elevation range, with a mean elevation of 1,687 m. On average, cloud forests are
4.2°C cooler and receive 185 mm more rainfall annually than tropical montane
forests in general (Jarvis and Mulligan 2010).

Several different types of TMCFs have been identified (Scatena et al. 2010).
Moving up in elevation from lower montane rainforest (LMRF), the transition to
lower montane cloud forest (LMCEF) is noted by an increase in moss cover on tree
stems. This zone generally has trees in the 15-35 m height range and gives way to
upper montane cloud forest (UMCF), with lower-statured trees of 2-20 m and
greater moss abundance (Scatena et al. 2010). At higher elevations, stunted trees are
found with ferns dominating in the understory (Kappelle 1995). This zone is often
referred to as elfin cloud forest (ECF) or subalpine cloud forest (SACF).

11.2 TMCF Hydrology

As noted, TMCFs have a unique hydrological regime. In general, the effects of
fog presence tend to increase the wetness of these forests by increasing water input
and reducing evaporative loss. The effects of fog certainly vary among and within
individual cloud forests. However, observations of hydrological processes in
TMCFs are relatively sparse, and efforts to model these processes are in the early
stages of development. In this section, some of the methods and findings of field
observations and modeling of cloud forest hydrology are summarized. Comprehen-
sive summaries of TMCF hydrology have previously been published by Bruijnzeel
and Proctor (1995) and Bruijnzeel (2001, 2005).

11.2.1 Cloud Water Interception

Climate and forest structure control partitioning of water in the canopy (Crockford
and Richardson 2000). Water input in TMCFs are determined by the amount,
intermittency, and duration of rain events, the frequency and duration of fog events,
and wind velocity. Vegetation roughness, aboveground biomass distribution, and
connectivity affect the capture and redistribution of rain and fog. Net radiation,
temperature, humidity, and wind speed influence evaporation from the wet canopy.

Several approaches have been adopted to estimate the amount of water added
to cloud forest ecosystems via direct interception of cloud droplets, including basin-
scale water balance, passive fog gauge measurements, wet-canopy water balance
(WCWB), stable isotope analysis, and eddy covariance measurements. One of the
earliest investigations of the hydrological effect of fog in montane forests was done
using the basin-scale water balance approach. Working astride the Continental
Divide in Costa Rica, Zadroga (1981) showed that streamflow in the foggier
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Atlantic watersheds was approximately equal to rainfall, while that of the Pacific
watersheds was much lower (34% of rainfall). Zadroga’s (1981) conclusion, that
unmeasured input of water from fog interception was responsible for the high
runoff coefficient in the Atlantic basin, was later supported by Calvo (1986).

11.2.2 Passive Fog Gauges

Until recently, much of the field work on cloud water interception has been carried
out using passive fog gauges or “fog catchers” (Bruijnzeel and Proctor 1995).
Numerous TMCEF sites have been equipped with fog gauges of several different
designs. These devices were designed to capture fog droplets when mounted at or
above the canopy level. Fog gauges can provide a reliable indication of when fog
has occurred and can be used to assess relative degrees of fog exposure for different
sites. Although authors have often equated such measurements with cloud water
interception by vegetation, this is problematic. For many designs, interpreting
measurements is made difficult by the inability to distinguish rainfall from fog.
Combining fog and wind-driven rainfall (WDR) under the term horizontal precipi-
tation has been suggested. In addition, the catch efficiency of some gauges is also
affected by wind direction (Giambelluca et al. 2010b). Even when these effects are
mathematically removed, fog gauges generally do not accurately represent CWI
of the natural vegetation (Bruijnzeel 2005). Nonetheless, the value of passive fog
gauge measurements as a means of determining spatial patterns in local fog
climatology is sufficient that work continues on the appropriateness of different
gauge designs. Giambelluca et al. (2010b) found that measurements made with a
planar screen gauge were not well correlated with cloud water flux. Comparing the
performance of the wire harp, tunnel-type, and cylindrical screen gauges, Frumau
et al. (2010) concluded that the Juvik-type gauge was superior to the other designs
because its collection efficiency remained near 100% independent of wind speed
and direction.

11.2.3 Wet-Canopy Water Balance

In more recent years, much of the cloud forest hydrology research has been based
on the WCWB approach, which involves measuring or estimating all the inputs and
outputs of water to and from the vegetation canopy (Fig. 11.1). A simple mass
balance equation describes the partitioning of water in the canopy:

RF + CWI = TF + SF + E; + AS (11.1)

where RF is gross rainfall, usually measured above the canopy or in a nearby
clearing, CWI is cloud water interception, TF is throughfall, the water falling freely
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Fig. 11.1 Wet-canopy water flows. All water transfers shown are part of the wet-canopy water
balance (after DeLay (2005), reproduced with permission)

through the canopy, splashing off the canopy surfaces, or dripping from leaves,
branches, and stems, SF is stemflow, water running down the stems of trees, E; is
interception evaporation, and A4S is the change in canopy water storage. All terms
are in depth units (e.g., mm). With measurements of RF, TF, and SF, and estimates
of E; based on meteorological measurements, CWI can be determined from (11.1)
as a residual. In many studies, an alternative approach is used, in which the amount
of TF and SF derived from RF is estimated, and the excess of measured over
estimated TF plus SF is attributed to CWI. Although this quantity can be used as an
approximation of CWI, it does not account for fog deposition evaporated from the
canopy. A better term for estimates derived in this fashion is fog drip (FD).

In relation to RF, TF and SF in tropical montane forests vary considerably. Field
observations of TF and SF in different types of TMCF complied by Bruijnzeel et al.
(2010, Appendix 74.2) based on the work of Gerold et al. (2008), Vis (1986),
Fleischbein et al. (2006), Oesker et al. (2010), Hager and Dohrenbusch (2010),
Holscher et al. (2004), Holder (2004), Dietz et al. (2006), Kumaran (2008), Cavelier
et al. (1997), Edwards (1982), Gomez-Peralta et al. (2008), and Lundgren and
Lundgren (1979). In LMREF, little affected by fog, TF ranged from 62 to 85%
(mean of 14 sites: 71 £ 7%) and SF from 0.1 to 2.2% (mean of seven sites:
1.0 £ 0.8%). Exposure to fog generally produced higher amounts of TF and SF in
relation to RF in LMCF: TF had a range of 54—106% (mean of 23 sites: 81 £ 11%)
and SF ranged from 0.2 to 8.8% (mean of ten sites: 2.5 4+ 2.6%). With greater fog
exposure in UMCF, TF was 64—179% of RF (mean of 17 sites: 101 £ 27%) and for
SF the range was 0.1-30.5% (mean of ten sites: 10 £ 11%). At SACF-ECFsites, the
percentages were 75-126% (mean of eight sites: 106 £ 21%, excluding 1 outlier)
for TF and 2.8-18% (mean of six sites: 7.2 & 5.8%) for SF.

Bruijnzeel et al. (2010, Fig. 74.12a and Appendix 74.3) also compiled field-based
E; estimates. Those results show that E; generally decreases with elevation: LMRF,
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665 mm yr ' (32% of RF, n = 1); LMCF, 571 + 201 mm yr ' (24 + 6% of
RF, n = 9); UMCEF, 385 £ 181 mm yr*1 (6.2 £ 1.7% of RF, n = 3); and SACF-
ECF, 193 + 107 mm yr ' (9.5 + 5.0% of RF, n = 1).

Using the mean values of each canopy water partitioning component based
on Bruijnzeel et al. (2010), summarized above, it is possible to derive estimates
of the CWI fraction for each forest type as:

CWI TF SF E; 1 112
RE RF RF RF (11:2)
Doing so suggests mean CWI fractions of 4.0, 7.5, 17, and 23% of RF for LMREF,
LMCF, UMCF, and SACF-ECF, respectively. However, these averages belie the
wide range in CWI1 estimates obtained in various settings. As Bruijnzeel et al. (2010)
note, the CWI estimates available so far are not sufficient in number to establish
regional patterns. As expected, though, CWI tends to be higher at wetter, windier
sites (Bruijnzeel et al. 2010). Two examples illustrate the diversity in observed CWI
values. Holwerda et al. (2010b) used the WCWB approach to estimate CWI in
mature and secondary LMCF at ~2,100 m elevation in Veracruz, Mexico. They
found that CWI contributed only about 0.15 mm dayf1 (1.7% of RF) and 0.10 mm
da;F1 (1.1% of RF), respectively, at the two sites. In contrast, Takahashi et al. (2010)
also utilized the WCWB to estimate CWI for two LMCEF sites in Hawai‘i, an intact
native forest site (1,201 m elevation) and a site invaded by the alien tree Psidium
cattleianum (1,029 m elevation), finding values of 3.3 mm dayf1 (37% of RF) and
2.0 mm day ' (20% of RF), respectively. Obviously, differences in climate among
sites, especially in fog frequency, liquid water content (LWC), and wind speed play a
large role in the wide range of observed CWI amounts.

11.2.4 Eddy Covariance Approach

Over continuous, homogeneous vegetation, interception of fog being transported
by wind moving parallel to the canopy surface can be conceptualized as a turbulent
transfer process. The terminal velocity of fog droplets is low, and hence, turbulent
eddies are the principal means by which fog is transported downward into the
canopy, where it way be deposited by impaction on the leaves, branches, and stems
of trees and shrubs or on epiphytes, or by reaching a sheltered area where droplets
will have time to settle by gravity. Were the movement of all droplets to be strictly
parallel to the canopy surface, fog deposition would occur only at exposed forest
edges, isolated trees, or along topographic ridges. The continuous turbulence-
driven downward transport of fog-rich air is required to maintain cloud water
interception over continuous canopy surfaces. With this in mind, attempts have
been made to utilize the eddy covariance technique to observe the downward flux of
fog droplets over vegetation, as a direct measurement of cloud water interception
(Eugster et al. 2006; Schmid et al. 2010). The eddy covariance technique, which is
widely used to measure fluxes of energy and trace gases over terrestrial ecosystems,
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derives vertical fluxes as a function of the covariance of vertical wind velocity and
the concentration (or magnitude) of the appropriate scalar quantity (Baldocchi et al.
1988); in this case, the LWC of the air.

11.2.5 Field Estimates of CWI

Table 11.1 summarizes CWI estimates derived from field observations of WCWB
or from direct measurements using eddy covariance at a range of TMCEF sites.
Among the studies compiled in Table 11.1, CWI averages 2.1 & 2.1 mm day ' and
ranges from 0.1 mm day ' (four sites) to 9.7 mm day . Expressed as a percentage
of RF, the average is 57 £ 104% and the range is 1-465%. Subdividing the sites
into groups according to exposure — leeward, windward, and ridge (Table 11.1) —
provides some explanation of this extreme range. TMCFs are generally found
within orographic clouds. While these clouds can form on leeward slopes under
some circumstances or can persist as they are advected from windward to leeward
exposures, they are much more frequent and often driven by stronger winds on
windward slopes. The site grouping in Table 11.1 bears this out, with mean CWI of
0.3 + 0.2 mm day ' (19 & 8% of RF) for sites with leeward exposures and
1.6 & 1.4 mm day ' (16 & 15% of RF) for windward sites. In particular, CWI
of the ridge-top sites and isolated trees (4.0 & 2.6 mm day ™ '; 154 + 163% of RF)
are clearly extreme. The ridge sites generally experience high wind speeds, and
vegetation is fully exposed to the fog-laden air. Exposure of the entire vegetation
profile to wind is a characteristic of ridge-top vegetation, isolated trees, and forest
edges. These zones are known to be hotspots for CWI. Notable are the Lana‘ihale
sites (Table 11.1) near the summit of Lana‘i Island, Hawai‘i, where alien Araucaria
trees were planted decades ago along exposed windward ridgelines to enhance fog
and wind-driven rain capture (Juvik et al. 2010). While these highly exposed sites
can have spectacular rates of CWI, these estimates obviously cannot be extra-
polated onto the adjoining hillslopes. Excluding the ridge sites and isolated trees,
among the sites listed in Table 11.1, CWI averages 1.3 & 1.4 mm day '
(17 £ 14% of RF).

11.2.6 Stable Isotope Approach

Stable isotopes of oxygen and hydrogen in water can be used as a tracer to
distinguish fog from rain. Fog droplets are isotopically enriched, having higher
concentrations of heavy isotopes (*H and '®0) in comparison with rain water
(Scholl et al. 2010). This has led several researchers to assess fog input to
ecosystems by comparing the isotopic concentrations in water sampled within
terrestrial ecosystems (e.g., soil water, stream water, groundwater, and/or plant
tissue water) with the relative isotopic compositions of local fog and rain (Ingraham
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