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Abstract Neutron spin echo spectroscopy (NSE) provides the unique opportunity to unravel 
the molecular dynamics of polymer chains in space and time, covering most of the relevant 
length and time scales. This article reviews in a comprehensive form recent advances in the 
application of NSE to problems in polymer physics and describes in terms of examples 
expected future trends. The review commences with a description of NSE covering both the 
generic longitudinal field set-up as well as the resonance technique. Then, NSE results for 
homopolymers chains are presented, covering all length scales from the very local secondary 
J3-relaxation to large scale reptation. This overview is the core of the review. Thereafter the 
dynamics of more complex systems is addressed. Starting from polymer blends, diblock 
copolymers, gels, micelles, stars and dendrirners, rubbery electrolytes and biological macro­
molecules are discussed. Wherever possible the review relates the NSE findings to the results 
of other techniques, in particular emphasizing computer simulations. 

Keywords Neutron spin echo spectroscopy · Polymer dynamics · Reptation · 
Glassy relaxation 
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1 
Introduction 

D. Richter · M. Monkenbusch · A. Arbe · J. Colmenero 

Among the experimental techniques for studying the structure and dynamics 
of polymers, neutron scattering plays a unique role for several reasons: 

i. The suitability of the length and time scales. These are accessed in particu­
lar by small angle neutron scattering (SANS) and neutron spin echo (NSE) 
and allow the exploration of large scale properties - for instance the con­
formation of a large macromolecule, its diffusion in the embedding medium 
and its entropy driven dynamics - as well as features characteristic for more 
local scales, e.g. the inter- and intrachain correlations in a glass-forming 
polymer and their time evolution, the rotational motion of methyl groups, 
the vibrations and so on. 

ii. By variation of the contrast between the structural units or molecular groups, 
complex systems may be selectively studied. In particular, the large contrast 
achieved by isotopic substitution of hydrogen - one of the main components 
of polymers -by deuterium constitutes the most powerful tool for deci­
phering complex structures and dynamic processes in these materials. 

iii. Neutron reflectometry constitutes a unique technique for the investigation 
of surfaces and interfaces in polymeric systems. 

tv. The high penetration of neutrons in matter allows the study of the influence 
of external fields, e.g. shear or pressure or the evolution of the system under 
processing conditions. 

v. The space-time resolution of these techniques reveals the molecular mo­
tions leading to the viscoelastic and mechanical properties of polymeric 
systems. This knowledge is of great importance for scientific reasons and 
is also a basis for the design of tailor-made materials. 

The unique power of neutron scattering for revealing essential features in the 
field of polymer science can be exemplified by two pioneering experiments that 
can already be considered as "classic". The first is the experimental proof of the 
random coil conformation of polymer chains in the melt or in the glassy state, 
as proposed in the 1950s by Flory [1]. Its confirmation was only possible in 
the 1970s [2] with the development of SANS. Since in the bulk a given macro­
molecule is surrounded by identical units, Flory's proposition could only be 
demonstrated by using contrast variation and deuterating single molecules. 
This measurement of a single chain form factor by SANS was one of the first 
applications of neutron scattering to polymer science. Its dynamic counterpart 
could only be realized 25 years later. Neutron spin echo investigations on 
the long time chain dynamics recently allowed the confirmation of de Gennes' 
predictions [3] on the mechanism of tube-like confinement and reptation in 
polymer melts and dense systems [4). 

In this review we will concentrate on the dynamic aspects of the polymer 
ensemble and describe as comprehensively as possible what has been achieved 
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Fig. 1.1 Development of the number of NSE-related articles in 3-year periods from now to 
the invention of the method 

so far by neutron spin echo spectroscopy. The last major review in this field 
appeared in 1997 [ 5]. Since then, a strong growth of publications on NSE results 
may be observed (Fig.1.1). This figure displays the total number of publications 
on neutron spin echo results in three years intervals. It is evident that during 
recent years the publication rate on NSE results has increased dramatically. This 
increase is due to two reasons. First, apparently more and more scientists are 
discovering the power of NSE for facilitating the observation of slow dynam­
ics in condensed matter, and, second, the number ofNSE instruments available 
for public use has increased significantly over the last 10 years. Table 2.1 in 
Chap. 2 gives an overview on the NSE spectrometers that are available today for 
neutron users at user facilities worldwide. The table includes e-mail addresses 
to provide the reader access to information on these instruments. 

Dynamic processes in polymers occur over a wide range oflength and time 
scales(see Fig. 1.2 and Fig. 1.3). Figure 1.2 relates the dynamic modulus as it 
may be observed on a polymer melt with the length and time scales of molec­
ular motion underlying the rheological behaviour. Our example deals with an 
amorphous polymer system excluding any crystallization processes. A typical 
relaxation map for this kind of systems is that displayed in Fig. 1.3 for the 
archetypal polymer polyisoprene. It is clear that we can distinguish several 
different regimes: 
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i. At low temperature the material is in the glassy state and only small ampli­
tude motions like vibrations, short range rotations or secondary relaxations 
are possible. Below the glass transition temperature Tg the secondary P-re­
laxation as observed by dielectric spectroscopy and the methyl group rota­
tions may be observed. In addition, at high frequencies the vibrational dy­
namics, in particular the so called Boson peak, characterizes the dynamic 
behaviour of amorphous polyisoprene. The secondary relaxations cause the 
first small step in the dynamic modulus of such a polymer system. 

ii. At the glass transition temperature Tg the primary relaxation (a-relaxation) 
becomes active allowing the system to flow. The temperature dependence of 
its characteristic relaxation time is displayed in Fig. 1.3 combining dielectric, 
rheological and neutron scattering experiments. The time range over which 
this relaxation takes place easily covers more than ten orders of magnitude. 
This implies the necessity to combine different experimental techniques to 
fully characterize this process. As shall be demonstrated in this review, the 
length scale associated with a-relaxation is the typical interchain distance 
between two polymer chains. In the dynamic modulus, the a-relaxation 
causes a significant step of typically three orders of magnitude in strength. 

iii. The following rubbery plateau in the modulus relates to large scale motions 
within a polymer chain. Two aspects stand out. The first is the entropy-dri­
ven relaxation of fluctuations out of equilibrium. Secondly, these relaxations 
are limited by confinement effects caused by the mutually interpenetrating 
chains. This confinement is modelled most successfully in terms of the rep­
tation model by de Gennes [3] and Doi and Edwards [6]. There, the con­
finement effects are described in terms of a tube following the coarse 
grained chain profile. Motion is only allowed along the tube profile leading 
to the reptation process - the snake-like motion of a polymer chain. 

iv. When a chain has lost the memory of its initial state, rubbery flow sets in. 
The associated characteristic relaxation time is displayed in Fig. 1.3 in terms 
of the "normal mode" (polyisoprene displays an electric dipole moment in 
the direction of the chain) and thus dielectric spectroscopy is able to mea­
sure the relaxation of the end-to-end vector of a given chain. The rubbery 
flow passes over to liquid flow, which is characterized by the translational 
diffusion coefficient of the chain. Depending on the molecular weight, the 
characteristic length scales from the motion of a single bond to the overall 
chain diffusion may cover about three orders of magnitude, while the asso­
ciated time scales easily may be stretched over ten or more orders. 

In this review we will present the outcome of NSE studies on polymer systems 
covering results beyond those reported in an earlier review in Advances in 
Polymer Science [5] eight years ago. Table 1.1 shows the chemical structure 
and information on the chain dimensions of the systems considered here. In 
Chap. 2 we will commence with a brief description of neutron scattering prin­
ciples and a discussion of the two different ways neutron spin echo may be 
implemented- the traditional NSE approach with precession coils and the neu-
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Table 1.1 Names, acronyms and structure of the repeat unit of the polymers that appear in 
this work. The ratio between the average end-to-end distance (R2) 0 and the molecular weight 
Mat 413 K is also shown [12] 

Common Acronym Structure of the repeat unit (R2)o/M 
name (A2moUg) 

Poly- PI [ -CH2-CH=C(CH3)-CHz-ln 0.625 
isoprene 

Poly- PDMS [ -Si( CH3)z-O-]n 0.457 
dimethyl 
siloxane 

Poly- PE [ -CHz-CHz-ln 1.21 a 

ethylene 

Poly( ethyl PEE [-CH-CHz-1 0.507 I n 
ethylene) CH2-CH3 

Poly- PEP [ -CHz-CHz-CH(CH3)-CHrln 0.834 
(ethylene 
propylene)b 

1,4-Poly- PB [ -CHrCH=CH-CHz-ln 0.876 
butadiene 

Polyiso- PIB [ -CHz-C(CH3)z-ln 0.570 
butylene 

Atactic aPP [ -CH(CH3)-CHrln 0.670 
poly-
propylene 

Poly- PU CH2-CH3 
urethane I 

HO[ -CH-CHz-0] 0 -9-[0-CHz-CH-]nOH 

[0-CHrCH-lnOH 

Poly( vinyl PVC [ -CHz-CClH-ln 
chloride 

Poly( vinyl PVE [-CH-CH2-] 0.664c 
ethylene) 

I n 
CH=CH2 

Poly( vinyl PVME O-CH3 
methyl I 

ether) [-CHz-CH-ln 

Polyethyl- PEMS CHrCH3 
methyl- I 

siloxane 
[ -Si( CH3)-0-]n 

Poly- PEO [ -CHrCH2-0-ln 0.805 
(ethylene 
oxide) 
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Table 1.1 (continued) 

Common Acronym Structure of the repeat unit (R2)o/M 
name (A2mol!g) 

Poly- PPO [ -C( CH3)-CHz-O-ln 0.74ld 

(propylene 
oxide) 

Poly-(N- PNIPA [-CHr9H-ln 
isopropyl- CO-NH-CH(CH3)z 
acryl-
amide) 

Poly- PFS [-~i(CH3)z-O-ln 
fluoro- CH2-CHrCF3 
silicone) 

Poly- PS [-CH-CHrln 
styrene 6 
Polyamido- PAMAM [ -CH2-CH2-CO-NH -CH2-CH2-Nln 
amine 

• PE is obtained by anionic polymerization from hydrogenating a precursor 1,4-PB polymer. 
Since 1,4-PB contains a small fraction of 1,2-units the PE studied here has two ethylene side 
branches per 100 backbone carbons. 

b alt-PEP: Essentially alternating poly( ethylene co-l-butene). 
'T=298 K. 
d T=493 K. 

tron spin echo resonance technique. Then, in Chap. 3 we will turn to the stan­
dard model of polymer dynamics, the Rouse model. This model is described in 
some detail in order to display the principles of the stochastic dynamics and 
the way in which a dynamic structure factor may be calculated from a model 
for polymer motion. We will present NSE results both for the self- as well as for 
the pair correlation function and compare these space- and time-dependent 
neutron data with computer simulation results. Thereafter we will address 
confinement effects and discuss reptation and other competing models, com­
pare them with neutron spin echo results, discuss the limiting mechanism for 
reptation and, finally, look at computer simulation results for comparison. 

Chapter 4 deals with the local dynamics of polymer melts and the glass tran­
sition. NSE results on the self- and the pair correlation function relating to the 
primary and secondary relaxation will be discussed. We will show that the 
macroscopic flow manifests itself on the nearest neighbour scale and relate the 
secondary relaxations to intrachain dynamics. The question of the spatial 
heterogeneity of the a-process will be another important issue. NSE observa­
tions demonstrate a sub linear diffusion regime underlying the atomic motions 
during the structural a-relaxation. 
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Chapter 5 considers the connection between the universal large scale dy­
namics discussed first and the local specific dynamics discussed in the second 
step. The dynamics at intermediate length scales bridges the two and we will 
address the leading mechanism limiting the universal dynamics in flexible 
polymers. 

Most of the experiments reported so far have been performed on linear 
homopolymer systems. In Chap. 6 we discuss what has been achieved so far be­
yond such simple materials. We begin with the discussion of neutron spin echo 
data on miscible polymer blends, where the main issue is the "dynamic misci­
bility''. There are two questions: Firstly, on what length and time scales and to 
what extent does a heterogeneous material like a blend exhibit homogeneous 
dynamics? Secondly, how does it relate to the corresponding homopolymer 
properties? 

Then we address the dynamics of diblock copolymer melts. There we discuss 
the single chain dynamics, the collective dynamics as well as the dynamics of 
the interfaces in microphase separated systems. The next degree of complica­
tion is reached when we discuss the dynamic of gels (Chap. 6.3) and that of 
polymer aggregates like micelles or polymers with complex architecture such 
as stars and dendrimers. Chapter 6.5 addresses the first measurements on a 
rubbery electrolyte. Some new results on polymer solutions are discussed in 
Chap. 6.6 with particular emphasis on theta solvents and hydrodynamic 
screening. Chapter 6.7 finally addresses experiments that have been performed 
on biological macromolecules. 

Finally, in the conclusion we will give some outlook on future developments 
and opportunities. 



2 Neutron Scattering and Neutron Spin Echo 9 

2 
Neutron Scattering and Neutron Spin Echo 

2.1 
Neutron Scattering Principles 

Thermal and cold neutrons have de Broglie wavelengths from .A=O.l-2 nm cor­
responding to velocities of v=4000 m/s down to 200 m/s. The wavelength range 
covers that of X-ray and synchrotron radiation diffraction instruments. However, 
in contrast to electromagnetic radiation the neutron velocity has the same order 
of magnitude as the atomic velocities in the sample, the kinetic energy of the 
neutrons- 82 meV down to 0.2 meV in contrast to the typical X-ray energies 
of several KeY- compares with the excitation energies of atomic or molecular 
motions. Therefore, even the slow relaxational motions in soft condensed mat­
ter are detectable by a velocity change of the neutron. The spatial character of the 
motion can be inferred from the angular distribution of the scattered neutrons. 

In general, scattering of thermal neutrons yields information on the sample 
by measurement and analysis of the double differential cross section: 

(2.1) 

i.e. the intensity of scattered neutrons with energy Et into a given direction 0. 
The energy transfer, i.e. the difference of kinetic energy before and after the 
scattering, M=E1-E; relates to hw=M. 

The momentum transfer hQ, respectively the wave vector, is given by Q= 
ki -kt where k.i and kt are the wave vectors of the incoming and outgoing (scat­
tered) neutrons. They relate to the neutron wavelength k;,1=2nl A;,f· The neutron 
momenta are Jl;,1=mnY.i,f=hkif· Therefore: 

fiE (p}- pf) 
w=-= 

h (2h mn) 
(2.2) 

The energy transfer fiE and w can be determined by measurement of the 
neutron velocities vi and Vf· Note that for all problems discussed in this article 
lk.il""lk.~ and therefore: 

Q = ~ sin ( ; ) = 21 kd sin ( ~ ) (2.3) 

can be assumed. Finally b; denotes the scattering length of atom nucleus "i" and 
( ... )is the ensemble average. 

The unique features of neutrons that render them into the powerful tool for 
the investigation of"soft matter" are: 
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1. The isotope and spin dependence of bi 
2. Typical wavelengths of cold and thermal neutrons that match molecular and 

atomic distances 
3. Even slow motions of molecules cause neutron velocity changes that are 

large enough to be detectable, in particular NSE is able to resolve changes 
~ v of the order of 10-5 V;. 

To proceed further we introduce the intermediate scattering function as the 
Fourier transform of S{Q,w): 

~ 

S{Q,t) = J S(Q,w)eiwtdw {2.4) 

The intermediate scattering function directly depends on the (time-dependent) 
atomic positions: 

Sij(Q,t) = / L ei.Q·[R~(t)-&{,<o>J) (2.5) \n,m 
Note that in general the position of an atom "n" of type "i" R~(t) is a quantum 
mechanical operator rather than a simple time-dependent coordinate and 
S{Q,w)=X(Q,w)S(Q,-w), withX(Q,w) taking account for detailed balance and 
e.g. recoil effects (see e.g. [13]). 

Again for soft matter problems in the (Q,w)-range discussed here hw~kBT, 
Tz250-500 K and E;~Ebond• conditions for which R~(t) may safely treated as 
classical coordinate and S(Q,w)::::S{Q,-w). 

2.1.1 
Coherent and Incoherent Scattering 

Considering the ensemble average of Eq. 2.1 we have to observe the fact that 
chemically equivalent atoms may have a number of different scattering lengths 
that are randomly distributed over the ensemble of all atoms of the same kind 
in the sample. Most important in the present context is the variation due to the 
spin-dependent component of the proton scattering length. Whereas the aver­
age value (b;) leads to coherent scattering, the fluctuating part b;-(b;) leads to 
incoherent scattering that yields an additional contribution of the atom-atom 
self-correlation, i.e. 

S~elf ( Q, t) = ( eiQ.(R~(t) - FJ.<o>)) (2.6) 

Applying the Gaussian approximation, i.e. assuming that the atomic displace­
ment distribution function are Gaussian Eq. 2.6 transforms into: 

sself(Q,t) = exp(- ~2 
(R7(t))) (2.7) 

where (R7(t)) is the mean-square displacement of atom "i". 
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The spin-incoherent scattering (prominent for protons) involves a change of 
the spin-state of the scattered neutrons (spin-flip scattering) with a probability 
o£2/3. 

2.1.2 
Coherent Scattering and Coarse Graining 

Many polymer problems - including those discussed in this article - depend 
on structure and dynamics in a mesoscopic regime. Here a description in terms 
of individual atom coordinates R is not adequate. Rather a coarse grained de­
scription in terms of scattering length density tt.p(r,t) is used. To do so, a mol­
ecular unit of type "j" (e.g. a polymer segment, monomer or a whole smaller 
molecule) is selected and the sum of the scattering lengths of the contained 
atoms is related to the effective volume Vofthis unit, pj=L;EjbJV. The same has 
to be done with the embedding matrix, e.g. the solvent. The scattering in the low 
Q-regime only depends on the scattering length density difference, the contrast 
ft.p(r,t)=Ppolymer-Pmatrix· The proper effective volume corresponds to the volume 
increase of the system when one molecular unit is added to it. To yield a valid 
description of the scattering the extension of the molecular unit L should be 
smaller than L<l/QmaX' The related scattering function then is: 

S(Q,t) = J<tt.p(r,t) · ft.p(r',O)) eiQ·(r-r')d3r. (2.8) 

The corresponding small angle neutron scattering (SANS) intensity is propor­
tional to S(Q,t=O). 

2.1.3 
Contrast Variation 

The above description implies that contrast variation and matching can be em­
ployed to enhance or suppress the contribution of a relaxation signal from se­
lected subunits of a system. Only the motion of those structures that contribute 
to the SANS intensity are seen in the corresponding NSE experiment. However, 
for NSE a few restrictions are to be observed: 

1. The majority of the sample should be deuterated to optimize the intensity 
to background ratio, in particular at Q>l-2 nm-1 where for typical soft 
matter samples the coherent intensity drops below the incoherent contri­
bution 

2. If solvents consisting of larger organic molecules such as e.g. dodecane are 
used, hid-mixing (h, d refer to protonated and deuterated systems, respec­
tively) leads to a sizeable additional scattering due to isotope incoherence. 
If d- and h-solvents are mixed the scattering length within the individual 
molecules- containing either only H or D atoms- add and the isotopic mix­
ture effectively consists of these units. As a consequence, the inelastic signal 
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will contain the solvent diffusion which may extend into the time range of 
afewns. 

Prominent examples of successful application of contrast variation are the in­
vestigations of the single chain dynamics of polymers in melts. Here a mixture 
of about 10% h-polymer in a matrix of d-polymer is used. Further details are 
obtained by investigating d-polymers that contain only a h-labelled section, 
i.e. at the ends, at branching points or at its centre in a fully deuterated matrix. 

2.2 
The Neutron Spin-Echo Method 

Relaxation motions at mesoscopic scale as encountered in polymer samples 
yield energy transfers of p.eV and less which cannot be analysed at any reason­
able intensity level by direct filtering. The neutron spin-echo (NSE) method fills 
the gap between dynamic light scattering and "conventional" neutron spec­
troscopy and aims at much slower processes with typical times up to several 
100 ns1 as they occur in polymer samples on mesoscopic length scales. A reso­
lution necessary to observe processes at time scales of 100 ns and above requires 
the detection of neutron velocity changes of 1 in 104 to 1 in 105• Preparation of 
a suitable incoming beam with 11 v/v< 1 o-5 would only be possible by removing 
all neutrons with unwanted directions and velocities leaving only a few 103 neu­
trons/cm2s at the sample, from which only a tiny fraction will be scattered to a 
final momentum passing into the detector. 

The essence of the NSE techniques consists of a method to decouple the 
detectability of tiny velocity changes caused by the scattering process from the 
width of the incoming velocity distribution. NSE instruments at reactors rou­
tinely run with 10-20% width of the velocity distribution. This yields about 104 

times more neutrons in the primary beam than a direct selection of neutrons 
with velocities within a band of 10-5 relative width. Basically the NSE trick con­
sists of replacing the velocity filter transmitting only one extremely narrow 
band by a filter with a cosine modulated transmission. A velocity increment 
11 vc of 10-5 between adjacent maxima and minima of such a filter enables the 
detection of a 10-5 velocity change, whereas the number of neutrons in a ve­
locity band that is several 103-104 times wider than the detected velocity 
increment ensures high intensity. The complete information on the distribu­
tion of velocity changes during scattering - here as its Fourier transform - is 
obtained by scanning a parameter that controls the period of the cosine fllter. 
Any reference to the neutron spin and its motion relates only to the above 
described velocity filter. The spin quoted in the name of the method only refers 

1 Such long times usually appear when the observed objects are large compared to single 
atoms, but are still meso scopic, e.g. polymer molecules or aggregates of smaller molecules, 
or when dynamic processes at all length scales slow down in the vicinity of phase transi­
tions or due to a glass transition. 
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Fig. 2.1 Spin history leading to the formation of the spin-echo. Longitudinally polarized 
neutrons enter from the left. Upper part spin motion. Lower part NSE setup, n/2-flipper 
between belonging current rings, primary main precession solenoid Wr. with symmetry scan 
windings in the middle and stray-field compensating loops (as used in the FZ-Jiilich design) 
at both ends, n-flipper near the sample S, symmetric arrangement on the secondary side 
followed by analyser An and detector Det. The arrows indicate the strength of the longitu­
dinal field. (Reprinted with permission from [18]. Copyright 1997 Elsevier) 

to an ingenious monochromatization method and not at all to the phenomena 
to be investigated by the NSE instrument. However, the neutron spin is the key 
element in realizing the fllter function. The basic NSE instrument invented by 
F. Mezei [14] works as follows (see Fig. 2.1). 

A beam of longitudinally polarized neutrons, i.e. neutrons with spins point­
ing into the beam direction, enters the instrument and traverses a n/2-flipper 
located in a low longitudinal magnetic field. During the passage of this flipper 
the neutron spins are rotated by 90°=n/2 and are then perpendicular to the 
beam, e.g. the spins are all pointing upwards. Immediately after leaving the flip­
per they start to precess around the longitudinal field generated by the primary 
precession solenoid. As they proceed into the precession coil the Larmor fre­
quency UJr., which is proportional to the field, increases up to several MHz (i.e. 
about one turn per 0.1 mm length of path) in the middle of the solenoid. The 
field and UJr. decrease to low values again on the way to the sample. Arriving at 
the sample the neutron may have performed a total of up to several ten to hun­
dred thousand precessions, however, different neutrons with different velocities 
from the incoming 10-20% distribution have total precession angles that differ 
proportionally. For that reason the ensemble of neutron spins at the sample 
contains any spin direction on a disc perpendicular to the longitudinal field 
with virtual equal probability. Nevertheless each single neutron has a tag of its 
velocity by the individual precession angle (modulo 2n) of its spin- which may 
be viewed as the neutron's own stopwatch. Now at (i.e. near) the sample posi­
tion there is an-flipper turning the spins during neutron passage by 180°=lt 
around an e.g. upward pointing axis. Thereby transforming a spin with pre­
cession angle a mod 2n to -a mod 2n=-a mod ( -2n), effectively reversing the 
sense of the "spin-clocks". Then the neutrons enter the secondary part of the 
spectrometer, which is symmetric to the primary part. During the passage of 
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the second main solenoid each spin - provided the sample did not change the 
neutron's velocity - undergoes exactly the same number of precessions as in 
the primary part. Due to the reversing action of then-flipper this leads to the 
result that all neutron spins arrive with the same precession angle, pointing 
upwards, at the second n/2-flipper, irrespective of their individual velocity. This 
effect is called the spin-echo in analogy to similar phenomena in conventional 
nuclear resonance experiments. The n/2-flipper turns these spins by 90° into 
the longitudinal direction, thereby freezing the acquired longitudinal spin po­
larization. 

The analyser transmits only neutrons with spin components parallel (or 
antiparallel) to the axis, thus the spin projection to the axis determines the 
probability that the neutrons reach the detector. If the neutrons now undergo 
a velocity change !l V5 in the course of the scattering by the sample, the final spin 
direction is no longer upwards. Spins pointing downwards are rotated to the 
axially anti-parallel direction by the n/2-flipper, and are therefore blocked by 
the analyser and do not reach the detector, i.e. the echo signal is reduced. The 
cosine of the final precession angle determines the analyser transmission, 
which finally leads a cosine modulating fllter. The fllter period 11 v, is controlled 
by the magnetic field inside the main precession solenoids. The influence of the 
sample on the neutrons is described in terms of the scattering functionS( Q,w). 
The frequency w is proportional to the energy transfer between neutron and 
sample 

w mn 
- =- [v2- (v+ 11v )2] 
2n 2h s 

(2.9) 

For the very small 11 V5 values under consideration the above expression may 
be linearized, w-l1v5• Due to the cosine modulating filter function the NSE 
instrument measures the cosine transform of S(Q,w). The detector output of 
the (ideal) NSE instrument at exact symmetry is: 

Ioet ec ~ [ S(Q) ± Jcos(J,Py 2:~2 w) S(Q,w)dw] (2.10) 

where J= f path l~ldl is the integral of the magnetic induction along the flight path 
of the neutron from n/2-flipper to the sample, and y=l.83033xl08 radian/sT. 
The sign of the integral depends on the type of analyser and on a choice of the 
sign of the flipping angle of the secondary n/2-flipper. The time parameter is 

m2 
t= J ,Py-n- . It may be easily scanned by varying the main solenoid current to 

2nh2 

which J is (approximately) proportional. Note that the maximum achievable 
time t, e.g. the resolution, depends linearly on the (maximum) field integral and 
on the cube of the neutron wavelength A.3! The fact that the instrument signal 
represents the intermediate scattering function S(Q,t) directly and not S(Q,w) 
makes it especially useful for relaxation type scattering because: 
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1. The relaxation function is measured directly as a function of time. There­
fore, any instrumental resolution correction consists of a simple point by 
point division by the result of a measurement of a resolution sample, instead 
of a tedious deconvolution that would be required for S(Q,w) measured at 
a real - finite resolution - instrument. 

2. The large dynamic range - for a neutron instrument - of up to 1:1000 with 
one instrumental setting plus another two orders of magnitude if the wave­
length is changed. 

2.2.1 
Limitations 

In contrast to direct spectral filtering where only those neutrons with a well­
defined energy E_FE;+hw±t5E reach the detector, the Fourier transformation 
property of the measuring principle implies that at any spectrometer setting 
virtually 50% of the neutrons that are scattered into the detector direction are 
counted. As a consequence weak spectral features are buried under the count­
ing noise caused by the w-integrated neutron flux. Reasonable performance is 
expected only for relaxation type scattering contributing at least several per­
cent of the total scattering in the considered direction ( Q-value). 

The NSE principle - as described above - only works if the neutron spin 
is not affected by the scattering process (some exceptions like complete spin­
flip could be tolerated and would just replace then-flipper). A related prob­
lem occurs if the scattering nuclei have a non-zero spin and their scattering 
power depends significantly on the relative orientation of nuclear and neutron 
spin. 

A prominent example is the so-called incoherent scattering from hydrogen, 
which has a very large cross section and is often used to measure the proton 
one-particle self-correlation function using other types of neutron spectro­
scopy. This type of scattering consists of2/3 spin-flip and 1/ 3 non-flip processes. 
The average signal left is therefore only 1/ 3 with reversed polarization on top 
of 2/ 3 of the intensity being converted to background, which renders this type 
of investigations difficult and time consuming, but not impossible. A virtue 
of the spin-flip scattering is that multiple scattering is efficiently suppressed 
since two subsequent scattering events only leave 1/ 9 of the signal and more 
events further reduce the contribution to the echo amplitude, i.e. multiple scat­
tering has a strong tendency to become depolarized and thereby only in­
creases the background which is- except for the size of statistical errors - neu­
tral to the extraction of the desired scattering functions. The overall intensity 
is much smaller (10-20 times) than the coherent small angle scattering (SANS) 
from chain-labelled samples. Due to the low intensity, background scattering 
from the sample container and spectrometer components contribute signifi­
cantly to the spin-echo signal. The latter effect is especially severe at low Q, 
i.e. low scattering angles require very careful studies of the experimental back­
ground. 
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2.2.2 
Technical Principles 

The NSE instruments are operated at a neutron beam emerging from a cold 
source (liquid H2 or D2 or other hydrogenous materials held at temperatures in 
the 20 K region) located near the core of a research reactor. The neutrons prop­
agate through a neutron guide (an evacuated channel with walls that totally 
reflect neutrons that hit them at a low angle) over a distance of several10 m 
to the instrument. Polarization is performed by reflection at (transmission 
through) magnetic multilayer mirrors [16]. The preparation of the 10-20% 
velocity band is done by a mechanical velocity selector (helically bent channels 
on the circumference of a rotating cylinder give free passage for neutrons with 
velocities equal to the speed of the open channel position along the rotation 
axis). These elements are located somewhere in the neutron guide track. As soon 
as the neutron beam is polarized it needs a guide field 1-2 orders of magnitude 
higher than any stray fields to prevent the latter from turning the aligned spins 
in an undefined manner. 2 

All the spin manipulations are done by a tailored magnetic field that the 
neutron spin feels during its passage through the instrument. The motion of 
the expectation value of the neutron spin (5.) obeys the Bloch equation: 

ds 
d~ = 5. X ylH~(t)} (2.11) 

~(t) being the position of the neutron. At constant 11 this equation implies the 
precession of (5.) around an axis parallel 110 with a frequency UJr. =yl11 I at fixed 
angle between (5.) and 11, e.g. (5.) describes a cone around 11. The field felt by the 
neutron spin depends implicitly on time due to the position-dependence of 11 
along the neutron path, 11 ( t) = 11 {~ ( t)}. If C":q_ ~ rotation speed of the direction of 
]i(t}, the angle of the precession cone, angle (5.,Ji), remains virtually unchanged. 
The design and operation of an NSE instrument has to ensure this so-called 
adiabatic condition everywhere outside the flippers. 

Flipping is performed by exposing the neutron spin to an abrupt (non-adi­
abatic) change of the direction of 11. Technically this is realized by a pair of cur­
rent sheets, being the broad sides of a one layer coil of a neutron transparent 
wire (Al) wound around a rectangular cross section. They are oriented such 
that the neutron beam points perpendicular to the broad sides and enters and 
leaves the flipper through them, see Fig. 2.2. The spin keeps its orientation dur­
ing the infinitesimal short passage time through the current sheet, then starts 
precession around the "new'' field inside the flipper. There it performs a certain 

2 A true zero field region would also work, however, is much more difficult to realize. To 
avoid significant spin rotation an upper field limit of about IQ-8 T must be observed and 
much attention must be paid to the transition from field- to zero-field-regions. The zero­
field or resonance NSE instruments work with corresponding flight paths [ 17]. 
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Fig. 2.2 A n/2-flipper effecively rotating the spin direction from longitudinal (S) (S0 u1) to 
perpendicular to the path and to the external field. The vertical field B,12 generated inside 
the flipper adds to the embedding external field Bext 

rotation angle until it leaves the flipper through the second sheet. The executed 
rotation is the flipping action, of which the magnitude depends on the flipper 
thickness, the neutron velocity and the value of the inner field. 

The key elements of the instrument are the two main precession solenoids 
providing a high field along the neutron path. They represent rotation devices 
for spins perpendicular to the field with a total precession angle inversely pro­
portional to the individual neutron velocity. The primary and secondary parts 
have to be perfectly symmetric, which is ensured by identical construction and 
by electrical operation of the coils in series. The maximum Fourier time de­
pends on the path integral of the field depending on the length as well as on the 
average inner field of the solenoid. 

The spin-echo signal is lost if neutrons taking different paths through the 
solenoids show precession angle dephasing of more than 180°. To prevent this, 
f 1~1 dl along all paths within the neutron beam of finite width and divergence 
have to be equal within about 1:(10xmaximum number of precessions), e.g. 
=1:105-106 for state-of-the-art instruments. The corresponding ratio for a 
plain solenoid and a neutron beam both with reasonable parameters is about 
1:103• The required homogeneity of J I~ I dl can only be achieved by insertion of 
correction elements, so-called "Fresnel-coils" [14, 18]. Flippers need a defined 
embedding field, typically about 10-3 T, irrespective of the field in the main 
solenoids. For this purpose, axial coils are used to compensate or enhance the 
stray field of the main solenoids at the flipper positions. The lower the exter­
nal flipper (sample) fields are chosen the less sensitive f 1~1 dl is on the flipper 
position and sample size. Beyond the second n/2-flipper the neutrons enter an 
analyser composed of magnetic multilayer mirrors. Only neutrons of one lon­
gitudinal spin direction are transmitted to the detector. The secondary part of 
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the instrument may be rotated around the sample position in order to allow for 
a variation of the momentum transfer Q. 

The measurement of the echo signal at given (Q,t) requires scanning of one 
of the precession fields around the symmetry point by varying the current 
through some extra turns wound on top of the corresponding solenoid. If an 
echo is present this scanning rotates the spin ensemble in front of the second 
n/2-flipper around the longitudinal axis and results in a cosine modulated 
intensity output of the detector. The modulation amplitude is -S( Q,t) whereas 
the average value is -S(Q,O} 

Assuming that S( Q, w )=S( Q,-w) and accounting for the finite width wavelength 
distribution w(..\) this leads to: 

IDetU,~n ec 

~ Jw(.t)[ S(Q) ± tz cos( My :n .t) Jcos(]..t3y 2:~2 w) S(Q,w)dw ]d..t (2.13} 

where rz=rzU,Q,..\):o::O.S-1.0 accounts for resolution effects of the spectrometer. 

The main effect of a small asymmetry is the cos ( ~Jy :n) modulation of the 

contribution - rzS( Q,t). Therefore a symmetry scan across at least one half 
period of the modulation allows for the extraction of rzS( Q,t) in terms of the 
oscillation amplitude. 

Under the assumption thatA=fcos(t[..\]w)S(Q[..\],w)dw depends only weakly 
on A, the intensity variation as function of the asymmetry LV is I-Afw(A.) 

cos (LV A. rr;:n )d..t. The resulting cosine modulation is indicated in Fig. 2.3. The 

period depends on the nominal wavelength and the width of the envelope is 
inversely proportional to the width of the incoming wavelength band. The 
symmetry scan is used to extract the amplitude A which carries the desired 
information of S( Q,t). 

2.2.3 
Zero Field Spin-Echo Technique 

The most "expensive" parts of a conventional NSE instrument are the main 
solenoids providing the precession field. A closer look at Bloch's equation of 
motion for the spins (Eq. 2.11) shows that in a coordinate system that rotates 
with the precession frequency around J1J the spin is stationary, the coordinate 
system rotation is equivalent to the addition of - fl.0 to all magnetic fields. By 
this means the large precession field inside the main coils may be transformed 
to zero ( ----'izero field spin-echo). The flippers are viewed as elements rotating 
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I(Q,t) 

I(Q,O) 

Symmetry 

Fig. 2.3 Oscillation of detected intensity as function of the symmetry reveals the echo 
amplitude. At least three points must be measured to determine the exact symmetry point 
and the amplitude. However, a more complete symmetry scan is more robust against exter­
nal disturbances 

with the precession frequency. Consequently the NSE described above can be re­
placed by a zero field flight path limited by flippers. Their inner field, previously 
very low, needs to be transformed to a value comparable to the old precession 
field. 

Whereas the above argument yields a rough idea of how to realize a zero­
field or resonance NSE instrument, only a somewhat different technical real­
ization makes it feasible [ 17]. All magnetic fields are transverse and confined 
in the flippers that are used to code the time of neutron passage in terms of a 
time varying spin rotation angle. In a first pair of flippers separated by a zero 
field region of length L the neutron time of flight is coded into a net spin rota-

tion angle L\ 'P=Q~ (depending on the type of flipper D=n~ with n=2,4). 
v 

This angle is preserved in the zero field region around the sample. In a sym­
metric flight path between two RF-flippers (RF: radio frequency) in the scat­

L 
tering arm a rotation angle L\ 'P=Q-- is acquired and the final polarization 

v+L\v 
is detected by an analyser - as in the conventional NSE. The symmetry scan is 
performed by mechanical movement of one of the flippers (L1=L2±L\L), the 
zero field regions are realized with the help of p-metal screens around the flight 
paths. The flippers have to combine a confined static magnetic field with a 
RF-field with magnitude equivalent to the flipper fields in a conventional NSE 
instrument. The static field has the same magnitude as the main solenoid field 
in a conventional NSE spectrometer divided by n. The resonance RF-frequency 
corresponds to the Larmor frequency ~of neutrons in the DC-field. Due to 
a geometry as shown in Fig. 2.4 the resulting spin coding rotation Q is 2~. 
A "sandwich'' of two such flippers in a so-called bootstrap combination even 
yields !2=4~ [19]. 
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Fig. 2.4 Spin coding in a RF-flipper of thickness d as used in zero field NSE. Before the neu­
tron enters the flipper, e.g. at t0, it moves in a zero field region and the spin (arrow) keeps its 
direction. Inside the flipper a DC field B-dc perpendicular to the drawing plane is present 
inside the flipper. It causes the neutron spins to precess with Wr.• as a smaller RF-field B-rf 
with frequency Wr. acts in the plane. The RF-field may be decomposed into two counter ro­
tating fields, B-rf=B-rf+ + B-rf_ only the +component moves synchronously with the neutron 
spins in the DC-field and thereby can change its state (resonance). The time coding is now 
affected by the phase (field rotation angle of B-rf+) at t1 when the neutron enters the flipper, 
i.e. 'P= 'l'0+Wr.t1• Inside the flipper the neutron spin rotates with B-rf+ and the magnitude of 
the RF-field is adjusted such that at t2 the spin is rotated by n around the B-rf+. The effect is 
an extra rotation angle of 2 'l' outside the flipper. At t3 the field is again zero and the 
acquired spin state is preserved. An analogous second flipper, placed after a distance L but 
fed with the same RF-current, serves as an effective readout of the time delay between cod­
ing and decoding (in terms of spin orientation) 

The complete instrument consists of two flippers with distance L before the 
sample and a symmetric set of two flippers after the sample. All flight paths 
between the first and the fourth (last) flipper are surrounded by magnetic shield­
ing to yield the zero field condition that preserves the spin orientation. All RF 
flippers are operated synchronously, i.e. with the same current. Their field di­
rection (i.e. rotation) is+,-,-, +.A neutron that enters the first flipper at a time 
t~ suffers a spin rotation of .Qt~. If the other flippers are passed by the neutron at 
tf, t1 and tf, the net spin rotation is 4>=.Q[t~-ti-tf+tf]=.Q[(t~-ti)-(fi+t1)], i.e. the 
time difference the neutron needs to travel the first distance between flippers and 
that to travel the second distance. At perfect symmetry both distances are equal 
to L and the time difference is zero, except for a velocity change of the neutron. 
M=Liv2-L/v1=LI(v+l1v)-Livz(Liv)x11v/v and therefore the final net spin rotation 
4>=.Q(Liv)xl1v/v. This implies that .QL directly corresponds to the field integral 
J in normal NSE.After the final polarization analysis and detection the signals are 
analogous, the symmetry scan is performed by translation of the flippers. 

An interesting variant of the resonance NSE is the so-called MIEZE technique 
[ 19]. Using two RF-flippers that operate at different frequencies a neutron beam 
is prepared such that a special correlation between a time varying spin rotation 
w=(.Q1-.Q2) and the velocity of the neutrons is achieved. An analyser after the 
second RF-flipper translates the spin rotation into an intensity modulation. The 
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correlation of spin rotation (i.e. analyser transmission) with the velocity is such 
that, after a distance Ln=LD1/(Q1-Q2) behind the second RF-flipper, the inten­
sity modulation for all incoming neutron velocities is in phase and a detector 
at that position with time-of-flight (TOF) channels synchronized to the mod­
ulation frequency reveals the RF-intensity modulation. If the velocities are 
changed during scattering at the sample the contrast of the modulation is 
reduced analogous to the echo amplitude reduction in the other NSE methods. 
For high resolution, however, the flight paths must be very well defined in 
length. This means that one needs very thin samples in a special geometry, a 
detector with a very thin detecting depth and a beam divergence that is rather 
narrow. The benefit of this method is the decoupling of the spin -analysis from 
the influence the sample has on the neutrons spin state. For instance, spin-in­
coherent scattering will not lead to signal reduction and sign reversal of the 
echo signal as in the normal NSE spectrometers. 

There are some technical limitations that currently prevent the zero field 
NSE techniques from reaching the highest resolution and high effective inten­
sity by the use of large solid angles. These are the difficulties in creating the 
large DC-field inside the RF-flippers and simultaneously keeping the neutron 
transmission and the mechanical accuracy high. Also, except for untested 
propositions [19, 20], there is no working scheme to correct for path length 
differences in a divergent beam. 

2.2.4 
Accessible High Resolution NSE Spectrometers 

Currently worldwide six conventional (generic IN11 type) high resolution 
instruments are in operation and one is under construction. Two zero-field 
instruments that are suitable for polymer investigation are available. In addi­
tion, several installations for other purposes such as large angle scattering or 
phonon line width analysis exist (see Table 2.1 for more details). 

2.2.5 
Related Methods: Pulsed Field Gradient NMR and Dynamic Light Scattering 

Pulsed field gradient NMR (PFGNMR) and dynamic light scattering (DLS) are 
methods that yield information that is related to or similar to the NSE data but 
on larger length and time scale. PFGNMR is analogous to incoherent neutron 
scattering, whereas DLS corresponds to coherent scattering with the index of 
refraction replacing the scattering length density. 

PFGNMR measures the ratio 'P of an NMR spin-echo signal A, which is ob­
served after two field gradient pulses g are applied in a pulse sequence n/2-g­
n/2, compared to the signal A0 from the same sequence without gradient pulses: 

A 
'P = Ao = f P(ro) f P(ro I r,Ll) exp( -iy£5 g[L- roD dV dV0 (2.14) 
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Table 2.1 Existing high resolution NSE instruments that are open for neutron users 

Instrument Type Facility Ref. 

IN11 Generic ILL, Grenoble, [14, 21] 
INll France 

IN15 Generic ILL/FZJ/HMI [22, 23] 
INll 

FRJ2-NSE Generic FZ-J illich, [18] 
INll Germany 

NIST-NSE Generic NIST, Gaithers- [24] 
INll burg, USA 

MESS Generic LLB, Saclay, www.llb.cea.fr/spectros/spectros_e.html 
INll France 

C2-2 Generic JAERI, Tokai, [25] 
INll Japan 

SNS-NSE Generic SNS, Oak Ridge, under construction [26] 
INll USA/FZJ 

MUSES Zero-field LLB, Saclay, [27] 
France 

RESEDA Zero-field FRM2,TUM, www.frm2.tu-muenchen.de 
Munich, 
Germany 

The gradient g is applied during a short time interval 6 and with a time delay 
~ between both pulses, y is the gyro magnetic ratio of the observed nuclei. The 
combination y6g has the same meaning as the momentum transfer vector .Q in 
a scattering experiment. P(ro) denotes the probability to find a nuclear spin at 
ro and P(roiLt) is the conditional probability to find the spin which was at ro at 
position r after time t which is analogous to the self-correlation of positions 
of the spin carrying nuclei [28, 29]. Thus lJI=Sinc( Q=y6g, t=~) if longitudinal 
spin-relaxation effects can be neglected. The maximum value of Q is in the 
order oflo-2 nm-1, i.e. about 1-2 orders of magnitude smaller than the smallest 
Q-values of NSE experiments. The time parameter~ ranges in the order of ms 
to seconds. 

This effective Q,t-range overlaps with that of DLS. DLS measures the dy­
namics of density or concentration fluctuations by autocorrelation of the 
scattered laser light intensity in time. The intensity fluctuations result from a 
change of the random interference pattern (speckle) from a small observation 
volume. The size of the observation volume and the width of the detector open­
ing determine the contrast factor C of the fluctuations (coherence factor). The 
normalized intensity autocorrelation function f( Q,t) relates to the field ampli­
tude correlation function g1 ( Q, t) in a simple way: f( t)= 1 +CI g1 (t)IZ if Gaussian 
statistics holds [30 ]. g1( Q,t) represents the correlation function of the fluctuat-
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ing local index of refraction asS( Q,t)IS( Q) measures the scattering length den­
sity correlation in the NSE case. For solutions this is analogous to a NSE spec­
trum from a molecule with a sizeable scattering contrast to the solvent, if there 
is also a sizeable difference of refraction index between solvent and molecule 
in the case of DLS. Isotopic labelling is not possible, i.e. single chain scattering 
function from melts are inaccessible by DLS. The time range of DLS ranges 
from fractions of a p.s to seconds, and Q=l0-3 to 0.02 nm-1• 

The extension of DLS into the X-ray regime (X-ray photon correlation spec­
troscopy, XPS) has become available with the third generation synchrotron 
sources. The contrast is that of X-ray scattering and therefore sets strict limita­
tion on the correlation functions that can be obtained from polymer samples. 
In particular, neither isotopic labelling nor the equivalent of incoherent scat­
tering is accessible. However, block-copolymers or polymer blends, for example, 
may provide enough contrast between A and B polymer-rich domains that yield 
a detectable scattering signal, as is shown in [ 31] with a shortest correlation time 
of 5 s. The signal intensity determines the shortest correlation time that can be 
measured before shot-noise sets a limitation. For low scattering samples highly 
efficient counting is achieved by area detection with a CCD device, the short­
est time then is in the range of ms [32]. The coherence factor may stay in the 
lOo/o region. It has also to be observed that radiation damage of the sample 
starts to become an issue. Only extremely intense scattering (e.g. as nearly spec­
ular reflections from free standing films [33]} enables the extension down to 
the ns regime. In cases where the contrast is appropriate and radiation damage 
can be limited XPS offers a Q-range that corresponds to NSE at much larger 
correlation times - comparable to those of DLS. 

Both methods yield the time information directly from a real time applied 
in the experiment, namely the time Ll between gradient pulses or the time shift 
in the correlator. PFGNMR uses a coding scheme (similar to that used in NSE 
to code velocity) to encode displacements of individual nuclei and thereby gen­
erates spatial information, whereas DLS acts as any scattering method and 
yields a scattering angle-dependent value of .Q. Where contrast allows, these 
methods enable the extension of incoherent and coherent scattering functions 
as obtained by NSE into the macroscopic regime. 
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3 
Large Scale Dynamics of Homopolymers 

In general, flexible long chain polymers easily form rotational isomers at the 
bonds of the chain along the backbone. Therefore such polymers possess a very 
large number of internal degrees of freedom, which contribute importantly to 
the entropy part of the molecular free energy. At length scales somewhat larger 
than the size of the monomer the detailed chemical structure of the chain 
building blocks is not important so that the very general properties determined 
by statistical mechanics of the chain prevail, e.g. the conformational entropy 
follows from the number of possible arrangements of chain sequences in space. 
According to the central limit theorem the most probable arrangement is that 
of a Gaussian coil, i.e. the polymer chain performs a random walk in space. If 
pieces of a chain perform fluctuations out of equilibrium, an entropic force 
arising from the derivative of the free energy acts on these segments endeav­
ouring to restore them to the most probable contorted state. Such forces are the 
basis of rubber elasticity [34-37]. This is the content of the so-called Rouse 
model [38], which is discussed in the first part of this chapter. We derive the 
conformational free energy and go through the derivation of the Rouse model 
in detail, including calculation of the appropriate dynamic structure factors [6]. 
Then we present NSE results on Rouse chains, discussing both the single chain 
dynamic structure factor as well as the self-motion. We compare the NSE rhe­
ological results with atomistic molecular dynamic simulations. This last com­
parison tells us about the limitations of the Rouse approach at short length 
scales. 

Apart from entropic forces, the confinement oflong chains due to their mu­
tual interpenetration in the melt determines their dynamic behaviour to a large 
extent. It is well known that the dynamic modulus of long chain linear polymer 
melts displays a plateau regime that expands with growing chain length [ 6]. In 
this plateau region the stress is proportional to strain - although liquid, the 
polymer melt reacts elastically. The material yields for a long time and viscous 
behaviour takes over. 

In the second part of this chapter we address the confinement effects and in 
particular discuss the reptation model of de Gennes [ 3, 3 7], which pictures this 
confinement as a localization tube following the coarse grained chain profile. 
We describe NSE experiments unravelling the single chain and the collective 
dynamics of confined chains; we show the basic correctness of the reptation 
concept and discuss the constraint release mechanism, the leading process lim­
iting reptation at early times. We demonstrate that NSE experiments confirm 
quantitatively both the regime of local reptation as well as the idea of contour 
length fluctuation. Finally, we compare the results with computer simulations 
addressing, in particular, fully atomistic MD simulations. 
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3.1 
Entropy Driven Dynamics - the Rouse Model 

The dynamics of a generic linear, ideal Gaussian chain - as described in the 
Rouse model [38] - is the starting point and standard description for the Brown­
ian dynamics in polymer melts. In this model the conformational entropy of a 
chain acts as a resource for restoring forces for chain conformations deviating 
from thermal equilibrium. First, we attempt to exemplify the mathematical 
treatment of chain dynamics problems. Therefore, we have detailed the de­
scription such that it may be followed in all steps. In the discussion of further 
models we have given references to the relevant literature. 

3.1.1 
Gaussian Chains 

The conformation of a flexible linear polymer chain is - on scales somewhat 
larger than the main chain bond length f 0 - close to a random walk. The 
conformations of such a chain are described by a set of segment vectors {r(n)} 
with {r(n)}=(R(n)-R(n-1)), where R(n) is the position vector of segment n. 
Following the central limit theorem the length distribution of a vector R con­
necting segments that have a topological distance of n steps is Gaussian: 

( 3 )312 ( 3R2 ) 
tfJ(R, n) = 2nnf2 exp - 2nf2 

(3.1) 

For the segment length we take f=f0..;c:,, where the characteristic ratio C~ 
accounts for the local stiffness arising from the non-random bond angle 
distribution of the bonds of length f 0• The Rouse model is based on a further 
idealization of the chain statistics assuming that the bond vector r of hypo­
thetical connecting points of the chain has a Gaussian distribution of length: 

( 3 )3/2 ( 3r2) tp(r) = -- exp --
2nb2 2b2 

(3.2) 

yielding (r2)=b2• For simplicity throughout the paper we will take b2=f2 keep­
ing in mind that the building block of a Gaussian chain may well contain a 
larger number of main chain bonds.1 

The conformational probability of a conformation {r(n)} follows as: 

N ( 3 )!N [ N 3[R(n)- R(n- 1)]2] Prob ({r(n)}) = Titp(rn) = -- exp -L, - -
n=I 2nf2 n=I 2f2 

(3.3) 

1 In fact, in a recent work on poly(vinylethylene), the size of the Gaussian blob has been 
found to correspond to about 20 bonds [39]. 
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with N counting the number of segments of the chain. The free energy of a 
Gaussian chain is entirely described by its conformational entropy: 

S = ksfn Prob ({r(n)}) {3.4) 

The Gaussian chain model yields a spring constant even for a single "bond" 
k=3ksTif2, where ks is the Boltzmann constant. From Eq. 3.3 the chain exten­
sion between arbitrary points along the chain may be computed to ({R(n) -
R(m))2)=1n- ml€ 2• 

3.1.2 
The Rouse Model 

The Rouse model starts from such a Gaussian chain representing a coarse­
grained polymer model, where springs represent the entropic forces between 
hypothetic beads [6] (Fig. 3.1). 

We are interested in the motion of segments on a length scale e <r<RE, where 
Ri=Nf2 is the end-to-end distance of the chain. The segments are subject to an 
entropic force resulting from Eq. 3.4 (x-components): 

a 3~T 
-- ksTfn Prob ({x(n)}) = -- [x(n + 1)- 2x(n) + x(n -I)] (3.5) 
ax(n) (2 

and a stochastic force fx(n,t) which fulfills (fx(n,t) )=0 and (fa(n,t) /p(m,O))= 
2ksT ~0 Dnm Dap 6{t); ~0 denotes a friction coefficient and a, f3the Cartesian com­
ponents. With this the Langevin equation for segment motion assumes the 
form: 

ax(n) 3k8 T 
~0--':\ = - 2- [x(n + 1)- 2x(n) + x(n- 1)] + fx(n,t) 

at e (3.6) 

Fig. 3.1 Bead-spring-bead model of a Gaussian chain as assumed in the Rouse model. The 
beads are connected by"entropic springs" and are subject to a frictional force ~0 u, where u 
is the bead velocity and ~0 the bead friction coefficient 



3 Large Scale Dynamics of Homopolymers 27 

Regarding the index n as a continuous variable we arrive at: 

ax 3kBT a2x(n) 
~0 at= ez an2 + fx(n, t) (3.7) 

ax(n) I The boundary condition of force-free ends requires-- =0. The par-an n=O,N 

tial differential equation is solved by cos-Fourier transformation to normal 
coordinates fulfilling the boundary conditions: 

1 N (pnn) x(p,t) =- J dn cos -- x(n,t) 
N 0 N 

In normal coordinates the Langevin Eq. 3.7 becomes: 

2n2p2 
where kp = -- k, ~p=2N ~0• For the stochastic forces we have: 

N 

Equation 3.9 is readily solved by a single exponential: 

1 t -
x (p, t) = - J dt exp (( t - t')/ Tp) f(p, t') 

~p -~ 

where the mode relaxation time Tp is given by: 

(3.8) 

(3.9) 

(3.10) 

(3.11) 

(3.12) 

Here TR is the Rouse time - the longest time in the relaxation spectrum - and 
W is the elementary Rouse rate. The correlation function (x(p,t) x(p,O)) of the 
normal coordinates is finally obtained by: 

1 t 0 

(x (p, t)x(p,O)) = {J, _[ dt1 _[ dt2 exp [ -(t- t1 - t2)/Tp] (f(p, t1) j(p, t2)) 

(3.13) 
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For the centre of mass coordinate one finds: 

2k8 T 
(x(O,t) x(O,O)) =--t 

N~o 
(3.14) 

Scattering experiments are sensitive to the mean-square segment correlation 
functions: 

B(n,m,t) = 3 ([x(n,t)- x(m,O)F) (3.15) 

They are obtained by back-transformation of the normal coordinates (inverse 
ofEq. 3.8): 

4Nf2 

B(n,m,t) = (r(t)) = 6DRt + lm- nlf2 + - 2-
n 

x l ~cos ( pnm) cos ( pnn) [1 _ exp (- tp2
)] 

p=l p N N TR 
(3.16) 

1 
In order to arrive at Eq.3.16, we have usedDR=-((x(O,t)- x(0,0))2) (DR is the 

6t 

~ 1 [ (pnm) ( pnn )] 2 
n2 Rouse diffusion coefficient) and I, 2 cos -- -cos -- =-In-mi. 

p=tP N N 2N 
For the special case of the self-correlation function (n=m) B(n,n,t) reveals the 
mean-square displacement of a polymer segment. For large p the cos2 in Eq. 3.16 
is a rapidly oscillating function which may be replaced by the mean-value 1/2. 
With this approximation we can convert the sum into an integral and obtain: 

4Nf2 ~ 1 1 ( ( tp2)) B(n,n,t)=(r(t))=--fdp-- 1-exp -- +6DRt 
Tt2 o p2 2 TR 

(3.17) 

= 2Nf2 -- = 2f2 --8 - + 6DRt ( t ) 112 ( 3 k Tt) 112 

Tt3 TR Tt~f2 

In contrast to normal diffusion, in the segmental regime the mean-square 
displacement does not grow linearly, but with the square route of time. For the 

Wf4 Wf4 

translational diffusion coefficient DR=k8T/N~0=--=-- is obtained; DR 
3Nf2 3R~ 

is inversely proportional to the number of friction performing segments. 
The self-correlation function relates directly to the mean-square displace­

ment of the diffusing segments. Inserting Eq. 3.17 into Eq. 2.6 for t<rR we have: 

(3.18) 
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with Tself( Q) = ( W~~Q4 ). In the case of coherent scattering, which observes the 

pair correlation function, interferences from scattering waves emanating for 
various segments complicate the scattering function. Inserting Eq. 3.16 into 
Eq. 2.5 we obtain: 

Schain ( Q, t) = _!_ exp [ -Q2 DRt] L. exp {-_!_In - m I Q2e2} X 
N n,m 6 

(3.19) 

exp{- ~ R!~2 7 ;2 {cos( p:m) cos( p;n) ( 1- exp( _ ~2))}} 
For small Q(QRE<1) the second and third terms are negligible and Schain(Q,t) 
describes the centre of mass diffusion of the chain: 

(3.20) 

For QRE> 1 and t<TR the internal relaxations dominate. For t=O we have 
S( Q,t)=S( Q); i.e. the structure factor corresponds to a snapshot of the chain 
structure: 

(3.21) 

1 
Replacing the summations by integrals and observing the relation R'i=-Ne2 

6 
for the radius of gyration Eq. 3.21 immediately leads to the well known Debye 
function: 

Schain ( Q) = NJ Debye ( Q2 Ri) (3.22) 

(3.23) 

The shape of the Debye function corresponds to the uppermost curve in Fig. 3.2. 
Important scaling properties are revealed by an approximate computation 

of the high-Q behaviour of Schain(Q,t) [41]. Replacing sums by integrals and 
performing some simplifications: 

12 ~ 
Schain ( Q, t) = ----:u;:z J du exp {-u- (.QRt) 112 h (u (.QRt)-112)} 

Q 1, 0 

2 ~ cos(xy) 
h(y) =- J dx 2 (1- exp(-x2 )) 

n 0 x 
with 

(3.24) 
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Fig. 3.2 Development of Schain(Q,t) for different times (a) and the normalized relaxation 
function Schain( Q,t)/Schain( Q) (b) for QRg=l, 2, ... 6. The dashed lines contain only the intra­
chain relaxation whereas the solid lines include the centre-of-mass diffusion. Note that for 
short chains and for small Q the diffusion dominates the observed dynamics (Reprinted with 
permission from [40]. Copyright 2003 Springer, Berlin Heidelberg New York) 

is obtained. Note that Eq. 3.24 only depends on one variable, the Rouse variable: 

(3.25) 

Since the Rouse model does not contain an explicit length scale, for different 
momentum transfers the dynamic structure factors are predicted to collapse 
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to one master curve, if they are represented as a function of the Rouse vari­
able. 

Further note that for t=O Eq. 3.24 does not resemble the Debye function but 
yields its high Q-limiting behaviour --=Q-2, i.e. it is only valid for QRg~ 1. In that 
regime the form of .QR immediately reveals that the intra-chain relaxation 
increases --=<t' in contrast to normal diffusion --=QZ. Finally, Fig. 3.2 illustrates the 
time development of the structure factor. 

3.1.3 
Neutron Spin Echo Results 

The self-correlation function of a Rouse chain was first observed on polydi­
methylsiloxane (PDMS) [42]. Since a straightforward study of the incoherent 
scattering by NSE is very difficult - due to spin flip scattering a severe loss of 
polarization occurs leading to very weak signals - the measurements of the 
self-correlation function were performed on high molecular weight deuterated 
PDMS chains that contained short protonated labels at random positions. In 
such a sample the scattering essentially originates from the contrast between 
the protonated sequence and a deuterated environment and therefore is co­
herent. On the other hand the sequences are randomly distributed, so there is 
no constructive interference of partial waves arising from different sequences. 
Under these conditions the scattering experiments measures the self-correla­
tion function. 

In Fig. 3.3 the corresponding NSE spectra are plotted against the scaling 
variable of the Rouse model. As predicted by Eq. 3.18 the results for the differ­
ent momentum transfers follow a common straight line. 

Recently it also became possible to observe directly the incoherent cross 
section of a protonated chain. As eluded to in Sect. 2.2, incoherent scattering 
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Fig. 3.3 Self-correlation for a PDMS melt T=lOO °C. The data at different momentum trans­
fers are plotted vs. the scaling variable of the Rouse model. (Reprinted with permission from 
[42]. Copyright 1989 The American Physical Society) 



32 

1000 
9 
8 
7 

6 

N 

-cr: 4 -" 3 

N -~ 2 

v 

0.1 

D. Richter · M. Monkenbusch · A. Arbe · J. Colmenero 

PEP Mw = 80 000 glmol 

T=492K 

2 3 45678 
1 

timet/ ns 

2 3 45678 
10 

Fig. 3.4 Time-dependent mean -square displacement of a PEP segment in the melt at 492 K. 
The solid line indicates the prediction of the Rouse model. (Reprinted with permission from 
[43]. Copyright 2003 The American Physical Society) 

experiments at an NSE instrument pose some challenges due to the reduction 
of the echo amplitude to - 1 I 3 and the significantly increased background due 
to spin flip scattering. Figure 3.4 displays the time-dependent mean-square 
displacement (,.Z(t)) obtained from a high molecular weight (Mw=80,000) mono­
disperse polyethylene-propylene (PEP) melt at 492 K. The sample was synthe­
sized by the anionic polymerization of polyisoprene (PI) and converted to PEP 
by hydrogenation [43]. (r2(t)) has been calculated, in Gaussian approximation 
Eq.2.7 as: 

6 
(r2(t)) = - - 2 fn Sse1d Q, t) 

Q 
(3.26) 

The thus obtained mean-square displacement follows with high accuracy the 
predicted square root law in time (for the high Mw polymer the translation dif­
fusion does not play any role). Since neutron quasi-elastic scattering resolves 
dynamic processes in space and time, these measurements give direct informa­
tion about the segment displacement at a given time, e.g. at 10 ns, <r2(10 ns)>= 
620 A 2, i.e. the average proton has travelled 25 A during this time interval. 

The pair correlation function arising from the segment motion within one 
given chain is observed if some protonated chains are dissolved in a deuter­
ated matrix. Figure 3.5 displays the observed spectra from polyethylethylene 
(PEE) (90% dPEE, 10% hPEE) with a molecular weight of M~=21.5 kg/mol; 
M~=24.5 kg/mol and a narrow molecular weight distribution [44]. The solid 
lines give the prediction of the dynamic structure factor of Eq. 3.19. Obviously 
very good agreement is achieved. 
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Fig. 3.5 Single chain structure factor from a PEE melt at 473 K. The numbers along the 
curves represent the experimental Q-values in [A-1]. The solid lines are a joint fit with the 
Rouse model (Eq. 3.19). (Reprinted with permission from [44]. Copyright 1999 American 
Institute of Physics) 
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Fig. 3.6 Single chain structure factor from PEE melts as a function of the Rouse scaling 
variable. The dashed line displays the Rouse prediction for infinite chains, the solid lines 
incorporate the effect of translational diffusion. The different symbols relate to the spectra 
displayed in Fig. 3.5. (Reprinted with permission from [ 40]. Copyright 2003 Springer, Berlin) 
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Fig. 3.7 Relaxation rates .QR from PEE melts vs. Q for two different temperatures. The dashed 
line represents the r -(/ prediction of the Rouse model. The solid lines include the contri­
bution from translational diffusion (Eq. 3.27). (Reprinted with permission from [ 40 ]. Copy­
right 2003 Springer, Berlin Heidelberg New York) 

We now use these data, in order to investigate the scaling prediction inher­
ent in Eq. 3.24. Figure 3.6 presents a plot of the data of Fig. 3.5 as a function of 
the Rouse scaling variable (Eq. 3.25). 

The data follow the scaling prediction with satisfying precision. The small 
deviations are related to the translational diffusion of the chains. This becomes 
evident from Fig. 3.7, where the obtained relaxation rates I'( Q) are plotted versus 
Q in a double logarithmic fashion. The dashed line gives the Rouse prediction 
Tee W-t'4Q4. While at larger momentum transfers the experimental results follow 
this prediction very well, towards lower Q a systematic relative increase of the 
relaxation rate is observed. Including translational diffusion, we have: 

[ W-t'4] [ .f2 Q-t'2]2 r(Q)=Q2 D+Q2 __ =Q2W.f2 -+-
6 3R~ 6 

(3.27) 

The solid lines in Fig. 3.7 represents the prediction of Eq. 3.27. Perfect agree­
ment is obtained. 

The above expressions provide a universal description of the dynamics of 
a Gaussian chain and are valid for real linear polymer chains on intermediate 
length scales. The specific (chemical) properties of a polymer enter only in 
terms of two parameters N-t'2=R~ and -t'2/ ~0. The friction parameter is gov-

3kBT-t'2 
erning the Rouse variable in terms of W-t'4= . As eluded to in Eq. 3.27 the 

~0 
centre of mass diffusion coefficient may also be expressed in these terms 
DR=kBT-t'2!(~0RD. Since the Rouse model does not contain an inherent length 
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scale, the parameter N (chain length) and C2 (segment length squared) are 
somewhat arbitrary as long as the physical values of ( 2/ ~0 and R~ are kept con­
stant. The NSE experiments measure directly the friction coefficient/length 
squared! 

3.1.4 
Rouse Model: Rheological Measurements and NSE 

Setting the time scale, the monomeric friction coefficient is a basic quantity in 
all rheological measurements. This quantity is inferred indirectly in two ways: 

i. From measurements of the dynamic modulus G( w) in the first relaxation 
regime. Here in terms of the Rouse model the relaxation spectrum H is given 
by [34]: 

H= Y<.ii:J pNA (~ksT)ll2 w112 

2nM0 6 
(3.28) 

M0 is the monomer mass, y(C~on)=ync=C8 is the size of the monomer, n the 
number of bonds/monomer, p the polymer density, N A the Avogadro number, 
~ the friction coefficient related to the monomer size and w the relaxation 
frequency. 

ii. From viscosity measurements, where in the Rouse regime: 

- NA _!!__ T (2 N rz - 36 Mo '=' mon mon (3.29} 

is predicted with Nmon=Nin. Very often viscosity studies at high molecular 
weight are also used. Then the effect of entanglements has to be considered 
in an empirical fashion [ 45]. The NSE experiments in the Rouse regime provide 

3k8 U 2 

direct microscopic access to ~· From WC4 we obtain: 

--- (2 ( 3k8 T) 
~- WC4 mon 

~0 

(3.30) 

C~on is obtained from measurements of the chain end-to-end distance by 
R2 

C~on=2M0 • A detailed tabulation is given for example in [46]. NSE experi-
M 

ments on polymer melts in the Rouse regime have been performed by now on 
seven different polymers including two studies of a systematic temperature de­
pendence [42,44,47-50]. Table 3.1 presents the monomeric friction coefficient 
originating from these measurements and compares them with rheological 
data taken mostly from Ferry's book [34]. While in some instances very good 
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Table 3.1 Monomeric friction coefficients from NSE experiments compared to rheological 
data from the compilation of Ferry [34] 

Polymer Temperature (K) ~sE (lOll Ns/m) ~rheo (lOll Ns/m) Ref. 

PVE 408 1.59 1.26 [47] 
PI 408 0.569 0.19 [47] 
PB 353 0.60 3.1 [48] 
PEP 373 3.82 0.98 (6.3•) [49, 50] 
PE 415 0.21 0.255• [49, 50] 
PDMS 373 0.298 0.282 [42] 
PEE 473 0.695 [44] 

a [51]. 

agreement is evident [PDMS, Poly(vinylethylene) (PVE)] in other cases sub­
stantial deviations are visible. Also the method by which the rheological results 
were obtained seems to significantly affect the rheological friction coefficient. 
For example, in the case of PEP a rescaling of the high molecular weight vis­
cosity at 373 K gives ~v15=6.3·10-11 Ns/m, while an evaluation from the dynamic 
modulus yields ~Mod=0.98·10-11 Ns/m. The microscopic value of 3.8x 10-11 Ns/m 
is just in between. 

For polyethylene (PE) and PEP systematic temperature-dependent mea­
surements in the Rouse regime were performed. Furthermore data on the tem­
perature-dependent end-to-end chain distance (R~) also exist. Table 3.2 displays 
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......... ... ..... ... .._,.. 
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TOO 
Fig. 3.8 Temperature dependence of the monomeric friction coefficients for PEP and PE. 
The symbols present the NSE results (filled triangle PEP, filled circle PE). The solid lines 
display the respective rheological predictions; extrapolations are shown as dashed lines 
(solid lines: prediction [51], point dashed line: prediction [34] for PEP) 
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Table 3.2 Rouse rates Wt'4 mean-square monomer length t'i;,on=nC~t'a and monomeric 
friction coefficients ~for PE and PEP for various temperatures [50] 

Temperature (K) Wt'4 (nm4/ns) e;;,on (nm2) ~ (1011 Ns/m) 

PEP 
373 0.236±0.022 59.6 3.9 
423 0.95±0.07 56.5 1.04 
457 1.65±0.1 55.4 0.64 
492 3.26±0.11 54.4 0.34 
523 4.30±0.16 53.6 0.27 
548 3.68±0.37 53.1 0.33 
573 4.65±0.99 52.8 0.27 
598 5.3±0.9 52.5 0.245 

PE 
418 1.47±0.2 17.65 0.21 
446 2.81±0.4 17.12 0.11 
463 3.6±0.5 16.76 0.089 
484 3.95±0.4 16.38 0.083 
509 7.0±0.7 15.9 0.048 
529 7.3±0.7 15.54 0.047 
556 8.0±0.5 15.09 0.043 

the measured monomeric friction coefficients. Figure 3.8 compares them with 
rheological data according to [51] and [ 34]. First we note that within the range 
of validity, the PEP data are very well reproduced by the rheological results of 
[51]. Ferry's prediction (point dashed line) on the other hand is off and predicts 
significantly smaller friction coefficients. At high temperatures the experi­
mental data display a much weaker temperature dependence compared to 
what one would infer from an extrapolation of the rheological data. For PE the 
rheological extrapolation is again quite good, though at all temperatures a 
somewhat too high friction coefficient was evaluated. 

3.1.5 
Rouse Model: Computer Simulation and NSE 

In order to learn more about the Rouse model and its limits a detailed quanti­
tative comparison was recently performed of molecular dynamics (MD) com­
puter simulations on a 100 C-atom PE chain with NSE experiments on PE chains 
of similar molecular weight [52]. Both the experiment and the simulation were 
carried out at T=509 K. Simulations were undertaken, both for an explicit (EA) 
as well as for an united ( UA) atom model. In the latter the H-atoms are not 
explicitly taken into account but reinserted when calculating the dynamic 
structure factor. The potential parameters for the MD-simulation were either 
based on quantum chemical calculations or taken from literature. No adjusting 
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Fig. 3.9 Dynami t 509 K vs. scaled 
time for the experiment (symbols), the united atom model (full curves) and the explicit atom 
model (dashed curves). (Reprinted with permission from [52]. Copyright 1998 American 
Institute of Physics) 

parameter was introduced. Figure 3.9 compares the results from the MD-sim­
ulation (solid and broken lines) with the NSE-spectra. In order to correct for 
the slightly different overall time scales of experiment and simulation, the time 
axis is scaled with the centre of mass diffusion coefficient. This procedure 
amounted to a 20% rescaling of the time axis. After this correction from Fig. 3.9 
quantitative agreement between both results is evident. 

Figure 3.10 compares the same experimental data, with a best fit to the Rouse 
model (Eq. 3.19). Here a good description is observed for small Q-values 
(Q~0.14 A-1), while at higher Q important deviations appear. Similarly, the 
simulations cannot be fitted in detail with a Rouse structure factor. Recently 
this result was confrrmed by an atomistic computer simulation on PE molecules 
of different lengths. Again, at high Q the Rouse model predicts a too-fast decay 
for Spair(Q,t) [53]. 

Having obtained a very good agreement between experiment and simula­
tion, the simulations containing the complete information about the atomic 
trajectories may be further exploited in order to rationalize the origin of the 
discrepancies with the Rouse model. A number of deviations from Rouse be­
haviour evolve. 

According to the Rouse model the mode correlators (Eq. 3.14) should decay 
in a single exponential fashion. A direct evaluation from the atomic trajectories 
shows that the three major contributing Rouse modes decay with stretched 
exponentials displaying stretching exponents f3 of (1: {3=0.96 and 2, 3: {3=0.86). 
We note, however, that there is no evidence for the extreme stretching of in-
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Fig. 3.10 NSE dynamic structure factor for (C100H202) for momentum transfers indicated in 
the legend. The full lines are the Rouse prediction. (Reprinted with permission from [52]. 
Copyright 1998 American Institute of Physics) 

termediate Rouse modes ({3 down to about 0.5) as recently predicted by a coarse 
grained simulation on PE [54). 

A detailed scrutiny of the Gaussian approximation (Eq. 2.7) reveals that for 
t<rR deviations occur. This was studied later in more detail for the case of 
polybutadiene (PB) [55). These simulations demonstrated that the deviations 
from the Gaussian approximation relate to intermolecular correlations that 
are not included in any of the analytical models at hand. 

While the Rouse model predicts a linear time evolution of the mean-square 
centre of mass coordinate (Eq. 3.14), within the time window of the simulation 
(t<9 ns) a sublinear diffusion in form of a stretched exponential with a stretch­
ing exponent of {3=0.83 is found. A detailed inspection of the time-dependent 
mean-squared amplitudes reveals that the sublinear diffusion mainly origi­
nates from motions at short times t<rR=2 ns. 

The prediction of a time-dependent centre of mass diffusion coefficient has 
recently been corroborated by a combined atomistic simulation and an NSE 
approach on PB ([55)). The dynamic structure factor from simulation and 
experiment obtained at 353 K are displayed in Fig. 3.11. 

In order to adjust the overall time scales a 25% scaling of the experimental 
times needed to be performed. In the low Q-regime, by rearranging Eq. 3.20 in 
the way of Eq. 3.26 the centre of mass mean-square displacement (R~m<t))app 
may be obtained. Here, (R~m(t))app indicates an apparent mean-square centre of 
mass displacement, since Eq. 3.20 yields the true centre of mass displacement 
only in the limit Q<t.2rt/Rg. (R~m(t))app is obtained from application of Eq. 3.26 
to the experimental Spair(Q,t) data for Q=0.05, 0.08 and 0.10 A-1 and is shown 
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Fig. 3.11 Dynamic structure factor for a PB melt at 353 K (Mw=l,600) obtained from 
simulation (lines) and neutron spin echo measurements (symbols). The Q-values are given 
adjacent to the respective lines. (Reprinted with permission from [55]. Copyright 2000 
Elsevier) 
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Fig. 3.12 Mean-square centre of mass displacement for PB chains in the melt at 353 K ob­
tained from (r(t))= -6/Q2 CnS( Q,t). Solid line: simulation result; thin line: (r(t))=DRt. (Re­
printed with permission from [55]. Copyright 2000 Elsevier) 

in Fig. 3.12 along with (R~m(t)) obtained directly from simulation. Also shown 
is (R~m(t)) obtained from Eq. 3.20 using the polymer self-diffusion coefficient 
obtained from simulation. For times longer than the chain Rouse time rR=lS ns, 
the centre of mass motion is clearly diffusive and is well described by Eq. 3.20. 
However, for time less than rR, the motion is sub-diffusive. In this time regime, 
the mean-square centre of mass motion is well described by a power law 
relationship (R~m(t))-tP, where P'='O.S.Also a recent theoretical study found that 
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interactions of a chain in the melt with VN other chains leads to sub-diffusive 
behaviour for times less than rR [56]. 

The overall picture emerging from this combined simulation and experi­
mental effort is, that: 

i. At lower Q-values the Rouse model gives a rather good description of the 
experimental and simulation results. 

n. In detail, the model is fulftlled quantitative only at time scales of the order 
of the Rouse time or larger and therefore on length scales of the order of the 
radius of gyration of the chains or larger and in the regime where the 
chains actually show Fickian diffusion. 

iii. The self-diffusion behaviour for times smaller than the Rouse time and the 
relaxation of the internal modes of the chains show small but systematic 
deviations from the Rouse prediction. The origin of these discrepancies is 
traced to interchain interactions. 

iv. The deviations observed at higher Q relate to a large extent to intrachain 
interactions, as will be seen later. 

3.2 
Reptation 

The dynamic modulus of a polymer melt is characterized by a plateau in fre­
quency which broadens with increasing chain length. In this plateau regime the 
polymer melt acts like a rubber, where the elastic properties are derived from 
the entropy elasticity of the chains between permanent cross links. The mod­
ulus of a rubber is inversely proportional to the mesh size and proportional to 
the temperature. In analogy, it is suggestive to assume that the entanglement or 
topological interactions between the chains in a melt lead to the formation of 
a temporary network, which then displays rubber elastic properties. Other than 
in the rubber, the chains may slowly disentangle and the melt flow. Using the 
analogy to the modulus of a rubber, we may estimate the distances between en­
tanglement points from the plateau modulus G~ [ 6]. For different polymers they 
come out to be between 30 A and 100 A. On the basis of such assumptions, a 
number of theories of viscoelasticity have been developed [6, 41, 57, 58]. The 
most famous among them is the reptation model of de Gennes [ 3] and Doi and 
Edwards [58]. In this model, the dominating chain motion is a reptile-like creep 
along the chain proftle. The lateral restrictions are modelled by a tube with a 
diameter d parallel to the chain proftle. d relates to the plateau modulus of the 
melt: 

(3.31) 

The restrictions of the motions by the presence of other chains are not effec­
tive on a monomer scale but rather permit lateral freedom on intermediate 
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length scales. The experimental observations for viscosity and diffusion can be 
made directly comprehensible in this simple model. 

The viscosity relates to the longest relaxation time in a system. If we consider 
Rouse diffusion along the tube with a Rouse diffusion coefficient DR=li(N~0) 
then an initial tube configuration is completely forgotten when the mean­
square displacement along the tube fulftls (r(t))tube=(contour length L)2• Thus, 
for the longest relaxation time, we obtain: 

L2 
Trz= DR =N3~o (3.32) 

The diffusion coefficient is found by considering that during this time in real 
space the mean-square displacement just amounts to the end-to-end distance 
of the chain squared. Thus, we have: 

R~ N 1 
D --------

Rep- Trz- N3~o- W~o 
(3.33) 

The reptation model predicts that the viscosity of a melt scales with the chain 
length to the third power while the diffusion coefficient decreases with the 
second power of the chain length. 

We now consider the predictions of the reptation model for the mean-square 
displacement of the chain segments. Figure 3.13 gives an overview. 

1. For short times, when the chain segment has not yet realized the topologi­
cal constraints, i.e. for distances smaller than the tube diameter (r<d), we 
expect unrestricted Rouse motion (~r(t))=t112 (Eq. 3.17). Experimentally 
this was the case for PEP (Fig. 3.4), where Rouse dynamics were observed for 
an entangled chain for times up to 20 ns and displacement up to about 30 A. 
If the mean-square displacement reaches the order of the tube diameter, 
then motional restrictions are expected. 
We will take a somewhat different but equivalent criterion in order to 
describe the crossover. As the crossover time Te, we take the Rouse relaxation 
time of a polymer section, spanning the tube diameter: 

1 d4~o 1 d4 
T =-----=---

e 3n2 ksT£2 n2 W£4 
(3.34) 

ii. For times t> Te one dimensional curvilinear Rouse motion along the 
tube has to be considered. For displacements sn(t) along the tube Eq. 3.16 
yields: 

(3.35) 

4NC2 (pnn ) ( ( tp2
)) +--lcos2 -- x 1-exp --

3n2 p N TR 
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Fig. 3.13 Schematic sketch of the different time regimes of reptation: a unrestricted Rouse 
motion for (r2(t) ):St:P/4, b local reptation, i.e. Rouse relaxation along the confining tube, and 
c pure reptation, i.e. diffusion along the tube leading to tube renewal 

Y0 is the centre of mass coordinate for the curvilinear motion. For times t<TR 
we again get the well known t 112 law, while for t>TR the first term dominates. 
In this case we deal with curvilinear-diffusion along the tube ((sn(t)-sn(0))2) 

= (k8T/N~0) t. 
If a segment is displaced along the tube by ((sn(t)-sn(0))2) then the mean­

square displacement in 3D real space is d((sn(t)-sn(0)}2) 112• With that we obtain: 
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(3.36) 

The two situations are displayed in Fig.3.13b and c. The first process, where the 
chain performs Rouse motion along the tube, is called local reptation; the creep­
like diffusion along the tube which eventually leads to a complete tube renewal 
is also termed pure reptation. 

The terminal time rd after which the chain has left its original tube deter­
mines to a large extent the viscosity of the melt ( rd""'r'l; see Eq. 3.32). For times 
t>rd the dynamics is determined by reptation diffusion. We expect a mean­
square displacement proportional to time: 

kBTfil Wt'4dl 
(r2(t)) = t = --t 

Nlt'2~0 3Rt 
(3.37) 

The reptation model thus predicts four different dynamic regimes for seg­
mental diffusion. They are displayed schematically in Fig. 3.14. 

logt 

Fig. 3.14 Mean-square displacement of a chain segment in the reptation model. The expo­
nents of the different power law regimes are noted along the respective lines 
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3.2.1 
Self-Correlation Function 

In Gaussian approximation the self-correlation function of a reptating chain 
would directly relate to the above calculated mean-square displacements (see 
Eq. 2.7). This supposes that after a diffusion time t the Gaussian width of the 
single segment distribution along the !-dimensional tube contour path coor­
dinates may be taken for the time-dependent displacement. Projecting this 
on the Gaussian contorted tube then would again correspond to a Gaussian 
sublinear diffusion in real space. 

However, the real process has to be modelled by projecting the segment prob­
ability distribution due to curvilinear Rouse motion with the linear coordinate 
s onto the random walk-like contour path of the contorted tube. This leads 
to a non-Gaussian probability distribution of the segment at times t>re. The 
necessity of performing the proper averaging was first shown by Fatkullin and 
Kimmich in the context of interpretation of field-gradient NMR diffusometry 
data [59], yielding results that are analogous to the incoherent neutron scat­
tering functions (see Sect. 2.2). In these experiments the corresponding to time 
and space regime rR<t<rd was covered. Their result: 

[crtP (r(t))] [ Qld ~<r<t>>] 
Sself ( Q, t > Te) = exp 72 -3- erfc 6Vz -3- (3.38) 

invalidates the Gaussian approximation for times above re. We note that Eq. 3.38 
is strictly valid only for t'$>-re when (r(t))'$>-tP. The effect on the scattering func­
tion is that if (wrongly) interpreted in terms of the Gaussian approximation the 
crossover to local reptation appears to occur at significantly lower values of Te. 

The general asymptotic t114 law remains untouched. 

3.2.2 
Single-Chain Dynamic Structure Factor 

Now we turn to the single-chain dynamic structure factor, which is also strongly 
affected by the topological tube constraints. Qualitatively we would expect the 
following behaviour: 

i. At short times t<re the chain will perform unrestricted Rouse motion and 
the dynamic structure factor of Eq. 3.19 or Eq. 3.24 should well describe the 
dynamics. This has been exemplified in early measurements of the Rouse 
dynamic structure factor of entangled PDMS melts - in these materials d 
is large [60]. 

ii. In the regime of local reptation the chain has already explored the tube 
laterally and further density fluctuations of the labelled chain will only be 
possible via Rouse relaxation along the tube. Under such circumstances the 
structure factor to a first approximation will mirror the form factor of the 
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tube Sehain {Q, rR>t>re)ISehain (Q) "'exp (- Q2 £l2/36). In this regime the exper­
iment should reveal the size of the topological constraints without apply­
ing any detailed model. 

iii. In the creep regime t>rR the memory of the tube confinement will be grad­
ually lost and the dynamic structure factor should reveal the fraction of the 
still confined polymer segments. 

iv. Finally, in the diffusive regime at very small Q( QRg ~ 1) an equivalent to 
Eq. 3.20 will be valid, where now the reptation diffusion coefficient will 
be measured. 

De Gennes [61] and Doi and Edwards [6] have formulated a tractable ana­
lytic expression for the dynamic structure factor. They neglected the initial 
Rouse regime, i.e. the derived expression is valid for t>re once confinement 
effects become important. The dynamic structure factor is composed from 
two contributions sloe( Q,t) and sese( Q,t) reflecting local reptation and escape 
processes (creep motion) from the tube: 

Sehain ( Q, t) [ ( Q2£l2 )] 1 ( Q2£l2 ) ---===--~...:..._ = 1 - exp - -- s oe ( Q, t) + exp - -- sese ( Q, t) (3.39) 
Sehain(Q) 36 36 

The local reptation part was calculated as: 

(3.40) 

where r0 = 36/{W.t'4Q4) and erfc is the complementary error function erfc (x) = 
~ 

2/VTI f e-t2 dt. The general expression for sese( Q,t) due to pure reptation was given 
X 

by Doi and Edwards: 

(3.41) 

where p = Q2N.t'2/12 and ap are the solutions of equation ap tan(ap) = p. 
3R6 

Td = 2 E is the reptation time. For QRE;p 1 the escape term simplifies to: 
n W.t'4£l2 

8 ( Q2d2) 1 ( n2t) sese(Q,t) =-exp --- L. -exp --
n2 36 nodd n2 Td 

{3.42) 
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Without the tube form factor exp(- ~:) Eq. 3.42 gives directly the total tube 

8 1 ( tn2 ) survival probability PoE (t) =- L - exp -- which also determines the 
n 2 nodd n2 rd 

time and frequency dependence of the dynamic modulus G(t)-p0 E{t). For t<rd 
or w>llrd a behaviour G"(w)-w-112 is predicted [62]. 

For short times Schain( Q,t) decays mainly due to local reptation (first term of 
Eq. 3.39), while for longer times (and low Q) the second term resulting from the 
creep motion dominates. The ratio of the two relevant time scales r0 and rd is 
proportional toW. Therefore, for long chains at intermediate times re<t<rd a 
pronounced plateau in Schain( Q,t) is predicted. Such a plateau is a signature for 
confined motion and is present also in other models for confined chain motion. 
Besides the reptation model other entanglement models have also been brought 
forward. We will discuss them briefly by categories. 

In generalized Rouse models, the effect of topological hindrance is described 
by a memory function. In the border line case of long chains the dynamic struc­
ture factor can be explicitly calculated in the time domain of the NSE experi­
ment. A simple analytic expression for the case of local confinement evolves 
from a treatment of Ronca [ 63]. In the transition regime from unrestricted 
Rouse motion to confinement effects he finds: 

S{Q,t)chain Q2cf2 J~ [ Q2cf2 ( 16W.t'4t)] 
----=-- exp ----g z, 4 dz 

S{Q)chain 24 0 48 d 
{3.43) 

with g(x, y) = 2x- exp (x) erfc( ..fi + viy) + exp ( -x) erfc( ~ -Yy) 

Like the dynamic structure factor for local reptation (Eq. 3.40). Eq. 3.43 devel­
ops a plateau region with a plateau height that depends on Qd. Further gener­
alized Rouse models were brought forward by e.g. Hess, Chaterjee and Loring 
[64, 65]. 

Rubber-like models take entanglements as local stress points acting as 
temporary cross links. De Cloizeaux [ 66] has proposed such a model, where he 
considers infinite chains with spatially fixed entanglement points at interme­
diate times. Under the condition of fixed entanglements, which are distributed 
according to a Poisson distribution, the chains perform Rouse motion. This 
rubber-like model is closest to the idea of a temporary network. The resulting 
dynamic structure factor has the form: 

s (Q t) 1 ~ 
chain ' =- t'n{1 + Z) + f dpe-P F(X,pZ) 
Schain {Q) Z 0 

(3.44) 

Z = q2cf2!6 X= n 112 t/r0 
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I I { x } F (X, pZ) = pZ J dz J dv exp - pZz + n-112 J dw B (z, v, w, pZ) 
0 0 0 

= [ (z- 2p)2 zz] [ (v- 2p)2 zz] 
B(z, v, w,pZ) = p'f= exp - w exp - w 

Qualitatively the rubber-like and the generalized Rouse model of Ronca arrive 
at similar results for Schain( Q,t) in the transition region. Quantitatively the Q-dis­
persion of the plateau heights, however, is more pronounced in the Ronca model. 

In a mode coupling approach, a microscopic theory describing the polymer 
motion in entangled melts has recently been developed. While1hese theories 
describe well the different time regimes for segmental motion, unfortunately 
as a consequence of the necessary approximations a dynamic structure factor 
has not yet been derived [67, 68]. 

3.2.3 
Neutron Spin Echo Results on Chain Confinement 

Figure 3.15 compares the dynamic structure factors from two polyethylene 
melts both measured at 509 K for two different molecular weights (2 kg/mol 
[ 69, 70] and 12.4 kg/mol [71 ]). The solid lines in Fig. 3.15a display a fit with the 
Rouse dynamic structure factor according to Eq. 3.19. Very good agreement is 
achieved. Figure 3.15b presents equivalent results from the higher Mw melt with 
the solid lines again showing the prediction of the Rouse model. Please note 
that the time scale is extended by one order of magnitude compared to the 
short chain case. While for the short chain melts, the Rouse model describes 
well the experimental observations, for the longer chains it fails completely. The 
initial decay of the dynamic structure factor is depicted only in the short time 
regime, while for longer times the relaxation behaviour is strongly retarded, 
signifying confinement effects. 

In Fig. 3.16 dynamic structure factor data from a Mw=36 kg/mol PE melt are 
displayed as a function of the Rouse variable Q!-.f2 YWt (Eq. 3.25) [4]. In Fig. 3.6 
the scaled data followed a common master curve but here they split into differ­
ent branches which come close together only at small values of the scaling vari­
able. This splitting is a consequence of the existing dynamic length scale, which 
invalidates the Rouse scaling properties. We note that this length is of purely 
dynamic character and cannot be observed in static equilibrium experiments. 

In the spirit of Eq. 3.39 and neglecting the ongoing decay of Schain( Q,t) due 
to local reptation, from the heights of the achieved plateaus we may obtain a 
first estimate for the amount of confinement. Identifying the plateau levels with 
a De bye-Waller factor describing the confinement we get d=44 A, a value that 
is a lower estimate for the true tube diameter since S10<( Q,t) is not fully relaxed. 
The horizontal bars in Fig. 3.16 are the predictions from this De bye-Waller fac­
tor estimate. 
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Fig. 3.15 Dynamic structure factors from PE melts at 509 K: a Mw=2,000 [69, 70] and 
b Mw=12,400 [71]. The solid lines display the predictions of the Rouse model. The Q-values 
are noted adjacent to the respective lines. Note that the time frame in b is extended by an 
order of magnitude compared to a. (a Reprinted with permission from [69]. Copyright 1993 
The American Physical Society) 

First detailed studies of the dynamic structure factor of highly entangled 
polymer melts were reported at the beginning of the 90's. At that time the 
attainable Fourier times were limited to about 40 ns. On this time scale, NSE has 
already played a crucial role in helping to understand the dynamics of poly­
meric systems [49, 50, 72, 73). At that time the existence of an entanglement 
length scale in a linear polymer was been proven [72]. However, with the 
available time resolution, it was not possible to separate the predictions of the 
different confinement models addressed above. 

In order to proceed further, a significant step in instrument development 
was needed, which was achieved with the IN15 instrument at the Institut Laue 
Langevin in Grenoble [22, 23]. This instrument routinely accesses time scales in 
the order of 200 ns and opens opportunities for exploring dynamic phenomena 
that were previously inaccessible. Figure 3.17 and Fig. 3.18 display experimen­
tal results from a Mw=36 kg/mol PE sample on the dynamic single chain struc-
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Fig. 3.16 Scaling presentation of the dynamic structure factor from a Mw=36,000 PE melt 
at 509 K as a function of the Rouse scaling variable. The solid lines are a fit with the reptation 
model (Eq. 3.39). The Q-values are from above Q=O.OS, 0.077, 0.115, 0.145 A-1• The horizontal 
dashed lines display the prediction of the Debye-Waller factor estimate for the confinement 
size (see text) 

ture factor in the low Q-regime [ 4]. The experimental results were fitted with 
the different analytic structure factors (Eq. 3.39: reptation [61], Eq. 3.43: 
generalized Rouse model (Ronca) [63] and Eq. 3.44: rubber like model [66]}. 
The entanglement distances emerging from the different fits are given in 
Table 3.3. 

From Fig. 3.17 and Fig. 3.18 it is apparent that these data clearly favour the 
reptation model. The reptation model is the only model for which the dynamic 
structure factor has been calculated and which is in quantitative agreement 
with these results. We observe that the models of Ronca [63] (see Fig. 3.17} and 
des Cloizeaux [66] (see Fig. 3.18) produce a plateau which is too flat. On the 
other hand, the model of Chaterjee and Loring relaxes too quickly and does not 
form a plateau (see Fig. 3 in [65]). 

Table 3.3 Fit results for the entanglement distanced in PE for various models. The reduced 
.f is also indicated 

Model Ref. d(A) Reduced.f Equation 

Reptation [61] 46.0±0.1 3.03 3.39 
Local reptation [61] 46.5±0.1 3.21 3.39• 
Des Cloizeaux [66] 59.8±0.2 7.19 3.44 
Ronca [63] 47.4±0.1 12.2 3.43 
Reptation (Doi-Edwards) [6,61] 47.4 3.0 3.41 

• Here only the time dependence of the S10e( Q,t) was considered; sese( Q,t)=const. 
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Fig. 3.17 Plot of Schain(Q,t) vs. t measured at Q=O.OSO and 0.077 A-1 with a comparison be­
tween the predictions of reptation (solid lines) [61], local reptation (dotted lines) [61], the 
model of des Cloizeaux [66} (dashed lines) and the Ronca model [63] (dot-dashed lines). 
(Reprinted with permission from [4]. Copyright 1998 The American Physical Society) 

Moreover, from Fig. 3.18 it is apparent that the model of des Cloizeaux also 
suffers from an incorrect Q-dependence of S( Q,t) in the plateau region, which is 
most apparent at the highest Q measured. It is important to note that the fits 
with the reptation model were done with only one free parameter, the entan­
glement distance d. The Rouse rate Wf4 was determined earlier through NSE 
data taken for t<-ce. With this one free parameter, quantitative agreement over the 
whole range of Q and t using the reptation model with d=46.0± 1.0 A was found. 

In Fig. 3.17 dotted lines for local reptation and solid lines for the full repta­
tion process are distinguished. A later re-evaluation of these data showed that 
these differences are a consequence of the fit to high Q asymptotic Eq. 3.42 in­
stead of the correct Eq. 3.39. If Eq. 3.39 is applied then (i) no influence of the 
creep term exists and (ii) the local reptation term by itself also describes the low 
Q-data with high precision [74]. The value for the tube diameter comes out 
slightly higher at d=47.4 A (see also Table 3.3). At this resolution level highly 
entangled PEP was also studied [43]. Figure 3.19 shows the result. The solid 
lines in this figure represent a fit with Eq. 3.39 simultaneously to all Q-values. 
The tube diameter d was varied as the only free parameter, resulting in d=60 A 
corresponding to a crossover time Te=40 ns (Eq. 3.34). 
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Fig. 3.18 Semi-log plot of the time-dependent single chain dynamic structure factor from 
a PE melt at T=509 K (Mw=36 kg/mol) for various Q. The solid lines are the fit of the repta­
tion model (Eq. 3.39). The dashed lines are a fit using the model of des Cloizeaux (Eq. 3.44). 
(Reprinted with permission from [4]. Copyright 1998 The American Physical Society) 

We now turn to the mean-square displacement of a chain segment, which 
may be observed by incoherent quasi-elastic scattering. In the local reptation 
regime we expect to observe a cross over of the time-dependent mean-square 
displacement from a t112- to a t 114-law (Eq. 3.36). Experiments were performed 
on PE and PEP samples at the same temperatures at which dynamic structure 
factors were studied [43). Figure 3.20 displays the incoherent spectra obtained 
from the hydrogenated PE at 509 K. For such measurements the experimental 
background has to be controlled with great accuracy and care. Note that after 
background subtraction with the proper transmission ratios and without 
further corrections the short time behaviour follows the Rouse prediction 
(solid lines). Figure 3.21 converts these data via Eq. 3.26 towards mean-square 
displacement. Thereby the Gaussian assumption is implied. 
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Fig. 3.19 Single chain dynamic structure factor Schain(Q,t)/S(Q)chain from a Mw=BO kg/mol 
PEP melt at T=492 K for the following scattering wave vectors: Q=0.03 A-1, Q=O.OS A-1, 

Q=0.068 A-1, Q=0.077 A-1 (from above}, Q=0.09 ki, Q=O.ll5 A-1• The solid lines represents 
a fit with Eq. 3.39. (Reprinted with permission from [43]. Copyright 2003 The American 
Physical Society) 
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Fig. 3.20 NSE data obtained from the incoherent scattering from a fully protonated PE 
melt at 509 K (Mw= 190 kg/mol). The data close to the 0.1 ns boundary (grey bar) are, due to 
technical difficulties at the range boundaries of the two spectrometer configurations, more 
uncertain than the bulk of the data points, as seen by the size of the error bars. Lines: see text. 
(Reprinted with permission from [43]. Copyright 2003 The American Physical Society) 

Inserting the Rouse rate W€ 4(509 K)=(7±0.7)x104 A4/ns (Table 3.2) obtained 
from single chain structure factor measurement into Eq. 3.18 the solid line -t112 

is obtained. It quantitatively corroborates the correctness of the Rouse de­
scription at short times. The data also reveal clearly a transition to a t114 law, 
though Eq. 3.36 would predict the dotted line. The discrepancy explains itself 
in considering the non-Gaussian character of the curve-linear Rouse motion 
(Eq. 3.38). Fixing W€ 4 and d to the values obtained from the single chain struc-



54 D. Richter · M. Monkenbusch · A. Arbe · J. Colmenero 

101 

o Q=1.0nm·' 
... 
E 
c: 

1\ -::::.. 10° ...... 
v 

10° 101 

timet Ins 

fig. 3.21 Same data as shown in Fig. 3.20 in a representation of -6-t'n[S •• u(Q,t)]/Ql, which 
is the mean-square displacement (r(t)} as long as the Gaussian approximation holds. Solid 
lines describe the asymptotic power laws (r(t))at112, t114• Dotted lines: prediction from the 
Gaussian approximation, dashed lines: see text. (Reprinted with permission from [43]. Copy­
right 2003 The American Physical Society) 

ture measurement, the dashed lines in Fig. 3.20 and Fig. 3.21 reveal the predic­
tion of the non-Gaussian treatment. For Q=O.l A-I, the unrestricted Rouse 
regime (t<re) as well as the local reptation regime is perfectly reproduced. For 
Q=O.IS A-I the prediction of Eq. 3.38lies slightly outside the error band of the 
data points (lower dashed line). With increasing Q-values the spatial resolution 
increases and agreement with theory may only be expected for Q-values <2n/d. 
For PE with a tube diameter of 47 A the limiting wave vector would be Q= 
0.13 A-I,which may explain why at Q=O.IS A-I deviations become visible. 
Similar experiments were also performed on PEP melts, resulting again in a 
perfect consistency of the single chain dynamic structure and the results for the 
self-correlation function if non-Gaussian effects are taken into account prop­
erly [43]. 

Moreover, we note that recently in reconstructing relaxation times via the 
time-temperature superposition principle using double quantum nuclear mag­
netic resonance (DQ-NMR) the t 112 and t 114 power laws were invoked without 
giving the spatial information ofNSE [75]. 

Summarizing, from the NSE results reported so far on the dynamics of long 
highly entangled polymer melts, a consistent picture evolves, where both pair 
and self-correlation functions are quantitatively described with identical pa­
rameters in terms of the structure factors for reptation. The data now cover a 
substantial region of the time domain where the reptation concept is in prin­
ciple applicable. Compared with other phenomenological entanglement mod­
els, reptation is now the only approach that provides a consistent description 
of all the NSE data. This is compelling evidence that reptation is indeed the 
principle relaxation mechanism in entangled linear-chain systems. 

Finally, we would like to remark on two results from rheology: 
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Fig. 3.22 Frequency-dependent dynamic modulus G"( w) from aPE chain of Mw=SOO kg/mol 
at 509 K. The solid line gives the reptation prediction of G"(w)-w-112• The peak here may not 
be confused with the a-relaxation of the glass dynamics. It immediately follows from the 
Fourier transform of PoE(t) and strongly depends on molecular weight. The glass relaxation 
would be many orders of magnitude faster and merge with the local Rouse dynamics on the 
ns-timescales at the measurement temperature T=509 K 

i. For w> II Td the dynamic modulus G"( w) mirrors the total tube survival prob­
ability PnE(t) and in general in this regime G"(w)-w-114 is observed in con­
tradiction to the reptation prediction of G"(w)-w-112 [62]. PnE(t) is directly 
reflected by sese( Q,t}, but for long chains it cannot be probed by NSE due to 
resolution restrictions. Very recently the reptation prediction was verified 
beautifully by measuring G(w) on PE-chains of Mw=800 kg/mol and very 
low polydispersity Mw1Mn=l.02 (Mn=number averaged molecular weight) 
at the NSE temperature of 509 K (Fig. 3.22) [76].As we will discuss later, the 
deviations leading to weaker power law decays relate to reptation limiting 
mechanisms, which are avoided by the very high Mw PE chain. 

u. The dimensions of local confinement observed at the proper mesoscopic 
scales are significantly larger than those deduced from rheological tube 
diameter determination: dPE=47 A vs. JPE=32 A [77] and dPEP=60 A vs. JPEP= 
43 A (rheology) (7]. Obviously the local freedom for segmental motion is 
larger than anticipated so far from rheology. The result casts some doubts 
on the determination of the plateau modulus from rheological data in terms 
of the reptation model. 

3.2.4 
Reptation, NSE and Computer Simulation 

Compared to the available clear-cut comparisons between NSE results and 
simulations for short Rouse chains, the situation in the entangled regime is less 
satisfactory. The molecular dynamics (MD) simulation of ensembles of suffi-
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ciently long chains is a formidable task and up to now has only been accom­
plished for coarse grained models like the FENE (finite extensible non-linear 
elastic potential between neighbours along the chain) model by Kremer and 
Grest [78, 79] or recently by other coarse graining approaches using, e.g. coarse 
grained blobs, where the blob parameters are calculated from atomistic mole­
cular dynamics simulations [54]. However, very recently atomistic simulations 
have also been published, which for the first time show significant chain length 
effects for longer chains [53].Aside from this route Monte Carlo (MC) simula­
tions have also been brought forward using, e.g. the bond fluctuation model, 
which allows for the fluctuation of chain segments on the lattice [ 80]. We will 
first inspect results on the mean-square displacement and then turn to the 
dynamic structure factor. 

The pioneering MD-simulations of Kremer and Grest [78] using the FENE 
model resulted in mean-square displacements, at least for the innermost chain 
segments, which indicated the different power laws predicted by reptation (see 
Eq. 3.36 and Eq. 3.37). Recently Piitz et al. [79] extended such calculations to 
chains with up to 10,000 beads. Figure 3.23 displays the outcome for two 
correlation functions. g2,; gives the mean-square displacements relative to the 
centre of mass motion g2,;(t) = ((ri(t)- Rem (t)- ri(O) +Rem (0))2), where i is the 
segment number. g3(t) describes the centre of mass displacement. The figure 
displays results for three different chain lengths: N=350, 700 and 10,000 seg­
ments. 

While the simulation times for N=350 were long enough to reach the dif­
fusive regime, the data for N=700 and 10,000 just reach far into the predicted 
reptation regime. After an initial Rouse-like motion git)ect112 for inner chain 
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Fig. 3.23 Mean-square displacements g2(t) (open symbols) and g3(t) (closed symbols) for 
different chain lengths: N=350 (empty square), N=700 (empty circle) and N=lO,OOO (empty 
triangle). The straight lines show some power law behaviours to guide the eye. The local 
reptation power laws g2(t)ect114 andg3 (t)ect112 are verified with remarkable clarity. (Reprinted 
with permission from [79]. Copyright 2000 EDP Sciences) 
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segments up to a time Te=(1,420±100)T [ Te=(1,100±100)T] for N=700 [N=10,000] 
the motion slows down and is proportional to t0·26(ll, which is in remarkable 
agreement with the reptation model (Tis the basic unit of time in the simulation 
[79]). From the crossover times using Eq. 3.34 values for the tube diameter are 
inferred. Even between the N=700 and N= 10,000 chains a change of d by about 
7% can be observed. With d2=f2Ne the entanglement distances of 32 or 28 seg­
ments, respectively, evolve indicating significant fmite size effects even for 
chains with an overall length of 22 entanglements (N=700 chains). This result 
is in line with recent MC-simulations on the basis of the bond fluctuation 
model. There it turned out that the cross over from non-entangled to entangled 
dynamics is very gradual. Even the longest considered chain, which had an 
overall length of 14 entanglement lengths, could only be considered as slightly 
entangled when analysed in terms of the asymptotic power laws of reptation 
theory [81]. 

On the other hand, the group of Briels [54) recently proposed a coarse grain­
ing in terms of blobs with coarse grained properties determined beforehand by 
atomistic simulations. The mean-square displacement of these blobs displays 
only a very narrow Rouse regime and then is slowed down further, but never 
reaches the t114 power law of reptation. The authors relate this observation to the 
shortness of the chains ( -8 entanglement lengths) and their averaging over all 
blobs (not only the innermost!). 

We conclude this brief discussion of recent results on the segment mean­
square displacement (msd) with a brief look at the latest atomistic simulation 
put forward by Harmandaris et al. [53]. In this simulation fully atomistic PE 
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Fig. 3.24 Mean-square displacement g(t) of the innermost atomistic chain segments vs. time 
tin a log-log plot for the PE melt systems of different chain length (see insert). (Reprinted 
with permission from [53]. Copyright 2003 American Chemical Society) 
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chains up to a length of 250 monomers were simulated at 450 K. Figure 3.24 
displays the msd of the nine innermost segments from this simulation obtained 
for various chain lengths. 

The dashed line refers to the C78 PE melt and is clearly seen to obey the scal­
ing laws predicted by the Rouse model: a short time behaviour where g- t112 and 
the long time (Fickian diffusion) behaviour where g-t1• In fact, due to the non­
negligible contribution of the diffusion term, the slope of the short-time part 
of the curve is slightly higher than 0.5 and close to 0.6. It is also interesting to 
note this short-time behaviour ends at t=2 ns, which is practically the Rouse 
time of the C78 melt. 

Also shown in Fig. 3.24 are the results corresponding to the C156 (dotted}, the 
C200 (long-dashed}, and the C250 (solid) PE melts. Although the first two curves 
do not exhibit any pronounced structure, the curve corresponding to the C250 

PE melt appears to indicate some of the power law regimes of reptation. How­
ever, the exponents (0.55, 0.4, 0.60, 0.85) are still significantly apart from the 
reptation prediction (0.5, 0.25, 0.5, 1). 

Since the reptation limiting mechanisms, which we will discuss in the next 
section, are very strong for such short chains, a better agreement could not have 
been expected. Obviously atomistic simulations with longer PE melts are 
needed to compare theory and experiment. Finally, in order to improve the 
comparison between the incoherent scattering and computer simulation it 
would be advantageous to extract Sselt< Q,t} from the simulation results - with 
negligible extra effort - where presently only the msd are computed. Such 
results could be immediately compared to NSE since they also would incorpo­
rate the non-Gaussian effects discussed above. 

We now address the dynamic structure factor which incorporates all time­
dependent correlations of segments along the chain. While the early MD-sim­
ulations of Kremer and Grest did very well with the msd, the dynamic structure 
factor was only poorly described. Figure 3.25b displays a comparison with 
NSE results on PEP and PE, where the simulation results were mapped to the 
experiment in terms of time units measured by Te (t = the) and length scales 
measured by the tube diameter d(Q = Q!d) [50]. 

Obviously, experimental spectra and MD results disagree strongly. While the 
experimental results show a strong tendency to bend away from the initial 
Rouse relaxation, thereby crossing over to near plateau values, and to split with 
Q (Fig. 3.16}, the MD-generated spectra display only marginal traces of such a 
behaviour. At larger values of the scaling variable the MD spectra in Fig. 3.25 
resulting from the inner segments exhibit some slight tendencies to split and 
to reach a plateau. It is interesting to note that the mean-square displacement 
of the inner segments in these computer polymers undergoes a sharp well-de­
fined t 112-t114 crossover, while the dynamic structure factor even for the inner 
segments is far from what is observed for long chains. 

Similarly the experimental dynamic structure factor also seems to be in 
disagreement with the latest and most extensive coarse grained MD-simula­
tions by Piitz et al. [79]. Figure 3.26 compares the computed structure factors 
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Fig. 3.25 Comparison of the experimental dynamic single chain structure factors for PEP 
at Q=O.l35 (Qd=6.4) and PEat Q=0.128 A-1 (Qd=S.S) with the dynamic structure factors 
from the computer polymer. The various full lines represent MD results for different Qd=3.1 
(a), 3.9 (b), 4.6 (c), 6.2 (d), and 7.7 (e). In the upper part the computer results are the struc­
ture factors from a fully labelled chain, while in the lower part only the centre 35 monomers 
are labelled. (Reprinted with permission from [49]. Copyright 1992 American Chemical 
Society) 
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Fig. 3.26 Simulated single chain dynamic structure factor Schain(Q,t) for different chain 
lengths N=350 (pluses), 700 (crosses), and 10,000 (filled squares) for various Q-values [79) 
( Q is given in terms of bead size a). Solid lines are fits to Eq. 3.39 and Eq. 3.42. For equal 
Q-values the plateaus show a strong N-dependence. (Reprinted with permission from [79]. 
Copyright 2000 EDP Sciences) 
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for different chain lengths with the prediction of Eq. 3.39 using the high Q form 
of the escape term (Eq. 3.42) [74]. 

The agreement with the structure factor is only good for the very long chain 
and dramatic changes of the plateau values with chain length indicate severe 
finite size effects. Expressed in terms of the apparent tube diameter, with a 
decrease from d=15.76 (N=350), d=12.76 (N=700) to d=8.56 (N=10,000) bead 
sizes evolve. Only an extrapolation to infinite chain length leads to a good 
agreement with results inferred from the msd (d==7.656). These results stim­
ulated an NSE study on a Mw=190 kg/mol PE melt [74]. This experiment 
increased the chain length from 15 entanglement length (Mw=36 kg/mol, 
Figs. 3.17, 3.18) to 80. Figure 3.27 displays Schain(Q,t)/Schain(Q) for both poly­
mers. 

The comparison shows that both data sets are identical at comparable 
Q-values, i.e. from this observation any influence of finite-chain-length effects 
on the measured Schain( Q,t)/Schain( Q) for Mw=36 kg/mol can be excluded. Tak­
ing as reference the very good agreement between NSE results and theoretical 
predictions, the same comparison to the simulations is rather poor, pointing 
towards some problems in the simulation of such large chain ensembles. 

Finally, we remark on the plateau moduli. The simulation computed G~ from 
the normal stress decay. Depending on the evaluation method, moduli evolve 
that are much smaller than would be expected from Eq. 3.31. While in the 
experiment the local freedom of a chain to move was found to be about 50o/o 
larger than predicted from the modulus (PE: drheo=32 A [77]; t:fNSE=48 A, PEP: 
t.trheo=43 A [7]; cJNSE=60 A) the simulation appears to tell the opposite: the tube 
diameter related to the modulus is about 50o/o larger than that measured mi­
croscopically. On the other hand, recent simulations for PE melts based on a 
blob coarse graining revealed rather good agreement with Eq. 3.39 for chains 
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Fig. 3.27 NSE data from PE melts with a molecular weight of Mw=36,000 glmol (left) and 
190,000 glmol (right) (M,j Mn < 1.02) for Q=0.03 (crosses), 0.05 (squares), 0.077 (circles), 0.096 
(diamonds), 0.115 (triangles) and 0.145 A-1 (stars). For the common Q-values the data are 
identical. The lines represent a fit with the reptation model (using Wt'4=7X104 Mtns for the 
Rouse rate). (Reprinted with permission from [74]. Copyright 2000 EDP Sciences) 
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with lengths of about 5-8 entanglement length. For the longest chain d=54 A 
was found, which agrees well with NSE measurements of similar Mw (see next 
section). Finally, the fully atomistic simulations on PE chains [53] for the longest 
chains display a significant retardation of relaxation compared to the Rouse 
model. A detailed analysis in view of existing NSE data still remains to be done. 

Thus, while the experimental situation has matured significantly with con­
sistent results for pair and self correlation functions, in the area of simulations 
fully atomistic MD-calculations on long-enough chains are needed in order to 
resolve the existing discrepancies between different simulation approaches and 
experiment. 

3.2.5 
Contour Length Fluctuations 

Though in general the reptation predictions Eq. 3.22 and Eq. 3.33 for a number 
of experimental observables like viscosity or the translation diffusion coeffi­
cient are qualitatively in good agreement with experiment, deviations are 
evident. For the viscosity, instead of the 1}-N'3 power law, higher exponents in 
the order of 3.4 are generally found. In a similar way, it became evident recently 
that the translational diffusion coefficient does not follow Eq. 3.33 but displays 
a stronger molecular weight dependence. Figure 3.28 presents self-diffusion 
coefficients for PB melt at a reference temperature of 175 °C [82]. 

Outside the experimental error these data show that, similar to the viscosity 
result, the pure reptation prediction is violated (D-N-230±o.os instead of D-N-2). 
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Fig. 3.28 Melt self-diffusion data for hydrogenated (or deuterated) polybutadiene samples 
adjusted to 175 °C as a function of molecular weight [82]: • [83],1EJ [84],0[85],1SJ [86],0 [87]. 
(Reprinted with permission from [82]. Copyright 1999 The American Physical Society) 
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On the other hand, extensive viscosity measurements on PB by Colby et al. [ 88] 
show that above about 300 entanglement lengths N-dependence (the slope of 
rz vs. N) turns from NJA to W, indicating that the deviations from reptation are 
due to finite size effects (see also very recent results by Pyckhout et al. [89]). 

Recently, NSE experiments have also been reported which were carried out 
to explore the effect of chain length on chain confinement [71]. The experi­
ments were performed on PE melts spanning a molecular weight range from 
12.4 kg/mol up to 190 kg/mol. Figure 3.29 displays the results. We first qualita­
tively discuss the data and compare the results at Q=0.115 A-1• For the highest 
molecular weights (Mw= 190 kg/mol and Mw=36 kg/mol) the spectra are char­
acterized by an initial fast decay, reflecting the unconstrained dynamics at early 
times, and very pronounced plateaus of S( Q,t) at later times, signifying the tube 
constraints. The plateau values for the two samples are practically identical. 
Inspecting the results for smaller Mw, we realize that (i) the dynamic structure 
factor decays to lower values (0.5 at Mw=190 kg/mol, 0.4 at Mw=24.7 kg/mol, 
and nearly 0.2 at Mw=12.4 kg/mol); and (ii) the long-term plateaus start to slope 
the more the smaller Mw becomes, with Mw= 12.4 kg/mol nearly losing the two-

24.7 kg/mol 12.4 kg/mol 

0 50 100 150 50 100 150 

t/ns t/ns 

Fig. 3.29 Neutron-spin echo spectra from polyethylene melts of various molecular weights. 
The Qvalues correspond to: squares Q=0.03 A-1, circles Q=O.OS A-1, triangles (up) Q=0.077 A-1, 

diamonds Q=0.096 A-1, triangles (down) Q=O.llS A-1, crosses Q=0.15 A-1• Filled symbols 
refer to a wavelength of the incoming neutrons .\=8 A and open symbols refer to .l= 15 A. For 
lines, see explanation in text (Reprinted with permission from (71). Copyright 2002 The 
American Physical Society) 



3 Large Scale Dynamics of Homopolymers 

B5r-----~--~--~~--~~------~ 

BO • 
55 •• • 

•< 50 1i 

- 0 • c "'C 45 ··o··0·c ............... 6 .................................... .. 
40 
35 

30~,--------------------~~2~--~ 
10 Mw I kg/mol 10 

63 

Fig. 3.30 Apparent tube diameters from model fits with pure reptation (filled squares) and 
reptation and contour-length fluctuations (open squares) as a function of molecular weight. 
The dotted line is a guide for the eye (Reprinted with permission from [71]. Copyright 2002 
The American Physical Society) 

relaxation step character of S( Q,t}. Apparently, the chain is disentangling from 
the tube and constraints are successively removed. If the data are analysed 
using the pure reptation model of Eq. 3.39, a tube diameter dis obtained, which 
increases with decreasing molecular weight. This is displayed in Fig. 3.30, where 
the tube diameter is plotted as a function of molecular weight. We observe an 
increase from about 45 to 60 A. Secondly, it is found (not shown here) that the 
quality of the fit decreases with decreasing molecular weight [71]. 

As known from the broad crossover phenomena observed in the macro­
scopic chain dynamics (such as the molecular weight dependence of the melt 
viscosity) very important limiting mechanisms must exist that affect the con­
finement limit of the reptation process. These processes increase in importance 
as the chain length decreases. The two main mechanisms are [62]: 

- Constraint release (CR). This takes place if a confining chain moves out of 
the way of a given chain and thus opens some freedom for lateral motion. 
This phenomenon is an intrinsic many-body effect and for monodisperse 
polymer melts becomes significant mainly in the creep regime. 

- Contour Length Fluctuations ( CLF). Fluctuations of the primitive path length 
of a confined chain are important for the removal of confinement in the lo­
cal reptation regime, i.e. for times t<TR. If a chain contracts in its tube, then 
after subsequent expansion it loses memory of the original tube. In this way, 
the effect of tube confinement is gradually diminished with increasing time 
and the tube confinement will be removed from the ends. In contrast to con­
straint release, CLF is a single body effect and more easily treatable [ 90]. 

In order to calculate the effects of CLF we have to ask how the fraction of 
monomers that is released through CLF at the chain ends grows with time. It 
has been recently shown that for t<TR the effect of reptation on escaping from 
the tube is negligible in comparison to CLF [ 90]. It is the first passage of a chain 
end that is assumed to relax the constraint of a tube segment on a chain. From 
the scale invariance of the Rouse equation (Eq. 3.7) an exact asymptotic result 
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for the surviving tube fraction at early times may be obtained. The Rouse equa­
tion of motion is invariant under the transformation: 

t = ,.\(; R = A,ll4 R'; n = A,112 n' (3.45) 

With this, all relevant lengths scale with t114. Therefore, for early times the 
fraction of still-confined tube segments must behave as: 

c ( t )114 p(t) = 1 - ___]!_ -
Z Te 

(3.46) 

where Z=NINe is the number of entanglements per chain. One-dimensional 
stochastic simulation led to Cp=l.5±0.02. The released segment fraction is then 
tp(t) = 1 - p(t). 

Following an approach of Clark and McLeish [91 ], this result may be incorpo­
rated into the structure factor of Eq. 3.41. We assume that after time t all 
monomers between 0 and s(t) and between 1 - s(t) and 1 have escaped from the 
tube. Heres( t)= lJI(t)/2. This statement contains two approximations, first that the 
fraction of the chain escaped from the tube is the same for each end of the chain, 
and, second, it ignores the distribution of s(t) by replacing it with a single aver­
age value. If we make these two assumptions the rest of the calculation is straight­
forward. We first use the fact that r(s, t) is a Gaussian variable and therefore: 

(exp {i.Q [r(s, t) - r(s', 0)]}) = exp (- ~ a~y,z ~ ([ra(s, t) - ra(s',O) ]2)) (3.47) 

Then we note: 

Is- s'l 
dL 

l2s(t)- s- s'l 
3 

s(t) < s < 1 - s(t) or s(t) < s' < 1 - s(t) 

s < s(t) and s' < s(t) 

12- s- s'- 2s(t)l s > 1 - s(t) and s' > 1 - s(t) 

(3.48) 

where L=Zd is the contour length. The summation in Eq.3.48 is then replaced 
by integration as: 

1 1 

sesc(Q,t) = J ds J ds' exp(-2pls- s'l> 
0 0 (3.49) 

s(t) s(t) 

+ 2 J ds J ds' (exp{-2p[2s(t)- s- s']}- exp(-2pls- s'l)) 
0 0 

with pas defined in Eq. 3.41. 
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The integrals can easily be evaluated and we obtain: 

N 
ses'(Q,t) = 2p2 [2p + e-2P+ 2- 4ps(t)- 4e-Zps(t) + e-4ps(t)] (3.50) 

The lines in Fig. 3.29 display the result of a fit with Eq. 3.50. A group of three 
common Q values for all molecular weights is displayed by thick solid lines to 
facilitate an easy comparison of the molecular weight dependence of the curves. 
Additional Q values only available for some Mw's are represented by dotted lines. 

The open squares in Fig. 3.30 show the resulting tube diameters. Aside from 
some small fluctuations they now stay constant, independent of Mw. We further 
note that particularly for smaller Mw the weighted error between fit and data is 
significantly smaller for this second approach. If we compare the experimental 
spectra with the model prediction (Eq. 3.39 and Eq. 3.50), we generally find good 
agreement. The gradually increasing decay of Schain( Q,t) with decreasing Mw is 
depicted very well both with respect to the magnitude of the effect as well as to 
the shape of Schain(Q,t). The largest disagreement is seen in the Mw=17.2 kg/mol 
data, where at lower Q the data appear to be somewhat irregular. At Q =0.05 A -1, 

S( Q,t) tends to increase at longer times, possibly reflecting some systematic 
problems with measurement. 

We now consider the tube diameters resulting from the two approaches 
(Fig. 3.30). At the highest molecular weight, contour length fluctuations are 
insignificant and both lines of fitting yield the same d. At Mw=36 kg/mol a slight 
difference appears, which increases strongly with decreasing length. At Mw= 
12.4 kg/mol the difference in the fitted tube diameters between both approaches 
rises to nearly 50%, emphasizing the strong effect of the contour length fluc­
tuation in loosening the grip of the entanglements on a given chain. 

Thus, the comparison between the experimental chain length-dependent 
dynamic structure factor and theoretical predictions clearly shows that in the 
time regime K-rR, contour length fluctuation is the leading mechanism that 
limits the chain confinement inherent to the reptation picture. Without any 
further assumption or fitting parameter - the tube diameter d stays constant 
with Mw- it is possible to describe the full Mw-dependence of Schain(Q,t) in 
terms of local reptation and the contour length fluctuation mechanism. Even 
for chain lengths corresponding to only6-7 entanglements, the tube diameter 
appears to be a well-defined quantity, assuming the same value as for asymp­
totically long chains. The confinement is lifted from the chain ends inwards, 
while the chain centre remains confined in the original tube. 

Concluding this paragraph we emphasize that CLF also affect the macro­
scopic melt properties in a significant way: 

i. From the relation between G(w) and the total tube survival probability 
it is immediately clear that the modifications of sese( Q,t) should also be 
mirrored by G(w). It has been shown that CLF introduce an w-114 regime 
into the spectrum of G"(w). However, the other limiting mechanism (CR) 
adds further significant modifications [62]. 
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ii. The translational chain diffusion is necessarily also affected. First, the 
terminal time defining the diffusion "step" is reduced since reptation has 
only to relax the not-yet-released central parts of the tube and, secondly, 
the diffusive length is reduced since only the displacement of the central 
part counts. Both effects do not cancel and the net effect gives D-Z-2 .4 up 
to Z=:300, in very good agreement with experiment. 

iii. Finally, the anomalous power law exponent of 3.4 for the viscosity mass 
relation has been attributed to CLF. The treatment of Millner and McLeish 
even predicts the crossover to pure reptation within the proper range of Z 
[92]. For experimental observations see also [88, 89, 93]. 

It is the virtue of the NSE experiments that they confirmed the CLF mechanism 
quantitatively on a molecular level in space and time. On the other hand, the 
constraint release process still remains to be probed on a molecular scale and 
it is expected that future NSE experiments on bimodal melts will clarify these 
processes on a molecular scale also. 
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4 
Local Dynamics and the Glass Transition 

Polymeric solids can be found in the crystalline and/or in the amorphous state, 
but most of them are either totally amorphous or semicrystalline. Non-crys­
talline solids are characterized by long range structural disorder, which is 
responsible for some very interesting basic properties, as well as for attractive 
and new technological applications (see e.g. [94]).Among the different kinds of 
non-crystalline materials, glass-forming systems (including polymers, metallic 
glasses, amorphous semiconductors ... ) are of utmost interest. A glass is a non­
crystalline solid obtained by cooling the material from a temperature above the 
melting point T M· While cooling, a system can either crystallize or stay in a 
liquid-like state. This supercooled metastable state is visco-elastic in the case 
of polymers. When the structural rearrangements characteristic for the super­
cooled state cannot follow the cooling rate, the system falls out of equilibrium 
and transforms into a glassy solid - a "frozen" liquid - within the experimental 
observation time. This phenomenon, known as the glass transition (see e.g. 
[95-103]), takes place in a temperature range that depends in general on the 
experimental cooling/heating conditions. Usually this temperature range is 
represented by only one temperature, the glass transition temperature Tg. 
Below Tg, the glassy state is unstable with respect not only to the supercooled 
liquid, but also to the crystalline solid. However, some degrees below Tg 
polymer glasses can be considered as "stable" from a practical point of view, 
i.e. their physical properties do not change over time scales of several years. 
Therefore, the study of the molecular dynamics at temperatures close to and 
above Tg is essential for understanding the phenomenon of the glass transition 
-"probably the deepest and most interesting unsolved problem in solid state 
theory", in the words of the Nobel Prize winner P.W.Anderson [104]- as well 
as for the control of many of the aspects of industrial processing of polymer 
systems. 

Glasses show a series of"universal" features. For instance, they present some 
average short-range order, which extends to some neighbour shells of a given 
atom or molecule; their static structure factors Spair(Q) look similar indepen­
dently of the kind of system. Spair( Q) shows broad diffraction peaks revealing 
inter- and intra-molecular correlations. Another general finding is the occur­
rence of a series of dynamic processes - in particular the so called a- and 
J3-relaxations. The investigation of such common features at the length scales 
where glasses show similar structural properties, i.e. local scales, is highly 
important in order to scrutinize the problem of the glass transition. 

What is the main feature distinguishing the dynamic behaviour of a glass­
forming system and a simple liquid? Let us follow the time evolution of a given 
correlation function cP(t) of a glass former for different temperatures, as 
schematically shown in Fig. 4.1a. At a high temperature (e.g. above the T M), 
like T1 in the figure, cP(t) decays in a single step at times of the order of pico­
seconds - a behaviour expected for a simple liquid. If the system is cooled 
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Fig. 4.1 a Typical time evolution of a given correlation function in a glass-forming system 
for different temperatures (T1>T2> ... >T6 ). b Molecular dynamics simulation results [lOS] 
for the time decay of different correlation functions in polyisoprene at 363 K: normalized 
dynamic structure factor at the first static structure factor maximum (solid thick line), in­
termediate incoherent scattering function of the hydrogens (solid thin line), dipole-dipole 
correlation function (dashed line) and second order orientational correlation function of 
three different C-H bonds measurable by NMR (dashed-dotted lines) 

down, there is a temperature range, which we will call T*, where a second step 
in (/>(t) develops, slowing down the decay of the correlations at longer times. 
This second step becomes more and more important when the temperature of 
the system decreases. The corresponding characteristic time shows a very 
strong T -dependence. The state of the system in this temperature region T < T* 
is what is known as supercooled liquid state. In the neighbourhood of Tg the 
correlations of the system are finally frozen and the obtained state is glassy ( T6 

in Fig. 4.1a). The characteristic feature of the supercooled liquid in contrapo­
sition to the simple liquid state is thus the presence of the second step in (/>( t), 
which always displays a typical non-exponential time decay. This second step 
is called the a-relaxation, independently of the correlator observed or the 
experimental technique used. Since the a-process is a universal feature of the 
dynamics of supercooled liquids, it is nowadays generally accepted that the 
a-relaxation origins from a structural relaxation at the intermolecular level. 
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Thereby, the features of the a-relaxation observed by different techniques are 
different projections of the actual structural a-relaxation. Since the glass tran­
sition occurs when this relaxation freezes, the investigation of the dynamics 
of this process is of crucial interest in order to understand the intriguing phe­
nomenon of the glass transition. The only microscopic theory available to date 
dealing with this transition is the so-called mode coupling theory (MCT) (see, 
e.g. [95, 96, 106] and references therein); recently, landscape models (see, e.g. 
[107-110]) have also been proposed to account for some of its features. 

In the case of polymers, the a-relaxation has been well characterized for 
many years, e.g. by dielectric spectroscopy and mechanical relaxation (see, e.g. 
[34, 111]). The main experimental features extracted from relaxation spectro­
scopies are: 

i. The non-exponential decay of the correlation function, known as stretch­
ing. The decay of a given correlator 4>(t) through the a-relaxation can be 
well described by a stretched exponential or Kohlrausch-Williams-Watts 
(KWW) function [112, 113]: 

Q>(t) ec exp [- ( Ta~nrJ (4.1) 

Ta ( T) is the associated characteristic relaxation time and f3 is the stretching 
parameter (0<{3~1). 

ii. The time-temperature superposition, implying that the functional form 
does not appreciably depend on temperature (see e.g. [34, 111]). For in­
stance, mechanical or rheological data corresponding to different temper­
atures can usually be superimposed if their time/frequency scales are shifted 
properly taking a given temperature TR as reference. 

iii. The non-Arrhenius temperature-dependence of the relaxation time. It 
shows a dramatic increase when the glass transition temperature region is 
approached. This temperature dependence is usually well described in 
terms of the so called Vogel-Fulcher temperature dependence [114, 115]: 

(4.2) 

T0 is known as the Vogel-Fulcher temperature and is located about 30 K below 
Tg. Ta0 is the asymptotic value of the relaxation time of the correlator 4' for 
T~oo.Also the rheological shift factors aR(T) mentioned above approximately 
follow such temperature dependences [34]: 

aR(T) = aRo(TR) exp( BR ) 
T- ToR 

(4.3) 

The prefactor aRo ( T R) is defined such that at the chosen reference temperature 
TR, aR(TR)=l. 
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However, though the establishment of such general features is very impor­
tant, the relaxation techniques employed provide only indirect observations 
of the structural relaxation. In fact, the decay of different correlators in the 
a-relaxation regime may differ, as shown in Fig. 4.1b. 

At this point, we realize the advantages offered by NSE for the investigation 
of the dynamics in the a-relaxation regime. First of all, in providing space­
time information NSE may focus directly on the structural relaxation and 
observe the relaxation of the interchain structure factor peak. Secondly, mi­
croscopic and mesoscopic regions can be explored that are not easily accessed 
by relaxation techniques. On the other hand, NSE allows to follow different 
correlators: the pair correlation function (collective dynamics) from the study 
of coherent scattering in fully deuterated samples or the self-motions of 
hydrogens in protonated samples. Compared to neutron backscattering, NSE 
has the advantage of allowing a precise determination of the spectral shape 
since it directly accesses the correlations in the time domain so that deconvo­
lution from the instrumental resolution is possible. Moreover, NSE offers the 
best energy resolution and the widest dynamic window among neutron scat­
tering techniques. Since the fastest times accessible by NSE are of the order of 
picoseconds, the microscopic dynamics - giving rise to the first fast decay of the 
correlations (see Fig. 4.1) - takes place out of its window. This dynamics, which 
comprises the Boson peak and the so-called fast dynamics (see e.g. [97-102]), 
can be investigated by time-of-flight instruments and is usually interpreted in 
terms of the MCT. 

Below Tg, in the glassy state the main dynamic process is the secondary 
relaxation or the {3-process, also called Johari-Goldstein relaxation [116]. 
Again, this process has been well known for many years in polymer physics 
[ 111], and its features have been established from studies using relaxation 
techniques. This relaxation occurs independently of the existence of side 
groups in the polymer. It has traditionally been attributed to local relaxation 
of flexible parts (e.g. side groups) and, in main chain polymers, to twisting 
or crankshaft motion in the main chain [116]. Two well-established features 
characterize the secondary relaxation. 

It can not be described by means of a single Debye process, but more 
complicated relaxation functions involving distributions of relaxation times 
(like the Cole-Cole function [ 117]) or distributions of energy barriers (like 
log-normal functions [118]) have to be used for its description. Usually a 
narrowing of the relaxation function with increasing temperature is ob­
served. The Arrhenius temperature dependence of the associated character­
istic time is: 

Tp(T) = Tp0 exp(_§_) 
k8 T 

(4.4) 

Tp( T) is defined for instance as the inverse of the position of the maximum of 

the relaxation peak Tp(T)=-1 -. 
WJlmax 
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These results are commonly interpreted in terms of distributions of ele­
mental local jump processes [116]. For instance, a superposition of Debye 
elemental processes with a Gaussian distribution of energy barriers g(E): 

1 [ (E- E0 )
2

] g(E) = ..fTi.a exp - -a- (4.5) 

is often invoked for describing this relaxation. Here a is the width of the 
distribution and E0 is the mean activation energy. The resulting relaxation 
function in either the time or frequency domain reads as: 

c;lJp(t) =I g(E) exp[- t ( E l] dE 
rp0 exp -­

k8T 

+= 1 
cpj;(w) = _[ g(E) . ( E )dE 

1 + lWTp0 exp -­
k8T 

(4.6) 

(4.7) 

The origin of the distribution should be related to the inherent disorder in 
the glass. However, the microscopic nature of the fJ-relaxation still remains 
unclear. 

Presently NSE cannot access this process within the glassy state since the 
associated characteristic times below Tg are too long. Nevertheless, the sec­
ondary process is also active above Tg and in favourable cases this feature 
allows its observation in the mesoscopic time window. The a- and P-relax:ations, 
as observed by spectroscopic techniques, coalesce in what is usually called an 
afi-process in a temperature range 10%-20% above Tg, which we will refer to 
as merging temperature T m· Though T m depends on the particular system (e.g. 
on the microstructure), the merging process is usually observed at about 10-7 s 
by relaxation techniques. This fact naturally poses serious difficulties for an iso­
lated observation of the fi-process by NSE, and generally the global afi-process 
is accessed in the NSE time window. 

Finally we would like to mention other dynamic processes in the glassy state, 
e.g. vibrations including the Boson peak, tunnelling processes, methyl group 
rotations etc. However, these processes either cannot be accessed by NSE (e.g. 
vibrations can be studied by time-of-flight spectrometers in the meV region, 
see [ 97-102, 119]) or are better investigated by other techniques. This would be 
the case of methyl group dynamics including tunnelling and stochastic mo­
tions [10, 120, 121]. 
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Structural a-Relaxation: Dynamic Structure Factor 

The short range order in glasses leads to the presence of broad peaks in the sta­
tic structure factor Spair( Q). Spair( Q) can be measured by neutron diffraction on 
fully deuterated samples, reflecting the pair correlation function of deuterons 
and carbons in an indistinguishable way. A precise assignment of particular 
atom pair correlations to the different peaks present in Spair( Q) is not evident 
and requires additional experimental information on different partial structure 
factors and, usually, comparison with fully atomistic molecular dynamics simu­
lations (see, e.g. [122]). However, phenomenological studies based on the tem­
perature dependence of the different peaks of Spair( Q) allow determination of the 
nature of the main contributions to these peaks. As an example, Fig. 4.2 shows 
Spair(Q) for the archetypical polymer 1,4-polybutadiene (PB) [123]. The mean po­
sition of its first peak (centred at Qmax""1.5 A-1) moves strongly with temperature. 
This observation implies that this peak mainly originates from interchain cor­
relations, where weak van der Waals interactions give rise to thermal expansion. 
The second peak (around 3 A -1) relates mainly to intrachain correlations, as may 
be deduced from the T-independence of its position indicative for covalent 
bonds. Similar properties are generally found in all glass-forming polymers. 
Thus, the predominantly interchain nature of the correlations contributing to the 
first peak of Spair( Q) seems to be a common feature in polymers, similar to the 
intermolecular origin of the first peak in low molecular weight glasses. 

The dynamic process driving the decay of the interchain correlations in glass­
forming polymers is the structural a-relaxation. The direct microscopic obser-
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Fig.4.2 Static structure factor measured on fully deuterated 1,4-polybutadiene [123] at the 
temperatures indicated 
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vation of the structural relaxation is realized by looking at the temporal evolution 
of such correlations, i.e. through the study of the dynamic structure factor at the 
Q-value corresponding to the first structure factor maximum, spair( Qmax>t) [let us 
remember that Spair(Q)=Spair(Q,t=O)]. NSE studies of Spair(Qmax,t) on a variety 
of polymers (see, e.g. [ 8, 124-129]) have established the two main features of the 
a-process also for the true structural relaxation, namely: 

i. The stretching of the relaxation: the spectral shape deviates from the single 
exponential form and, as previously mentioned for spectroscopic results, 
can be well described by a Kohlrausch-Williams-Watts (KWW) or stretched 
exponential function: 

Spair(Qmax,t) _ E (D [ (-t-) 13 ] - JQmax exp -
Spair(Qmax,O) r.(D 

(4.8) 

Here,fQmax<D is a generalized Debye-Waller factor giving account for the 
decay of the correlations at faster times. In the framework of the MCT it is 
also called non-ergodicity factor. The characteristic timescale T5(D is the 
structural relaxation time and f3 is the stretching parameter (O<fr-;1). 

ii. The scaling: the functional shape hardly depends on temperature. Curves 
corresponding to different temperatures superimpose in a single master 
curve when they are represented against a reduced time variable that in­
cludes a T-dependent shift factor. 
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Fig. 4.3 Scaling representation of the spin-echo data at the first static structure factor peak 
Omax- Different symbols correspond to different temperatures. Solid line is a KWW descrip­
tion (Eq. 4.8) of the master curve for 1,4-polybutadiene at Omax=l.48 A-1• The scale r(n is 
taken from a macroscopic viscosity measurement [130]. Inset: Temperature dependence 
of the non-ergodicity parameter j{Q) near Omax; the lines through the points correspond 
to the MCT predictions (Eq. 4.37) (Reprinted with permission from [124]. Copyright 1988 
The American Physical Society) 
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These two features are demonstrated in Fig. 4.3 for 1,4-polybutadiene (PB), in 
Fig. 4.4 for polyisobutylene (PIB) and atactic polypropylene (aPP), in Fig. 4.5 
for polyurethane (PU) and poly(vinyl chloride) (PVC) and in Fig. 4.6 for 
poly(vinyl ethylene) (1,2-polybutadiene, PVE) (see Table 1.1 for microstruc­
ture). In each case Spair(Qmax>t)/Spair(Qmax>O) is very well described by the 
KWWlaws. 
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Fig. 4.4 Scaling representation of the spin -echo data at Qmax· Different symbols correspond 
to different temperatures. Solid line is a KWW description (Eq. 4.8) of the master curve. The 
shift factors are taken from macroscopic viscosity measurements. a Polyisobutylene at 
Qmax=l.O A-1 [125] measured on INll (viscosity data from [34]). b Atactic polypropylene at 
Qmax=l.ll A-1 (viscosity data from [131]). (b Reprinted with permission from [126]. Copy­
right 2001 Elsevier) 
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Fig. 4.5 Scaling representation of the spin-echo data at Qmax- Different symbols correspond 
to different temperatures. Solid line is a KWW description (Eq. 4.8) of the master curve. 
a Polyurethane at Qmax= 1.5 A -I. The shift factors have been obtained from the superposition 
of the NSE spectra. (Reprinted with permission from [ 127]. Copyright 2002 Elsevier). b Poly­
(vinyl chloride) at Qmax=l.2 A-1• The shift factors have been obtained from dielectric spec­
troscopy. (Reprinted with permission from [ 129]. Copyright 2003 Springer, Berlin Heidelberg 
New York) 

The values of the stretching parameter for all the polymers investigated so 
far are listed in Table 4.1. The /3-values are found to be in the range 0.4-0.6. The 
superposition of the different spectra into a single master curve indicates that 
the time-temperature superposition principle is fulfilled to a large extent. 
Individual fits of Eq. 4.8 to the decaying curves may, however, lead to slightly 
increasing values of fJ with increasing temperature, as reported in [ 127] for PU. 
The uncertainties in the determination of the /3-value were discussed in [129] 
for the case of PB. 
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Fig. 4.6 Scaling representation of the spin-echo data corresponding to poly( vinyl ethylene) 
at Qmax=l.O A -I and 340 K (empty circle), 320 K (filled diamond), 300 K (empty square, taken 
as reference temperature), 280 K (filled circle). Solid line is a KWW description (Eq. 4.8) of 
the master curve with /3=0.43. The scale r<n is taken from a macroscopic viscosity mea­
surement [132] 

Concerning this scaling universality we have to add the observation that in 
all the reported studies the shift factors based on viscosity measurements al­
low a fairly accurate superposition of the microscopic data [8, 124-126] 
(Figs. 4.3a and 4.4). The temperature dependence of the characteristic time 
associated with the viscosity r11('T) is related to the temperature-dependent rhe­
ological shift factors (Eq. 4.3) through r11(D-aR(DIT [34). Considering the 
steep temperature dependence of aR(D and the narrow temperature range 
usually investigated by NSE, the liT correction factor is sometimes neglected. 
By shifting the NSE timescale with r11(D well-defined master curves are ob­
tained. This also holds for the case of PVE data, shown here for the first time 
(Fig. 4.6). This implies that the macroscopic viscosity is directly related to 
the structural relaxation leading to the decay of the interchain correlations 
at a microscopic level. It is noteworthy that the relation between the structural 
relaxation observed with neutrons at the structure factor maximum and vis­
cosity flow also holds for molecular glass formers such as ortho-terphenyl 
[134]. For different polymers investigated to date, Table 4.1 compiles the laws 
describing the temperature dependence of the structural relaxation time. In 
each case, the Vogel-Fulcher parameters have been fixed from the macroscopic 
measurements used to scale the NSE data. 

At this point the question arises whether the feature usually termed as "uni­
versality" is also fulfilled: do the timescales deduced from the investigation of 
different correlators in the a-relaxation regime show the same temperature 
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Table 4.1 Parameters related to the structural relaxation for the polymers investigated by 
NSE: glass transition temperature Tg, position of the first static structure factor peak Qmax• 
shape parameter {J, magnitude considered to perform the scaling of the NSE data, and tem­
perature dependence of the structural relaxation time r, 

Polymer Tg fJ 
(K) 

PB 181 1.48 0.45 

PI 205-213 1.44• 0.38 

PIB 205 1.0 0.55 

210 1.1 0.59 

aPP-IIb 237 0.52 

PU 250 1.5 0.43' 

PVC 358 1.2 0.50 

PVE 272 1.0 0.43 

Scaled r, 
with (ns) 

Tos 

Tos 

( 4369.7) 3.9e-7 exp ---
T-89.2 

( 1284.8) 5.0e-5 exp ---
T-168 

( 1284.8) 5.0e-5 exp --
T-200 

2.5e-6 exp( 1789 ) 
T-194 

9.6e-4 exp( 1005.6 ) 
T-317.24 

8.4e-2 e ( 1032.8) 
T xp T-226 

Ref. 

[124] 

[8] 

[125] 

[126] 

[127] 

[128, 129] 

This work 

• Estimated from diffraction measurements at low temperature. In the temperature range 
investigated Qmax is close to 1.3 A-1 [122]. 

b Two samples with different molecular weights were studied I: Mn=1270 glmol, II: M0 = 
2570 glmol (Mn number-average molecular weight). 

c If the non-ergodicity parameter is fixed to a T-independent value, an increase of fJ from 
0.36 to 0.45 with increasing Tin the T-range studied is reported. 

dependence as the structural relaxation directly observed from NSE at Qmax? 
The available results concerning this question are summarized in the follow­
ing section. 

4.1.1.1 
Dielectric Spectroscopy (DS) 

In most cases where the comparison has been made it seems that the temper­
ature dependencies obtained are very much compatible. This is clearly demon­
strated for PI [8, 9] and for PVC (Fig. 4.5b) [128, 129], where the shift factors 
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Fig. 4.7 Temperature dependence of the mean relaxation time ( r) divided by the rheological 
shift factor for the dielectric normal mode (plus) the dielectric segmental mode (cross) and 
NSE at Qmax=l.44 A-1 (empty circle) and Q=1.92 A-1 (empty square) [7] (Reprinted with per­
mission from [8]. Copyright 1992 Elsevier) 

used for building the NSE master curves are indeed those obtained from DS. 
Figure 4.7 [8] shows that for PI the thermal behaviour of both the seg­
mental mode as well as the normal mode (reflecting the end-to-end vector 
dynamics) investigated by DS are the same as those of the viscosity and the 
structural relaxation time. Also for PB a very nice agreement is found between 
the DS results on the a-relaxation and the viscosity results - and hence the 
structural relaxation results from NSE - as can be appreciated in Fig. 4.8 [ 133]. 
However, in this case, it is important to emphasize that this coincidence is only 
achieved when the influence of the secondary J3-relaxation is removed from 
the DS spectra [ 133]. If the maxima of the global DS spectra are considered as 
representative for the a-process (dotted line in Fig. 4.8), a clear disagreement 
is found with the structural relaxation data. The separation of the contributions 
of the two processes to the DS spectra could be realized by applying a decon­
volution procedure based on the statistical independence of the structural and 
secondary relaxations. This hypothesis was supported by a parallel study of the 
dynamic structure factor by NSE in a wide Q- and T-range (see below). For PIB 
the dielectric strength is very weak, preventing a good characterization of the 
temperature dependence of the dielectric relaxation time at high temperatures, 
i.e. in the overlapping region with the NSE studies on the dynamic structure 
factor. Figure 4.9 shows that the thermal behaviour of both sets of data could 
be compatible [125]. Finally, the comparison of DS results and the structural 
relaxation times in PU (Fig. 4.10) shows a very good agreement with respect to 
their temperature dependencies [127]. 
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Fig. 4.8 Temperature dependence of the dielectric characteristic times obtained for PB: Ta 

for the a-relaxation (empty triangle) for the T~ax -relaxation (empty diamond), and T~! for 
the contribution of the {J-relaxation modified by the presence of the a-relaxation (filled 
diamond). They have been obtained assuming the a- and {J-processes as statistically inde­
pendent. The Arrhenius law shows the extrapolation of the temperature behaviour of the 
{J-relaxation. The solid line through Ta points shows the temperature behaviour of the time­
scale associated to the viscosity. The dotted line corresponds to the temperature dependence 
of the characteristic timescale for the main peal<. (Reprinted with permission from [133]. 
Copyright 1996 The American Physical Society) 
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Fig. 4.9 Temperature dependence of the characteristic time of the a-relaxation in PIB as 
measured by dielectric spectroscopy (defined as (2 rrfmax)-1) (empty diamond) and of the shift 
factor obtained from the NSE spectra at Qmax=l.O A -1 (filled square). The different lines show 
the temperature laws proposed by Tormiila [135] from spectroscopic data (dashed-dotted), 
by Ferry [34] from compliance data (solid) and by Dejean de Ia Batie et al. from NMR data 
(dotted) [136]. (Reprinted with permission from [125]. Copyright 1998 American Chemical 
Society) 
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4.1.1.2 
Nuclear Magnetic Resonance (NMR) 

For PIB the apparent activation energy found for the structural relaxation time 
in the NSE window is almost twice that determined by 13C NMR [136] (see 
Fig. 4.9 [125]). For aPP, the temperature dependence of 13C NMR results [138] 
seems, however, to be quite compatible with that of the NSE data; nevertheless, 
2D exchange NMR studies on this polymer [139] reveal a steeper dependence. 
This can be seen in Fig. 4.11 [ 126]. 
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Fig. 4.11 Temperature dependence of the shift factors as reported in the literature for 
atactic polypropylene: 1 dynamic mechanical measurements [ 140], 2 NMR data of Pschorn 
et al. [ 141], 3 photon correlation spectroscopy [ 142], 4 from 13C NMR measurements of Moe 
et al. [ 138], 5 terminal relaxation measured from dynamic mechanical analysis [ 143], 6 from 
viscosity measurements [ 131] and 7 from 2D exchange NMR and spin relaxation times [ 139]. 
(Reprinted with permission from [126]. Copyright 2001 Elsevier) 

4.1.1.3 
Results from Other Spectroscopic Techniques and 
Photon Correlation Spectroscopy 

Results from other spectroscopic techniques and photon correlation spec­
troscopy have been compared for aPP in [126] (see Fig. 4.11). A scaling of the 
dynamic structure factor at Qmax could not be achieved on the basis of the 
dynamic data reported in [ 140]. The other temperature dependencies obtained 
seem to be compatible with the neutron data. Finally, the temperature depen­
dence deduced by Tormala for PIB from the compilation of different spectro­
scopic data does not agree with the result of the microscopic observation of 
the structural relaxation (see Fig. 4.9 [ 125]). 

From this comparison it follows that the observation of the structural 
relaxation by standard relaxation techniques in general might be hampered by 
contributions of other dynamic processes. It is also noteworthy that the struc­
tural relaxation time at a given temperature is slower than the characteristic 
time determined for the a-relaxation by spectroscopic techniques [105]. An 
isolation of the structural relaxation and its direct microscopic study is only 
possible through investigation of the dynamic structure factor at the interchain 
peak - and NSE is essential for this purpose. 
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4.1.2 
Self-Atomic Motions of Protons 

An additional microscopic insight into the structural relaxation can be ob­
tained by means of NS through an indirect probe as it is the scattered intensity 
from protonated samples. As explained in Sect. 2, this results in the intermedi­
ate incoherent scattering function Sselt< Q,t), which is the Fourier transform 
of the self part of the van Hove correlation function G.(r,t) corresponding to 
the hydrogens in the system (see, e.g. [144]). Such experiments investigate the 
individual motion of the hydrogens during the structural relaxation. 

To date, incoherent quasi-elastic neutron scattering experiments on the 
a-relaxation regime of glass-forming polymers have revealed the following 
main features for the self-motion of hydrogens: 

i. The stretched time behaviour of Sselt< Q,t). This is easily recognized from 
Fig. 4.12a. There Sselt< Q,t) measured by NSE on protonated PI with deuter­
ated methyl groups Pid3, relating thus to the main chain hydrogens of the 
polymer, is shown for different Q-values at the same temperature. The 
dotted line shows a single exponential decay. Evidently, the experimental 
data decay in a markedly slower way. 

ii. A strongly Q-dependent characteristic time indicating a diffusive-like char­
acter (see Fig.4.13). Without any kind of data evaluation, it is clear that the 
decays in the time domain (Fig.4.12a) take place in a time range that clearly 
becomes faster with increasing Q-value. In a similar way, the spectra mea­
sured by backscattering techniques on fully protonated PB 110 K above 
Tg (Fig. 4.12b) present an increasing line broadening when the Q-value in­
creases, implying a decrease of the associated timescale with increasing Q. 
Dispersion is a signature of diffusion [ISO]. Such a diffusive character of the 
hydrogen motion in the a-relaxation regime might be somehow striking 
since most of the investigations on the a-relaxation have been performed 
by relaxation techniques. As in most of these techniques reorientational mo­
tions are probed, traditionally a rotational character has been implicitly 
assumed for this process. 

To date most of the studies performed on the incoherent scattering of proto­
nated polymers in the a-relaxation regime have been realized by using BS tech­
niques [146, 148, 151]. These investigations, that in general are restricted to the 
Q-range 0.2s; Qs; 1.5 A-t, have established the two features discussed above. In 
fact, following the common wisdom and assuming again a KWW function for 
Sselt{ Q,t): 

Sseu(Q,t)=A(Q,T)exp[-( t )p] 
Tself (Q, T) 

(4.9) 

where rseif is the Q- and T-dependent KWW-relaxation time and {3<1 the 
stretching exponent. Good representations of the experimental results were ob-
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tained. In this comparison the Fourier transform of Eq. 4.9 has to be convoluted 
with the instrumental resolution function and fitted to the experimental data. 
An example is shown in Fig. 4.12b. The prefactor A( Q, T) in Eq. 4.9 is a Lamb­
Moss bauer factor (LMF) or Debye-Waller factor (DWF) accounting for faster 
processes: 

( (u2) ) 
A(Q,T) =exp --3-Ql (4.10) 
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Fig. 4.13 Momentum transfer dependence of the characteristic time associated to the 
self-motion of protons in the a-relaxation regime: Master curve (time exponentiated to f3) 
constructed with results from six polymers: polyisoprene (340 K, /3=0.57) (filled square) [9]; 
polybutadiene (280 K, /3=0.41) (filled circle) [146]; polyisobutylene (390 K, /3=0.55) (empty 
circle) [147]; poly( vinyl methyl ether) (375 K, /3=0.44) (filled triangle) [148]; phenoxy (480 K, 
/3=0.40) (filled diamond) [148] and poly( vinyl ethylene) (340 K, /3=0.43) (empty diamond) 
[ 146]. The data have been shifted by a polymer dependent factor Tp to obtain superposition. 
The solid line displays a Q-2-dependence corresponding to the Gaussian approximation 
(Eq. 4.11). (Reprinted with permission from [149]. Copyright 2003 Institute of Physics) 

It is characterized by an effective mean squared displacement of the proton (u2). 

From such studies it was found [148] that the Q-dependence of Tself can 
approximately be described by a power law determined by the stretching 
exponent f3: 

(4.11) 

where a0(T) does not depend on Q. As polymers show typical values for f3 of 
around 0.4-0.6, Eq. 4.11 predicts much stronger Q-dependencies than that 
characteristic for simple diffusion ( (£2). Such dispersions have been found in a 
large number of polymer systems [146, 147, 148, 152, 153] in the low Q-regime 
(Q~1 A- 1 approximately). As a demonstration, a master curve considering data 
corresponding to six different polymer systems is depicted in Fig. 4.13. Since the 
/3-value depends on the system investigated, in order to check the generality of 
Eq. 4.11 the representation of Fig. 4.13 shows the results for Tself exponentiated 
to f3. Polymer-dependent shift factors have then been applied to superimpose the 
data in a single curve. In such a plot, the Q-dependence expressed by Eq. 4.11 
translates in a Q-2-law. It is clear that the power law proposed (solid line) accounts 
for the Q-dependence experimentally found in all these systems for Q~1 A-1• 

The good agreement between different data sets implies universal behaviour. 
Though the BS experiments have been very useful for gaining insight into 

the hydrogen motions taking place during a-relaxation, they are affected by a 
number of shortcomings: 
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i. Due to the convolution with the instrumental resolution, an accurate de­
termination of the spectral shape is not possible. Therefore, the value of f3 
has to be determined by other methods or from coherent scattering mea­
surements. 

ii. The dynamic range is quite narrow. 
iii. The energy or time resolution is worse than that of NSE. 

NSE overcomes these problems. Though NSE studies on incoherently scattering 
samples are more difficult to perform than on coherent scatterers, careful mea­
surements on PIB and later on PI have led to results as nice as those depicted in 
Fig.4.14a and Fig.4.12a,respectively.As shown in these figures, the assumption 
of a KWW functional form is indeed very adequate for the description of 
SseJA Q,t). Moreover, precise values for the stretching exponent can be obtained 
from such experimental curves. For PIB a f3-value of 0.55 delivers good quality 
fits in the whole T- and Q-range investigated [147]. This is shown in Fig. 4.14a 
for several Q-values at the highest temperature investigated, 390 K. The value ob­
tained for f3 in the incoherent case denotes the same stretching as that observed 
for the structural relaxation in this polymer (see Table 4.1). While in the case of 
PIB the time-temperature superposition principle seems to be fulfilled for 
SseJt< Q,t), the results on PI show a tendency of the shape parameter f3 to increase 
with increasing temperature (from about 0.40 to 0.57 in 280 K~T~340 K). The 
reported value for f3 obtained from the dynamic structure factor at 1.44 A -1, i.e. 
close to Qmax> is 0.38 [8]. A similar value has also been found from DS mea­
surements [ 8]. Regarding a possible Q-dependence of the stretching, from the 
experimental spectra it is not possible to resolve a clear variation. The data are 
compatible with a description in terms of a Q-independent f3-value. 

In addition, NSE measurements have allowed confirmation of the relation 
between non-Debye behaviour and Q-dispersion of Tself (Eq. 4.11) proposed 
from the early BS studies of s.e~t<Q,t) (148]. Figure 4.14b displays for PIB the 
characteristic times determined from the NSE experiments. The law Q-2/fJ pro­
vides a nearly perfect description of the Q-dependence of these times, at least 
in the Q-range below 1 A -1• Above this value, some deviations towards a weaker 
dependence could be envisaged. But, within the uncertainties and below 1 A-1, 

it is clear that (i) the Q-dependence is well captured by the proposed law 
TseJfecQ-21fJ and (ii) it is fulfilled for all temperatures investigated. This is evi­
denced by the factorization of the Q- and T-dependencies of Tself· Analogous 
results could be deduced from the PI study [9, 154] in a similar Q-range. Thus, 
the NSE studies on these two polymers provide strong support to the previous 
BS results on the Q-dependence of Tself· This can also be realized from Fig. 4.13, 
which includes the times determined from NSE for PI and PIB. Very recent NSE 
experiments on a third polymer, PVE [ 155] already show some slight deviations 
from Gaussian behaviour at Qz0.5 A -1, which will be discussed later. 

We may now discuss the implications of the results found for the self-mo­
tion of hydrogens in the a-relaxation regime by neutron scattering. It is well 
known that for some simple cases - free nuclei in a gas, harmonic crystals, 
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Fig.4.14 Results on fully protonated PIB by means of NSE [147]. a Time evolution of the 
self-correlation function at the Q-values indicated and 390 K. Lines are the resulting KWW 
fit curves (Eq. 4.9). b Momentum transfer dependence of the characteristic time of the KWW 
functions describing Sseu{ Q,t) at 335 K (circles), 365 K (squares) and 390 K (triangles). In the 
scaling representation (lower part) the 335 K and 390 K data have been shifted to the refer­
ence temperature 365 K applying a shift factor corresponding to an activation energy of 
0.43 eV. Solid (dotted) lines through the points represent Q-210·55 (Q-2) power laws. Full 
symbol: .A=6 A, empty symbols .A=10 A (Reprinted with permission from [147]. Copyright 
2002 The American Physical Society) 
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simple diffusion at long times- Gs(r,t) is a Gaussian function [ 150, 156]; in an 
isotropic system this implies: 

gauss [ a ( t)] 312 
Gs (r,t)=----;- exp[-a(t)r] (4.12) 

In such a Gaussian case the intermediate scattering function is entirely deter­
mined by the mean squared displacement of the atom (r(t)): 

s:ea;;ss(Q,t) = exp[- (,.Z~t)) Q2] (4.13) 

In the light of the results described above (Eq.4.9,Eq.4.10 and Eq.4.11),for the 
polymer hydrogens in the a-regime the full expression for Sselt< Q,t) reads: 

Sself(Q,t) = exp(- (~2) Q2) exp[- Co(T)t Q-2/P YJ 
(4.14) 

We immediately realize that this function has exactly the Q-dependence pre­
dicted by the Gaussian approximation (Eq. 4.13 ). From the comparison between 
these two expressions (Eq. 4.14 and Eq. 4.13 ), the time-dependent mean square 
displacement of the hydrogens can easily be extracted: 

(r(t)) = 2(u2) + 6 [-t -]13 
ao(T) 

(4.15) 

This finding implies a sublinear increase of (r(t)) with time. Thus, the inco­
herent neutron scattering studies qualify the motion of the hydrogens as an 
anomalous diffusion involving a sublinearly increasing (r(t)). 

The fact that the Gaussian approximation is fulftlled in the Q-range Q~ 1 A -I 
has important implications concerning the origin of the non-exponential nature 
of the a-process [146, 153]. The understanding of the microscopic mechanism 
behind this peculiar behaviour is currently a topic of strong debate (see, e.g. 
[ 157] and references therein). '1\vo limiting scenarios are invoked to explain the 
KWW functional form. Since a monotonous function can always be written as 
Laplace transform of a non-negative function, the KWW function can easily be 
interpreted as arising from the superposition of different simple exponential re­
laxations weighted by a broad distribution of relaxation times g (ln r): 

4>(t)=exp[-(~YJ= Ig(lnr)exp(- :)d(lnr) (4.16) 
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This picture is usually known as the "heterogeneous" scenario. The distribution 
of relaxation times g (ln r) can be obtained from tl>(t) by means of inverse 
Laplace transformation methods (see, e.g. [ 158] and references therein) and for 
{3=0.5 it has an exact analytical form. It is noteworthy that if this scenario is not 
correct, i.e. if the integral kernel, exp( -t/r), is conceptually inappropriate, g(ln r) 
becomes physically meaningless. The other extreme picture, the "homoge­
neous" scenario, considers that all the particles in the system relax identically 
but by an intrinsically non-exponential process. 

The "heterogeneous" picture was involved in some of the first theoretical 
approaches to the dynamics of supercooled liquids [159-161]. This scenario 
has also recently been invoked in connection with the question of cooperative 
rearranging regions in glass-forming systems [162]. On the other hand, most 
of the experimental work accumulated over the last few years was analysed in 
the framework of the MCT [95, 96, 106], which does not address this question. 
Recent experimental results from different spectroscopic techniques (see, e.g. 
[163-165]) and computer simulations in Lennard-Jones systems [166, 167) have 
stimulated a new revival of the "heterogeneous" picture, which is usually related 
to some kind of spatial heterogeneity. It has been suggested [164] that the size 
of the spatial heterogeneities close to the glass transition temperature Tg should 
range in the nanometer scale (20-50 A for low molecular weight glass-forming 
systems and up to about 100 A for polymers). The above-mentioned results, in 
particular those related to the so called rotation-translation paradox [ 168], seem 
also to suggest that the spatial heterogeneities mainly develop in the tempera­
ture range below about 1.2 Tg, while at higher temperatures the glass-forming 
matrix appears as essentially homogeneous. For glass-forming polymers, on the 
other hand, it has also been suggested [169] that a heterogeneous structure 
should be present even at T>1.2 Tg. 

The above experimental results largely relate to spectroscopic techniques, 
which do not give direct information about the spatial scale of the molecular 
motions. The size of the spatial heterogeneities is estimated by indirect meth­
ods such as sensitivity of the dynamics to the probe size or from the differences 
between translational and rotational diffusion coefficients (rotation-translation 
paradox). It might be expected that the additional spatial information provided 
by neutron scattering could help to discriminate between the two scenarios 
proposed. 

In the "heterogeneous" scenario, and in parallel with the procedure followed 
for developing Eq. 4.16, we may consider a distribution of local diffusivities 
associated with the different regions of the sample. The resulting intermediate 
scattering function can be expressed as: 

(4.17) 

where exp(-Q!Dt) is the intermediate scattering function corresponding to 
simple diffusion in the Gaussian approximation and D the corresponding 
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diffusion coefficient. As in the case of Eq. 4.16, by properly choosing the 
distribution g(ln D-1) a KWW time dependence of the resulting Sseit< Q,t) can be 
easily reproduced. However, now the "stretched variable" is X=(ft, i.e. the "con­
jugated" variable (showing the same dimension) of the distributed magnitude 
D-1• As consequence, the resulting Sseit< Q,t) reads as: 

(4.18) 

which can also be written in the phenomenological KWW form of Eq. 4.9 with 
Tw = Q-2 D-;.,1• Therefore, in the "heterogeneous" scenario the Q-dependence of 
the phenomenological KWW relaxation time results to be the same as the 
Q-dependence of each of the elementary diffusion times associated to each 
spatial region: r=Q-2D-1• This is in clear contradiction with the experimental 
results collected so far for the Q-dependence of the characteristic time of the 
hydrogen self-motions in the a-relaxation regime (Eq. 4.11). We conclude that 
neutron scattering studies on a microscopic level rule out the origin of the 
non-exponential character of the a-relaxation as a superposition of single ex­
ponential diffusive processes. 

An anomalous sublinear time-dependence of the mean square displacement 
is obtained in the framework of many different theoretical approaches of trans­
port in disordered systems in general (see for example [170] as a comprehen­
sive review). Most of these approaches are based on random walks in fractal 
structures, which are considered as good models for the geometrical structure 
of most disordered materials. However, it is worth emphasizing that, indepen­
dently of the geometrical structure considered, these approaches should be 
classified as homogeneous, in the meaning that the sub-linear diffusion does 
not emerge as a consequence of a superposition of regular diffusion processes 
weighted by a distribution of local diffusivities. 

In general, deviations of G5(r,t) from the Gaussian form (Eq. 4.12) may be ex­
pected in certain space-time domains. These can be quantified in lowest order 
by the so-called second order non -Gaussian parameter a2 defined as [ 171]: 

(4.19) 

where the moments are defined in the usual way: 
~ 

(rn) = J y2n G8 (r,t) 4nrdr (4.20) 
0 

In the Gaussian approximation (Eq. 4.12) the mean squared displacement is 
given by (r(t))=3/[2a(t) ], and a 2(t) is zero of course. In the light of the above 
results obtained by neutron scattering (summarized in Eq. 4.14), the values of 
the non-Gaussian parameter for this process should be very small. However, 
this result is in apparent contradiction to recent molecular dynamics (MD) 
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simulation results on glass forming systems of different nature like water [ 172], 
Lennard-Jones liquids [166], selenium [173] and orthoterphenyl [174]. In all 
these cases, an almost universal behaviour for this parameter is found (see e.g. 
[173]): it takes positive values showing a maximum that shifts towards longer 
times wi~ decreasing. temperatu~e. Experimentally, the validity of Eq. 4.11 h~d 
been mamly checked m the restncted range Q~1 A -1• We note, however, that m 
the case ofpoly(vinyl methyl ether) (PVME), where the study was extended up 
to (F5 A -1 by the thermal BS instrument IN13 at the Institut Laue Langevin (ILL, 
Grenoble, France), indications of deviations from Eq.4.11 appear at high Q [ 153]. 

These two facts motivated a critical check of the validity of Eq. 4.11 in a wide 
Q-range [9, 105, 154, 155]. For this purpose the information obtainable from 
fully atomistic MD simulations was essential. The advantage of MD simulations 
is that, once they are validated by comparison with results on the real system, 
magnitudes that cannot be accessed by experiments can be calculated, as for 
example the time dependence of the non-Gaussian parameter. The first system 
chosen for this goal was the archetypal polymer Pl. The analysis of the MD 
simulations results [ 105] on the self-motion of the main chain hydrogens was 
performed in a similar way to that followed with experimental data. This led to 
a confirmation ofEq.4.11 beyond the uncertainties for Q~1.3 A-1 (see Fig.4.15). 
However, clear deviations from the Q-dependence of the Gaussian behaviour 
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Fig.4.15 Momentum transfer (Q)-dependence of the characteristic time 1\Q) of the a-relax­
ation obtained from the slow decay of the incoherent intermediate scattering function of the 
main chain protons in PI (0) (MD-simulations). The solid lines through the points show the 
Q-dependencies of 1\ Q) indicated. The estimated error bars are shown for two Q-values. The 
Q-dependence of the value of the non-Gaussian parameter at 1\Q) is also included (filled 
triangle) as well as the static structure factor S(Q) on the linear scale in arbitrary units. The 
horizontal shadowed area marks the range of the characteristic times rNMR· The values of the 
structural relaxation time r, and t* are indicated by the dashed-dotted and dotted lines, re­
spectively (see the text for the definitions of the timescales). The temperature is 363 Kin all 
cases. (Reprinted with permission from [ 1 05]. Copyright 2002 The American Physical Society) 
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were found at higher Q-values (see Fig. 4.15). The calculated non-Gaussian 
parameter showed a double peak structure (see Fig. 4.16} where the short-time 
maximum is related to the fast librational motions of C-H bonds and the other 
is centred at a time t*z4 ps, i.e. in the so-called decaging regime of (r(t}) (ter­
minology of mode coupling theory [95, 96, 106]). This second peak of a 2(t) 
shows a similar behaviour to that observed in the computer simulations previ­
ously mentioned. Thus, glass-forming polymers are not an exception regarding 
this question. Once the sublinear behaviour of (r(t)) is well established (the 
a-relaxation governs the dynamics}, a 2(t) decreases to its long-term limit of 
zero. The deviations from Gaussianity evidenced by the second peak of a 2(t) 
manifest in the weakening of the Q-dependence of rseit< Q) at high Q-values. 

In a feedback-based procedure, careful neutron scattering measurements on 
the real sample (PI with deuterated methyl groups) were carried out. The aim 
was to establish the experimental evidence of the crossover from Gaussian to 
non-Gaussian behaviour found from the MD-simulations for self-motion of PI 
main chain protons in the a-relaxation regime. By combining three spectrom­
eters, the NSE spectrometers INllc and that in Jtilich and the BS instrument 
IN13, the widest Q-range available (0.1::;Q:;5 A-1) was covered [9, 154]. Some 
examples of the data acquired byNSE are shown in Fig.4.12a.Due to the strong 
Q-dependencies of the spectra and the limited dynamic window of the spec­
trometers used, measurements at different temperatures had to be combined 
in order to cover the whole Q-range under investigation. A slight increase was 
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Fig. 4.16 Time evolution of the mean squared displacement (il-) (empty circle) at 363 K and 
the non-Gaussian parameter a2 obtained from the simulations at 363 K (filled circle) for the 
main chain protons of Pl. The solid vertical arrow indicates the position of the maximum of 
a 2, t*. At times t:>r(Qmax), the crossover time, a 2 assumes small values, as in the example 
shown by the dotted arrows. The corresponding functions (r) and a2 are deduced from the 
analysis of the experimental data at 320 K in terms of the jump anomalous diffusion model 
and are displayed as solid lines for (r)and dashed-dotted lines for a2• (Reprinted with per­
mission from [9]. Copyright 2003 The American Physical Society) 
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Fig. 4.17 a Momentum transfer dependence of the characteristic times obtained from the 
KWW description of the results on Pid3 obtained by BS (ILL Grenoble) (cross 260 K,filled 
triangle 280 K, filled diamond 300 K), IN 11 C (empty triangle 280 K, empty diamond 300 K, 
empty square 320 K, empty circle 340 K) and Jiilich NSE spectrometer (filled circle 340 K). 
b Master curve constructed exponentiating the points in a to the power of f3 and shifting 
them by the appropriate factors aT. Straight lines show Gaussian behaviour. The dashed line 
in b shows the description of the master in terms of an anomalous jump diffusion model (see 
text) with Ca0=0.42 A. The inset compares the shift factors obtained from dielectric spec­
troscopy (solid line) and from S,e1r(Q,t) [9] (cross). The average times from the pair correla­
tion function measured by INll at 1.44 A -I on Pld8 are also displayed (x) (Reprinted with 
permission from [9]. Copyright 2003 The American Physical Society) 
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found for the value of the shape parameter f3 with increasing temperature 
({3z0.4 at 260 K and {3=0.57 at 340 K), leading to a variation of the Q-dependence 
of the characteristic time with temperature (see Fig. 4.17a). Therefore, the best 
way to bring together all the experimental data at different temperatures was to 
use a representation analogous to that shown in Fig. 4.13. Exponentiating the 
time scales to the corresponding f3 value, the Gaussian behaviour translates in a 
Q-2 power law. Then the application of the temperature-dependent shift factors 
shown in the inset allowed the building of the master curve presented in 
Fig. 4.17b. This curve unequivocally demonstrates the existence of the crossover 
in the experimental data also. 

The deviations from Gaussian behaviour were successfully interpreted as 
due to the existence of a distribution of finite jump lengths fa. underlying the 
sublinear diffusion of the proton motion [9, 149, 154]. A most probable jump 
distance of erxo=0.42 A was found for PI main-chain hydrogens. With the model 
proposed not only a good description of the Q-dependence of the characteris­
tic time is achieved (Fig. 4.17b), but it also accounts for the a 2(t) time depen­
dence in an approximate way (Fig. 4.16). 

A similar combined study involving NSE and MD simulations has recently 
been performed on the hydrogen motion ofPVE [155]. The almost perfect agree­
ment between experiment and simulation can be appreciated from Fig. 4.18. For 
PVE, the Q-range where the correlation expressed by Eq. 4.11 holds is restricted 
to ~0.5 A-1 approximately (Fig. 4.19a). With increasing Q, Tsel~Q) bends sys­
tematically upwards, deviating from the Gaussian prediction (power law indi­
cated by the dotted line). We note that the slight "bump" in the experimental data 

0.1 10 100 1000 
t (ps) 

Fig.4.18 S .. 1t{Q,t) for all protons in PVE at 418 K: MD simulations (lines) and NSE results 
(empty symbols .A=8 A, full symbols .A=5.6 A) at the Q-values indicated. The dotted lines are 
KWW descriptions of the second decay with {3=0.55. For the purpose of comparison with 
the MD-simulation the NSE-data were corrected for"band pass" effects [155] 
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Fig. 4.19 r •• 1t< Q) obtained for a all the protons in PVE (empty MD simulations, full NSE, 
{3=0.55) and b the main chain (filled circle, {3=0.66) and the side group hydrogens (empty 
circle, {3=0.51), both from the MDS. Dotted lines are expected Q-dependence from the 
Gaussian approximation in each case. Solid lines are description in terms of the anomalous 
jump diffusion model. Insets: Chemical formula of PVE (a) and distribution functions 
obtained for the jump distances (b) 

around Q=0.7 A-1 is probably a reminiscence of the coherent contributions 
close to the main peak of the partial structure factor corresponding to the fully 
protonated sample. As the collective dynamics tends to slow down close to the 
maxima of the structure factors, coherent contributions lead to effective longer 
times for the decay function. 

The stronger deviations from Gaussian behaviour for PVE, a polymer with 
large side groups (see Table 1.1), could be caused by the different mobility of 
the hydrogens linked to the main chain carbons and those in the side groups. 
This hypothesis could be confirmed by the MD simulations. Distinguishing the 
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main chain from the side group hydrogens, the respective Tselt< Q) showed the 
deviations at higher Q-values, as can be seen in Fig. 4.19b. For both subsystems 
of atoms, the anomalous jump diffusion model proposed in [ 154) could account 
for the Q-dependence of Tselt< Q), obtaining different values for the mean jump 
distances involved in each case (see inset of Fig. 4.19b). 

Thus a possible interpretation of deviations from Gaussianity - beyond 
those expected from the jump effect- can be based on the existence of distri­
butions of atoms with different degrees of mobility in the sample, and hence 
particularly strong deviations from the Gaussian behaviour of the incoherent 
scattering function might be assigned to such dynamic heterogeneities in the 
sample. This phenomenon is well known in blends of polymers (see Sect. 6.1) 
[175). There is also another homopolymer, PVC, where an extremely non­
Gaussian behaviour has been found [128]. The nature of this polymer has 
turned out to be so particular [176] that books have even been devoted to it 
[ 177). Strong controversies on its "crystalline" nature can be found in the liter­
ature [ 17 6-184], and even more than sixty years ago it was established that the 
a-relaxation in this polymer shows an anomalous rapidly increasing broad­
ening with decreasing temperature approaching Tg [185]. In [128] the struc­
tural features of PVC were studied by SANS and the dynamic behaviour by a 
combination of DS, NSE on the dynamic structure factor at Qmax and BS on the 
self-motions of protons. This combined effort allowed the establishment of the 
existence of dynamic heterogeneities, which could be explained by the coex­
istence of regions with different dynamic properties leading to a distribution 
of characteristic relaxation times. For all regions, the same functional form for 
the a-relaxation was assumed, which could be unequivocally determined from 
the NSE data at Qmax· The distribution of relaxation times found was compati­
ble with the distribution of only one variable, the glass transition temperature 
of the region. This could be understood by taking into account structural het­
erogeneities related to the presence of microcrystallites in this peculiar polymer. 
This example shows how the microscopic insight offered by neutron scattering 
can be of utmost relevance for unravelling long-standing problems in polymer 
physics. 

Finally we compare the temperature dependencies reported for the struc­
tural relaxation and the self-motion of hydrogens studied by NSE. For PI, the 
shift factors used for the construction of the master curve on Tselt< Q, nP 
(Fig. 4.17) are identical to those observed for the structural relaxation time [ 8]. 
This temperature dependence also agrees with DS and rheological studies. The 
case of PIB is more complex [ 147). The shift factors obtained from the study of 
rse1t< Q, T) (Fig. 4.14b) reveal an apparent activation energy close to that reported 
from NMR results (""0.4 eV) [136]. This temperature dependence is substan­
tially weaker than that observed for the structural relaxation time (""0.7 eV, 
coinciding with rheological measurements) in the same temperature range (see 
Fig.4.20). 
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Fig. 4.20 Temperature dependence of the average relaxation times of PIB: results from rhe­
ological measurements [34] (dashed-dotted line), the structural relaxation as measured by 
NSE at Qmax (empty circle [125] and empty square), the collective time at 0.4 A-1 (empty 
triangle), the time corresponding to the self-motion at Qmax (empty diamond), NMR (dotted 
line [ 136] ), and the application of the Allegra and Ganazzoli model to the single chain dy­
namic structure factor in the bulk (filled triangle) and in solution (filled diamond) [186]. 
Solid lines show Arrhenius fitting curves. Dashed line is the extrapolation of the Arrhenius­
like dependence of the P-relaxation as observed by dielectric spectroscopy [ 125]. (Reprinted 
with permission from [187]. Copyright 2003 Elsevier) 

4.2 
j:J-Relaxation 

In the previous section it has been shown that the temporal evolution of the 
pair correlations at the interchain peak is governed by the structural relaxation. 
If we move now towards more local scales - i.e. higher Q-values - we see that 
the static correlations observed in Spair( Q) correspond to pair correlations along 
a given chain. It is then natural to think that their time dependence might 
relate to dynamic processes other than the structural relaxation. 

The first experimental observation of such an effect in the decay of the 
dynamic structure factor was made on PB, when it was explored close to the 
first minimum of Spair( Q) ( Qmin = 1.88 A -I, see Fig. 4.2) [ 188]. Two salient features 
were reported in that work: 

i. The spectral shape was different from that measured for the a-relaxation at 
the first peak Qmax 

ii. At temperatures above T8 +40 K the temperature dependence of the micro­
scopic relaxation agreed with the viscosity scale [124] and at lower tem­
peratures strong decoupling effects were found 

These are clearly evidenced in the scaling representation shown in Fig. 4.21. 
Thus, at high temperatures the decay of the correlations at Qmin seem to relate 
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Fig. 4.21 Scaling representation of the NSE data on fully deuterated PB near the first valley 
of S(Q) (Q=1.88 A-1). The scale rq(D is taken from viscosity measurements. The solid line 
represents the master function obtained for the spectra at temperatures ~220 K (KWW with 
{3=0.37). The dashed lines are the result of fitting stretched exponentials to the different 
low-T spectra keeping {3=0.37 fixed: (filled diamond 280 K,filled circle 260 K, empty trian­
gle 250 K, empty diamond 240 K, cross 230 K, empty square 205 K,filled square 190 K, empty 
circle 180 K) (Reprinted with permission from [188]. Copyright 1992 The American Physi­
cal Society) 

to the structural relaxation (the temperature dependence there coincides with 
the structural time). However, at lower temperatures a different relaxation 
mechanism taking place at these more local scales is active in the NSE window. 
An approximate Arrhenius-like behaviour was found for this additional process 
(see Fig. 4.22). This observation, together with later dielectric measurements on 
the same sample, brought evidence that below the decoupling temperature, 
which coincides with the temperature where the dielectric a- and P-relaxations 
merge (T m• see Fig. 4.8), the NSE relaxations appeared to be related to the 
P-process observed by relaxation techniques. 

A later systematic study carried out on this polymer in a wide Q-range 
extending from the first to the second maxima of Spair( Q) and exploring lower 
temperatures established the existence of a microscopic secondary process, 
which can be related to the dielectric P-relaxation [133, 189]. In particular, the 
measurements of Spair(Q,t) at Q=2.71 A-1, i.e. close to the second Spair(Q) max­
imum, revealed severe deviations from scaling with the structural relaxation 
(see Fig. 4.23). 

A phenomenological description of the dynamic structure factor at this 
Q-value by KWW functions: 

(4.21) 
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Fig. 4.22 Arrhenius representation of the relaxation rates obtained from fitting stretched 
exponentials to the spectra of PB at Q= 1.88 A -1 at different temperatures. The three symbols 
represent three different sets of experiments carried out in separate experimental runs. The 
solid line displays the viscosity time scale. The dashed line indicates the Arrhenius behaviour 
of the low-temperature branch. (Reprinted with permission from [ 188]. Copyright 1992 The 
American Physical Society) 
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Fig. 4.23 Scaling representation of the dynamic structure factor of PB data at Q=2.71 A -1 

(empty circle 300 K,filled circle 280 K, empty diamond 260 K,filled diamond 240 K, empty 
triangle (up) 220 K, filled triangle (up) 205 K, empty square 190 K, filled square 180 K, empty 
triangle (down) 170 K). Solid lines correspond to KWW functions with fJ=0.41 (133] 
(Reprinted with permission from [133]. Copyright 1996 The American Physical Society) 



4 Local Dynamics and the Glass Transition 99 

-5 

-6 / 0 

-7 
~~ ,.-... 

Cl.l 
'-" 

l -8 
~ 

~ 

0 
-9 

~ 
~ 

/ . ..9 -10 

-11 0 

0 

-12 
3 3.5 4 4.5 5 5.5 6 

1000/T(K) 

Fig. 4.24 Temperature dependence of the characteristic times obtained from the fits of 
Spair( Q,t) to stretched exponentials with {3=0.41 at Qmax= 1.48 A-1 (filled circle) and 2.71 A -1 

(empty circle). Dashed-dotted line corresponds to the Vogel-Fulcher-like temperature de­
pendence of the viscosity and the solid line to the Arrhenius-like temperature dependence 
of the dielectric {3-relaxation. (Reprinted with permission from [189]. Copyright 1996 The 
American Physical Society) 

with a fixed value of the shape parameter (/J=0.41) led to an Arrhenius-like 
behaviour of the characteristic times rpair( Q=2.71 A -I) as displayed in Fig. 4.24 
(empty circles). Comparison with the temperature dependence of the dielectric 
fJ-process (solid line in the figure, corresponding to an activation energy of 
0.41 e V) [ 189, 190] strongly suggests that the decay of the intrachain correlations 
at the second structure factor peak indeed relates to the secondary relaxation 
observed by DS. However, the absolute values of the characteristic times ob­
tained from both techniques differed by about two orders of magnitude [ 133, 
189]. Thus, these NSE experiments revealed the very astonishing result that in 
PB the density fluctuations at intrachain scales, directly seen by neutrons, seem 
to decay about 100 times faster than the dipole orientations observed by di­
electric spectroscopy, but with the same activation energy. 

4.2.1 
Model for P-Relaxation 

In [189] a simple two state model for the dynamic structure factor corre­
sponding to the Johari-Goldstein fJ-process was proposed. In this model the 
P-relaxation is considered as a hopping process between two adjacent sites. 
For such a process the self-correlation function is given by a sum of two con­
tributions: 

(4.22) 
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with 

sinel(Q) = _!_[1- sin(Qdp)] 
self 2 Qdp 

(4.23) 

and 

sel ( Q) = _!_ [1 + sin ( Qdp)] 
self 2 Qdp 

(4.24) 

Here dp is the distance between the two sites and r(E) is the jump time corre­
sponding to an activation energy E: 

r(E) = T0 exp(~) kBT 
(4.25) 

The elastic contribution s:~u is also called elastic incoherent structure factor 
(EISF). It may be interpreted as the Fourier transformed of the asymptotic 
distribution of the hopping atom for infinite times. In an analogous way to the 
relaxation functions (Eq. 4.6 and Eq. 4.7), the complete scattering function is 
obtained by averaging Eq. 4.22 with the barrier distribution function g(E) ob­
tained, e.g. by dielectric spectroscopy (Eq. 4.5) 

+= 
S~elf(Q,t) = J g (E) S~~f(Q,t) dE (4.26) 

0 

The Q-dependence of the two contributions to Eq. 4.22 (or equivalently, to 
Eq. 4.26) is displayed in Fig. 4.25 for the case dp=1.5 A. From the oscillation of 
both contributions with Q the jump distance may be obtained. The associated 
timescale may be found from the time decay of the inelastic part. 

Fig. 4.25 Elastic and inelastic contribution to the incoherent scattering function for jump 
motion between two sites separated by 1.5 A 
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The coherent counterpart is more difficult to obtain, since now we have to 
deal with a change of configurations of atoms rather with single atom jumps. 
The conceptual difference between the pair and self-correlation function for 
jump processes may be visualized most easily considering rotational jumps. Let 
us regard, for example, the 120° rotational jumps of a methyl group around its 
symmetry axis. The self-correlation reveals the atomic jumps of the associated 
hydrogens. The pair correlation reflects the change of atomic configurations 
before and after the jump. Since a 120° jump does not change the configuration, 
a coherent scattering experiment would not reveal any dynamic effect. 

A reasonable approximation for the pair correlation function of the {3-process 
may be obtained in the following way. We assume that the inelastic scattering is 
related to uncorrelated jumps of the different atoms. Then all interferences for 
the inelastic process are destructive and the inelastic form factor should be 
identical to that of the self-correlation function, s~:~:( Q) given by Eq. 4.24. On 
the other hand, for t=O the pair correlation function is reflected by the static 
structure factor Spair( Q). As this condition ~as to be fulfilled also by S ~air( Q,t), 
its elastic contribution has to be Spair( Q)-s~:~J( Q). For the normalized dynamic 
structure factor, we arrive at: 

S€air(Q,t) =I Spair(Q)- s~:~J(Q) + s~:~l e-2t!r(E)\ 

Spair ( Q) \ Spair ( Q) Spair ( Q) I (4.27) 

This incoherent approximation does not reveal symmetry e.g. related cancel­
lations, but displays a major feature of the corresponding dynamic structure 
factor, namely the relative suppression of the inelastic contributions from local 
jump processes at the maximum of the static structure factor. The application 
of this model to the case of PB resulted in a very good description of the experi­
mental data in the temperature range where the a-relaxation contribution is 
sufficiently slow (well below the dielectric merging T m), (Fig. 4.26). The jump 
distance of the /3-process was found to be 1.5 A [133, 189]. Fig. 4.27 displays the 
corresponding inelastic dynamic structure factor (Eq. 4.27). It is strongly re­
duced at the position of the first peak, while it contributes significantly at higher 
Q. This picture suggests a Q-selectivity for the different relaxation processes: 
at Qmax local jump processes contribute only weakly and the relaxation due to 
interchain motion dominate. On the other hand at larger Q, in particular in the 
minimum of Spair( Q), the secondary relaxation reveals itself. 

A more realistic model for the secondary relaxation needs to consider motions 
of a molecular group (considered as a rigid object) between two levels. The group 
may contain N atoms with the scattering length bi at positions ri, (i=1,N). The 
associated motion may consist of a rotation around an arbitrary axis, e.g. through 
the centre of mass depicted by a rotational matrix .Q and a displacement by a 
translational vector B.. In order to evaluate the coherent dynamic structure factor, 
scattering amplitudes of the initial (1) and final (2) states have to be calculated: 

A1(Q) =I, biexp(iQri); A2(Q) =I, biexp[iQ(.Qri+B.)] (4.28) 
i i 
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Fig.4.26 PB NSE spectra in the f:l-relaxation regime: a at 205 K for the Q-values indicated; 
bat Q=1.88 A-1 and cat 2.71 A-1 for the temperatures indicated. Solid lines are the fitting 
curves obtained in the incoherent approximation for the inelastic part (jump distance 
d13=1.5 A). (Reprinted with permission from [133]. Copyright 1996 The American Physical 
Society) 
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Fig. 4.27 Q-dependence of the amplitude of the relative quasi-elastic contribution of the 
{3-process to the coherent scattering function ,9n<1( Q}/S( Q) obtained for PB from the hopping 
model (solid line) with d~==l.S A. The static structure factor S(Q) at 160 K [123] is shown for 
comparison (dashed-dotted line) 

If the object is embedded into a matrix with the same average scattering prop­
erties as the considered jumping unit, then the scattering contrast from the 
average size of the object is matched by the matrix and the corresponding 
forward scattering is suppressed. It can be shown [133] that the dynamic struc­
ture factor for an object embedded in a matrix, which performs jumps in a two 
level system, can be obtained as: 

+: ([A 1(Q) -A2 (Q)]2)exp(- 2:) 

= S~~ir(Q) + S~~~~(Q) exp[- 2:] 

(4.29) 

For reorientational motions the hole in the embedding medium does not change 
and Eq. 4.29 is valid for arbitrary reorientations. In the case of translational 

1 
jumps the quantity -([A1(Q)+A2(Q)]2)-(A(Q))2 representing the structure 

4 
factor for t~oo may formally lead to negative intensity - if the separation be­
tween initial and final state is sufficiently large ([A1(Q)+A2(Q)]2) may decay 
faster with Q than (A( Q))2• In the taken approximation the requirement of over­
all positive intensity has to be fulfilled by the centre of mass correlation term 
(A( Q) )2 Sc( Q), restricting possible translational jumps to those which are com­
patible with the translational correlations in the system. 
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Fig. 4.28 a Form factor associated to the cis-unit of PB, which is schematically represented 
in the inset. band c show the Q-dependence of the amplitude of the relative quasi-elastic 
contribution of the /3-process to the coherent scattering function obtained for rotations of 
the cis-unit around an axis through the centre of mass of the unit and through the main 
chain, respectively, for different angles: 30° (empty diamond), 60° (filled diamond), 90° 
(empty triangle) and 120° (filled triangle). The static structure factor S(Q) at 160 K [123] is 
shown for comparison (dashed-dotted line) (Reprinted with permission from [133]. Copy­
right 1996 The American Physical Society) 
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Using the above approach, an attempt to gain information on the molecular 
jump geometry was performed for PB. PB is built from basically two different 
rigid units, the cis- and the trans-units. The cis-group (see Fig. 4.28) carries the 
dielectric dipole - thus its motion is observed by dielectric spectroscopy. The 
form factor ( (A2)-(A)2 ) of the cis-unit (Fig. 4.28a} shows a first intensity max­
imum around Q=3 A-t, where a high contribution of the fJ-process to the 
structure factor is experimentally observed. A possible elemental process for 
the fJ-relaxation could be the rotation of a cis-unit around a given axis paral­
lel to the double bond and in the plane defined by the C-CD=CD-C rigid unit 
(see Fig. 4.28). The relative inelastic contribution s~:~~(Q)/Spair(Q) calculated 
for different rotation angles around an axis passing tlirough the centre of mass 
is depicted in Fig. 4.28b and through the C-atoms along the main chain in 
Fig. 4.28c. For rotations of 60° and 120° around the centre of mass axis, the 
obtained coherent inelastic form factors follow qualitatively the result of the in­
coherent approximation for 1.5 A jumps. Thus, such rotational jump processes 
are well compatible with the observed NSE spectra. We note that the form fac­
tor for a trans-unit is very similar and that analogous considerations hold. The 
picture is quite different for rotations around an axis through the main chain 
C-atoms. In this case strong inelastic scattering is predicted to occur around 
1 A-1• For rotational angles >70° the consistency condition of Eq. 4.29 cannot 
be fulfilled, leading to negative elastic intensities. The corresponding large 
displacements are inconsistent with the approximation used and also are not 
reasonable. The NSE data thus indicate that rotational processes around the 
centre of mass axis of the cis-units are likely to be the motional mechanism be­
hind the fJ-relaxation. 

Finally, recently depolarized light scattering spectra [191] display an addi­
tional process that shows a much faster characteristic time and a much weaker 
temperature dependence than the dielectric fJ-relaxation (more than three 
orders of magnitude faster time at -200 K and an activation energy of 0.16 e V, 
about half of the dielectric value). Also atomistic simulations on PB have indi­
cated hopping processes of the trans-double bond [ 192, 193] with an associated 
activation energy of -0.15 eV. Whether these observations may be related with 
the discrepancy in the apparent time scale of the NSE and dielectric experi­
ments remains to be seen. 

4.3 
aj:J-Merging 

At the merging temperature T m the a-relaxation time matches that of the fJ-re­
laxation.Around this temperature, the dynamic structure factor has to be gen­
eralized, in order to include also the segmental diffusion process underlying the 
a-process. The fJ-process can be considered as a local intrachain relaxation 
process, which takes place within the fixed environment set by the other chains. 
When the segmental diffusion reaches the timescale of the local relaxation, 
given atoms and molecular groups will noticeably participate simultaneously 
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in both motional mechanisms: the intrachain {3-relaxation and the interchain 
a-relaxation. The simplest way to approach the combination of the two processes 
is to assume that they are statistically independent. Then the self-correlation 
function describing the motion of an atom, which takes part in the statistically 
independent a- and {3-processes, can be written as a convolution product of the 
corresponding self-correlation functions: 

G~gf (r, t) = I G~e]f (r', t) G~elf (r- r~ t) dr' (4.30} 

The self (incoherent) structure factor, which is given by the Fourier transfor­
mation of G~gf (r, t), then becomes the direct product of the structure factors 
corresponding to the two processes: 

p- p- -
S~elf( Q, t) = Sself( Q, t) S~elf( Q, t) (4.32) 

However, in the coherent case the derivation of a similar expression is not 
straightforward, because the correlations between all the pairs of scatters (j,i) 
have to be taken into account. One possibility is to follow the procedure de­
scribed in [133], which is based on a generalization of the Vineyard approxi­
mation [ 194]. The dynamic structure factor of the combined process can be 
written as: 

s;~r ( Q, t) = s:air ( Q, t) s~elf( Q, t) (4.33} 

where S~air(Q,t) is the coherent structure factor of the {3-process. In this ap­
proach we obtain an expression for s;~( Q,t) connecting the coherent structure 
factor of the P-relaxation with the relaxation function of the a-process, where 
in the language of the Vineyard approximation S~air( Q,t} takes the role of Spair( Q). 

Such an approach for the first time was applied to NSE data from PB in 
[133]. It was assumed that S~air(Q,t) was known from the study performed be­
low T m (i.e. by using the dielectric distribution of activation energies and a 
jump distance of 1.5 A) and that the values of the parameters involved could 
be extrapolated to higher temperatures. For S~elf(Q,t), the spectral shape and 
the temperature dependence of the characteristic times were assumed to be 
those deduced from the inspection of the pair correlation function at the first 
maximum (KWW functional form (Eq. 4.9} with {3=0.41 and T5e1r(Q,T}:=:::r5 

(D=r'l(D) (see Sect. 4.1, [133]). The Q-dependence of Tself(Q) was obtained 
from the fitting of the NSE curves to the theoretical function. It is noteworthy 
that the only free parameters in the fitting procedure were Tself ( Q) and ampli­
tude factors which account for faster processes like phonons, that are not visible 
in the NSE window but contribute to the total amplitude. Figure 4.29 shows 
resulting fit curves for several temperatures for Q values around the first max­
imum, minimum and second maximum of Spair( Q). The excellent agreement 
between the model scattering function and the experiment strongly supports 
the hypothesis that the a- and {3-relaxations behave independently of each 
other. Tselr< Q) approximately follows a power law in Q as one would expect for 
the self-correlation function [133]. 
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Fig.4.29 a PB NSE spectra for the Q-values indicated at 220 K (filled circle), 240 K (empty 
triangle), 260 K (filled diamond) and 280 K (empty diamond). bat 260 K for the Q-values 
indicated. Solid lines are fitting curves (see text). (Reprinted with permission from [133]. 
Copyright 1996 The American Physical Society) 

The same approach to describe the af3-merging was further applied to PIB 
[125]. In contrast to PB, the neutron and dielectric prefactors for the dielec­
tric J3-relaxation timescale agree closely. The relaxation map for this polymer, 
displayed in Fig. 4.30, shows two processes that can be classified as secondary 
relaxations: the dielectrically determined J3-relaxation and the so-called 6-
process, characterized from NMR measurements and interpreted as a methyl 
group rotation [196]. We note that both relaxations show very similar activa­
tion energies, though the dielectric process cannot be understood in terms of 
a simple methyl rotation - this is dielectrically inactive. Thorough NSE mea­
surements on the PIB dynamic structure factor in the supercooled liquid state 
were performed in a wide Q-range including the first and second maxima 
[125]. In the temperature region investigated (270 K:5:T:s390 K) contributions 
from both, the a and the J3-relaxations, were expected (see Fig. 4.30). 

For this polymer the influence of the secondary relaxation on the dynamic 
structure factor seems to be much weaker than in the case of PB. Figure 4.31 b 
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Fig. 4.30 Arrhenius plot of the characteristic frequencies (corresponding to the maximum 
of the dielectric loss) for PIB of the a- (filled triangle) and {J-relaxation (filled circle). The 
solid line represents a fit with an Arrhenius law. Dashed-dotted and dashed lines are the 
temperature laws shown in [135] for the a-relaxation and the secondary relaxation observed 
by NMR respectively. The squares correspond to the characteristic rates of the {J-process 
obtained from the quasi-elastic IN16 spectra and the thick solid line shows those deduced 
from the analysis of the elastic intensities (Reprinted with permission from [ 195]. Copyright 
1998 American Chemical Society) 

shows that for three characteristic Q-values (at the first maximum Qmax• at the 
minimum Qmin and at the second maximum of Spair(Q), see Fig. 4.31a) a good 
superposition of the spectra at different temperatures can be achieved by 
using the same shift factors. These were obtained from rheological measure­
ments [34]. The only signature of contributions from processes other than the 
structural relaxation is the larger stretching observed at Q-values beyond the 
first maximum: the /3-parameter describing the master curves in Fig. 4.31b 
decreases from 0.55 at Qmax to 0.46 at Qmin and 0.40 at the second maximum. 
Following a similar procedure as for PB, the NSE data were interpreted in 
terms of statistically independent a- and P-relaxations, assuming for the later 
the same distribution of activation energies as that deduced from dielectric 
spectroscopy [125].Also, the prefactor of the timescale was fixed to the dielec­
tric result. The good agreement achieved can be appreciated for several spec­
tra at 365 K (Fig. 4.32a) and at Qmin (Fig. 4.32b). As discussed above, in this 
Q-region the Spair( Q) renormalization enhances to a maximum degree the rela­
tive contribution of the localized processes to the dynamic structure factor. For 
PIB the proposed scenario also accounts well for the experimental behaviour. 
The relative contribution of the secondary process to the normalized dynamic 
structure factor is found to be only some 10% at most. The involved jump 
distances are found to be in the range dp=0.5-0.9 A (see Fig. 4.33) [125]. This 
result relates well to molecular displacements expected for substate transitions 
in the double minimum potential for the split conformational states of PIB 
[197, 198]. 
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At lower temperatures- where the a-relaxation contribution in the dynamic 
window could be neglected- a deeper insight into the {3-process was achieved 
by later backscattering (BS) experiments on the fully protonated sample, i.e. ac­
cessing the self-motions of protons [195]. For the interpretation the activation 
energy distribution was fixed to that obtained from the dielectric spectroscopy 
results. The resulting {3-time scale from the BS data is shown by the squares in 
Fig. 4.30. It agrees with the dielectric data within a factor of about 2. Thus both 
processes can be considered as identical. We note moreover that the BS results 
are very close to the 6-process, indicating that this relaxation should also reflect 
the same motion. 
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Fig.4.32 PIB NSE spectra a at 365 K and different Q-values: 0.8 A-1 (empty square), 1.0 A-1 

(filled square), 1.2 A-1 (empty triangle), 1.74 A-1 (filled triangle) 2.4 A-1 (empty circle) and 
2.93 A-1 (filled circle). bat 1.74 A-1 and differenttemperatures: 270 K (filled diamond), 300 K 
(empty triangle), 335 K (filled triangle), 365 K (empty circle), and 390 K (filled circle). Solid 
lines are the fit results with the assumption of statistically independent a- and f3- relaxations 
[125] (see text) (Reprinted with permission from [125]. Copyright 1998 American Chemi­
cal Society) 

Valuable information on the geometry of the proton motion is offered by the 
Q-dependence of the elastic incoherent intensity (EISF) (see Fig. 4.34). For two 
site jumps this intensity is described by: 

1 1 sinQd 
Ssetr{Q,w::::O) =-(1 +A) +-{1-A)--

2 2 Qd 
(4.34) 
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Fig. 4.34 Comparison between the descriptions of the elastic intensity at 260 K (filled 
triangle) and 280 K (filled circle) in terms of the EISF corresponding to a methyl-group 
rotation (solid lines) and to a 2-site jump (dashed lines). (Reprinted with permission from 
[195]. Copyright 1998 American Chemical Society) 

where A is the non-resolved part of the quasielastic spectrum. The BS PIB data 
reveal a jump distance dp=2.7 A. This result rules out a simple methyl group 
rotation to be at the origin of the motion observed for the protons, as was 
invoked by NMR spectroscopy. This becomes clear in Fig. 4.34, where the 
expectation for such a rotation is compared with the experimental results. 
From these findings it becomes clear that the 6-process cannot be understood 
only in terms of a methyl-group rotation as proposed by NMR but must be 
related to a conformational rearrangement. This would explain its visibility in 
dielectric spectroscopy and the large motional amplitude derived from the BS 
experiment. Finally, a conformational process also makes plausible the ob­
servation of this process in Brillouin scattering, as reported by Patterson [ 199]. 
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It would be interesting to understand how methyl-group reorientation alone 
couples to sound waves. 

The value of the jump distance in the P-relaxation of PIB found from the 
study of the self-motion of protons (2.7 A) is much larger than that obtained 
from the NSE study on the pair correlation function (0.5-0.9 A). This apparent 
paradox can also be reconciled by interpreting the motion in the {3-regime as a 
combined methyl rotation and some translation. Rotational motions around an 
axis of internal symmetry, do not contribute to the decay of the pair correlation 
function. Therefore, the interpretation of quasi-elastic coherent scattering ap­
pears to lead to shorter length scales than those revealed from a measurement 
of the self-correlation function [195]. A combined motion as proposed above 
would be consistent with all the experimental observations so far and also with 
the MD simulation results [ 198]. 

It is noteworthy that the neutron work in the merging region, which demon­
strated the statistical independence of a- and P-relaxations,also opened a new 
approach for a better understanding of results from dielectric spectroscopy on 
polymers. For the dielectric response such an approach was in fact proposed 
by G. Williams a long time ago [200] and only recently has been quantitatively 
tested [133, 201-203].As for the density fluctuations that are seen by the neu­
trons, it is assumed that the polarization is partially relaxed via local motions, 
which conform to the P-relaxation. While the dipoles are participating in these 
motions, they are surrounded by temporary local environments. The decaying 
from these local environments is what we call the a-process. This causes the 
subsequent total relaxation of the polarization. Note that as the atoms in the 
density fluctuations, all dipoles participate at the same time in both relaxation 
processes. An important success of this attempt was its application to PB di­
electric results [133] allowing the isolation of the a-relaxation contribution 
from that of the P-processes in the dielectric response. Only in this way could 
the universality of the a-process be proven for dielectric results - the deduced 
temperature dependence of the timescale for the a-relaxation follows that 
observed for the structural relaxation (dynamic structure factor at Qmax) and 
also for the timescale associated with the viscosity (see Fig. 4.8). This feature 
remains masked if one identifies the main peak of the dielectric susceptibility 
with the a-relaxation. 

4.4 
Mode Coupling Theory 

The only currently existing theory for the glass transition is the mode coupling 
theory (MCT) (see, e.g. [95, 96, 106]). MCT is an approach based on a rather 
microscopic description of the dynamics of density fluctuations and correla­
tions among them. Although the theory was only formulated originally for sim­
ple (monatomic) fluids, it is believed to be of much wider applicability. In this 
review we will only briefly summarize the main basis and predictions of this 
theory, focusing on those that can be directly checked by NSE measurements. 



4 Local Dynamics and the Glass Transition 113 

MCT considers density fluctuations as the most important low-frequency 
process and describes the glass transition as an essentially dynamic phenome­
non. Ergodicity breaking is understood as a result of strong non-linear coupling 
between the density fluctuations. At a critical temperature Tc structural arrest 
takes place. The physical interpretation behind is the"cage effect": particles are 
constrained in their motion due to their neighbours that form a "cage" in which 
each particle is more or less confined. As the system gets denser (or the tem­
perature gets lower) structural arrest occurs because particles can no longer 
leave their cage at finite time. From this microscopic point of view, the density 
fluctuations are of prime interest. They are directly revealed by the normalized 
dynamic structure factor Spair( Q,t)/ Spair( Q) that is experimentally accessible by 
NSE. The theory results in a two-step relaxation behaviour leading to: 

Spair(Q,t) = /QtP(t) + hQF(_!_) 
Spair(Q) Tc 

(4.35) 

Above Tc the first component /QtP(t) relates to the structural relaxation while 
below Tc it measures the amount of structural arrest. The second part describes 
fast motional processes (that would take place in the picosecond range, not ac­
cessible by NSE) not related to transport phenomena. Tc is the characteristic 
time of such fast microscopic dynamics. Concerning the structural relaxation, 
the following predictions are made: 

i. All structural relaxations follow a common scaling law of the form tP(t)= 
tP(tiT.). Thereby the scale is universal. 

ii. Stretching of tP(t). 
iii. Close to Tc the a-relaxation timescale diverges with a power law: 

Ts- (Tc- n-r (4.36) 

with an exponent y> 1.76. 
iv. The non-ergodicity parameter /Q measuring the degree of correlation re­

maining at infinite time in the non-ergodic state,JQ=limr--Spair( Q,t)/Spair( Q) 
increases below Tc in the way 

(4.37) 

where C1 is a constant [ 95 ] . 
v. Qualitatively, the Q -dependence ofJQ resembles that of Spair(Q). However, 

no analytical expression is available. 
vi. The amplitude and the timescale of the structural relaxation are related 

through: 

(f< )lib 
T(Q)- h: (4.38) 
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where the so called von Schweidler exponent b is expected to be slightly larger 
than the Kohlrausch exponent f3. 

Since MCT is a quite simplified theory (originally elaborated for hard 
spheres) it has not been checked extensively with polymers. Moreover, from an 
experimental point of view the full dynamic range of interest for the theory is 
not easy to cover. To follow the two steps in the dynamic structure factor it 
is necessary to combine NSE with time-of-flight (TOF) measurements. This 
implies the use of Fourier transformation of the TOF data to the time domain. 
Therefore many of the existing investigations of MCT on polymers rest on NSE 
measurements, in particular on the observation of the decay of the dynamic 
structure factor at the intermolecular peak through the structural relaxation. 
It is remarkable that the main phenomenological features observed for the 
structural relaxation in polymers (time-temperature superposition, stretching 
and scaling with the timescale associated to the viscosity) follow directly from 
the mathematical properties of the MCT. These findings support the theory; 
however, as discussed above, the universality of the timescale might not be 
fulfllled for some correlators. Concerning the other specific MCT predictions 
related to the Q- and T- dependencies of the non-ergodicity parameter, there 
exist very few NSE experiments on polymers devoted to check them. These 
have been performed on PB [124, 204] and PI [8]. Apart from the features 
commented on already (stretching, scaling etc.) both polymers displayed a non­
ergodicity parameter /Q( T) that was very much compatible with the MCT predic­
tions. This can be realized from Figs. 4.3, 4.35, 4.36 and 4.37. The temperature 
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Fig.4.35 Right-hand side: Monomeric friction coefficients derived from the viscosity mea­
surements on PB [205]. The open and solid symbols denote results obtained from different 
molecular weights. Solid line is the result of a power-law fit. Dashed line is the Vogel-Fulcher 
parametrization following [ 205]. Left hand side: Temperature dependence of the non -ergo­
dicity parameter. The three symbols display results from three different independent exper­
imental runs. Solid line is the result of a fit with (Eq. 4.37) (Reprinted with permission from 
[204]. Copyright 1990 The American Physical Society) 
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Fig. 4.36 Scaling representation of NSE data (density correlation function) corresponding 
to PI at Q=1.92 A-1 [second maximum ofS(Q)]. Times have been divided by the KWWtime 
Tpair to obtain a master curve. T=230 (cross), 240 (empty circle), 250 (plus), 264 (empty 
square), 280 (empty triangle), 320 K (empty diamond). The solid line indicates the fit with the 
KWW law for 250 K~T~320 K resulting in the parameters fb. = 0.856±0.006, P=0.45±0.0 13. 
Insert: Temperature dependence of /Q(T), the solid line denotes the prediction of MCT 
(Eq. 4.37) (Reprinted with permission from [8]. Copyright 1992 Elsevier) 
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dependence of /Q( T) measured at the first minimum of Spair( Q) follows well 
the square root singularity of Eq. 4.37, allowing the determination of Tc: Tc= 
214±3 K for PB (Figs. 4.3 and 4.35) and Tc-240 K for PI [8]. In the case of PI, 
the thermal evolution of the non-ergodicity factor has also been investigated 
at Q=1.92 A -I, in the region of second maximum of the static structure factor. 
The results were also compatible with the proposed square root singularity (see 
Fig. 4.36) [8]. Finally, for PB the Q-dependence of both the non-ergodicity 
parameter and the timescale characteristic for the slow decay of the dynamic 
structure factor was investigated in [124]. The experimental results provide 
strong support to the theory since the proposed modulation with the static 
structure factor becomes clearly evident for both magnitudes (see Fig. 4.37). 
A recent NSE study on PIB has also allowed this property to be scrutinized 
[147]. The results will be discussed in detail in the next chapter. 

There exists an extensive work devoted to investigate the validity of MCT in 
a large variety of systems accumulated during past years (see, e.g. [206] and 
references therein). The agreement found between experiments or computer 
simulations and MCT seems to be rather good, though the occurrence of ther­
mally activated ("hopping") processes had to be included in a more extended 
formulation of the theory in order to account for the experimental behaviour 
observed below Tc In the case of polymers, further scrutiny of MCT has been 
realized by computer simulations of bead and spring models (see [207] and 
references therein, and [208]). In these simulations the predictions seem to be 
rather well fulfilled. Also, for a united atom model for a polymer the incoher­
ent scattering function follows the MCT well [209]. Fully atomistic molecular 
dynamics simulations in polymers have not been yet used for this purpose, 
though it would be highly desirable. As will be shown in the next chapter, the 
dynamics of the atoms within the Gaussian blobs forming the Gaussian chain 
cannot be captured by bead and spring models. The dynamics involved in the 
decaging process, which is at the origin of the structural relaxation in real poly­
mers, is just taking place within such Gaussian blobs. 
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5 
Intermediate Length Scales Dynamics 

Up to this point the large scale dynamics and the local scale dynamics have 
been dealt within an independent way. This is possible because at large length 
scales, where the detailed microstructure of the macromolecule is not impor­
tant, the properties are determined by the chain character of the structural 
units. At local scales, some general features of glass-forming systems dominate, 
with the structural relaxation as main dynamic process. However, one of the 
big challenges for polymer physics today is to bridge the scales and to under­
stand how the chain-specific properties like the a-relaxation cross over to the 
universal large scale dynamics. The investigation of polymer melt dynamics 
at length scales of several times the intermolecular distances - the so-called 
intermediate length scale regime - is then imperative. As we will see, this almost 
unexplored area contains unexpected phenomena. 

Neutron scattering, and in particular NSE, is again the right tool for such stud­
ies. From the point of view of the glass-forming system, the question to answer 
is: how do the self- and collective motions evolve when longer and longer dis­
tances are explored and the hydrodynamic limit is approached? From the point 
of view of the macromolecular nature, NSE measurements of the single chain dy­
namic structure factor can be used to reveal how the single chain dynamics 
develop when the system is observed at shorter and shorter length scales, where 
finally the detailed nature of the monomer begins to play an important role. 

We want to emphasize the difficulties posed by the study of the dynamics at 
intermediate length scales. From an experimental point of view studying the 
pair correlations, we face very weak intensities and possibly important multi­
ple scattering contributions [210]. For these reasons, the intermediate length 
scale dynamics remains almost unexplored up to date. But even having experi­
mental data at hand, the interpretation of the results is by no means trivial. 
As we will see, some theoretical approaches are at hand for explaining the 
development of the chain dynamics towards shorter length scales. However, 
none of them includes the fact that the dynamics at local scales has to fulfil 
the general behaviour of glass-forming systems, as for instance the stretching 
of the relaxation function. Moreover, as far as we know, there is no theory cur­
rently available which allows us to connect the three experimental approaches 
to the dynamics at intermediate length scales (self-, pair and single chain 
dynamics). In this sense, the accumulation of experimental data, even in a phe­
nomenological framework, is of importance for gaining insight into this un­
explored field. 

5.1 
Chain-Rigidity and Rotational Transitions as Rouse Limiting Processes 

From a conceptual point of view the Rouse model is limited towards large scales 
by the onset of topological interactions (the associated confinement and rep-
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tation mechanism have been discussed in Chap. 4) and towards smaller scales 
as well. There, the simplifying assumptions of the Rouse model cease to be valid 
and the local chain structure comes into play. Locally the chain is stiff; this 
rigidity leads to deviations from the Rouse model. Furthermore, as a conse­
quence of the rotational potentials local relaxation mechanisms across the 
rotational barriers come into play leading to an internal viscosity. Even more 
locally, we approach the regime of the elemental relaxation processes, the 
a-process and possibly higher order relaxations. 

5.1.1 
Mode Description of Chain Statistics 

In a real chain segment -segment correlations extend beyond nearest neighbour 
distances. The standard model to treat the local statistics of a chain, which 
includes the local stiffness, would be the rotational isomeric state (RIS) [211] 
formalism. For a mode description as required for an evaluation of the chain 
motion it is more appropriate to consider the so-called all-rotational state 
(ARS) model [212], which describes the chain statistics in terms of orthogonal 
Rouse modes. It can be shown that both approaches are formally equivalent 
and only differ in the choice of the orthonormal basis for the representation 
of statistical weights. In the ARS approach the characteristic ratio C= of the 
RIS-model becomes mode dependent. 

As Allegra et al. [213, 214) have shown, for polyolefines it can be well 
approximated by: 

2(1- c) 112 (C=- c) 
C(q) = (5.1) 

(C=- c)2 + (1- c)112 - [(C=- c)2 - (1- c) 112] cosq + c 

with c:::0.4, C= the characteristic ratio of the particular polyolefine, and q=pn!N 
(p: l...N). The mode-dependent chara_steristic ratios are bell-shaped curves 
centred around q=O with C(O) =C=. If {(q) is the Fourier transformed of the 
segment vector .r(n)=R(n)-R(n-1) (see Eq. 3.3), then C(q) connects to the 
segment-segment correlation function: 

1 
N ({(q) {*(q)) = C(q)Cl; (5.2) 

The higher the mode number, the smaller becomes the square of the Fourier 
components. Using periodic boundary conditions and considering that a 
segment vector is given by the difference of adjacent position vectors the sta­
tistical average (R(q)2) in Fourier space becomes: 

(5.3) 
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With this equation in place we now may evaluate the statistical average for 
any distance k=lh-jl along the chain, where hand j denote the position of chain 
segments. Fourier transforming (r{n}) (Eq. 3.3) we obtain a probability distri­
bution in Fourier space: 

- - ( 3 )3'2 [ f(q)f*(q)] 
Prob({{(q)}) =If 2nNC(q)e5 exp - ~ 3 2NC(q)e5 (5.4) 

Like in the Rouse model from the probability distribution Prob the free energy 
is obtained by taking the logarithm and finally the force exerted on a segment 
h (x-component) follows by taking the derivative of the free energy: 

4sin2 (!i) 
_ ()p _ 3k8 T 2 _ -i h 

fx(h)-- ax(h)-- Ne5 ~ C(q) x(q) e q (5.5) 

The Fourier transformed position coordinate x(q) thereby is taken from Eq. 3.8. 
Having evaluated the force we now can reformulate the Rouse equation (Eq. 3.6) 
introducing the new force term of Eq. 5.5. The Fourier-transformed Rouse 
equation then reads: 

4sin2 (!i) 
3k8 T 2 -

~o'X(q)-~ C(q) x(q) = Fx(q, t) (5.6) 

where Fx denotes the x-component of the appropriate Fourier component of the 
random force. Comparing Eq. 5.6 with Eq. 3.6 we realize that the mode-de­
pendent characteristic ratio C(q) leads to a stiffening of the chain for higher 
q, where C(q) drops (Eq. 5.1) and consequently the spring constant increases. 
As a result the characteristic relaxation times are shortened compared to 
Eq. 3.12. We have (second part is valid for p~N): 

12k8 T sin2 (-2q) 
3k8 T 2 

~oe5C(q) "" ~oe5C(q) q 

1 
(5.7) 

The mean square displacements are calculated in the same spirit as for the 
simple Rouse model. If for simplicity we co~sider the periodic chain transform 
we get: 

6k8 T [ ( t )] B(n, m, t) = B(k, t) =--I, Tq 1- cos(qk) exp --
No~o lql Tq 

(5.8) 

where k=ln-ml. We note that because of the shorter relaxation times the weight 
at which the contribution of an eigenmode q appears in the mean square 
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displacement is reduced compared to the simple Rouse model. According to the 
equipartition theorem a stiffer spring leads to a smaller fluctuation amplitude. 

The dynamic structure factors now may be evaluated following Eq. 3.19 as 
above. 

5.1.2 
Effect of Bending Forces 

While we started from an ARS description of the chain statistics, we now coarse 
grain and introduce the chain stiffness more generally in terms of a local rigid­
ity which is exhibited by locally stiff chain molecules. Harnau et al. [215, 216] 
have shown that the partition function for such a chain can be formulated by 
a maximum entropy principle. Its evaluation leads to the correct average static 
properties of the Kratky-Porod wormlike chain. Here we consider such a chain 
and describe it by a continuous chain contour coordinate -L/2~Q/2, where L 
is the overall contour length and s the contour coordinate. L relates to the 
number of chain bonds Nand the bond length f 0 by L=Nf0sin ( 8/2), where 8 is 
the bond angle. The stiffness is introduced into the continuous form of the 
Rouse Eq. 3. 7 by a fourth order derivative with respect to the contour coordinate: 

a a4 a2 
y-E. (s, t) + E-=;- E. (s, t) - 2v -:;-2 E. (s, t) = f(s, t) 

dt us4 us -
(5.9) 

~ 3kBT 3pkBT _ 
with y = . the friction per unit length, E = ---and v = ; p relates 

~~m ~ 2 
to the persistence length of the chain and may be connected to C=. e.g. by the 

L (1-e-2PL) 
expression for the end-to-end distance of a wormlike chain (R~) = -:::- - _2 p 2p 

sin( 8/2} 
and the corresponding expression for a RIS-chain. For large N, p 

c=.eo 
holds. With the appropriate boundary conditions of force-free ends a normal 
mode analysis may be performed. From that analysis characteristic relaxation 
times are obtained as: 

1 3k T ( a 4 ) B - 2 p -=-- pa +-r$ y P 4p (5.10} 

The coefficients ap are obtained from transcendent equations (Eq. 2.25 in 
[216]). For large Lp the coefficients ap are very close to ap=pn!L. With this 
approximation Eq. 5.10 becomes: 

(5.11) 
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Equation 5.11 in its first part agrees with the Rouse result of Eq. 3.12. The term 
proportional to p4 is the correction due to rigidity effects. For higher mode 
numbers p the relaxation rates( r$)-1 are increasingly accelerated. Furthermore, 
because of the equipartition theorem (see e.g. Eq. 3.13) the amplitude of the 
corresponding correlator will diminish. We notice that under these conditions 
the eigenfunctions of Eq. 5.9 also become very similar to those of the Rouse 
problem. In a first order approximation therefore, the mean square displace­
ments (Eq. 3.17) may be calculated by replacing the characteristic relaxation 
times rp=rR/p2 by r$. With these new expressions for the msd we then may eval­
uate the dynamic structure factor following the prescription of Eq. 3.19. 
Using the same approach as for the Rouse model, we also may calculate the full 
solutions. 

5.1.3 
Internal Viscosity Effects 

The description of the chain dynamics in terms of the Rouse model is not 
only limited by local stiffness effects but also by local dissipative relaxation 
processes like jumps over the barrier in the rotational potential. Thus, in 
order to extend the range of description, a combination of the modified 
Rouse model with a simple description of the rotational jump processes is 
asked for. Allegra et al. [213, 214] introduced an internal viscosity as a force 
which arises due to a transient departure from configurational equilibrium, 
that relaxes by reorientational jumps. Thereby, the rotational relaxation 
processes are described by one single relaxation rate ra. From an expression 
for the difference in free energy due to small excursions from equilibrium an 
explicit expression for the internal viscosity force in terms of a memory func­
tion is derived. The internal viscosity force 'Pk acting on the k-th backbone 
atom becomes: 

'Pk(t) = + iV I exp [- (t- ()]X [r 3kBT2 x(q,t') sin(q) e-iqk] dt' (5.12) 
N -~ Ta {q) C(q)fo 

Thereby, V is a numerical constant in the order of 1. The sign describes the 
direction of the net force, which is dictated by the direction of strain propaga­
tion along the chain. After Fourier transformation Eq. 5.12 may be introduced 
into the modified Rouse equation (Eq. 5.6) yielding: 

12kBT ( q) 3kBT ----=---2 sin2 - x(q,t) ± iV 2 sin(q) 
C(q)f0 2 C(q)f0 

(5.13) 

It [ (t-()]...... . -
-~ dt' X exp - -T-a- x(q,() + ~o x(q,t) = Fx(q, t) 

The homogeneous Eq. 5.13 is solved by a decaying travelling wave: 



122 D. Richter · M. Monkenbusch · A. Arbe · J. Colmenero 

(5.14) 

with 

i A(q) + VA2 (q) + B(q) 
w ( q) + - = --=-------=-------=---

T(q) 2~oTa 
(5.15a) 

where 

3k8 T [ 12k8 T ( q )] A(q) = v-- Ta sin(q)- i ~0 + 2 Ta sin2 -
f5 f5C(q) 2 

(5.15b) 

12k8 T (q) 
B(q) = 8 ~oTa sin2 -

f5C(q) 2 
(5.15c) 

The eigenvalues Eq. 5.15a lead to two branches of the relaxation time rand the 
propagation frequency w. For experimental parameters appropriate for PIB, 
Fig. 5.1 displays the dependence of the relaxation times on the mode number 
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Fig. 5.1 Mode number dependence of the relaxation times r1 and r2 (solid lines). The dashed­
dotted line shows the relaxation time Tp in the Rouse model (Eq. 3.12). The horizontal dashed 
line displays the value of r •. The dashed and the dotted lines represent the relaxation time 
when the influence of the chain stiffness is considered: mode description of the chain 
statistics Tq (dashed, Eq. 5.11) and bending force model r$ (dotted, Eq. 5.7). The behaviour 
of the relaxation time r~hen used in the phenomenological description is also shown for the 
lowest modes (see text). (Reprinted with permission from [217]. Copyright 1999 American 
Institute of Physics) 
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p=qN/r. For comparison also the solution rq of the ARS-Rouse equation Eq. 5.7 
is displayed. While at low p the solution for the longer relaxation time r1 coin­
cides with that of the modified Rouse equation, at higher p such a coincidence 
is observed for the shorter relaxation time r2• In between both modes repel each 
other and for small and large p reach the value of ra. The multidot-dashed line 
represents the Rouse model. We realize that for small p the Rouse relaxation 
times agree well with rq, while for higher mode number the relaxation times 
are significantly decreased due to the stiffness. Finally we also include the 
relaxation times of the bending model r$ (dotted line). These times decrease 
even more strongly than those of the ARS-model. 

The mean square segment displacements, which are the key ingredient for a 
calculation of the dynamic structure factor, are obtained from a calculation of the 
eigenfunctions of the differential Eq. 5.13. Mter retransformation from Fourier 
space to real space B(k,t) is given by Eq.41 of [213]. For short chains the integral 
over the mode variable q has to be replaced by the appropriate sum. Finally, for 
observation times t;.>ra the mean square displacements can be expressed in 
terms of eigenvalue branch r1 only. Thereby a significant simplification of the 
expression for the mean square displacements is achieved (see [213]). 

5.1.4 
Hydrodynamic Interactions and Internal Viscosity Effects 

In order to access more directly the internal relaxation time ra, which is sus­
pected to relate to the intrachain rotational potential, it is advantageous to 
investigate polymer solutions where the interchain interactions can be removed 
by dilution. The interpretation of solution results requires the consideration of 
hydrodynamic interactions between the chain segments, which are mediated by 
the solvent. In this section, we will introduce these interactions briefly in terms 
of the Zimm model [218], which considers the forces exerted on other chain 
segments by a moving segment of the same chain due to the induced motion 
of the surrounding fluid. If a force f{m,t) acts on the solvent at position "m" 
along the chain, the resulting force at position "n" is given by: 

(5.16a) 
where 

1 ( r@r) H (r) = -- 1 - -=----=-
= 8nrzsr r 

{5.16b) 

is the Oseen tensor. It is derived from the linearized hydrodynamic equations 
(Stokes approximation) and 'ls is the solvent viscosity. With l!nm = (rn - rm) 
inserting Eq. 5.16a into the Rouse Eq. 3.7 we arrive at: -

oRn kBT o2Rm 
~oat= ~Hnm f2 om2 + [(n,t) (5.17) 
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Since Eq. 5.16b assumes point-like interactions, the self term diverges and has 
to be replaced by the friction of the bead with the embedding medium Hnn= 
11~- the only friction present in the Rouse model- with 5=6nrza, where a 
stands for the effective bead radius. More general the ratio of the diagonal 
(Rouse-like) friction and the solvent mediated interaction strength is expressed 
by the draining parameter B=(5!rz)!(6n3C2) 112 [214]. The Rouse model has B=O 
whereas the assumption (segment=sphere) of (=2a and 5=6nrza leads to 
B=0.69. The form of Eq. 5.17 yields a non-linear Langevin equation for which 
no analytic solution can be given. Only replacing Hnm by its average over the 
equilibrium chain configurations restores linearity. 

For a Gaussian chain we have: 

(5.18) 

In the ARS-picture again we have to consider the q-dependence of C(q) 
(Eqs. 5.2 and 5.3).After Fourier transformation and considering again periodic 
bounding conditions, Eq. 5.17 yields characteristic relaxation rates: 

(5.19) 

They differ from (Eq. 5.7) by a mode-dependent friction coefficient. 

~O ~ !I_ N-I ( k) 1 COS qk 
~(q) = 1 + 3nrz. -y-; k~ 1- N Co yC(k) Vk (5.20) 

In the limit of C(q)=C~ Eq. 5.20 may also be formulated in terms of the 
draining parameter. In this case for numerical purposes the sum in Eq. 5.20 

is well approximated by [1-2 FresnelC(y 1.06q/n)] with FresnelC(x)= 

x (nt2) [cos l dt. In order to include the hydrodynamic interaction into the equa-

tions for the internal viscosity effect ~0 in Eq. 5.14 and Eq. 5.15 has to be re­
placed by ~(q). The modified eigenvalues of Eq. 5.18 introducing ~(q) are dis­
played in Fig. 5.2 anticipating the experimental parameters from a solution of 
PIB in toluene (see later) [186]. For comparison also the dispersion of the 
Rouse-Zimm relaxation ~ (Eq. 5.19) without the influence of the local relax­
ation process is shown. For small q the Rouse-Zimm dispersion is close to the 
branch r1 while at large q, r2 coincides with ~·In between both modes repel each 
other and for small or large q reach the value of ra. For intermediate scale mo­
tion q/n-values in the range above 0.01 are important. The main effect of the 
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Fig. 5.2 Mode number dependence of the relaxation times r1 and r2 (solid lines) found for 
PIB in dilute solution at 327 K. The dashed-dotted line shows the relaxation time ~ of 
the Rouse-Zimm model. The horizontal dashed line displays the value of r •. (Reprinted with 
permission from [186]. Copyright 2001 American Chemical Society) 

presence of the local relaxation process is a general slowing down of the chain 
relaxation - T1 bends upwards! 

5.1.5 
NSE Results on Chain Specific Effects Limiting the Rouse Dynamics 

Recently a very detailed study on the single chain dynamic structure factor of 
short chain PIB (Mn=3870) melts was undertaken with the aim to identify the 
leading effects limiting the applicability of the Rouse model toward short 
length scales [217]. This study was later followed by experiments on PDMS 
(Mn=6460}, a polymer that has very low rotational barriers [219]. Finally, in 
order to access directly the intra chain relaxation mechanism experiments com­
paring PDMS and PIB in solution were also carried out [186]. The structural 
parameters for both chains were virtually identical, Rg=19.2 (21.3 A).Also their 
characteristic ratios C~=6.73 (6.19) are very similar, i.e. the polymers have 
nearly equal contour length L and identical persistence lengths, thus their 
conformation are the same. The rotational barriers on the other hand are 
3-3.5 kcal/mol for PIB and about 0.1 kcal/mol for PDMS. We first describe in 
some detail the study on the PIB melt compared with the PDMS melt and then 
discuss the results. 

Figure 5.3 presents NSE results obtained on PIB at 470 K together with a fit 
with the Rouse dynamic structure factor Eq. 3.19. The Rouse model provides a 
good description of the spectra for Q:;:;0.15 A-t. In this range, the elementary 
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Fig. 5.3 Single chain dynamic structure factor from PIB in the melt at 470 K and Q=0.04 A -I 
(empty circle), 0.06 A-I (filled triangle), 0.08 A-I (empty diamond), 0.10 A-I (filled circle), 
0.15 A-I (empty triangle), 0.20 A-I (filled diamond), 0.30 A-I (empty square), and 0.40 A-I 
(plus). The solid lines show the fit of the Rouse model to the data. (Reprinted with permis­
sion from [217]. Copyright 1999 American Institute of Physics) 

Rouse rate Wt'4 at 470 K is 8100 Mtns. The corresponding mode-dependent 
characteristic times are represented by the dashed-dotted line in Fig. 5.1. Taking 
into account the relationship between DR and Wf\ the corresponding diffu­
sion coefficient DR becomes DR=l.22±0.17xl0-11 m2/s. 

While the NSE results show that, within the experimental accuracy, in the 
range Q~0.15 k 1 the Rouse model gives a good account for the internal modes 
as well as for the diffusion of the chain centre of mass, it is also clear that for 
higher Q-values the experimental structure factors decay significantly more 
slowly than the Rouse model would require. These deviations are quantified 
in fitting the Rouse model to the different spectra separately. This procedure 
results in a strong dispersion of the elementary Rouse rate. The values deter­
mined for Wt'4 at Q~0.15 k 1 follow a Q-dependence, which can be described 
by the power law: 

Wf4 _ Q-o.s4 (5.21) 

Note that another origin of the slowing down of the chain relaxation compared 
to the Rouse prediction could be a reduction of the weights of the higher 
modes, which in the Rouse model are proportional to p-2 (see Eq. 3.19). 

5.1.5.1 
Chain Stiffness 

As explained above, towards shorter scales a more realistic description of the 
chain dynamics must include the stiffness of the chain. The influence of the 
stiffness that can be expected from the characteristic ratio of PIB was calculated 
according to both the ARS model and bending force models. For the mode 
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description of the chain statistics C(p) (Eq. 5.1) with C~=6.73 and c=0.4 has to 
be considered. The chain-bending model was investigated both in its approx­
imated version (Eq. 5.11) with as=O.Ol3 and in terms of its full solution. Within 
the accuracy of the calculation both expressions are indistinguishable and lead 
to the same structure factors. The obtained relaxation times r$ at 470 K show 
the mode number dependence depicted in Fig. 5.1. For p values lower than z20 
they coincide and for higher number modes the values resulting from the bend­
ing force model (Eq. 5.11) are faster than those obtained in the other frame­
work (Eq. 5.7). The predicted dynamic structure factors are shown in Fig. 5.4. 
The dashed-dotted lines correspond to the bending force approach, and the 
solid lines to the mode description of the chain statistics. These structure fac­
tors hardly agree better with the experimental data than those obtained from 
the Rouse model (Fig. 5.3). On the other hand, the prediction of the bending 
force model calculated in terms of its full solution is almost indistinguishable 
from that of the approximate version. It follows that the stiffness corrections 
to the chain motion are clearly not enough to account for the experimentally 
observed slowing down of the relaxation. Recent atomistic simulations on 
CnHzn+Z [53] confirm this result. 

We would like to mention that a fit with the bending force model to the data 
allowing the variation of the parameter as leads to a very good agreement with 
the experimental spectra. However, the resulting value for as was 0.20, about 
15 times larger than that deduced from chain structure, and therefore clearly 
unphysical [219]. As pointed out before, in the decay of Schain(Q,t) each mode 
contributes with a weight dictated by equipartition. Since this weight is in­
versely proportional to (p2+asp4}, a large value of as drastically reduces the 
contribution of the higher modes to the relaxation. Therefore, a good descrip-
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Fig. 5.4 Comparison between the predictions of the bending force model (Eq. 5.11) (dashed­
dotted lines) and the mode description (solid lines) with the experimental NSE data obtained 
at 470 K on a PIB melt. The Q-values shown are: 0.03 A-1 (empty circle), 0.06 A-1 (filled 
circle), 0.10 A-1 (empty diamond), 0.15 A-1 (plus), 0.25 A-1 (empty triangle), and 0.35 A-1 

(filled square). (Reprinted with permission from [217]. Copyright 1999 American Institute 
of Physics) 
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tion of the experimental data by the bending force model in fitting as is 
achieved by basically suppressing the contribution of the higher modes in 
an artificial way. A value of 0.2 for as demands a characteristic ratio C==26.4, 
completely incompatible with the actually observed chain dimensions. The 
amplitudes are not affected by the damping. 

5.1.6 
Internal Viscosity 

The Rouse analysis leads to the observation of a strong Q-dispersion of the 
elemental rate WC4, which can be parametrized by the power law given by 
Eq. 5.21. Moreover, this result cannot be explained only by the stiffness of the 
polymer. Thus, we are forced to assume that some damping mechanism of the 
Rouse modes is at the origin of the apparent Q-dependence of W. Taking 
Eq. 5.21 as a starting point, and considering an intuitive parallelism between 
Q-vector and mode number p, we tentatively assume a damping mechanism 
that depends on the mode number in form of a power law: 

1 Wn2 
--=--(pz+a p4)p-Y 
TPhen N'2 S 

p 
(5.22) 

where yis a parameter describing the strength of the damping. These defmed fre­
quencies contain the effect of both the stiffness and an internal viscosity. In terms 
of the friction coefficient Eq. 5.22 proposes an effective mode-dependent friction 
~P-pr. With such an approach for y=0.67, an excellent description of the exper­
imental results over the whole Q-range can be achieved. The phenomenological 
Ansatz appears to demonstrate that a mode-damping mechanism is a possible 
answer to the discrepancies. Thereby the retardation of the modes increases with 
the mode number. The amplitudes are not affected by the damping. 

Beyond phenomenology, the internal viscosity model of Allegra et al. [214) 
involves a physical idea, namely the internal viscous resistance of a chain to 
equilibrate deviations from equilibrium. This was described above. Figure 5.5 
presents a fit of the full solution of this model to the spectra allowing the 
Rouse rate W and Ta to float. A good agreement between theory and data 
was found at 470 K for ra=0.28 ns and a slightly revised Rouse frequency of 
Wf4=6,900A 4 ns-1• Also at 390 K a reasonable description was possible yielding 
Ta=2.5 ns and Wf4=650 A 4/ns. 

Using the results for Ta an activation energy for the configurational change 
of about 0.43 eV is found. The corresponding relaxation times r1 and r2 of the 
model at 470 K are displayed as solid lines in Fig. 5.1. We note that for low mode 
numbers the phenomenological time r?en, which is also presented, agrees quite 
well with r1• Thus, the Allegra et al. model is able to underpin the phenomeno­
logical result in interpreting the "damping" in terms of the hybridization of 
a local and a dispersive mode. That it is indeed an intrachain damping mecha­
nism that affects the Rouse models is demonstrated very decisively by compar-
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ison with the single chain dynamic structure factor of a PDMS melt of similar 
chain contour length, a system with basically no torsional barriers. 

Figure 5.6 shows that the PDMS data perfectly match the prediction of the 
simple Rouse model up to the highest Q-values, whereas the PIB data show 
severe deviations from the Rouse model (Fig. 5.3) and the stiff chain model 
(Fig. 5.4). From the fact that two polymers with very similar structural param­
eters but strongly different torsional barriers display completely different 
relaxation behaviour the conclusion is compelling that there must be an addi-
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Fig. 5.6 Single chain dynamic structure factor measured for PDMS chains at 373 Kin the 
melts compared to the standard Rouse model (lines) at the Q-values (A-1) indicated. 
(Reprinted with permission from [186]. Copyright 2001 American Chemical Society) 
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tional (internal) friction present in PIB [219]. The good description of the PDMS 
data by the Rouse model shows that chains with the given C~ values are not yet 
stiff enough to exhibit discernible effects in Schain ( Q,t)l Schain ( Q) due to bending 
forces. 

There remains an interpretation of Ta to be found. Ta exhibits an activation 
energy of about 0.43±0.1 eV, about three times as high as the C-C torsional 
barrier of 0.13 e V. The discrepancy must reflect the influence of the interactions 
with the environment and therefore Ta appears to correspond to relaxation 
times most likely involving several correlated jumps. The experimental activa­
tion energy is in the range of that for the NMR correlation time associated with 
correlated conformational jumps in bulk PIB [136] (0.46 eV) and one could 
tentatively relate Ta to the mechanism underlying this process (see later). 

5.1.7 
Polymer Solutions 

To more deeply understand the leading mechanism coming into play upon 
leaving the universal Rouse regime, the same PIB molecule was studied in 
dilute toluene solution [186]. In dilute solution interchain friction effects are 
weak, and the nature of the intrachain relaxation parameter Ta should reveal 
itself. The interpretation is complicated, however, because the dynamics of 
polymers in solution is affected by the hydrodynamic interaction between dif­
ferent moving entities [218, 220-222]. Since the description of this interaction 
within the Rouse-Zimm model is only well proven in the long wavelength limit 
and has its shortcomings at higher wave numbers, a comparative approach was 
taken in directly comparing the dynamics of PIB with that of PDMS. Chains 
of practical identical chain dimensions and identical translational diffusion 
coefficients were studied. The comparative treatment greatly reduces the un­
certainties involved in a proper treatment of the hydrodynamic interaction and 
allows elucidation of the nature of the intrachain viscosity effect. 

For small chains in solution the translational diffusion significantly con­
tributes to the overall decay of Schain( Q,t). Therefore precise knowledge of the 
centre of mass diffusion is essential. Combing dynamic light scattering (DLS) 
and NSE revealed effective collective diffusion coefficients. Measurements at dif­
ferent concentrations showed that up to a polymer volume fraction of q1=10o/o 
no concentration dependence could be detected. All data are well below the over­
lap volume fraction of cp*=0.23. Since no (/)-dependence was seen, the data may 
be directly compared with the Zimm prediction [ 6] for dilute solutions: 

k8 T 
Dz = 0.196(0.203)-

1JRe 
(5.23) 

where the two coefficients in front are valid for 0- and (good-) solvents. Fig­
ure 5.7 displays the dependence of D(cp) on TI1J. In accordance with Eq. 5.23 a 
very good linear relationship is observed. A comparison of the absolute values 
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Fig. 5.7 Relaxation rate r divided by Q2 for PDMS in toluene solution vs. the reduced 
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from [186]. Copyright 2001 American Chemical Society) 

with Eq. 5.23 is done best by looking on the slope of D(cp) vs. T!rz. Using Re=52.2 A 
(mean value in the explored temperature range, see later) Eq. 5.23 predicts a 
slope of 5.37xl0-13 NIK which agrees very well with the measured value of 
5.4xl0-13 NIK. 

Figure 5.8 presents typical spectra taken on both polymer solutions at 300 K 
(a) and 378 K (b). The PDMS data are represented by open symbols, while the 
PIB data are shown by full symbols. Let us first look at the data at 378 K. At 
Q=0.04 A -I ( QRg==0.8) we are in the regime of translational diffusion, where the 
contributions of the intrachain modes amount to only"" 1 o/o. There the spectra 
from both polymers are identical. Since both polymers are characterized by 
equal chain dimensions, the equality of the translational diffusion coefficients 
implies that the draining properties are also equal. In going to larger Q-values, 
gradually the spectra from the FIB-solutions commences to decay at later 
times. This effect increases with increasing Q and is maximal at Q=0.4 A- 1 (see 
Fig. 5.8a). 

Figure 5.9 compares the effective diffusion coefficients I'(Q)/{f-=Deff from 
both polymers for two different temperatures. Again we realize the close agree­
ment of the corresponding Deff from both polymers in the low Q-regime. At 
higher Q on the other hand, where we are in the regime of the internal chain 
relaxations, significant differences are visible. Thus, without any sophisticated 
data evaluation, just from a qualitative inspection of the results the retardation 
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Fig. 5.8 Chain dynamic structure factor of PDMS (empty symbols) and PIB (full symbols) 
in toluene solution at 300 K (a) and 378 K (b). The corresponding Q-values [A-1] are indi­
cated. Lines through the points represent the single exponential fits, which describe the data 
well. (Reprinted with permission from [186]. Copyright 2001 American Chemical Society) 

of the intrachain relaxation in PIB compared to PDMS reveals itself. At larger 
Q, Deff in PIB is reduced by about 50% at 300 K and by around 30% at 378 K. The 
effect is weaker than in the melt, where reductions by factors of three are found, 
but still significant. 

The PDMS and the PIB chains consist of around 78 monomers rendering the 
usually applied long wavelength approximation: ( ri1-p312) of the Zimm model 
invalid. For such short chains the Rouse-Zimm model needs to be evaluated 
according to Eq. 5.19, where the approximation by the FresnelC-function 
was applied. The data were fitted keeping the translational diffusion coefficient 
fixed. The draining parameter Bserved as the only fitting parameter [ C(q)=Coo]. 
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With this approach an excellent description of all PDMS spectra was reached 
(see Fig. 5.10). 

In these fits the hydrodynamic interaction is captured by the draining 
parameter. Depending on temperature, values forB between 0.38 (251 K) and 
0.30 (378 K) were found. Compared to NSE-results on long PDMS chains these 
B-values are low. For example, for PDMS (Mw=60,000} in the 19-solvent bromo­
benzene at 357 K B=0.60 was found [223]. Experiments in toluene gave Bz0.50 at 
373 K [221]. In particular, a comparison with the earlier study of long chains 
in toluene at 373 K with our results at 378 K shows that the observed small 
draining parameters seem to be a chain length effect: since the hydrodynamic 
flow field decays only weakly with distance ( 1/r} the development offull drain­
ing behaviour appears to need a large number of monomers within a chain. 

5.1.8 
lntrachain Viscosity Analysis of the PIB-Data 

The Allegra approach is based on the physical idea of an intrachain viscous 
resistance to configurational equilibration after an excursion from equilibrium. 
In solution the corresponding relaxation time should relate to jumps across the 
rotational barriers within the chain. For the PIB analysis the results of the 
Rouse-Zimm evaluation ofPDMS were taken as an input. The analysis with the 
full solution of the Allegra model was performed fixing the draining parame­
ters to the PDMS values. Figure 5.10b displays the results of such a fit at 327 K 
with ra being the only fit parameter - the diffusion coefficient was extracted 
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Rouse-Zimm model for PDMS and Rouse-Zimm with intrachain viscosity for PIB (see the 
text). (Reprinted with permission from [186]. Copyright 2001 American Chemical Society) 

from the low Q-results and kept fixed. The fits are excellent for all temperatures. 
The resulting values for Ta are displayed in Fig. 5.11. 

Ta(T} follows an activated behaviour with an activation energy E=3.1± 
0.3 kcal/mol: 

Ta = 1.27 x IQ-12 exp [ :T] [sec] (5.24) 

The preexponential factor of about 1 ps lies well in the microscopic range. The 
true activation energy might be somewhat higher because all the evaluation 
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was performed relative to PDMS and any rotational barrier of PDMS would 
have to be added. For comparison we also display the temperature dependence 
of the solvent viscosity 'ltol> which is characterized by an activation energy of 
2 kcal/mol. 

The activation energy of 3.1 kcal/mollies well in the range of activation 
energies for torsional jumps for PIB found by other techniques [224] and sim­
ulation [ 197] and allows identification of the mechanism behind the intrachain 
friction as rotational jumps that change the chain conformation. The finding 
corroborates the physical picture behind the Allegra mechanism and shows 
that the intrachain viscosity appears to be the leading mechanism causing 
deviations from universal relaxation in going to local scales. 

Summarizing, with the aid of NSE spectroscopy detailed information about 
the leading mechanism limiting the universal Rouse model towards short 
length scales for a typical polymer has evolved. Comparing PIB and PDMS 
relaxations in the melt led to the conclusion that, given identical static rigidity, 
the different dynamics must relate to an intrachain relaxation process. The so­
lution data clearly demonstrate that (1) the internal viscosity model of Allegra 
et al. is able to quantitatively describe all solution results and (2) the relaxation 
mechanism behind the internal viscosity effect is indeed the jump across 
rotational barriers. 

Not only the single chain dynamic structure factor of PIB but also other in­
vestigated polymers show deviations from Rouse dynamics when approaching 
local scales. As already discussed above, in the combined NSE and MD-simu-
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lations study on PE [52] the comparison between Rouse predictions and the 
results of both techniques lead to a reasonable agreement only for Q-values up 
to 0.14 A-I, while for Q~0.18 A-I the theoretical Rouse curves lie systematically 
below both the experimental and simulation data. Also, recent NSE measure­
ments of the PVE single chain dynamic structure factor have revealed similar 
deviations. As can be seen in Fig. 5.12, the Rouse prediction fails at higher 
Q-values. In order to quantify the deviations, individual fits with the Rouse equa­
tion Eq. 3.24 to all data were performed. These fits reveal the Rouse variable Wt'4• 

Its Q-dependence is displayed in the insert of Fig. 5.12. The validity of the Rouse 
model obviously requires Wt'4=constant, a condition that is fulfilled only for 
~QR=0.11 A -I (dashed line). Towards higher Q the effective Rouse parameter 
decreases by nearly a factor of two. We note that PVE significantly shows a 
higher rigidity than PIB (C!:,VE=8.2) but the deviations from Rouse appear in a 
similar Q-range. This observation again underlines that the chain stiffness is not 
the main reason for the deviations from purely entropic dynamics at higher Q. 

5.2 
Collective Motions 

Up to date the only published work on the dynamic structure factor of a glass 
forming system at intermediate length scales is a study on PIB [147]. The NSE 
measurements explored the Q-range 0.20~Q~1.6 A-I (Qmax""l.O A-I) for 335 K, 
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Fig. 5.13 Dynamic structure factor measured on deuterated PIB. The symbols (full in­
coming wavelength A=6 A, empty A=10 A) correspond to the different Q-values indicated. 
Lines are the resulting KWW fit curves (Eq. 4.21) (solid A=6 A, dotted A=10 A). (Reprinted 
with permission from [147]. Copyright 2002 The American Physical Society) 

365 K and 390 K (Tg=205 K). As can be seen in Fig. 4.32a, the dynamics were 
accessed from the intermediate length scales region to the valley between the 
first and the second peaks of Spair( Q) across Qmar Figure 5.13 shows some of the 
spectra recorded at 390 K in different regions of the structure factor: 

i. From the low Q plateau of Spair( Q), data at Q around 0.47 A-1 are shown, 
which were taken with incident wavelengths of 6 and 10 A. In spite of the low 
scattered intensity reasonable statistics were still achieved. Furthermore, it 
is satisfying to observe the good agreement between the results from the 
two different experimental setups. 

ii. The slowest relaxation is observed for the spectrum at Qmax (where the struc­
tural relaxation is revealed). 

iii. The fastest relaxation is detected at Q=1.58 A -1, close to the first minimum 
of Spair( Q). 

iv. The spectrum at Q=0.73 A -1 in the lower Q flank of Spair( Q) relaxes at a rate 
intermediate between that of the low Q plateau and that of the structure 
factor peak. Finally, we note that in all cases a nearly full relaxation of the 
dynamic structure factor within the instrumental time frame is observed. 

One of the most serious difficulties for experimentally accessing the dynamics 
in the low Q plateau is the presence of multiple scattering [210]. In order to 
assess this effect, NSE spectra were taken above and below the multiple scat­
tering threshold. For neutron wavelengths ~14 A the first structure factor peak 
cannot be seen with neutrons and therefore multiple scattering contributions 
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are expected to be minimal. Figure 5.14 displays NSE data taken in the low 
Q-regime at neutron wavelengths A.=15 A and..\=10 A respectively. Though the 
data have some statistical scatter - experiments at these long wavelengths at a 
cross section of z0.01 cm-1 are very difficult- in both cases (within the statis­
tical error) the respective data sets taken above and below the multiple scatter­
ing threshold agree very well. Thus, for the intermediate length scale dynamics 
of PIB the multiple scattering effects on the dynamics may be ignored within 
the level of accuracy. 

An analysis in terms of KWW functions (Eq. 4.21) revealed a Q- and T-in­
dependent spectral shape ({3::=0.55) within the uncertainties. Taking into account 
the incoherent contributions to the signal [ 147], the amplitudes /Q( T) and char­
acteristic times rpair( Q, T) were obtained. A well-defined maximum is observed 
for the amplitude at Qmax with a Q-dependence mirroring the structure factor 
(see Fig. 5.15). Reflecting the lower statistics of the data at low Q, the amplitude 
scatters around an average value that decreases with increasing temperature. 
Figure 5.16 presents the Q-dependent relaxation times for the different tem­
peratures. For all three temperatures the same general behaviour is observed. 
The collective relaxation times display a low Q plateau like behaviour with 
some tendency of an increase towards the lowest Q. The low Q plateau is fol­
lowed by an increase of the relaxation times to a maximum value which shifts 
from about Q=0.8 A- 1 at T=390 K to Q=1 A-1 at T=335 K. Towards higher Q a 
strong decrease of the relaxation times is observed. 
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It is noteworthy that the peak height of Tpair( Q) relative to the low Q-plateau in­
creases with decreasing temperature. While at T=390 K the relative peak height 
amounts to about a factor of two, this changes to four at 335 K. From this quali­
tative observation we may conclude that the relaxation times in the peak region 
close to Qmax shift differently with temperature than in the low Q regime - a 
rather unexpected result! Figures 5.16b-c investigate the temperature depen­
dence in more detail. In Fig. 5.16b the observed relaxation times are shifted 
with the rheological shift factor due to Ferry [34]. The single master curve 
obtained for Q:2:1 A-1 corroborates the earlier result [125] that at Q;:::Qmax the 
temperature dependence of the collective response agrees well with the viscos­
ity results. On the low Q-side, however, severe discrepancies evolve. Obviously 
the data in the intermediate length scales region do not follow the temperature 
dependence of the viscosity. They show a considerably weaker temperature 
dependence compatible with an apparent activation energy close to 0.43 e V 
(Fig. 5.16c). 

The low-Q limit of the coherent scattering relates to the imaginary part of 
the susceptibility Xll=llew where ell is the elastic modulus of the longitudi­
nal sound waves [225, 147]. ell relaxes with the stress relaxation time rM. From 
longitudinal sound wave damping in the MHz region [226], long-time stress­
relaxation data [227], dynamic shear data from lower frequency [34] and light 
scattering Brillouin data [ 199] an apparent activation energy of 0.48 e V is de­
duced for the stress relaxation time in the T-range investigated by NSE. The in­
terpolated values for rM> shown as arrows in Fig. 5.16a, agree nearly quantita-
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triangle). a Shows the values obtained for each temperature. Taking 365 K as reference tem­
perature, the application of the rheological shift factor to the times gives b and a shift 
factor corresponding to an activation energy of 0.43 e V delivers c. The arrows in a show the 
interpolated mechanical susceptibility relaxation times at the temperatures indicated. 
(Reprinted with permission from [147]. Copyright 2002 The American Physical Society) 

tivelywith the pair relaxation times in the low Q-regime. This finding supports 
the consistency of the NSE results and corroborates the observation of an 
apparent activation energy ::::0.43 e V when approaching the hydrodynamic 
regime. While the low Q collective relaxation seems to follow a similar T-de­
pendence as the stress relaxation, the structural relaxation (as observed at the 
structure factor maximum) clearly displays the stronger temperature depen­
dence dictated by viscosity. 

Further results on PI and PVE also point to different thermal behaviours 
for the structural relaxation and the dynamics at intermediate length scales 
[228, 229]. 
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5.2.1 
Application of Mode Coupling Theory 

To rationalize experimental results in unexplored dynamic regimes constitutes 
a challenge for any theoretical approach. Does mode coupling theory account 
for the observed behaviour on the intermediate length scales dynamics of PIB? 
The experiments have revealed the Q- and temperature dependencies of two 
main parameters in the theory, the relaxation strength of the a-relaxation 
(non-ergodicity parameter) /Q(n and the characteristic time of the dynamic 
structure factor Tpair• hQ(n=1-/Q(n is the contribution of the fast process to the 
dynamic structure factor. The strong modulation of /Q( n following Spair( Q) (see 
Fig. 5.15) qualitatively agrees with MCT. For the Q-dependence of the charac­
teristic time of the a-relaxation, MCT predicts the relation between amplitude 
and timescale given by Eq. 4.38. To investigate this prediction, the ratio between 
the timescales at Qmax at the different temperatures was fixed to that observed 
for the viscosity. Assuming b=f3 the Q- and T-dependencies represented in 
Fig. 5.17 (lines) evolve. The agreement is good for the lowest temperature in­
vestigated. There, both, the modulation in the peak region as well as the plateau, 
are fairly reproduced by MCT predictions. However, the thermal evolution 
obtained from experiment and theory are clearly different. From Eq. 4.38 dif­
ferent apparent activation energies in the peak and in the low Q-regime are 
obtained- /Q(n and hQ(n vary with temperature only in the low Q-regime. 
There /Q(n decreases with increasing temperature (see Fig. 5.15). This translates 
in an additional decrease of the predicted relaxation time with respect to its 
value at Qmax· Thus, though the relation between the timescale and the ampli­
tude of the second relaxation step proposed by MCT (Eq. 4.38) reproduces the 
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Fig. 5.17 Momentum transfer dependence of the characteristic times of the KWW functions 
describing PIB dynamic structure factor at 390 K (filled triangle),365 K (empty square) and 
335 K (filled circle). The lines display the prediction of MCT (Eq. 4.37) affected by the rheo­
logical shift factor for 335 K (dashed), 365 K (solid) and 390 K (dashed-dotted). (Reprinted 
with permission from [147]. Copyright 2002 The American Physical Society) 
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Q-dependence of Tpair at the lowest temperature investigated, it fails to describe 
the temperature behaviour of the PIB collective response at intermediate length 
scales, at least in the temperature range investigated. MCT predicts universality 
of timescales. This prediction is incompatible with the observation of two dif­
ferent temperature dependencies for the structural and the stress relaxation. 

5.3 
Self-Motion 

There is a fundamental question concerning the nature of the self-motion of 
protons in glass-forming polymers. In Sect. 4.1 we have shown that the exist­
ing neutron scattering results on the self-correlation function at times close to 
the structural relaxation time r5 ( Q-region 0.2::;~1 A -l) are well described in 
terms of sublinear diffusion, (r(t))ec&. This qualification rests on the obser­
vation of Sselt< Q,t) with a KWW -like functional form and stretching exponents 
close to /3=0.5. 

As predicted by mode coupling theory [95, 96, 106] in simple glass forming 
systems, the decaging process, which is considered to be at the origin of the 
a-relaxation, is followed by translational diffusion of the whole molecule [ 230]. 
For polymers, both molecular dynamics (MD) simulations and MCT calcula­
tions on coarse-grained polymer models (bead and spring models [207,208]) 
after the initial ballistic regime show the existence of a plateau in the early 
stages of (r(t)). This proves that the "cage effect" also exists for polymers. How­
ever, as (r(t))increases above the plateau, instead of simple diffusion a subdif­
fusive regime ((,.Z(t)):::F, x:::0.5-0.6) is found. This difference to low molecular 
weight glass-forming systems was related to the connectivity of polymer chains. 
Though, in principle, these results from coarse grained bead and spring mod­
els appear to agree with NS results on real polymers, an important question 
arises. While in the case of simulations the subdiffusive regime was identified 
with the Rouse regime ((r(t)):::t>·5 for long chains), NS results suggest that this 
region cannot be explained only in terms of the Rouse regime. This follows 
from the observation that the Rouse model in general fails at intermediate 
Q-values, as has been shown in chapter 5.1. As the P-values in polymers are 
close to 0.5, the distinction between the two regimes (r(t)):::& and (r2(t)):::f>.S 
(Rouse) or even a proof that they both exist separately is very difficult. In fact, 
in the literature experimental neutron scattering results obtained in the high 
Q-regime can be found that were interpreted in terms of the Rouse model [231], 
even though the precondition of Gaussian beads is fulfilled at larger scales. 

Only recently has the connection between the glassy a-relaxation and the 
Rouse regime been addressed experimentally. This was realized on poly( vinyl­
ethylene) (PVE), where for the first time it was possible to distinguish clearly two 
well-separated dynamic regimes of sublinear diffusion [39]. The experiment 
required the combination of NSE studies on Schain( Q,t) and Sseu< Q,t) pushing the 
experimental capabilities as much as possible to overlap the results in the 
intermediate length scale region. In Sect. 5.1 the single chain dynamic structure 
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Fig. 5.18 S,eu{ Q,t) ofPVE measured at Q=0.1, 0.15, 0.2, 0.3 and 0.4 k 1 (top to bottom). Solid 
lines are KWW fits with {3=0.5. (Reprinted with permission from [39]. Copyright 2004 EDP 
Sciences) 

factor results of this study have already been presented (see Fig. 5.12). Devia­
tions from Rouse behaviour were observed for Q>QR=O.ll A-I.At QR the Rouse 
relaxation time is 100 ns and may be taken as the characteristic time for the 
self-motion at this Q-value, tR=r~!i"e(QR):::100 ns (see Eq. 3.18). 

Turning to the self-motion of PVE protons, Fig. 5.18 shows the NSE data ob­
tained for Sseit< Q,t). If indeed there existed a second Gaussian subdiffusive 
regime at length scales shorter than that of the Rouse dynamics, then following 
Eq. 3.26 also for Q>QR it should be possible to construct a Q-independent (r2(t) ). 

This is shown in Fig. 5.19. For Q~0.20 A-I a nearly perfect collapse of the 
experimental data into a single curve is obtained. The time dependence of the 
determined (r2(t)) can be well described by a power law with an exponent of 
0.5 (solid line in the figure). This demonstrates that for times shorter than tR 
there exists a second subdiffusive regime in PVE, in this case following the 
same power law in time as the Rouse motion. This subdiffusive regime is indeed 
the one relevant for the glass process in this polymer. Two timescales may 
be invoked as representative for defining the time range where the glassy 
dynamics evolves: 

i. The time needed by a proton to move as far as the average interchain dis-
tance dchain· 

ii. The time r. of the structural relaxation. 

From Spair(Q) measurements (see the insert in Fig. 5.20) Qmax=0.9 A-I, reveal­
ing dchain=2n/ Qmax""7 A. Such a distance is covered by the protons in about 1 ns, 
just in the middle of the time region where the sublinear diffusive regime has 
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Fig. 5.19 Mean square displacement of the PVE protons obtained from Sse1r(Q,t) at Q>QR: 
0.2 A-I (empty square), 0.3 A-I (filled diamond) and 0.4 A-I (empty triangle). The solid line 
represents ( r2( t) )=fl·5• The dashed lines mark the characteristic times and lengths discussed 
in the text. The thick solid line in the upper right corner displays the mean squared dis­
placement in the Rouse regime. The two dotted lines extrapolate into the crossover regime. 
(Reprinted with permission from [39]. Copyright 2004 EDP Sciences) 

been experimentally obtained (see Fig. 5.19). On the other hand, Spair(Qmax•t) 
decays at this temperature with T8=0.1 ns, a value also belonging to the subdif­
fusive regime. For comparison, in Fig. 5.19 the mean squared displacement 
following from the Rouse motion (Eq. 3.17) is depicted in its range of validity 
(after tR). Both regimes differ by a change in the prefactor governing the mag­
nitude of (r(t)). 

The crossover found between the Rouse and the subdiffusive glassy regime 
becomes most clear in the Q-dependence of the relaxation times. The correla­
tion functions Schain( Q,t) and SseJtC Q,t) are different and therefore their direct 
comparison is not possible. However, we may easily relate the characteristic 
times: 

i. A fit of the SseJtCQ,t) to Eq.4.9 with {3=0.5 (see solid lines in Fig. 5.18) reveals 
directly Tself in both regimes. 

ii. With Eq. 3.18 ( r!!}'se( Q)=9n/( W.t'4Q4)) the effective Rouse constants Wt'4( Q) 
determined from Schain(Q,t) (see inset of Fig. 5.12) can be directly trans­
formed into TseJtC Q). 

Figure 5.21 presents the Q-dependent relaxation times obtained in this way. Re­
moving the Q-4 dependence expected for both the Rouse as well as for the glassy 
regime (Eq. 4.11) should lead to a plateau in the variable TseJt<r· This is indeed 
observed in Fig.5.21 for each regime: the plateau at Q<0.11 A-1 corresponds to 
Rouse dynamics while the plateau at higher Q reflects the Gaussianity in the 
a-relaxation region. The two regimes are separated by a step occurring around 
Qcross""0.13 A-1• As a consequence of the steep dispersion in time, the gradual 
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Fig. 5.20 Temporal evolution of the dynamic structure factor of PVE at the first maximum 
of the static structure factor at 418 K. The solid line represents a KWW fit ({3=0.5). Insert: 
S( Q) of PVE measured at 320 K. (Reprinted with permission from [39]. Copyright 2004 EDP 
Sciences) 
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Fig. 5.21 Q-dependence of TselfQ4 obtained from s •• !f(Q,t) (filled square) and from the de­
scription of Schain(Q,t) in terms of the Rouse model (empty circle) for PVE. (Reprinted with 
permission from [39]. Copyright 2004 EDP Sciences) 

crossover for (r(t}) (Fig. 5.19) here is compressed to a rather narrow step in 
Tsett< Q)Q4. Finally we note that the results from a direct measurement of s.ett< Q,t) 
in the low Q regime perfectly agree with those deduced from the Rouse descrip­
tion of Schain( Q,t), demonstrating the consistency of the data analysis performed. 

The dynamic crossover occurs at tcross~O ns. From (r(tcross> )=350 A 2 a cross­
over length ecross""l9 A is deduced. This length scale may be identified with the 
size of a Gaussian blob underlying the Rouse model, i.e. with the end-to-end 
distance of the chain sections within the blob. Considering c~vE=8.2, the Gauss-
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ian blob would be made up of ten monomers or 20 bonds. For distances along 
the chain larger than this size, the Gaussian bead and spring model works and 
we obtain Rouse dynamics. For smaller scales, the internal dynamics within 
the Gaussian blobs is observed. This dynamics manifests itself in the glassy 
dynamics of the a-process. 

Thus for polymer melts there exists a generic dynamic regime in between 
the decaging process and the Rouse motion. This regime is characterized by 
sublinear diffusion underlying the a-process [148, 146] and is separated from 
the Rouse process. It evolves from the motion of polymer segments, which are 
subject to specific intra- and inter-molecular forces. Coarse grained MD-sim­
ulations and MCT calculations based on bead and spring models [207, 208] 
could not reveal the observed distinction between the subdiffusive a-regime 
and the genuine Rouse regime. 
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Fig. 5.22 a Q-dependence of rself obtained from KWW fits of S,e1t<. Q,t) of Pld3 at 340 K 
({3=0.57) (filled circle FZ-Jiilich, empty circle INllC) and 300 K ({3=0.50) (empty diamond 
INllC, filled diamond IN13). r!,]f'e deduced for 340 K from the Rouse description of 
Schain(Q,t) [47] are also depicted (empty square). Dotted line shows the Rouse prediction, 
dashed lines the Gaussian extrapolations r,eu'""Q-21/3 and solid lines the descriptions in terms 
of the anomalous jump diffusion model [9, 154]. b Q-dependence of r,e1t<r for 340 K; sym­
bols as above 
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In another well-investigated polymer, PI, such a crossover can also be visu­
alized by combining NSE results on Schain( Q,t) and Sseit< Q,t) in a similar way as 
described above for PVE. In this case, the crossover takes place in a more sub­
tle way. Its signature is a change of the value of the stretching parameter f3 and 
consequently a different exponent in the Q-dependence of the characteristic 
times in both regions, as can be seen in Fig. 5.22 [232]. Here also, deviations 
from Gaussian behaviour at Q> 1 A -1 are evident; they were attributed to a finite 
jump length of the a-process [ 154). We note again the nearly perfect agreement 
between the data corresponding to measurements of different correlators, in­
dicating the consistency of the measurements and the data evaluations per­
formed. From this it can be deduced that for PI the crossover takes place at 
shorter length scales than for PIB and PVE. 

5.4 
Scenario for the Intermediate Length Scale Dynamics 

5.4.1 
Direct Comparison of the Correlators 

It is highly interesting to compare the experimental results obtained at the same 
conditions for the different correlation functions accessible by NSE: Sseit< Q,t), 
Spair( Q,t) and Schain( Q,t). To date this can only be realized for PIB, and due to the 
inherent experimental difficulties, only in a narrow Q-range ( 0.3-0.4 A -1) at one 
temperature, 390 K. Figure 5.23 shows such a comparison for Q=0.3 A -1• We 
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Fig. 5.23 Time evolution of the three functions investigated for PIB at 390 K and Q=0.3 A -I: 
pair correlation function (empty circle); single chain dynamic structure factor (empty dia­
mond) and self-motion of the protons (filled triangle). Solid lines show KWW fitting curves. 
(Reprinted with permission from [187]. Copyright 2003 Elsevier) 
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observe that for the single chain structure factor the decay is the slowest and 
is closer to a single exponential function than for the other correlators. A phe­
nomenological fit with a KWW law reveals a J3-value of 0.82, while /3=0.55 has 
been used for describing the self- and pair correlation functions (see solid lines 
in the figure). The timescales may be compared taking the average times ( r) ob­
tained through: 

= T(l!J3) 
( r)= ! e-(tlrw)f3 dt = J3 Tw (5.25) 

where rw and J3 are the characteristic times and the shape parameter of the 
KWW functions. The resulting (r) are displayed in Fig. 5.24 as a function of Q. 
The characteristic times for the chain dynamics (black dots) are significantly 
slower than those corresponding to the pair correlation function (black trian­
gles). This can be understood since, though both functions are determined by 
the relative positions of pairs of atoms, in the case of the chain dynamic struc­
ture factor these atoms are restricted to belonging to the same chain. Therefore, 
fluctuations can only be equilibrated by transport of segments over larger dis­
tances under the further restriction of the chain connectivity. In the collective 
case at low Q, density fluctuations are observed that may be relaxed by coop­
erative small amplitude motions of the chain ensemble. Thus, the relaxation of 
Schain will be slow, while Spair may relax significantly faster at low Q. 

102 . 
. 

10 ....... 
"' I: e 

0.1 

0.1 

Fig. 5.24 Q-dependence of the average times at 390 K corresponding to: Sself{Q,t) (empty 
triangle), Spair(Q,t) (filled triangle), and Schain(Q,t) (filled circle). The deduced values for the 
self-correlation obtained from the description of Schain( Q,t) in terms of the model proposed 
by Allegra et al. are also shown (empty circle). The solid line represents a Q-2113 ({3=0.55) power 
law, and the dashed-dotted line the extrapolation of the Schain( Q,t) times to higher Q-values. 
The dashed line is the prediction from the Skold ansatz for ( Tpair>· The picture symbolises a 
polymer melt where one chain is labelled. Circles represent length scales of observation 
corresponding to different Q-scales 
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At high Q on the other hand, we note that in Fig. 5.24 the extrapolated sin­
gle chain relaxation times coincide with the collective relaxation times. This 
means that for length scales below the mean interchain distance the scattering 
volumes are such that for labelled single chain and for a coherently scattering 
multichain system, the single chain dynamics is observed. In the cartoon in 
Fig. 5.24 such a situation is depicted: the small circle (with diameter smaller 
than the interchain distance) contains atoms of one single chain; for bigger 
observation distances, the single chain study addresses atoms in the labelled 
chain. 

We now address the connection between the self-motions of protons and the 
collective motions. Figure 5.24 shows that the structural relaxation time T8 is 
about one order of magnitude slower than the characteristic time for proton 
self-motion at Qmar However, the power-law increase of Tself towards low Q slows 
down the self-motion such that the collective times become much faster at 
intermediate length scales. Is it possible to relate both experimental sets of data 
with any existing Ansatz? 

The relation between collective and self-motion in simple monoatomic liq­
uids was theoretically deduced by de Gennes [233] applying the second sum rule 
to a simple diffusive process. Phenomenological approaches like those proposed 
by Vineyard [194] and Skold [234] also relate pair and single particle motions 
and may be applied to non-exponential functions. The first clearly fails to 
describe the PIB results since it considers the same time dependence for both 
correlators. Taking into account the stretched exponential forms for Spair( Q,t) 
(Eq. 4.21) and Sse1r(Q,t) (Eq. 4.9), the Skold approximation: 

Spair ( Q, t) ""' Sself (_ ~, t) 
yS(Q) 

(5.26) 

allows us to relate both characteristic timescales. Assuming Tself to follow the 
power law of Eq. 4.11, the prediction for the collective time reads as: 

(5.27) 

Figure 5.24 shows that this approach fails not only quantitatively but also qual­
itatively. Neither is the strong increase of the collective times relative to the self­
motion in the peak region of Spair( Q) explained (this is the quantitative failure) 
nor is the low Q plateau of Tpair(Q) predicted (this is the qualitative shortcom­
ing). We note that for systems like polymers an intrinsic problem arises when 
comparing the experimentally accessible timescales for self- and collective mo­
tions: the pair correlation function involves correlations between all the nuclei 
in the deuterated sample and the self-correlation function relates only to the 
self-motion of the protons. As the self-motion of carbons is experimentally 
inaccessible (their incoherent cross section is 0), the self counterpart of the 
collective motion can never be measured. For PIB we observe that the self-cor­
relation function from the protonated sample decays much faster than the pair 
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correlation function even close to the minimum of Spair( Q). This difference 
could not be accounted for by any of the above approaches. The motional am­
plitudes of protons are apparently larger than those of the carbons, as found in 
MD-simulations on fully atomistic polymers [ 235]. Allowing an arbitrary shift 
factor to account for this effect, the Tpair modulation in the peak region could be 
described rather well [147]; however, the plateau observed at low Q for collec­
tive times cannot be reproduced by any approach based on renormalizations 
of the self-motion, considering the strong Q-dependence characteristic for the 
incoherent time in this region. 

Finally, we note that the temperature dependencies obtained for both the 
characteristic times for self-motion (see Fig. 4.14b) and for collective motions 
at intermediate length scales (see Fig. 5.16c) correspond to the same apparent 
activation energy of about 0.43 e V. This coincidence is evidenced in Fig. 5.25. 
Thus the motion of protons in this polymer follows a weaker temperature 
dependence than the structural relaxation. This implies that the mean square 
displacement a proton performs during the characteristic time of the structural 
relaxation increases with decreasing temperature. In the temperature range 
investigated, it changes from 17 A2 at 390 K to about 30 A2 at 335 K [147]. 
Apparently, the average distance a proton has to move during the relaxation of 
the structure grows considerably with decreasing temperature. We note that 
such an observation does not seem to be general, since for PI the same thermal 
evolution is observed for Tself and T8 [ 9]. 
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Fig. 5.25 Result of applying shift factors corresponding to an activation energy of 0.43 eV 
to the relaxation times observed for the collective dynamics (empty symbol) and the self-cor­
relation (full symbol) of PIB: 335 K (circle), 365 K (square), and 390 K (triangles) (reference 
temperature 365 K). The dotted line through the self-correlation data shows the Q-21055 

dependence implying Gaussian behaviour (Reprinted with permission from [147]. Copy­
right 2002 The American Physical Society) 
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5.4.2 
Stressing the Internal Viscosity Approach 

In Sect. 5.3. the different nature of the motions within a Gaussian blob and 
within the Rouse regime has been established. Though this result is a big step 
ahead, the question still remains how the dynamics can be described in the 
crossover region between the a-relaxation and the Rouse regime, i.e. to realize 
how to connect the mean squared displacements in Fig. 5.19 and to understand 
the collective dynamics in the low Q-plateau. For this a theory is necessary. In 
the case of PIB, the characterization of the single chain dynamics at interme­
diate length scales was possible with the approach of Allegra et al. In the eval­
uation it was found that the coupling effect was at full strength for Rouse mode 
numbers around 10. For the investigated chain of 69 monomers this defines a 
length scale of about 7 monomers. With the characteristic ratio ofPIB C==6.73 
and a C-C bond length of .t'0=1.54 A, 7 monomers span an end-to-end distance 
of ...[(R.f) = y .t'ij C= 2N = 15 A. On this length scale the dissipative process ought 
to dominate the single chain structure factor. In the following we discuss such 
an approach for PIB. 

First of all, it is noteworthy that the activation energy for the internal vis­
cosity time Ta is identical with that for both, rsetf and Tpair in the intermediate 
length scales region. The values of the different timescales are depicted in 
Fig. 4.20 for comparison. At 390 K the value of ra is similar to the average value 
of the structural relaxation and slightly slower than the average time for 
collective motion at intermediate length scales. The agreement between the 
thermal behaviour of ra and the latter suggests that the microscopic mechanism 
reflected at intermediate length scales is the same. According to the single chain 
study, this process should be due to correlated jumps across the rotational 
barriers in the polymer. On the other hand, this mechanism should also be 
responsible for the stress relaxation, as it controls the evolution of rpair towards 
the hydrodynamic limit. It seems also to be behind the self-motion of the pro­
tons and, finally, can be detected by NMR. Recent molecular dynamics simu­
lations on PIB [236] have shown that NMR results mainly reflect trans-gauche 
transitions while the transitions between the trans-trans states occur more 
rapidly and essentially provide an additional channel for PIB in order to relax 
local stresses. Thus, considering this interpretation, it would follow that the 
common microscopic mechanism behind these measurements at intermediate 
length scales involves such a trans-gauche conformational transitions. The 
structural relaxation would take place additionally by the trans-trans changes 
and therefore it would show a different apparent activation energy. 

We now may ask whether the Allegra model can reproduce some of the 
features experimentally found for the other correlators. The incoherent inter­
mediate scattering function can be calculated from an adaptation of Eq. 3.16 
to Fig. 3.18 to the results of Allegra et al. We note that in the Q-range where 
experimental data are available, the line shape deduced from the model is 
significantly less stretched than the experimental one [187]. Therefore, the char-
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acteristic times have to be compared through the average times ( T) of the KWW 
functions describing the curves. They are shown as empty circles in Fig. 5.24. 
The agreement between the data obtained from the two approaches is re­
markable. Thus, we have established a relationship between the observed self­
correlation function and the intrachain viscosity effect present in the single 
chain structure factor. Using Eq. 4.15 we may even evaluate the mean square 
proton displacement related to this Rouse relaxation limiting process in PIB. It 
results in (r(Ta))=27.7 A2, about 84o/o of the interchain distance of dchain=6.3 A. 

The dynamic structure factor cannot be obtained from the Allegra model. 
However, the behaviour of the single chain dynamic structure factor can be 
extrapolated towards high Q. The corresponding average times are shown as 
the dotted line in Fig. 5.24. As discussed above, the coincidence of this extrap­
olation with ( Tpair) beyond the first peak is meaningful, giving again support to 
the model. 

Finally, it is worthy of remark that, though the comparison between the 
timescales leads to an almost perfect agreement between the predictions of the 
Allegra and Ganazzoli model and the collective and self-motion results, it is 
evident that clear differences appear when comparing the spectral shapes of the 
respective functions. The model delivers close to exponential decays for both 
correlators while experimentally one observes significantly stretched relaxation 
function (/3=0.5). 
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6 
The Dynamics of More Complex Polymer Systems 

6.1 
Polymer Blends 

The study of polymer blends has been a very active field in polymer physics for 
the past 20years (see [47, 175,237-250] and references therein). From the point 
of view of the polymer blend dynamics, the so-called dynamic miscibility, i.e. 
how the dynamics of each component is modified in the blend, has been 
deeply investigated. In an ideal two-component miscible polymer blend one 
could, in principle, expect a completely homogeneous dynamic behaviour, in 
the meaning that the time scale as well as the relaxation function of each com­
ponent becomes similar in the blend. Although this has been observed in some 
particular cases [243 ], weakly interacting thermal miscible polymer blends are 
in general dynamically heterogeneous. This heterogeneity, which manifests 
itself in a failure of the time-temperature superposition principle [ 245], shows 
itself in two ways [47, 175, 237-242]. On the one hand, when the segmental 
dynamics (a-relaxation) of a single component of a blend is selectively inves­
tigated, it is found that in the vicinity of the glass transition temperature Tg the 
response extends over a very broad time/frequency range. On the other hand, 
distinctly different local segmental mobilities for the two blend components 
have been observed, mainly at temperatures well above Tg. Thus, one of these 
two manifestations seem to dominate the blend dynamics, depending on the 
temperature range considered. At high temperature the response of each com­
ponent has the shape corresponding to the pure polymer, and therefore the 
distinct local segmental mobility of the components is apparent. However, at 
low temperature the response of each component extends over a very broad 
time range, and the distinct segmental mobility of the two components is not 
so evident. Whether these two manifestations have the same microscopic origin 
or refer to two different aspects of the polymer blend dynamics, is still con­
troversial. 

The models or theoretical approaches for polymer blend dynamics proposed 
up to date can be classified in two separate groups, depending on which of these 
sources of dynamic heterogeneity is considered to be the most relevant. The 
so-called thermal concentration fluctuation models[246, 247) are based on the 
idea that the local concentration fluctuations, inherent to any miscible blend, 
are quasi-stationary near the glass transition (typically for Tg<T<Tg+60 K) be­
cause their average relaxation time is much longer than that of the a-relaxation 
in that temperature range. This leads to a distribution of local concentration 
throughout the blend and thereby to a distribution of characteristic relaxation 
times for the a-relaxation of each component. This qualitatively explains the 
dramatic relaxation broadening observed experimentally when a single com­
ponent of a blend is selectively investigated. The first formal development of 
this idea was proposed by Fischer and co-workers [246], and later Kumar et al. 
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proposed a more refined model [247). Nevertheless, the thermal concentration 
fluctuations approach fails to explain the persistence of different segmental mo­
bilities for the two blend components well above the Tg (typically Tg+ 100 K).As 
mentioned, in this temperature range the shape of the component response is 
indistinguishable from that observed in the pure polymer [47, 175, 238], pro­
viding evidence that the concentration fluctuations do not play a significant 
role in determining the shape of the segmental dynamics relaxation. However, 
the difference between the characteristic times of the a-relaxation of the two 
components remains. 

On the other hand, there are other models that consider that the chain con­
nectivity [237, 248] is the main factor responsible for the dynamic heterogene­
ity of polymer blends. This approach, first proposed by Chung et al. [237], gives 
a comprehensive understanding of the dynamic heterogeneity without any par­
ticular temperature range restriction. The basic idea is that in a miscible blend 
of polymers A and B, chain connectivity imposes that the local environment of 
a segment of polymer A is (on average) necessarily richer in polymer A com­
pared to the bulk composition. This source of local concentration variation, 
which is in principle independent from thermal concentration fluctuations, 
implies that the average a-relaxation time of the lowest Tg component segments 
in the blend will always be significantly smaller than that of the highest Tg com­
ponent segments. However, this formalism does not account for the strong 
broadening of the component response observed in the vicinity of Tg. Thereby, 
the two mechanisms of chain connectivity and thermal concentration fluctu­
ations seem to be highly complementary. A minimal model that combines both 
mechanisms has recently been proposed and successfully compared with di­
electric data corresponding to two different but complementary polymer blend 
systems [251]. 

Concerning the general problem of dynamic miscibility in miscible polymer 
blends, a fundamental question is whether or not there is a particular length 
scale beyond which the system becomes dynamically homogeneous. For in­
stance, from an intuitive point of view, we should expect that chain connectiv­
ity effects are very important at short distances but that they vanish at larger 
length scales. It is nowadays well known [175, 252, 253] that very localized 
motions in polymer blends (e.g. methyl-group rotation and the P-relaxation) 
are totally heterogeneous, in the sense that they are hardly sensitive to 
blending. Each polymer component retains its individuality at this level. In 
the approach proposed by Lodge and McLeish [248), the chain connectivity 
effects ("self-concentration") are calculated at the Kuhn length, i.e. one could 
consider that these effects would be relevant for spatial scales of the order of, 
or shorter than, 10 A. It is noteworthy that, following a similar procedure of 
calculation, chain connectivity effects are negligible for characteristic lengths 
three times larger. Beyond these simple qualitative arguments, the existence 
of a particular length scale for dynamic homogeneity has not been con­
sidered until now as an essential ingredient of any model for polymer blend 
dynamics. 
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6.1.1 
Neutron Scattering and Polymer Blend Dynamics 

Quasi-elastic neutron scattering ( QENS) in general is a very suitable technique 
for studying polymer blend dynamics, in particular in the high temperature 
range, where two distinct local segmental mobilities are usually observed. First 
of all, QENS is a microscopic technique, which provides space-time informa­
tion about the geometry and speed of the molecular motions involved through 
the momentum (Q) and energy (hw) transfer dependence of experimental 
magnitudes. It is worthy of remark that the spatial resolution is of utmost im­
portance when dealing with questions such as the length for dynamic homo­
geneity. Second, QENS is a "selective" technique, which in principle allows us to 
follow the dynamics of each of the two components of a given blend separately. 
Due to the very different scattering cross-sections of hydrogen and deuterium, 
it is possible to highlight the dynamic response of one of the components in the 
blend by selective deuteration. In the case of the local segmental motions 
involved either in the {3-relaxation or a-relaxation, the usual procedure is to 
work with samples where one of the components is protonated and the other 
deuterated. In this case, the neutron scattering intensity is dominated by the 
incoherent scattering of the hydrogen atoms. Therefore, the dynamics of the 
protonated polymer in the blend determines neutron scattering spectra and, in 
this way, the dynamic response of each of the two components of the blend can 
experimentally be isolated. For this kind of experiment, time-of-flight (TOF) or 
backscattering (BS) techniques seem to be more appropriate than neutron spin 
echo (NSE). In the latter case, the incoherent contribution to the scattering will 
be masked by the coherent contributions from the deuterated component. On 
the other hand, in order to investigate large scale dynamics (single chain struc­
ture factor) the experimental procedure involves samples with a 10% labelled 
(protonated) chain fraction of one of the components in otherwise deuterated 
matrices. In this case, NSE turns out to be the most suitable technique. 

In spite of the apparent capabilities of neutron scattering techniques, they 
have not yet been fully exploited in the field of polymer blend dynamics. Most 
of the results reported until now in this field correspond to relaxation techniques 
(dielectric spectroscopy, mechanical relaxation, NMR, etc.). It is also noteworthy 
that the available theoretical approaches are based on relaxation results as well. 
There are only a few examples where QENS has been used to investigate the 
effect of blending on either localized motions (e.g. methyl group rotations or 
,8-relaxations) [ 252, 253] or a-relaxation [175, 253, 254 ]. All these works involve 
mainly TOF orBS techniques, in some cases in combination with dielectric spec­
troscopy [175, 253] or MD-simulations [254]. As already mentioned, local mo­
tions are hardly affected by blending. Moreover, heterogeneous behaviour for the 
a-relaxation is also observed by QENS in good agreement with high temperature 
dielectric results or with MD-simulations. To our knowledge, there are only two 
works reported so far [ 47, 255] concerning large-scale dynamics and NSE. In [ 47], 
NSE is combined with BS techniques in an effort to cover a wide Q-range, which 
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allows investigation of both large-scale dynamics and a-relaxation in the same 
system. The main results obtained are summarized below. 

6.1.2 
Neutron Spin Echo Results in Polymer Blends 

In [47], the crossover from local segmental dynamics (a-relaxation) to large­
scale dynamics (Rouse regime) in miscible polymer blends, and the question of 
the existence of a length scale for dynamic homogeneity, has been investigated 
by a combination of NSE and BS techniques. In this way, almost two orders of 
magnitude in momentum transfer were covered. The system investigated was 
the miscible blend of poliysoprene and polyvinyl ethylene (PI/PVE), which is 
considered as a canonical polymer blend. The low-Q Rouse regime was covered 
by means of NSE spectrometers while a BS spectrometer was used in the high-Q 
regime, where the local segmental motions involved in a-relaxation manifest 
themselves. 

For the experiments, hydrogenated and fully deuterated PI and PVE mate­
rials were synthesized anionically. In order to study the single chain structure 
factor, samples with a 10% labelled (protonated) chain fraction in otherwise 
deuterated matrices were prepared [hPIIdPI, hPVE/dPVE, hPI/(dPI/dPVE) 
and hPVE/(dPI!dPVE)]. The number averaged molecular weights were: M~P1= 
82,000; M~P1=91,000; M~PVE=81,000; and M~PVE=90,000 with Mw1Mn<1.02 
(Mw: weight averaged molecular weight). The component-wise study of the 
self-correlation function dwells on the dominant incoherent scattering from 
a protonated polymer in a blend at higher Q. For these studies the following 
samples were prepared: hPI, hPVE, hPIIdPVE, and hPVE/dPI. 

The investigations of the single chain dynamic structure factors were per­
formed at the NSE spectrometer IN11 at the Institute Laue-Langevin (ILL) in 
Grenoble. Seven different Q-values in the range 0.05~Qs;0.2 A -l at three differ­
ent temperatures ( T=418 K, 368 K, and 330 K) were studied. Figure 6.1 presents 
spectra at 418 K from the two pure polymers as well as from PVE and PI in the 
blend as a function of the Rouse scaling variable O:Vf. In all cases the data 
follow the Rouse scaling very well and, at least for smaller values of the scaling 
variable, the Rouse dynamic structure factor (Eq. 3.24) also provides a satisfy­
ing description of the experimental results. Comparing the decay of the relax­
ation functions, we realize (i) that the time scales of the Rouse motion in PI and 
PVE are significantly different, and (ii) that the relaxation curves for pure PI 
and PVE in the blend are practically identical, indicating close to homogeneous 
dynamics. 

Q-dependent Rouse rates were obtained by fitting each spectrum separately. 
For a comparison with the BS data (see below) the obtained values for Wt'4(Q) 
were transformed into average relaxation times for the Rouse self-correlation 
function by (rR(Q))=18nQ-4/[Wt'4(Q)] (Eq. 3.18). 

In order to relate to the BS-results at 330 K, temperature shift factors ay 
covering the appropriate T-range were also measured using the very high res-
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Fig. 6.1 NSE results at 418 K on the single chain dynamic structure factors from PVE, PVE 
in PIIPVE, PI in PIIPVE and PI (from above). The different symbols correspond to the 
following Q-values (dash 0.05 A-I, empty square 0.077 A-I, plus 0.10 A-I, cross 0.13 A-I, empty 
diamond 0.15 A-I, empty square 0.18 A-I, empty circle 0.20 A-I). Solid lines Rouse structure 
factors. (Reprinted with permission from [47]. Copyright 2000 The American Physical 
Society) 

olution NSE-spectrometer IN15 at the ILL. Experiments were performed at Q= 
0.15 A-I on all four samples for nine different temperatures covering a tem­
perature range 30S:s;T:s;422 K. Employing the time-temperature superposition 
principle Fig. 6.2 presents the spectra as a function of the rescaled time t/ ar 
(reference temperature 368 K). The respective shift factors for the polymers in 
the blend agree very well with the corresponding dielectric results for the end­
to-end vector relaxation (normal mode) for PI (see insert in Fig. 6.2). Further­
more, the authors emphasized that the shift factors for PVE and PI in the blend 
follow identical temperature dependence. Thus, the finding that at 418 K, on the 
level of the Rouse modes, the blend dynamics is homogeneous seems to be not 
fortuitous but holds over the entire temperature range investigated. 

The relaxation spectra for the four polymer systems at higher Q's (0.2:s;Q 
~1.9 A-I) were investigated by the BS-spectrometer at the FRJ-2 reactor in 
Jiilich. The temperature range was 270 K~T~340 K. Figure 6.3 displays spectra 
for the four polymer systems at a representative Q-value (Q=1.1 A-I) and at 
330 K, where BS reveals results covering a maximum Q-range. The data were 
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Fig. 6.2 Single chain dynamic structure factors at Q=O.l5 A-1 vs. the rescaled timet/aT. From 
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Temperature shift factors aT for the polymers in the blend (filled diamond PI in PI/PVE, 
empty circle PVE in PI/PVE, solid line dielectric results). (Reprinted with permission from 
[47]. Copyright 2000 The American Physical Society) 
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(Reprinted with permission from [47]. Copyright 2000 The American Physical Society) 
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compared to the instrumental resolution function determined on the samples 
at 10 K. Starting from PI, where the spectrum is broadest, the spectra narrow 
successively in going to hPI/dPVE then to hPVE/dPI and finally to pure PVE. 
In distinct contrast to the Rouse regime, the spectra from the two components 
in the blend show a strongly different broadening implying - independently of 
any analysis - significantly different or heterogeneous relaxation rates. 

The data were fitted to a stretched exponential function (Eq.4.9) setting the 
stretching parameter f3 to its dielectric value. The solid lines included in Fig. 6.3 
display the resulting curves. These fits lead to the Q-dependent characteristic 
relaxation times TKww( Q), which are converted to average relaxation times by 
Eq. 5.25 (see Fig. 6.4). 
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Figure 6.4a presents the Q-dependent average relaxation times for the four 
samples at 330 K. They represent the main result of this work. For this presen­
tation the average Rouse relaxation times ( r)( Q) obtained at 418 K were shifted 
to 330 K applying the shift factors of Fig. 6.6. Figure 6.4b emphasizes the Q-de­
pendent crossovers to local dynamics in plotting (r)O:. Thereby, the intrinsic 
Q-dependence of the Rouse relaxation is taken out. We can first concentrate on 
the pure homopolymer melts. At low Q (PI Q~0.2 A-1, PVE Q~O.l5 A-1) the 
dynamics of both polymers is in accordance with the Rouse model (solid lines 
in Fig. 6.4a,b ). Moving to shorter scales (higher Q) for PI ( r)( Q) decreases only 
slightly less than an extrapolation of the Rouse relaxation would prescribe. In 
Fig. 6.4b this reveals itself as a slight upturn of ( r)O: vs. Q. In contrast to PI, ap­
proaching local scales the timescale of motion in PVE is significantly retarded 
compared to the Rouse-like Q-4 behaviour. In Fig. 6.4b this crossover manifests 
itself in a strong increase of ( r)O: towards high Q (upper dashed line). As a con­
sequence, while in the Rouse regime at 330 K the timescale of motion between 
PI and PVE differs by a factor of 15, at short scales this difference increases 
to about 150. This different behaviour between PI and PVE is qualitatively 
understood by the authors as a consequence of the strong local hindrance of 
conformational motion due to the bulky vinyl side groups in PVE. Now we can 
turn to the blend. 

As already pointed out above, on the spatial scale of the Rouse motion the 
chain dynamics in the blend is practically homogeneous (low Q-part in 
Fig. 6.4a,b) in the whole investigated temperature range - both respective shift 
factors are identical (see Fig. 6.2). On the other hand, towards higher Q or 
shorter scales, both components in the blend display the same crossover to lo­
cal dynamics as in the respective homopolymer melts. This can be directly seen 
in Fig. 6.4b. There, the dashed-dotted lines describing the Q-dependence of 
( r)O: for the two components in the blend are just the result of shifting the re­
spective curves for the two homopolymers such that they agree in the homo­
geneous Rouse regime. Obviously, such shifted lines describe the component 
crossover in the blend very well. Thus, apart from a general shift in timescale, 
both components retain their individual crossover behaviours also in the blend. 

Therefore, a crossover from heterogeneous to homogeneous dynamics in a 
miscible polymer blend has been reported in this work. In the system investi­
gated this crossover takes place at Q-values around Q-::;0.2 A -I, i.e. just in the 
crossover region between the Rouse regime and the local segmental a-relax­
ation. Thereby, the homogeneous dynamics corresponds to the large scales and 
long times (where universal entropic forces dominate) while the heterogeneous 
dynamics seems to set up at the short distances/times where local inter- and in­
tra-chain potentials prevail. The crossover Q defines a spatial crossover length 
which, according to these results, could be identified with the length for dy­
namic homogeneity discussed above. In the framework of this interpretation, 
these results would mean the first microscopic probe of the existence of such 
a length scale. However, more experimental results in other polymer blends are 
necessary in order to clarify the general character of these results. 
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On the other hand, in [255] the authors report on NSE measurements car­
ried out in combination with small angle neutron scattering (SANS) on isotopic 
and binary blends of non-entangled liquid polysiloxanes: polydimethylsiloxane 
(PDMS) and polyethylmethylsiloxane (PEMS). Two isotopic blends oflow mo­
lar mass (d-PDMS/h-PDMS; d-PEMS/h-PEMS), and the corresponding binary 
blends d-PDMS/ h-PEMS and h-PDMS/d-PEMS (d: deuterated, h: protonated) 
were considered at the critical composition in the homogeneous regime. From 
the results it seems that both the coil dimensions and the collective dynamics of 
these two blend systems behave significantly differently in the macroscopically 
homogeneous regime. Compared to the isotopic mixtures, which exhibit the 
expected unperturbed chain dimensions and typical Rouse relaxation, in the 
binary blends considerable coil expansion and spatially restricted Rouse dy­
namics occur. Both effects become visible far above the critical temperature 
(Fig. 6.5). 

Although these results need to be understood- and confirmed in other sim­
ilar systems - the authors claim that they are in qualitative agreement with a 
model of droplet formation and chain localization resulting from the existence 
of microscopic heterogeneities within the spinodal boundaries of the phase 
diagram [256]. 
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Fig. 6.5 Comparison between NSE spectra at Q=0.1 A and T=473 K of both binary blends 
(filled circle and filled triangle), and those of the isotopic PDMS blends (filled square). The 
solid lines result from a fit t with the dynamic structure factor for the Rouse model (filled 
square) and of a spatially limited Rouse dynamics, as derived in [ 256] (filled square and filled 
triangle). (Reprinted with permission from [255]. Copyright 2003) 
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6.2 
Diblock Copolymers 

Diblock copolymers represent an important and interesting class of polymeric 
materials, and are being studied at present by quite a large number of research 
groups. Most of the scientific interest has been devoted to static properties and 
to the identification of the relevant parameters controlling thermodynamic 
properties and thus morphologies [257-260].All these studies have allowed for 
improvements to the random phase approximation (RPA) theory first devel­
oped by Leibler [ 261]. In particular, the role of the concentration fluctuations, 
which occur and accompany the order-disorder transition, is studied [262, 263]. 

These concentration fluctuations are pivotal to the phase transitions in block 
copolymer melts and are dynamic in nature. They lead to a renormalization of 
the relevant interaction parameters and are thought to be responsible for the 
induction of the first-order nature of the phase transition [264, 265]. Such fluc­
tuations are better studied in dynamic experiments. Thus, one can observe an 
increasing interest in diblock copolymer dynamics. These dynamic properties 
are being analysed through experimental, theoretical [266, 267] and computer 
simulation approaches [268, 269] with the aim of determining the main features 
of diblock copolymer dynamics in comparison to homopolymer dynamics. 
There are three main issues: 

1. The relation between the dynamics of a diblock copolymer and that of the 
homopolymers composing the diblock chains. Is it possible to understand 
the single chain and collective dynamics of A-B diblock copolymer chains 
from the dynamics of the homopolymers A and B? 

2. The concentration fluctuations and the influence of the order-disorder tran­
sition (ODT) on these fluctuations. 

3. The dynamics of the chain segments located close to the interface between 
the blocks. Is there some particular interface dynamics? 

By analogy with the RPA describing the static properties, a dynamic RPA theory 
has been developed [270]. This theory describes the response functions of com­
posite polymer systems using the single chain dynamics of the corresponding 
homopolymers and the static structure factors as input. The main prediction 
concerns the dynamics of concentration fluctuations (collective dynamics), 
which display a critical slowing down around wave numbers Q*-1/Rg in the 
neighbourhood of the ODT (Rg radius of gyration). 

Most of experiments made on block copolymer dynamics have been de­
signed to test the validity and the limits of this dynamic RPA approach [271, 
272]. They have investigated the diffusive motions of the block copolymer 
chains, which occur at length scales larger than the radius of gyration ( Q< 11 Rg). 
These experiments were performed using light scattering and photon correla­
tion spectroscopy [273-279]; most of them were made on block copolymers in 
solution since melts are generally beyond the scope of dynamic light scatter­
ing experiments. Furthermore, such techniques do not allow the observation of 
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the single chain dynamics in a melt. There are also experiments dealing with 
the reptation motions in block copolymers [280, 281]. 

6.2.1 
Dynamic Random Phase Approximation (RPA) 

A multicomponent dynamic RPA for incompressible diblock copolymer mix­
tures was developed by Akcasu [270]. The details of the approach maybe found 
in the above reference. Here we recall some basic ideas dealing with the calcu­
lation of the dynamic structure factor S( Q,t) for Rouse chains. 

We consider an incompressible (m+ 1) multicomponent mixture of polymers 
consisting of m different types of polymer chains within a matrix referred to as 
"0". Components may be either homopolymers of a given chemical species or, 
e.g. homopolymer sections in block copolymers. Hydrogenated and deuterated 
species of the same homopolymer are considered as different components. In 
this context a diblock copolymer is a two-component polymer system. A mix­
ture of partially protonated diblock chains hA-dB with deuterated diblock 
chains is consequently regarded as a four-component system. 

We denote the fluctuations of the number density of the monomers of 
component j at a point rand at a time t as pj(r,t). With this definition we have 
(pj(r,t))=O. In linear response theory, the Fourier-Laplace transform of the 
time-dependent mean density response to an external time dependent poten­
tial Jl(r,t) is expressed as: 

[!(Q,s) =-~(Q,s) Jl(Q,s) (6.1) 

where ~(Q,s) is the (m+1)x(m+l) dynamic response matrix, which is related 

to the~( Q,t) by: 

1 a_s._(Q,t) 
~(Q,t) = VksT ot (6.2) 

with V the volume of the system. 
In order to proceed further a reference system is introduced (bare system) 

where the interaction between the monomers is removed but the chain con­
nectivity is preserved. The response matrix in the bare system is denoted as 
~0(Q,t). Then in the bare system the density response is written as: 

[!(Q,s) =-~0 (Q,s) Jl(Q,s) (6.3) 

The relation oft with ~0 is analogous to Eq. 6.2.! is related to~ in introduc­

ing an interaction potential Wab(r) between monomers "i' and "b". In the Laplace 
domain Eq. 6.1 then becomes: 

[!(Q,s) =-~0 (Q,s) (Jl(Q,s) + l:¥(Q) [!(Q,s)) (6.4) 
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with !f(Q) being the Fourier transform of the matrix Wii(r). Finally, the in 
compressibility constraints are taken into account by a Lagrange multiplier 
L;(r,t) which may be considered as an external potential, which couples to all 
monomers equally such that the perturbed average of the total density is zero. 

With that Eq. 6.4 becomes: 

[!(Q,s) = -,t(Q,s) Ul(Q,s) + k,(Q,s) ~ + !f(Q) [!(Q,s)) (6.5) 

where~ is a column vector with elements "1". The incompressibility enforces 
the boundary condition ~r p(r,s)=O. Now one may either eliminate L;(Q,s) 
directly using the boundary condition ~r p(r,s)=O, or one may use the matrix 
component "0" in order to fulfil the incompressibility constraint. For that 
purpose we have to assume that "0" is not coupled to other components in the 
bare system (X3;=0 for i:;tO). Then L;(Q,s) can be expressed in terms of Eq. 6.5 
using the line for the "0" component. 

Re-substituting the result for I< Q,s) into the rest of Eq. 6.5 we obtain: 

[!(Q,s) = -,t(Q,s) (U(Q,s) +kaT ~(Q,s) [!(Q,s)) 

where the excluded volume matrix ~ has the following elements: 

1 
vu(Q,s)=kT 0 (Q )-2K;0 (Q) 

B Xoo ,s 

1 
vij(Q,s) = k T 0 (Q ) + Kij(Q)- K;0(Q)- Kj0 (Q) 

B Xoo ,s 

where: 

Kij(Q) = k:T [ Wij(Q)- ~ [W;;(Q) + Wjj(Q)]] 

(6.6) 

(6.7) 

(6.7a) 

K;j is the Flory-Huggins interaction parameter between the i andj monomers. 
In Eq. 6.6, the matrices have a dimension (m)*(m). We note that the s-depen­
dence of the excluded volume matrix is solely determined by the contribution 
of the bare susceptibility xgo ( Q,s) from the "invisible" matrix component "0". 
Finally, combining Eq. 6.6 with Eq. 6.1 the response function in the interacting 
system is given by: 

~(Q,s) = U: + kBT ~0 (Q,s) ~(Q,s)]- 1 ,t(Q,s) (6.8) 

where Lis the unit matrix. For s=O, we obtain the static response function~( Q): 

(6.9) 

or 
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1 1 
-----+k Tv(Q) 
X ( Q) - X ( Q) B = 
= =0 

(6.9a) 

Equation 6.8 and Eq. 6.9 are the basic results needed in order to calculate the 
static and dynamic structure factors~( Q) and~ ( Q, t), respectively. 

6.2.2 
Static Scattering Function 

In terms of the linear response theory the static scattering function ~ ( Q) re-
lates to the static response function 4 ( Q) by: -

(6.10) 

This relation also holds between l ( Q) and~0 ( Q). From Eq. 6.9 the basic result 

of RPA for the static structure factor matrix immediately follows: 

1 1 
~(Q) = ~O(Q) + ~(Q) (6.11) 

For an A-B diblock copolymer system, Eq. 6.11 yields the well known Leibler 
equation [261] for the partial structure factors S;j(Q): 

(S~a sgb- S~b) 
(6.12) 

6.2.3 
Dynamic Structure Factor 

In terms of the Zwanzig-Mori [282, 283] projection operator formalism the 
equation of motion for the dynamic structure factor is given by: 

oS(Q,t) t 
- ot =- .Q(Q)~(Q,t) + l M(Q,t- u)~(Q,u) du (6.13) 

concentrating on the short time dynamics and thus neglecting the memory 
function M ( Q, t) the Laplace transform reads: 

~(Q,s) = (sl + .Q(Q))-1 ~(Q) 

where l is the unity matrix and .Q ( Q) the first cumulant matrix: 

.a(Q) =lim [o.§.(Q,t) J .§_-i(Q) 
- t--+0 ot -

(6.14) 

(6.15) 
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contains the initial relaxation frequencies of the system. The details of the cal­
culations to arrive at~(Q,s) and~(Q,t) may be found in [270]. The first cumu­
lant matrix is related to a mobility matrix, which is expressed in terms of bare 
mobilities of the non-interacting system: 

(6.16) 

and 

1 1 
E;(Q) = ksT Q2 .Q(Q) ~(Q) (6.17) 

Since E; ( Q) only depends on bare mobilities, the interaction expressed by the 
Flory-Huggins parameters "ij do not influence the mobility. For the case of Rouse 
dynamics, which only depends on the local friction, the bare mobility matrix: 

p~(Q) = mij(Q) = 6;j( ~;) (6.18) 

is diagonal, {;;being the monomeric friction coefficient of component i; and cp; 
the volume fraction of component i. Equation 6.18 evolves if we normalize to 
the total volume of all monomers. For a time-independent mobility matrix 
Eq. 6.13 may be solved easily with the result: 

(6.19) 

where g;( Q) and /1;( Q) are the right- and left-hand eigenvectors of the matrix 
Q with respect to the eigenvalues A.;( Q). 
- The measured intensity in a scattering experiment depends on the scatter­
ing length density contrasts of the different components "i" with respect to the 
matrix: 

'Lb; 'Lb; 
K;=----- (6.20) 

V; U0 

where b; are the scattering lengths of the atoms within a monomer of compo­
nent "i" and V; is the monomer volume; b0 and u0 denote the same quantities 
for the matrix. The measured intensity follows as: 

I(Q,t) = l{I' ~(Q,t) K (6.21) 

where K is the vector of the component contrast factors K;. Finally, we note that 
the dynamic RPA equations allow us to describe the initial dynamic response 
of polymer mixtures solely on the basis of the static data (static structure 
factors) and knowledge of the bare mobility of the constituents. 
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6.2.4 
Neutron Scattering Results 

A detailed test of dynamic RPA requires a combination of static and dynamic 
neutron experiments involving investigations of the respective component 
dynamics. All three issues addressed in the introduction were investigated. 
We will start with the collective dynamics of a diblock copolymer and then 
address the single component dynamics. Finally, we will discuss aspects of the 
interface dynamics. The experiments were performed on diblock copolymers 
of the PE-PEE and PE-PEP type. In order to access the different dynamics a 
series of materials with different h-d labelling was employed (see Table 6.1). 

6.2.5 
Static Structure Factor 

For both polymer systems the static structure factors were investigated using 
small angle neutron scattering and the results interpreted in terms of RPA 
theory. Figure 6.6 displays the temperature-dependent static structure factor 
obtained from aPE-PEE melt (sample IV). 

This diblock copolymer does not undergo the order-disorder microphase 
separation; the peak stays broad above 373 K, where the system is in the mean 

Table 6.1 Samples used in order to test the dynamic RPA 

Polymer Mw MwfMn NPEE !PEE (volume 
(g/mol) (PEE mono- fraction 

mer number) in PEE) 

hPEE 21,550 1.02 385 
dPEE 24,530 1.02 383 

Sample I: mixture of 20% hPEE in dPEE 
hPEE-dPEE 16,900 1.02 127 0.5 
dPE-hPEE 16,500 1.02 136 0.5 
dPE-hPEE 16,400 1.02 130 0.5 

Sample II: 20% hPE-hPEE in dPE-dPEE 

Sample III: 20% dPE-hPEE in dPE-dPEE 

Sample IV: hPE-dPEE 
hPEP-hPEE 68,000 1.03 553 0.45 
dPEP-hPEE 68,000 1.03 533 0.45 
dPEP-dPEE 68,000 1.03 480 0.45 

Sample V: 10% ofhPEP-hPEE in dPEP-dPEE 

Sample VI: hPEP-dPEE 

Sample VII: dPEP-hPEP-dPEE 
hPEP: 24 monomers 68,000 1.04 480 0.45 
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Fig. 6.6 Variation of the static structure factor S( Q) measured on hPE-dPEE diblock copoly­
mer chains (sample IV) as a function of the wave number Q. Temperature: closed star 393 K, 
closed circles 403 K, closed square 413 K, inverted triangle 423 K, closed star 433 K, open 
triangle 433 K, open circle 453 K, open square 463 K. Solid lines represent the fit with a two­
component static RPA approach (Eq. 6.12). (Reprinted with permission from [44]. Copyright 
1999 American Institute of Physics) 

field regime and concentration fluctuations are low. The data were analysed in 
terms of RPA structure factor (Eq. 6.12), where expressions for the partial 
structure factors allowing for the different segment lengths and thus different 
radii of gyration of the two blocks were used. From the analysis, temperature­
dependent values for the radii of gyration cp of the arm and the temperature­
dependent Flory-Huggins parameter were obtained: 

14.5 
KpE PEE=--- 0.0106 

- T[K] 
(6.22) 

The general agreement between mean-field prediction and experimental re­
sults was excellent. Other than PE-PEE, PEP-PEE (sample VI) undergoes an 
ODT which is observed at 473 K. An analysis by the modified RPA theory due 
to Fredrickson [265] yields a strong stretching of the radii of gyration around 
the ODT and a temperature-dependent Flory-Huggins parameter: 

eff - 4.27 -3 
KPE PEE---+ 1.8 • 10 

- T[K] 
(6.23) 

Figure 6.7 displays the SANS data obtained from the PEP-PEE triblock, where 
a label was placed at the polymer-polymer connection point (sample VII) 
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Fig. 6.7 SANS pattern from a junction-labelled PEP-PEE triblock copolymer at different 
temperatures. Dashed lines cross-section from the PEP label. (Reprinted with permission 
from [284]. Copyright 2002 EDP Sciences) 

[284]. Below the ODT such a label highlights the polymer-polymer interface. 
A main peak around Q*=0.02 A -I corresponding to a lamellar periodocity 
2n/d1am with d1am=315 A is observed. Its visibility results from the asymmetric 
nature of the diblock. We note the existence of a second order peak, which is 
well visible at T0 DT=433 K. At large Q}>Q* the scattering is dominated by the 
form factor of the PEP-label in the environment of the deuterated monomers 
at the interface. This form factor may be described by a De bye function foebye(x) 
(Eq. 3.23). The absolute cross-section for these labels is given by: 

d'L- 2 
d.Q - (pd- Ph) lp(l - lp) 'Pint /oebye(X) (6.24) 

where Pd and Ph are the scattering length densities of the protonated and 
deuterated chains, lf"mt=dml d1am is the volume fraction of interface and dint is the 
interface thickness; lp= 4>1abel d1am1 dint is the volume fraction of labels in the 
interface and ~abel is the overall volume fraction of labelled chains (2.5% ). This 
contribution is dominant at high Q values. The solid lines in Fig. 6.7 display this 
single label scattering contribution taking for 'Pint values close to those pre­
dicted by Matsen and Bates [285] (Cf'int=O.l6 and KN=l3.4 at T=433 K; Cf'int=0.25 
at KN=l2.6 at T=473 K). These values correspond to a value of dint""50 A close 
to the prediction given by Helfand and Wassermann [286] for the strong-seg-

regation limit (dint=2Y bl +bM12K; b A,B being the Kuhn segment lengths of poly-



170 D. Richter · M. Monkenbusch · A. Arbe · J. Colmenero 

mer A orB, respectively). The observed absolute intensities at high Q are quan­
titatively described by Eq. 6.24. 

6.2.6 
Collective Dynamics 

The collective relaxation motion of a diblock copolymer may be expressed in 
terms of two relaxation modes characterized by the eigenvalues ..\1 ( Q) and~( Q) 
of the first cumulant matrix il( Q) (Eq. 6.17). Figure 6.8 displays these eigenval­
ues for a symmetric copolymer {f=O.S, Rga=Rgb=40 A, K12=0) as a function of Q. 

While at high Q both eigenvalues are proportional to the momentum trans­
fer to the fourth power (Rouse regime), at lower Q eigenvalue 1 becomes Q-in­
dependent and eigenvalue 2 displays a Q2-dependence. Under contrast conditions 
where the block "a!' is visible against "b", the eigenvalue 2 has no weight and the 
total structure factor starts to decay with ..\1 ( Q): 

I(Q,t) = I(Q) e-.-t~(Q)t (6.25) 

In our exampleS( Q) (see Eq. 6.21) would be the Leibler structure factor (Eq. 6.12) 
and ..\1 ( Q) describes the collective dynamics of the diblock copolymer melt. For 
small momentum transfers ..\1 ( Q) is given by: 

(6.26) 

where ~a and ~b are the friction coefficients of the bare components, f the vol­
ume fraction of"a!' monomer in the diblock, and Rga and Rgb are the block radii 
of gyration. For K12=0 it describes the breathing mode of the diblock, where the 
two arms move with respect to a common centre of mass. At Q* for finite K12, 

..\1 ( Q) reaches a minimum displaying the critical slowing down of the concen­
tration fluctuations. At QRg}> 1 in the Rouse limit we have: 

(6.27) 

~ is an average friction coefficient that describes the collective dynamics and 
is given by~ =(1-j)~a+f~b, where N=Na+Nb and R~=R~a+R~b· The second mode 
stands for the centre of mass diffusion of the diblock, which is invisible for the 
discussed contrast. Experimentally the collective dynamics was observed on 
samples IV and VI (hPE-dPEE and hPEP-dPEE). As an example, Fig. 6.9 pre­
sents spectra taken on the hPE-dPEE sample at 473 K. The relaxation rate was 
determined in the initial decay regime (t<lO ns) by fitting the Rouse dynamic 
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Fig. 6.8 Q dependence of the two eigenvalues .A1(Q) (solid line) and ,\z(Q) (dotted line) pre­
dicted by a two-component dynamic RPA approach for the case of an hA-dB labelled diblock 
copolymer melt. Calculations were performed with f=O.S, Rga=Rgb=40 A, Na=Nb=200, K12=0 . 
.A1 ( Q) describes the collective mode of the diblock copolymer chains. The Rouse rates were 
taken from PE and PEE at 473 K (see Table 6.2). (Reprinted with permission from [44]. Copy­
right 1999 American Institute of Physics) 
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Fig. 6.9 NSE spectra from the hPE-dPEE diblock copolymer melt (sample IV) at 473 K. Q 
values in each case from above are Q/A-1=0.05, 0.08,0.10,0.121,0.187. The solid lines are the 
result of a fit with the Rouse dynamic structure factor. Their extent marks the fitting range; 
the dashed lines extrapolate the Rouse structure factor. (Reprinted with permission from 
[44]. Copyright 1999 American Institute of Physics) 

structure factor to the data. Figure 6.10 compares the initial slopes thus ob­
tained with the RPA predictions for the two-component system. They were 
obtained solely on the basis of the structural data and friction coefficients 
found for the respective homopolymers. 

At large Q quantitative agreement between experiment and RPA prediction 
is found. Here the first cumulant is proportional to Q4 - we are in the Rouse 
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Fig. 6.10 Characteristic frequencies A1 ( Q) at 473 K from the hPE-dPEE melt. Solid line RPA 
prediction on the basis of the structural data and the respective polymer friction coeffi­
cients. (Reprinted with permission from [44]. Copyright 1999 American Institute of Physics) 

regime. However, at lower Q values ( Q<0.06 A -1 ), significant deviations from the 
RPA results are obvious. The relaxation rates bend into a nearly Q-independent 
plateau regime around Q=0.06 A -1 and they are three to four times faster than 
predicted. This fast process is not accounted for by the breathing mode of RPA. 

Similar observations were made on the higher molecular weight PEP-PEE 
diblock, which undergoes an ODT at 473 K. Figure 6.11 presents the initial 
slopes obtained at 473 and 533 K. The RPA predicted collective mode was 
calculated on the basis of the effective Flory-Huggins parameter and structural 
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Fig. 6.11 Characteristic frequencies from the long chain diblock (sample IV dPEP-hPEE) at 
533 K (upper data) and 473 K (lower data). The solid lines represent the RPA predictions for 
the collective mode based on structural and homopolymers data. (Reprinted with permis­
sion from [44]. Copyright 1999 American Institute of Physics) 
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parameters taken from the SANS experiment. The friction coefficients were 
taken from the experiments on the corresponding homopolymers. At high Q 
there is again quantitative agreement between the measurements and the RPA 
predictions. But, in the low Q-regime severe deviations from the RPA values are 
found, again revealing a much faster relaxation of concentration-like fluctua­
tions than obtained theoretically. The observed faster relaxations slow down in 
the neighbourhood of the order-disorder transition but remain faster than 
those predicted by the theory. 

At high momentum transfers, RPA predicts the observation of an average 
friction coefficient ~=f~a+(1-j}~b (see Eq. 6.27), which is very well supported 
by the experiment. We note that this mixing rule differs from the rule obtained 
for polymer blends by viscosity measurements [287]. From these measure­
ments it was inferred that the inverse friction coefficients should average. If this 
rule held, a Rouse factor of W.t'4=5X104 A-4s-1 for hPE-dPEE (533 K) instead 
of 3.45X104 from Eq. 6.27 and 3.5x104 from the experiment would have been 
expected. Moreover, the collective Rouse factor of the PEP-PEE copolymer is 
not very different from that for the PE-PEE system in spite of the dynamics of 
the PE homopolymer being twice as fast as that of the PEP homopolymer. This 
is well described by RPA, while the viscosity mixing rule fails. 

In the low Q-regime RPA describes well the static structure factor for the 
short chain melt, where the ODT is sufficiently far away (-KNz7). In the dy­
namics we would expect the diblock breathing mode to take over around 
QRg""'2 ( Q""'-0.04 A -I). Instead, deviations from Rouse dynamics are already 
observed at Q values as high as QR~5. At QRg=3 a crossover to a virtually 
Q-independent relaxation rate about four to five times faster than the predicted 
breathing mode is found. This phenomenon is only visible under h-d labelling. 
Under single chain contrast (see below) these deviations from RPA are not 
seen. Thus, the observed fast relaxation mode must be associated with the block 
contrast. 

Similarly, the results on dPEP-hPEE already exhibit deviations from the RPA­
Rouse regime around QRg::7 ( T=533 K). Thereby, the experimentally observed 
rates differ from the predicted rates by up to more than one order of magnitude 
(see Fig. 6.11 ). At the phase transition temperature ( T ooT=473 K), however, the 
effect is greatly reduced and a general slowing down of the fluctuations is 
found, though some deviations persist. 

6.2.7 
Single Chain Dynamics 

The single chain dynamics of one given block or of one chain in a diblock 
copolymer melt is observed if a matched deuterated diblock is mixed with a 
small amount of labelled diblocks, where the label could be a protonated "a'' or 
"b" block or a protonated chain. In terms of the dynamic RPA such a system is 
a four-component polymer mixture. It is characterized by four different relax­
ation modes A.1-A.4 which- depending on the contrast conditions- appear with 
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weights w1(Q)-wiQ) in the dynamic structure factor. These weights depend 
both on the volume fraction and on the contrast factors K; of the components 
in the mixture. Figure 6.7 displays the Q-dependent eigenvalues obtained for 
symmetric A-B diblock copolymer chains with Na=Nb,f=O.S and Rga=Rgb=40 A. 
Due to the incompressibility constraint the weight w4 ( Q)=O, i.e. the .A4 mode is 
invisible. For the example ofFig.6.12 it is assumed that the component A is the 
fastest t;bl t;a=4. The eigenvalues depend on friction coefficients, the volume 
fraction of the components A and B and the radii of gyration of the blocks. 
However, they do not depend on the labelling. The observable dynamics of this 
system results from a weighted (weights w1, w2, w3, w4) average of these four 
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Fig. 6.12 a Q dependence of the eigenvalues predicted by a four-component RPA approach 
for a mixture of two kinds of symmetric diblock copolymer chains differing by their labelling. 
A1 (solid line), -"z (dash-dotted line),~ (dotted line). Calculations were performed with f=O.S, 
Rga=Rgb=40 A, N.=Nb=200, K12=0. b and c present the corresponding weights weight1 ( Q) 
(solid line) and weight2(Q) (dash-dotted line), weight3(Q) (dotted line) of the eigenvalues 
plotted in a. They have been calculated for different labelling conditions. b Mixture of 1 o/o 
of dA-hB diblock copolymer chains in adA-dB matrix. c Mixture of 1 o/o of hA-dB diblock 
copolymer chains in adA-dB matrix. The time scales are set by the friction coefficients of 
PEE and PE homopolymers at 473 K. (Reprinted with permission from [ 44]. Copyright 1999 
American Institute of Physics) 
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eigenvalues representing relaxation rates. Eigenvalue A3 is identical to the col­
lective mode of the pure dA-hB diblock copolymer. From Fig. 6.12b, giving the 
weights for an admixture of 1 o/o volume fraction of dA-hB block copolymer to 
the deuterated matrix it is evident that ~ describes the dynamics of the slow 
B block. In the limits of small (QRg~1) and high (QRg~1) Q the following 
expressions hold: 

(6.28) 

lb being the segment length of polymer B. 
At low momentum transfer ~ describes the translational Rouse diffusion 

coefficient of the whole diblock, considering N( 1-j) segments exerting the fric­
tion ~band Nf segments exerting the friction ~a· In the high Q limit, RPA predicts 
a strange result: The block B is predicted to undergo the same Rouse dynamics 
as a B homopolymer in the melt of B polymers. A proper average over the mixed 
surrounding is not predicted. 

Similarly from Fig. 6.12c it is evident that at high Q, AI ( Q) describes the mo­
tion of the A arm in the diblock copolymer melt. At lower Q in the region where 
the static structure factor under hA-dB labelling shows its maximum (Q*) the 
weight crosses over to mode(~), the mode describing the translational diffu­
sion of the whole molecule. Thus, no matter which arm we label, at low Q the 
translational diffusion of the total diblock is always seen. Again also for mode 
AI ( Q) we give the asymptotic values for small and large Q: 

(6.29) 
k TQ4.f2 

A (Q) = B a 
I 12~a 

Again, at high Q the RPA predicts that the dynamics of arm A is identical to the 
Rouse motion of an A polymer in an A homopolymer melt. At low Q, AI ( Q) 
turns into a breathing mode with a non-vanishing relaxation rate at Q=O, as the 
collective mode A3( Q). 

Finally, we note that while the eigenvalues of n describe the relaxation prop­
erties inherent to the polymer system under consideration, the initial slopes of 
the measured dynamic structure factor: 

. iH(Q,t) 1 J(fn ~(Q1K 
T(Q)=-bm --=~=~-

HO at I(Q) J(f ~(Q) K 
(6.30) 
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depend on the observation conditions and thus on the chosen labelling. In 
general the eigenvalues combined with the weights may be transferred directly 
into slopes that are meaningful from an experimental point of view. 

Caution is advisable (exemplified for the case oflabelling a small fraction of 
A blocks in the system) looking at the weights displayed in Fig. 6.12c, that at low 
Q the weight crosses over from eigenvalue ..\1 to eigenvalue ~.At the same time 
the values ..\1 and~ become grossly different. In an actual experiment a relax­
ation corresponding to ~ would be clearly observed. However, calculating the 

initial slope following Eq. 6.30 leads to I'( Q)= ks TQi . 
Na~a 
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Fig. 6.13 a Rouse relaxation rates from the labelled PE arm (closed square) and the labelled 
PEE arm (open circle) of aPE-PEE diblock copolymer in a deuterated diblock copolymer 
matrix at 473 K. The various lines represent eigenvalues derived from the four-component 
dynamic RPA approach: .A1 (solid line), A:z (dash-dotted line), .A3 (dotted line). band c The 
relative weights weight1 (solid line), weight2 (dash-dotted line), weight3 (dotted line) of the 
eigenvalues plotted in a for several labelling conditions. b Relative weights for a mixture of 
a 20% ofhPE-dPEE diblock chains in a dPE-dPEE matrix (Sample II). c Relative weights for 
a mixture of a 20% of dPE-hPEE diblock chains in a dPE-dPEE matrix (Sample III). The first 
cumulant, which is the weighted average of the eigenvalues, is represented in a: upper dashed 
line first cumulant of Sample II, lower dashed line first cumulant of Sample III. (Reprinted 
with permission from [44]. Copyright 1999 American Institute of Physics) 
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Thus, the initial slope corresponds to that of an A arm performing transla­
tional diffusion without knowing about the slower B arm. Similarly the pre­
diction for a small fraction of labelled B arms leads to the unphysical result 
I'( Q)=k8TQl!Nb~b> again a single arm performing centre of mass diffusion. 

Experimentally, the component dynamics of the two arms was investigated on 
the PE-PEE system (samples II and III). The results are displayed in Fig. 6.13 and 
compared with the respective RPA predictions. Figure 6.13a displays the Q-de­
pendent eigenvalues as well as RPA initial slopes together with the experimen­
tal initial slopes obtained from samples II (PE label) and sample III (PEE label). 
Figures 6.13b and c show the weights of the different modes in the dynamic 
structure factor, which are determined by the chain labelling. In the case of the 
labelled PE at high Q the fast mode dominates; for the labelled PEE the opposite 
occurs. At lower Q under both labelling conditions the weight stays with the 
slower mode, signifying the translational diffusion of the whole molecule. 
Finally, the RPA first cumulant, which is the respective proper average for the 
different labelling conditions, is indicated by a dashed and a point dashed line. 

As pointed out above, the RPA theory predicts that the dynamics of the re­
spective homopolymers should be observed at high Q in the Rouse regime. 
While the experiment shows that the predicted Q dependencies are reproduced 
well by the data, the absolute values for the observed relaxation rates disagree 
with the predictions (see Table 6.2). In particular the observed Rouse factors for 
PE are considerably smaller than predicted, (W.f4)expt=2x104 A4 s-1 compared 
to W.fhA=3.8x104 A4 s-1 at T=473 K.Atlow Qvalues, the two blocks display the 
same single chain dynamics. 

In order to understand why the RPA approach predicts the wrong result we 
go back to Eq. 6.16, insert the expressions for the bare mobilities (Eq. 6.18) and 
arrive at: 

(6.31) 

Table 6.2 Experimental Rouse rates (WC4) for the pure homopolymers and for the block­
copolymer melts obtained from the high Q behaviour of I'( Q) compared to the predictions 
of the RPA theory. Values of WC4 are given in IQ-13 A 4 s-1 

20% hPE-dPEE in dPE-dPEE 20% dPE-hPEE in 
dPE-dPEE dPE-dPEE 

T PEE PE" Experi- Theo- Experi- Theo- Experi- Theo-
(K) mental reticalb mental reticalb mental reticalb 

473 0.8±0.15 4.2±0.15 2±0.2 3.8 1.8±0.15 1.7 0.97±0.15 0.87 
533 2.2±0.2 8±0.1 4.1±0.4 7.4 3.5±0.2 3.6 2.5±0.2 2.2 

• Reference [15]. 
b Rouse factor given by the RPA theory. 
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With the aid of Eq. 6.30 the relaxation rates of Eq. 6.28 and Eq. 6.29 evolve. For 
a vanishing concentration lfJ£ of the labelled component, the leading term in the 
appropriate diagonal element of J.lij is given by lp,/ ~i£ all admixtures from the 
second term are proportional to qle and thus do not contribute to first order. 
Then the first cumulant becomes equal to that of the labelled homopolymers. 
Thus, even for a system in which two components A and B exhibit strongly 
different friction coefficients, the RPA theory will predict a relaxation rate close 
to that of the labelled homopolymer for the single chain dynamics. This result 
is counterintuitive and obviously spurious but it is related deeply to the basic 
assumption of dynamic RPA, namely to the fact that the bare mobility matrix 
is diagonal and does not allow for off-diagonal elements describing, e.g. mutual 
friction in the bare system. Within the RPA framework the bare systems are 
assumed to be mixed already; however, without any mutual interaction as 
expressed by the JC parameters, the changes that occur in the real system are a 
consequence of a linear response to the switching on of the K parameters. How­
ever, nothing equivalent is provided for the friction terms, which are inherently 
difficult because friction cannot be cast into an interaction potential. The bare 
mobility matrix J!:.0 completely ignores that the friction - even of a mixture with 
all" parametersequal to 0- may be changed to a different embedding. The 
unusually fast relaxation of the collective modes at low momentum transfers, 
even in a regime where a critical slowing-down due to the closeness of the phase 
transition would have been expected, suggests the existence of additional forces 
possibly due to surface tension at surfaces even near to the ODT and above. 

This conjecture was investigated on the PEP-PEE triblock copolymers with 
labels at the junction point (sample VII) which showed an ODT at T ooT=433 K. 
Figure 6.14 presents the dynamic structure factors obtained at 433 and 473 K 
in the short-time regime (t<IO ns). We observe a strong Q-dependent decay 
of the structure factor. In a first qualitative evaluation the NSE data have been 

9 10 1 2 3 4 5 6 7 6 9 10 
t ( ns) 

Fig. 6.14 NSE spectra from the junction-labelled PEP-PEE triblock copolymer (sample VII) 
at different Q-values (filled circles Q=0.2 A-1, open circles Q=0.08 A-1, squares Q=O.OS A-1). 

The solid lines indicate the initial slope fits. The dashed lines are the expectations for Rouse 
relaxation in the system (see text). (Reprinted with permission from [284]. Copyright 2002 
EDP Sciences) 
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Table 6.3 Relaxation times from an initial slope evaluation of the NSE spectra compared to 
the corresponding predictions from the Rouse model 

Q (A-1) T=433 K T=473K 

TRouse Texp TRouseflexp rRouse Texp TRousefrexp 

(ns) (ns) (ns) (ns) 

0.05 1440 61±10 23 384 52±10 7.4 
0.08 220 31±7 7 58 18±3 3 
0.1 24 4±0.5 6 
0.114 53 10±2 5.3 
0.14 23 6±1 3.8 
0.18 8.6 2.2±0.6 3.9 
0.2 5.6 1.7±0.5 3.3 1.5 1±0.5 1.5 

parameterized in terms of initial slopes. The corresponding fits are indicated 
by solid lines. 

The resulting relaxation times are given in Table 6.3. In order to compare with 
the Rouse dynamics, the broken lines in each figure display the predictions 
of this theory for our sample, taking the Rouse rate from an earlier experiment 
on the same materials. The corresponding Rouse times are also displayed in 
Table 6.3. Obviously, the chain dynamics close to the junction point are greatly 
accelerated. This strong enhancement of the relaxation is evidence for the exis­
tence of additional forces beyond entropic forces acting on the junction points. 

If the PEP-PEE triblock chains are arranged in microdomains separated by 
well-defined interfaces, then the additional fast relaxation process observed by 
NSE would result from the undulation motions of the interface. The thermal 
motions of the interface are driven by the surface tension and overdamped. 
With an effective viscosity TZeff in the interfacial region, the relaxation rate t( Q)-1 

follows the linear dispersion r( Q)-1=Q · _Y_ [288]. In the Q-range of the NSE 
4rzeff 

experiment the scattering is dominated by the single-chain scattering of the 
labels, which tag the local interface motions in a incoherent way. The corre­
sponding single-chain motion is effected by two processes: (i) the hPEP section 
undergoes the entropy-driven Rouse motion active in polymer melts and (ii) 
in addition, it follows the undulations of the interface. The two processes are 
approximated as independent and are modelled by a Rouse chain with an an­
chor in the interface that follows the undulations. The time correlation function 
for the displacements due to undulations assumes: 

f(t) = (u2)- (u(t) u(O)) = ksT 
4ny 

(6.32) 
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1 
(u2)=--2 J tf2q(u2(q)) denotes the mean-squared amplitude of the surface 

(2n) k T 
fluctuations with (lu2{q)l)=-8 -. Since the integral is logarithmically diver-

q2y 
gent, the integration has to be restricted to the interval between a minimal and 
a maximal Q, which are related to the finite domain size sand a molecular size 

{; [289]. With that we arrive at (u2) = kBT en(_f_). The time-dependent contri-
2ny e = -xt 

butions are given by the exponential integral function Ei(l, x) = J !!__dt. Ap-
I t 

plying the Gaussian approximation and performing an angular average of the 
one-dimensional undulation motion perpendicular to the local interface plane, 
the self-correlation function is obtained: 

s~elf ( Q, t) = _!_ Yn erf Q YJ(i) 
mt 2 QYf{t) {6.33) 

The total structure factor, finally, is given by a product of Sf~:r{Q,t) · S~~~se{Q,t) · 
(S~~~se has to be calculated for a chain with one end fixed to a surface). Fig­
ure 6.15 displays a fit of the measured spectra at both temperatures with the 
complete dynamic structure factor where the Rouse relaxation rate was taken 
from an earlier experiment. Fit parameters were the surface tension and the 
effective local viscosity of the short labelled PEP segments. The data are well 

~ " o.e 
1 
u 

~ -d -c: 
"iii 
ii 

t/) 

Fig. 6.15 Dynamic structure factor from the junction-labelled triblock copolymer for dif­
ferent Q-values. T=433 K:filled circles Q=0.20 A-1,filled squares Q=O.l8 A-1, open triangles 
down Q=O.l4 A-1, open triangles up Q=O.l14 A-1, open circles Q=O.OB A-1, open squares 
Q=O.OS A-1• T=473 K:filled circles Q=0.20 A-1, open triangles up Q=O.lO A-1, open circles 
Q=O.OS A_,, open squares Q=0.05 A -I. The solid lines are result of the fit with the complete 
structure factor for surface undulations and Rouse motion. (Reprinted with permission from 
[284]. Copyright 2002 EDP Sciences) 
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described by this approach. For the surface tension, values of y=2.3x10-3 N/m 
at 433 K and y=2.4x10-3 N/m at 473 K are revealed. These values are well com­
parable with the theoretical values (y=1.5xi0-3 N/m at 433 K and y=1.4x 
IQ-3 N/m at 473 K) deduced from the relation developed by Helfand [286] for 
the strong segregation regime. For the local viscosity the first reveals 'lefF 
1.4xi0-3 Ns/m2 at 433 K. This value needs to be compared to the local viscosity 
that one would expect, e.g. for a monomeric unit in the frame of the Rouse 

3kaT p(Na 
'leff=----=2.7x10-3 Ns/m2 (Na Avogardo number, M0 model mono-

Wf4 36M0 

meric weight, p polymer density). We note that via (u2) (which depends only 
on y) and l(q) (which depends on 'leniY) both quantities are separately evalu­
ated by the fitting procedure. The mean-square amplitudes of the undulations 
(u2) are 15 A at 433 K and 15.5 A at 473 K. The contribution of the interface 
undulations to the scattering intensity decreases with increasing Q and tem­
perature. This feature is particularly obvious at the short-time limit through the 
variation of the ratio TRousefrexp• 

The combination of careful chemical synthesis with NSE and SANS exper­
iments sheds some light on the fast relaxation processes observed in the col­
lective dynamics of block copolymers melts. The results reveal the existence 
of an important driving force acting on the junction points at and even well 
above the ODT. Modelling the surface forces by an expression for the surface 
tension, it was possible to describe the NSE spectra consistently. The experi­
mental surface tension agrees reasonably well with the Helfand predictions, 
which are strictly valid only in the strong-segregation limit. Beyond that, these 
data are a first example for NSE experiments on the interface dynamics in a 
bulk polymer system. 

6.3 
Gels 

Until now there have only been very few investigations that utilize NSE spec­
troscopy to address the dynamics in polymer gels. Three regimes have been 
observed [290-293]. At very low Q, frozen fluctuations lead to a dominating 
scattering intensity that displays no dynamics. At intermediate Q, the scatter­
ing intensity results from fluctuations due to the compressibility of the chain 
network. The dynamic signature is a collective diffusion, i.e. S(Q,t)/S(Q)= 
exp( -DcQ2t). Finally, as Q~> 1 the intensity behaves as 1/Qv and the observed dy­
namics represent the local chain motions and have the signatures of Zimm dy­
namics, as observed in a corresponding polymer solution without cross-links. 
The latter was observed on poly(dimethylsiloxane)(PDMS)-toluene gel [290] 
and on poly(N-isopropyl-acrylamide)(PNIPA)-water gel [292, 293]. 

According to [291] the intensity scaled to the scattering contrast factor !:J.pl 
may be written as: 

I(Q)/11p2 = S5 (Q) + S1(Q,t) (6.34) 
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with a contribution from the frozen inhomogenieties: 

8n :=!3 (l:lqr) 
Ss(Q) = {1 + Q2,Sl)2 (6.35} 

where E and (l:lql) are the length scale and amplitude of the inhomogeneities. 
The dynamic intensity is: 

(6.36) 

where ~ is the correlation length and M the longitudinal elastic modulus, the 
form of which discriminates between a polymer solution M=qJiJIII dlp and a gel 
network M=qJiJwloqJ+4/3G with w=IImix-G, where G is the shear modulus of 
the gel and II the osmotic pressure. The dynamic factor j( Q,t}=exp(-DcQlt) for 
( Q~~ 1 and ""exp( -(TQ3t)213) for ( Q~~ U The collective diffusion constant 
depends on the ratio of the modulus M and a friction coefficient ~, D c=MI (/)~· 

Figure 6.16 [291] displays data from a poly(fluorosilicone)(PFS)-acetone gel 
and illustrates how the large Fourier time range of IN15 enables a clear sepa-

50 100 200 

t /ns 

Fig. 6.16 NSE relaxation curves obtained from a 16% volume fraction poly(fluorosilicone) 
gel in acetone using the high resolution NSE spectrometer IN15 at the ILL, Grenoble. The 
existence of plateaus that represent the level of excess scattering from static inhomogenieties 
at low wave vector Q is clearly visible. The decay rates times of the dynamic parts yield the 
collective diffusion coefficient of the gel. (Reprinted with permission from [ 291]. Copyright 
2002 American Chemical Society) 

1 This formulation is used in the literature; however, see also Eq. 6.48 which yields a better 
approximation of the Zimm dynamics. 
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ration of the frozen static component that corresponds to the plateau values 
visible at large t and low Q. Figure 6.17 contains data points indicating the 
amount of the dynamic scattering intensity in the total small angle scattering 
signal as deduced from a fit of Sfi Q,t) to the data in Fig. 6.16 and a limiting value 
from light scattering. The corresponding intensity of the non-cross-linked 
solution was found to be 40% lower and the derived diffusion constant about 
30% lower than that of this gel. Dividing out the modulus that enters both Sfi 0) 
and De leads to the conclusion that the friction coefficient 5 in the gel is signif­
icantly lower than in solution. 

An NSE investigation on PNIPA microgels [294) was focussed on the depen­
dence of the collective diffusion De on the cross-linker density. Here the centre 
of mass diffusion of the microgel particles was suppressed by choosing a 
density where they assemble to a colloidal crystal. The NSE data obtained at the 
INll in Grenoble covered the Q-range between 0.04 A-I and 0.19 A-I on a time 
window 0.4-25 ns. Only single exponential decay according to collective dif­
fusion was observed. The diffusion constant De varies from 4.6x10-11 m2 s-I at 1% 
cross-linker N,N-methylenebisacrylamide (BIS) to 3.1xi0-11 m2 s-I at 5% BIS 
concentration. PNIPA shows a volume phase transition that leads to a collapse 
of the gel at about 34 oc, the above experiment was done in the swollen phase 
at 20 oc. In [293] the changes in the scattering contributions upon approaching 
the volume phase transition were also addressed . 
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fig. 6.17 SANS of the poly(fluorosilicone) gel showing the excess scattering from frozen 
inhomogenieties at low Q. The dashed line corresponds to the dynamic part of the scatter­
ing, open circles are derived from NSE experiments, the solid circle was obtained by dynamic 
light scattering [291]. (Reprinted with permission from [291). Copyright 2002 American 
Chemical Society) 
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The only attempt so far to measure an anisotropy of De in a stretched gel 
(PDMS-toluene, stretching ratio 1.25 and 1.4} found, if any, only marginal 
anisotropy ratios (1.02±0.04 and 1.11±0.06) [295]. 

6.4 
Micelles, Stars and Dendrimers 

Polymeric micelles, stars and dendrimers in solution consist of a number of 
polymer chains that form relatively compact aggregates that exhibit internal 
dynamics and overall diffusion. Whereas the association of polymer in ami­
celle is usually driven by physical interactions, the star and dendrimer archi­
tecture is generally achieved by chemical bonds. 

6.4.1 
Micelles 

Amphiphilic molecules as low molecular surfactants form micelles in water or 
oil (organic solvents).Analogously, block copolymers may form aggregates in 
selective solvents. The less soluble blocks aggregate in a compact core sur­
rounded by a corona of the soluble chains that extend into the solvent region. 
In the simplest case the micelle has spherical symmetry and low polydispersity. 
The corona may be considered as a polymeric brush. Due to its segmental 
mobility and compressibility it bears some resemblance with a dense or semi­
dilute solution and therefore exhibits sizeable dynamic density fluctuations. 
NSE experiments on micelles also contain the centre of mass diffusion term as 
a factor. Only where the scattering intensity, due to the average scattering length 
density distribution of the micelle, becomes comparable or lower than the fluc­
tuation or "blob" scattering from the brush, may the additional dynamic of the 
brush be found in the NSE signal. The NSE relaxation signal obtained therefore 
contains two components and can be described by: 

S(Q, t}/S(Q) = exp(-Tslowt)[Aslow + (1- Aslow) exp(-Tfastt)] (6.37} 

where rslow=DQ2 is associated with the centre of mass diffusion and the fast 
process with the fluctuations in the brush [296, 297]. The ratio (1-Aslow)IAslow 
reflects the relative intensities of blob and medium scale density fluctuation 
scattering from the brush to the average particle scattering intensity. In both in­
vestigations [296, 297], aqueous systems containing hydrophilic-hydrophobic 
diblock copolymers were used that form aggregates with hydrodynamic radii 
RH of about 70 A and 140 A, respectively. The slow component yields a diffu­
sion constant well in agreement with particle radii from other experiments, i.e. 
RH=kBT/6nrzD. The fast relaxation rate Tfast is about one order of magnitude 
larger than the slow rate and shows a Q-dependence that deviates from that 
of a simple diffusion. Castelletto et al. [297] investigated the micellar system at 
different concentrations and temperatures that yield liquid, hard and soft gel 
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phases. Besides the effect of the temperature-dependent viscosity rz( T) the 
nature of the phase did not reflect in the observed dynamics. 

The non-aqueous system of spherical micelles of poly(styrene)(PS)-poly­
(isoprene)(PI) in decane has been investigated by Farago et al. and Kanaya et 
al. [298, 2991. The data were interpreted in terms of corona brush fluctuations 
that are described by a differential equation formulated by de Gennes for the 
breathing mode of tethered polymer chains on a surface [ 3001. A fair descrip­
tion of S( Q,t) with a minimum number of parameters could be achieved. 
Kanaya et al. [2991 extended the investigation to a concentrated (30%, PI vol­
ume fraction) PS-PI micelle system and found a significant slowing down of the 
relaxation. The latter is explained by a reduction of osmotic compressibility in 
the corona due to chain overlap. 

Non-spherical micelles of poly( ethylene)(PE)-poly(ethylene-propylene)(PEP) 
in decane are self-assembling in the form of extended platelets that have a crys­
talline PE-core and a planar PEP brush on both sides. Due to the large size 
of the platelets the centre of mass diffusion is extremely slow and allows a 
clear separation of the density fluctuation in the brush. NSE experiments [ 3011 
have been analysed in terms of the model of de Gennes [3001. The friction 
coefficient and modulus of the brush were found to be similar to those of a typ­
ical gel. 

6.4.2 
Stars 

Earlier NSE investigation of star polymers addressed the chain dynamics inside 
the individual star molecules [302, 3031 (see [51 for a comprehensive review). 
A recent study using the ultrahigh resolution instrument IN15 on 18-arm 
poly(isoprene)[PI1 stars in d-methylcyclohexane was rather focused on the 
interaction of stars [ 3041. This was achieved by using centre-labelled stars (only 
1/4 of the arm length starting from the centre was protonated). In concentrated 
solutions above the overlap concentration, a plateau of the relaxation in S( Q,t)/ 
S( Q) was observed that indicates a caging or confinement of the star centres in 
a region with a radius that is closely related to the blob size of the surrounding 
star solution. Various labelling schemes achieved by combination of partially la­
belled and fully deuterated (i.e. matched) stars addressed the self-correlation of 
the stars as well as the collective dynamics. Figure 6.18 illustrates the difference 
between both scattering functions that is only observed at low Q (beyond the 
correlation peak in S( Q) ). On small length scales (larger Q) both correlation func­
tions have the same behaviour. The relaxation plateaus due to confinement are 
also clearly visible. The collective diffusion, as obtained from the initial decays 
of S( Q,t)/S( Q) (lines in Fig. 6.18), scales as D=DofS( Q), and extra influence of a hy­
drodynamic factor H( Q) could not be identified. The self-correlations in contrast 
exhibit Zimm scaling, i.e. r-et. The separation of collective and single-star 
correlation depends crucially on the labelling and matching only available for 
neutron scattering. 
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Fig. 6.18 Normalized intermediate scattering function from centre-labelled 18-arm PI so­
lutions. "Collective" corresponds to a 4.85% solution of labelled stars, whereas the "self" data 
stem from a solution of 1% labelled and 16.6% non-labelled stars. Note the maximum 
Fourier time of 350 ns (A-=1.9 nm), which was obtained at the IN15 in the case of these strong 
scattering samples. (Reprinted with permission from [304]. Copyright 2002 Springer) 

6.4.3 
Dendrimers 

Dendrimers have a star-like centre (functionality e.g. 4) in contrast to a star; 
however, the ends of the polymer chains emerging from the centre again carry 
multifunctional centres that allow for a bifurcation into a new generation of 
chains. Multiple repetition of this sequence describes dendrimers of increas­
ing generation number g. The dynamics of such objects has been addressed by 
Chen and Cai [305] using a semi-analytical treatment. They treat diffusion 
coefficients, intrinsic viscosities and the spectrum of internal modes. However, 
no expression for S( Q,t) was given, therefore, up to now the analysis of NSE data 
has stayed on a more elementary level. 

Star-burst polyamidoamine (PAMAM) dendrimers with primary amine end 
groups in d-methanol [306] and with hydroxyl or glucopeptide end groups in 
D20 [307] have been investigated by NSE in order to identify internal segment 
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Fig. 6.19 Relaxation rates from single exponential fits to the NSE data from PAMAM den­
drimers of generation g=S-8 (5%) in d-methanol. The solid lines are derived from NSE data 
from the FRJ2-NSE (Jiilich) and MESS (Saclay) spectrometers and show the prediction 
for simple Stokes-Einstein diffusion of hard spheres at finite concentration. (Reprinted with 
permission from [306]. Copyright 2002 American Institute of Physics) 

motions. The denrimers in methanol showed only simple centre of mass diffu­
sion with no indication for internal dynamics for generations g==S-8 (see Fig. 6.19) 
even in the Q-regime where blob scattering has significant contributions to the 
scattering intensity. The internal structure of these dendrimers seems to be very 
compact such that segmental motions are suppressed and slowed down. 

In contrast, Funayama et al. [307] see indications for a fast component in a 
double exponential fit for the PAMAM dendrimers (g==S) with -OH or sugar 
end groups in D20 at low concentration (1 o/o), whereas they observe only dif­
fusion DefFD0/S(Q) at 10o/o concentration, (i.e. a single exponential decay). A 
fast extra signal has been fitted with amplitudes between 4 and 17o/o to the data 
from 1 o/o solutions and is attributed to motions of the amido-amine segments 
inside the dendrimer. However, the data coverage and statistics for a clear iden­
tification of the fast signal is marginal. 

Carbosilane dendrimers with perfluorinated end groups in perfluorohexane 
were studied by Stark et al. [308]. The significant deviations from simple dif­
fusion that are observed in the NSE data in this case are attributed to shape 
fluctuations following a procedure that had been developed for the analysis of 
micro-emulsion droplet fluctuations [309]. 

Since the scattering signal from shape fluctuations is only significant com­
pared to the average form factor, where the latter has minima or zeroes, the 
normalized intermediate scattering is mainly sensitive to the fluctuations at 
these minima, as can be seen in Fig. 6.20. Only for generations g>3 do these 
dendrimers exhibit a spherical shape with the corresponding minima; lower 
generations were found to be elliptical, i.e. without zeroes in the angular aver-
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Fig. 6.20 Small angle scattering intensity (triangles log n and effective diffusion D .H< Q) as 
obtained from g=4 carbosiloxane dendrimers with perfluorinated end groups in perfluo­
rohexane. The dashed line is a fit to the prediction of a model for shape fluctuations of 
micro-emulsion droplets, the resulting bending modulus was 0.5 k8 T. (Reprinted with per­
mission from [ 308]. Copyright 2003 Springer Berlin Heidelberg New York) 

aged scattering. Therefore, fluctuation scattering is largely masked and the NSE 
data (Q=0.028-0.278 A-1, up to 25 ns) correspond to simple diffusion with an 
apparent diffusion constant that matches the value forD eff obtained by photon 
correlation spectroscopy. The applied model for the explanation of the NSE 
data for the g=4 dendrimer implies a low viscosity liquid-like interior of the 
dendrimers and an incompressible interface formed by the end groups. 

The question remains whether the inelastic intensity that becomes visible at 
the minima of the average form factor is really due to shape fluctuations or rather 
stems from density fluctuations (blob segmental motions) inside the dendrimer. 

6.5 
Rubbery Electrolytes 

Polymeric electrolytes can possibly be used to build safe, non-toxic modern 
battery systems, e.g. Li -batteries. In this context the understanding of the ionic 
conduction mechanism of dissolved alkali salts is of major importance. Besides 
macroscopic measurements of transport coefficients, the investigation of mo­
bilities on a molecular level is essential to identify the relevant conduction 
mechanisms. 

Corresponding inelastic or quasi-elastic neutron scattering investigations on 
polymeric electrolytes have been focussed on polyethyleneoxide PEO and 
polypropyleneoxide PPO containinig Li-salts [310-315] or Nal [316-318]. 
These investigations cover the momentum transfer range 0.4 A-I<Q<0.16 A-I 
and do not extend into the SANS regime, i.e. they are most sensitive to local 
dynamics of segments. The first (interchain) peak of the structure factor S( Q) 
for the pure (deuterated) systems are located at Q=1.2 A-I for PPO [319] and at 
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Q=1.5 A-1 for PEO [320]. Here the relevant time scales range from picoseconds 
to a few nanoseconds, where an overlap between Fourier transformed spectra 
from backscattering or inverted TOF instruments and NSE data exists and is 
used to extend the time range. In all these investigations a significant (more than 
one order of magnitude) reduction of the segmental mobility upon salt addition 
has been observed. In addition the stretching parameter f3, as obtained from 
stretched exponential fits to the intermediate scattering function, decreases. 

The experiments on alkali iodides, PEOx-Nai or PEOx-Lil [316-318] were 
performed on PEO chains of 23 or 182 ( -CH2-CH2-0-) monomers and O:ion 
ratios between 15 and 50. The incoherent scattering from protonated polymers 
was measured using IN11 C, which yields the intermediate scattering function 
of the self-correlation. The experiments were performed in the homogeneous 
liquid phase where the added salt is completely dissolved and no crystalline 
aggregates coexist with the solution, i.e. at temperatures around 70 °C. 

The results were compared to MD-simulations [317). Whereas the scattering 
function of pure PEO could be well described, the dynamics of the salt-loaded 
samples deviates from the predictions obtained with various electrostatic in­
teraction models. The best but still not perfect and - at least for longer times -
unphysical model assumes Hookean springs between chains to simulate the 
Na-ion mediated transient cross-links [317]. 

Mao et al. [310] investigated PEO with LiCl04 or Li-TFSI=Li-N(CF3S02}z as 
salts using QENS. First data were obtained via inverse TOF(IRIS) spectroscopy 
with a resolution of Ll£=15 }leV. However, to get a better data quality for the 
slow processes observed, additional NSE (INllC) experiments up to t=l.7 ns 
( -Ll£=0.4 }lS) proved necessary both for PEO-LiCl04 [313] and PEO-Li-TFSI 
[311]. Experiments were performed on deuterated PEO samples with molecu­
lar weights of Mw=40 kg/mol and 52 kg/mol, respectively, in the Q-range around 
the first structure factor peak at 1.5 A-1 [320], starting from 0.5 A -1 and ex­
tending to 1.6 A -1• Data treatment procedures were analogous to those used for 
the classification of dynamics in glass-forming polymers: 

Spair ( Q, t) =A ( Q) exp [ -{t/T( Q) }J3(Ql] 
Spair ( Q,O) 

(6.38) 

with A( Q) an amplitude factor due to fast motions (vibrations and relaxations) 
that occur at times shorter than resolved in the experiment: 

( Q0 )v T(Q) = T0 Q (6.39) 

for incoherent scattering and 

T( Q) = ToYS ( Q) ( ~or (6.40) 

for coherent scattering. 



190 D. Richter · M. Monkenbusch · A. Arbe · J. Colmenero 

Gaussian behaviour of the segmental displacement is indicated by f3v=2. 
Analysis of the data obtained at T=348 K and 373 K by fitting the parameters 
f3( Q) and l( Q) revealed a strong slowing down of the dynamics upon salt ad­
dition by about one order of magnitude for a ratio O:Li=7.5:1 and 2.5 decades 
for O:Li=3:1 in PEO. The value of f3 decreases from f3(Q=1.5 A-1)=0.73 (0.426) 
to 0.324 (0.390) at 348 K (323 K), which was attributed to an additional degree 
of"randomness" due to the Li-mediated transient cross-linking. Also a "posi­
tive correlation" of the values of l( Q) and {3( Q) with S( Q) was found. To explain 
the observations, the data were complemented with medium resolution inco­
herent scattering results from hPEO [310] and compared to results from MD 
simulations [313] conducted to validate a quantum chemistry based potential 
Ansatz for the PEO interactions. The data trends of the NSE data were well re­
produced by the MD calculations whereas the TOF data showed less agreement, 
possibly due to the difficulty in extracting unique values for l( Q) and {3( Q). 
However, they reveal the presence of a faster process of rotational character. 
The product f3v was found to be 1.3 rather than 2 for the medium resolution 
incoherent scattering from hPEO. The slower relaxation has translational ( dif­
fusion) character and closely couples to Li-ion dynamics, as concluded from the 
combination of neutron experiments and MD calculations. 

An extensive investigation on the system PPO-LiC104 is reported by Carlsson 
et al. [314]. Using deuterated PPO (dPPO) with a molecular weight Mn=2 kg/mol 
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Fig. 6.21 Arrhenius plot of the relaxation time (r(Q=14.5 nm-1)) for dPPO and dPPO-LiCl04 

(Li:O= 1: 16) (upper curves). Solid symbols were derived from NSE (INll) results, open sym­
bols from inverted TOF (IRIS). The solid and dashed lines represent the temperature 
dependence of the scaled viscosity for the two systems. The dash-dotted line is the scaled 
resistivity. (Reprinted with permission from [314]. Copyright 2002 American Institute of 
Physics) 
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the study was focussed on the structure factor peak at Q=1.45 A-1 and on the 
temperature dependence of the relaxation functions and the effect of the Li-salt 
on it. It was expected that the results would reveal the influence of the ions on 
the segmental mobility and that the latter would correlate with the conductiv­
ity. The NSE and TOF data were analysed by fitting with stretched exponentials, 
exp[-(t/TK)P] yielding a stretching exponent {3=0.67 (0.56) for pure PPO and 
{3=0.45 (0.37) for PPO-LiC104• The possible explanation that heterogeneities 
cause the lower value of f3 was excluded by comparing the temperature depen­
dence of f3 and the relaxation function shape itself to a heterogeneity model. 
The broadening of the relaxation time distribution needed to fit the Spair( Q,t) 
data would be far too large if compared with expected and observed DSC 
widths of the glass transition. The average relaxation times ( T)=TKp-1 I'(p-1) 

as a function of temperature are shown in Fig. 6.21. Except for the lowest tern­
perature they exhibit virtually the same T-dependence of the bulk viscosity, 
and for the salt-containing system, as the resistivity. Deviations of ( T) and f3 
between NSE and TOF results are explained by the different importance of the 
admixture of incoherent scattering due to residual protons and the weaker 
incoherent scattering from deuterons. 

In Fig. 6.22 the results of a viscosity scaling by t-Hx T/ rz ( T) of the relaxation 
data are shown. Such a scaling is motivated by the Rouse model and should 
hold for the a-relaxation. The pure PPO data (right) behave according to this 
expectation; in contrast the PPO-LiC104 curves deviate considerably. This in­
dicates that the coupling factor between microscopic friction and viscosity de­
pends on temperature, possibly due to transient cross-linking via Li-ions. 

Breaking and reforming of such cross-links relate to the "renewal time" TR 
of the DDH model [321] of the conductivity. Here the mean squared displace­
ment without renewal events saturates after a short time to a value of (r(oo)) 
until a restructuring establishes the start of a new diffusion step. Then 
D(O)=(r2(oo))/(6TR) and via the Nernst-Einstein relation: 

<..:2 ) 6(fTRkBT r(oo) =---
nionsq; 

(6.41) 

where a is the conductivity, nions the carrier density and qe their charge. Now TR 
is identified with (T), which yields reasonable (r2(oo))112 values between 0.1 and 
0.5 A. The trend to increase more than (r2(oo))ecT is expected from harmonic 
vibrations with increasing T. The latter fact leaves the suspicion that the ex­
posed DDH model still contains some oversimplification or wrong assump­
tions. 

A number of investigations on polymeric electrolytes that are out of 
the scope of this review rely solely on the TOF/backscattering methods, e.g. 
[322, 323]. 
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Fig. 6.22 Viscosity scale relaxation functions S(Q,txTI'l(T))!S(Q,O) obtained from NSE ex­
periments at different temperatures between 220 K and 310 K for pure PPO (a) and between 
280 K and 334 K for PPO-LiCl04 (b). The scaling only holds for the pure PPO. (Reprinted 
with permission from [ 314]. Copyright 2002 American Institute of Physics) 
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6.6 
Polymer Solutions 

Dilute polymer solutions exhibit a universal regime, where Zimm dynamics 
[218, 220] are observed. Here the local friction of the Rouse model is supple­
mented by a dominating hydrodynamic coupling of polymer segments. In 
Chap. 5 we have already introduced the Zimm model. There we discussed devi­
ations occurring at small length scales as a consequence of dissipation through 
rotational jumps. Here we will address results from the universal regime, where 
mode-dependent characteristic ratios and dissipation effects may be neglected. 
Starting from Eq. 5.17 and Eq. 5.20 the Fourier transformed Zimm equation 
reads: 

ax(p,t) _ 
-=---- = L. Hpq ( -kqx ( Q, t) + /q) 

at q 
(6.42) 

With kq=q26n2k8 T/(Nf2 ) for q=O, 1, 2, ... Nand 

1 N N (pnn) (qnm) Hpq = N2 [ [COS N cos N Hnmdn dm (6.43) 

which after some approximations [6] that leave only the diagonal terms leads 
to: 

H = pq + ____.fi___ = ____Ei__ B - + 1 r5 r5 r5 ( ~N ) 
pq- 21J8b yN3n3p 2~ 2~ p 

(6.44) 

Thus, the remaining difference from the Rouse model is a mode-dependent 
friction coefficient ~p=(Hpp)-1 for (p>O), which leads to a relaxation mode spec­
trum with a different mode number p-dependence. The second term in Hpq is 
the bead friction with the surrounding medium (solvent), which is the only term 
present in the Rouse model. The ratio of the diagonal (Rouse-like) friction and 
the solvent-mediated interaction strength may be expressed by the draining pa­
rameter B=(~/1J8)/(6n3f2) 112 • The Rouse modelhasB=O, whereas the assumption 
(segment=sphere) of f=2a and ~=6n1Jsa leads to B=0.69. In the classic deriva­
tion of the Zimm scattering function [220] only the first hydrodynamic inter­
action term of Hpq is observed to yield results for large Nand dominate the low 
modes (smallp): 

~ '1 (Nezptz 
Tp = _1_ = p-2/3 

kp kBT{3it 
(6.45) 

The centre of mass diffusion D=k8 T/ ~0 follows from: 

1 NN 3 
~o 1 = Hoo = ,.0 J J Hnmdn dm =-1J.fV6n3N 

1v- 0 0 8 
(6.46) 
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As pointed out in [ 6] the extended coil conformation in good solvents leads to 
different exponents for ~p=a1 q8fN"p1-v, and Tp=aUJ-3vq(N"f,)3!k8Tand D=a3k8 T! 
(1JaN"C) with the Flory exponent v and the numerical prefactors a1 also de­
pendent on the conformation. 

Using the same Ansatz as for the Rouse model the scattering functionS( Q,t) 
for the Zimm model simply emerges by replacing the above expressions for D 
and rp(for 0-solvents) into the summation, analogous to (Eq. 3.19). In the limit 
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Fig. 6.23 a Comparison of the universal Zimm relaxation function F(x) to stretched expo­
nentials. The dotted line is the residual error x10 to the best fit (a=l.354, {3=0.852). The f3 
value of 2/3 only applies at large values of x with F(x )< 1 o-3, which are irrelevant for NSE data. 
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Eq. 6.48 (dashed line) and the asymptotic form (dashed-dotted line). Only for very large 
values of x> 30 does the asymptotic value of f3 emerge 
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of large QRg the centre of mass diffusion can be neglected and the well-known 
scaling form for the Zimm dynamic structure factor emerges [ 6, 220]. At inter­
mediate Q-values, with a typical Q-dependence of the relaxation rate, -Q3 also 
expressed in the scaling property S(Q,t)/S(Q)=F(k8 T/6n Q3tlrz5 ) with a universal 
function F(x).As pointed out above, details depend on the chain conformation, 
i.e. the quality of the solvent. The observed relaxation rate is predominantly 
determined by the (effective) solvent viscosity 'ls· At low Q ( QRg < 1 ), the centre 
of mass diffusion (rate -Ql) becomes the dominant process and limits the 
validity of the universal behaviour [5]. The dynamics is dominated by the 
universal behaviour in a large Q-range, particularly for long Gaussian chains: 

~ [ 2 ~ cos (yux- 213 ) J 
F(x) = J exp -u- x213 - J {1- exp(-y2' 3tv2}}dy du 

0 Tt 0 y2 
(6.47) 

which can be approximated over the range where most of the decay happens 
by a stretched exponential: 

F(x) ""exp [ -(xla)P] (6.48) 

with a:::: 1.354 and /3z0.85 as illustrated in Fig. 6.23. Note that these coefficients, 
which are valid in the practical relevant range of x=0-6, are different from the 
asymptotic form (/3=2/3) given in [6]. The derivative dF(x)ldx""exp[ -(xlb)B] in 
the relevant regime of xis also well represented by a stretched exponential with 
b""0.827 and B""0.75. 

6.6.1 
Semidilute Solutions 

In the semidilute regime (c>c*) the scattering intensity reflects the segment 
concentration fluctuations on the screening length scale (or blob size) 
s""RE(clc*)-vf(3v-I) with the overlap concentration c*::::N/R~ [37] with the Flory 
exponent v= 1/2 in 0-solvents and close to 5/3 in good solvents. For Q< 11 s 
collective concentration fluctuations with diffusive behaviour determine the 
scattering intensity while for large Q the Zimm dynamics of segments prevails. 
By employing the technique of zero average [324] the single chain structure fac­
tor can also be measured [325]. In that case a mixture (1:1) ofh-polymer and 
d-polymer in a d!h-solvent mixture with a scattering length density equal to the 
average scattering length density of the polymer mixture is prepared, i.e. the 
contrast for the h-polymer is equal to l!.fJh=-!!.pd the negative value of the con­
trast of the d-polymer. In [325] it is shown that in the absence of isotope de­
pendence of interactions (which in many cases is at least approximately given) 
the resulting scattering intensity is that of an ensemble of single chains. The 
difference between simple d-solvent vs h-polymer contrast and zero average 
contrast is illustrated in Fig. 6.24. 

Figure 6.25 shows the dispersion of the effective diffusion r d Q2 with r Q the 
first cumulant of the relaxation function. Three branches are visible. A: collec-
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Fig. 6.24 Comparison of the scattering from a semidilute PDMS solution under normal poly­
mer contrast (I) revealing the correlation length with the single chain scattering (Iz) as 
obtained by a zero average contrast preparation (see text). The line through Iz represents a 
Debye function with R8=7 nm whereas the line through I corresponds to a Lorentzian (Orn­
stein-Zernike) with a correlation length ~=1 nm. (Reprinted with permission from [325]. 
Copyright 1991 EDP Sciences) 

10-1 

a[ A] 

Fig. 6.25 Relaxation rates as function of Q in semidilute PDMS/toluene solutions. A collec­
tive concentration fluctuation seen in normal contrast, C single chain motion as seen in zero 
average contrast. B Zimm regime of local chain relaxations, equal in both contrasts. (Re­
printed with permission from [325). Copyright 1991 EDP Sciences) 
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tive concentration fluctuations (normal contrast). B: local segment motions, 
Zimm dynamics, (both contrasts). C: single chain fluctuations and diffusion 
(zero average contrast). In regime A(Qs~1) the characteristic rate parameter 
is Eq. 5.113 in [6]: 

kBT rA = -- Q2 = DcQ2 
Q 6nrzss 

(6.49) 

i.e. it depends on the solvent viscosity 'ls and the correlation length S· On the 
other hand the same derivation for dense solutions yields for Q~ 1: 

TB = kBT ()! 
Q 16rzs 

(6.50) 

for the normal contrast, which may be compared to the single chain Zimm dy­
namics with the first cumulant: 

rz= kBT 0: 
q 6nrz 

(6.51) 

The observation that branches A and B in Fig. 6.25 merge at large Q is consis­
tent with the predictions for r~ and r~ since 6n and 18.84 deviate from 16 by 
less than 15% and statistical errors of the experiment and systematic uncer­
tainties in methods to extract the cumulant exceed this difference. In [325] for 
both the collective concentration fluctuations and the local Zimm modes the 
observed rates are too slow by a factor of 2 if compared to the predictions with 
rz (the solvent viscosity) and s (the correlation length) as obtained from the 
SANS data. It is suggested that this discrepancy may be removed by the intro­
duction of an effective viscosity rz~ff that replaces the plain solvent viscosity 'ls· 

Finally at very low Q, i.e. QRg ~ 1, branch C should level at the centre of mass 
respectively self-diffusion Dself of the polymer chains that in the semidilute and 
dense regime is strongly reduced by the factor (c/c*)714 (=6.6 here) due to in­
terchain interaction, compared to its limiting value at infinite dilution [ 6] 
(5.144). 

6.6.2 
Theta Solution/Two Length Scales 

In a 9-solvent the effective binary interactions between segments are zero. 
Thus, coil dimensions are independent of concentration and v=1/2 applies. In 
semidilute solutions there are two length scales, the molecular weight inde­
pendent correlation length szRE(c/c*) and the tube diameter d measuring the 
distance needed to encounter a certain number ofbinarycontacts [326]. These 
two lengths scale differently with concentration c in good and in 9-solvents: 
d-s-c-314 and d-c-213, s-c-1, respectively. Adam et al. have investigated the dif­
ferences in the dynamic properties of high molecular weight polymers between 
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Fig. 6.26 Local viscosity as function of the polymer concentration C scaled to the solvent 
viscosity '1s for PS in the good solvent d-benzene at two temperatures (open circles T=30.6 °C, 
plus 65 °C). And in cyclohexane at the 0-temperature (full circles). (Reprinted with permis­
sion from [327]. Copyright 1996 The American Physical Society) 

semidilute solutions at 8- and good solvent conditions [327, 328]. Peculiar 
effects were found in the NSE results from 8-solutions. In a good solution of 
polystyrene (PS) with a molecular weight of M=6,777 kg/mole in d-benzene the 
local viscosity, as deduced from the high Q-behaviour of r~ is consistent with 
the solvent viscosity. On the other hand, solutions of the same polymer in cy­
clohexane at the 8-temperature yields a strong concentration dependence of 
the effective local viscosity, as illustrated by Fig. 6.26. 

When the temperature is increased above the 8-temperature the enhanced 
local viscosity at higher concentration drops. The variation is the same as ob­
served for the macroscopic viscosity [ 329]. In [ 328] polyisoprene (PI) and PS in 
different solvents have also been investigated and the authors observe that the 
slopes of the concentration dependence of the scaled local viscosities for PS and 
PI have a ratio of 1.7, which matches the value of the concentration ratio either 
on the Kuhn length (1.6) or the persistence length (1.7) for the two polymers. 

The final conclusion from the observed concentration dependence is that un­
der 8-conditions friction can occur between monomers, not only in the same 
blob but also between monomers belonging to any polymer in the solution. How­
ever, the underlying mechanism for this property has not yet been unravelled. 

A rescaling of D( Q) with respect to a length scale ls=( dkse) 112 the mean dis­
tance between two successive self-knots where dk=20 A is one adjustable pa­
rameter leads to the good superposition shown in Fig. 6.27. 

An analogous PS solution (Mw=l,030 kg/mol) in cyclohexane at one con­
centration (0.052 glcm3) has been investigated by Brulet et al. [330]. However, 
the NSE experiments were performed under zero average contrast, i.e. the 
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fig. 6.27 Reduced diffusion coefficient versus reduced wave vector by scaling it to the length 
scale ls=(a~8) 112 • Data were obtained near the 9-temperature T=39.1 °C. Different symbols 
diamonds, circles and squares correspond to concentrations c=0.057, 0.081 and 0.177 glcm\ 
respectively. (Reprinted with permission from [327]. Copyright 1996 The American Physi­
cal Society) 

single chain structure factor has been observed. As a consequence the data 
show a different behaviour, especially at low Q. In particular a huge effect on 
Deff(Q<1/ls; ls=24 A) at the 0-temperature is observed. Is is close to the hydro­
dynamics screening length ~h [325], which separates the regimes related to non­
draining ( Q> 1/ ~h) from free draining at small Q. Here the effective diffusion is 
enhanced by a factor of -5 compared to good solvent conditions obtained at 
T=0+24 oc. The value of ls deduced from the location of the knee or minimum 
in Dea(llls}, which deviates by a factor of -2 from the 46 A that result from the 
parameters used in [ 327]. The enhanced relaxation at 0-condition is interpreted 
as a consequence of the "self-entanglement rigidity". In contrast to the results 
of Adam et al. an increase of the local viscosity at Q> llls upon approaching the 
0-temperature has not been detected. 

6.6.3 
Multicomponent Solutions 

A variant of the zero average contrast method has been applied on a solution 
of a symmetric diblock copolymer of dPS and hPS in benzene [331]. The 
dynamic scattering of multicomponent solutions in the framework of the RPA 
approximation [324] yields the sum of two decay modes, which are represented 
by exponentials valid in the short time limit. For a symmetric diblock the 
results for the observable scattering intensity yields conditions for the cancel­
lation of either of these modes. In particular the zero average contrast condi­
tion, i.e. a solvent scattering length density Ps that equals the average of both 
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polymer blocks (fJH+fJD)/2, leaves only contributions from the "interdiffusion 
mode" T1 whereas the concentration mode Tc prevails as the only component 
when there is a contrast between the polymer and solvent scattering and both 
blocks are equal. The latter situation would result in a homopolymer solution 
of 2Mw in the present case: 

S(Q,t) [PH- Po] 2 
--= (P112(Q)- P1 (Q)) exp(-T1t) 

Ncp 2 
(6.52) 

[ PH- Po ] 2 P1(Q) + - Ps exp(-Tct) 
2 1 + vcpNP1(Q) 

N is the total number of monomers, cp the polymer volume fraction and P1 and 
P 112 the form factors of the total copolymer and of the single blocks respectively. 
V=v0 =vH is the excluded volume interaction parameter which relates to the 
second virial coefficient A 2=vN/(2Mc). 

Under the simplifying assumption that hydrodynamic interactions may be 
neglected, the only new parameter that controls the dynamics is a monomeric 
friction coefficient ~(Rouse model). Then the prediction for the rate T1 is given 
by: 

k T Q2 
r,(Q) =-s- -----­

N~(c) P112(Q)- P1(Q) 
(6.53) 

where any concentration dependence is lumped into the friction coefficient 
~(c) in terms of the generalized mobility p=li(N~. In the Rouse model the 
mobility is independent of Q; however, since the scattering intensity allows 
measurement of P112(Q)-P1(Q) and the NSE relaxation data S(Q,t)/S(Q) yield 
T1(Q) the experimental results may be expressed in terms of p(c,Q). Any Q­
dependence then indicates deviations from the Rouse model. The increase of 
p(c,Q) found for small Q is interpreted as an influence of the hydrodynamic 
interactions. Besides that dependence a strong reduction of the mobility with 
increasing concentration (above c*) is observed while the Q-dependence of p 
becomes weaker due to increased screening of the hydrodynamic interactions. 

6.7 
Biological Macromolecules 

The application of neutron spin-echo spectroscopy to the analysis of the slow 
dynamics of biomolecules is still in its infancy, but developing fast. The few 
published investigations either pertain to the diffusion of globular proteins in 
solution [332-334) or focus on the internal subnanosecond dynamics on the 
length scale, <10 A as measured on wet powders [335, 336]. The latter regime 
overlaps with other quasi-elastic neutron scattering methods as backscattering 
and TOF spectrometry [337-339]. 
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Motivated by the fact that inside biological cells the protein concentration 
reaches volume fractions cp up to 0.3, the transport properties of myoglobin -
a globular protein with Rg:o::16 A- under such "crowded" conditions has been 
investigated in [332] using NSE. The properties are derived from the effective 
diffusion as obtained from the NSE signal from salt-free solutions in D20 
(c=5.2-35 mM; cp=0.07-0.44) at 37 °C.At such concentrations the static struc­
ture factor S( Q) obtained from SANS exhibits a correlation peak. Furthermore, 
the forward scattering is suppressed indicating a repulsive interaction. An analy­
sis of S(Q) using a rescaled [340) mean spherical approximation (MSA) [341) 
revealed an effective charge of IZpl=l.S-2 per protein. NSE experiments were 
performed covering a Fourier time range from 30 ps to 200 ns. The observed 
relaxations did not show stretching, i.e. were single exponential and thus: 

S(Q,t)IS(Q) = exp(-DerrQ2t) (6.54) 

At low Q the experiments measure the collective diffusion coefficient De of con­
centration fluctuations. Due to the repulsive interaction the effective diffusion 
increases -liS( Q). Well beyond the interaction peak at high Q, where S( Q)= 1, 
the measured diffusion tends to become equal to the self-diffusion D5• A hy­
drodynamics factor H( Q) describes the additional effects on Dert=DoH( Q)/S( Q) 
due to hydrodynamics interactions (see e.g. [342]). Variations of D( Q)S( Q) with 
Q (Fig. 6.28) may be attributed to the modulation with H( Q) displaying a peak, 
where S( Q) also has its maximum. For the transport in a crowded solution in­
side a cell the self-diffusion coefficient D5 is the relevant parameter. It is strongly 
(approximately exponentially) concentration dependent and decreases by more 
than one order of magnitude in the investigated concentration regime [ 343 ]; at 
the highest concentration it is more than two orders of magnitude below the 
Einstein-Stokes value for D0• 

Another investigation - motivated by the observation of an extra slow re­
laxation observed by DLS [344)- on interacting protein spheres in solution 
resulting in DerrC.Q) obtained from NSE experiments is reported in [333]. 
Larger aggregates consisting of 24 units of the protein apoferritin, in the form 
of a spherical shell with an outer diameter of 120 A in D20, were investigated. 
The electrostatic interaction was modified by adding various amounts of NaCl 
to the solutions with different protein volume fractions cp=O.OS-0.2. At low 
salt concentration and higher volume fraction a strongly peaked structure 
factor is observed, which is explained in terms of paracrystalline ordering. 
For weak interaction (high salt, low cp) a weakly modulated S( Q) dose to the 
Perkus-Yevick prediction emerges. Even in the highly ordered state the ag­
gregates are not confined as is seen in Fig. 6.29 from the nearly full decay of 
the relaxation. 

Figure 6.30 displays the relaxation rate I(Q)=DerrC.Q)Q2. The line corresponds 
to the Einstein-Stokes diffusion of a sphere with 69 A radius (from SANS a ra­
dius of 60 A was obtained). The dip at Q:o::0.035 A -I and the enhancement at 
lower Q for the high concentrations with low salt corresponds to a modulation 
that follows the inverse of the (paracrystalline) structure factor. Unlike the case 
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Fig. 6.28 From bottom to top: effective diffusion constant from NSE experiments, S( Q) 
deduced from RMSA fits, and DoH(Q)=D(Q)S(Q) with H(Q) the hydrodynamic factor. The 
left side corresponds to a myoglobin solution of concentration c= 14.7 mM and the right side 
c=30 mM. Note the strong reduction of the value of D upon concentration increase. (Re­
printed with permission from [332]. Copyright 2003 Elsevier) 
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Fig. 6.29 S(Q,t)!S(Q) measured at the IN15 on a 156 mglmL apoferritin solution with 
0.01 mM salt. Despite the paracrystalline order no permanent restriction of motion is pre­
sent as indicated by the virtually full decay of the relaxation curve ( Q=0.09 A -I). (Reprinted 
with permission from [333]. Copyright 2003 Elsevier) 
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Fig. 6.30 Relaxation rate I'(Q)==Dert<Q)Q2 from apoferritin solutions. The straight line cor­
responds to simple diffusion and is fitted to the high-Q asymptote of the data. (Reprinted 
with permission from [333]. Copyright 2003 Elsevier) 

of crowded myoglobin solutions, obviously no concentration effect on the lim­
iting value at high Q (Deff~Dself) is visible. 

In neutron scattering work aiming at the internal protein dynamics, NSE 
experiments at low Q have been used in order to measure the centre of mass 
diffusion. This, quantity is needed as input for the interpretation of TOF spec­
tra taken from the same solution. In [339] the internal dynamics of the photo­
chemical reaction centre from the photosynthetic bacterium Rhodobacter 
sphaeroides has been investigated by QENS. In this experiment the protein was 
solubilized with surfactants. Both the solvent as well as the surfactant and all 
exchangeable hydrogens of the protein were deuterated such that the incoher­
ent scattering mainly resulted from the photoactive part. At low Q the contrast 
between the protonated inner part of the protein and the surrounding creates 
coherent scattering. At Q::;;0.15 A.-I the centre-of-mass diffusion coefficient Dcm 
was measured by NSE. The value obtained was compatible with that obtained 
by DLS at a 100 times lower concentration. Difference TOF spectra of the 
solution and the solvent (buffer solution) were interpreted in terms of trans­
lational diffusion following the NSE-determined Dcm and an internal degree 
of freedom, which was modelled by a Lorentzian. The corresponding width 
extrapolates towards low Q to a relaxation 1(0)=7 ps. This time stays constant 
up to Q:=0.8 A.-I and then rises by 30o/o in the region Q=O.S-1 A.-I. The proton 
motion behind this observation appears to be restricted to length scales of 
about 3 A. 
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The interpretation of intra protein dynamics on the basis of experiments in 
solution is always hampered by the contributions of centre of mass diffusion 
and rotational motions. A common way out is to investigate "wet" powders of 
proteins where there is already a water shell around the protein such that it may 
function, but the sample still is a soft solid without large scale diffusion of the 
proteins. A careful comparison between results from hydrated powders and 
solutions of the proteins myoglobin and lysozyme has been performed in [ 345]; 
however, only relying on TOF spectroscopy. A larger number of TOF and high 
resolution backscattering experiments - many of them analysing the incoher­
ent elastic intensity in terms of a temperature-dependent mean square dis­
placement (Debye-Waller-factor)- rely on this type of sample (see e.g. [346]). 

A first attempt to extend such incoherent measurements on fully protonated 
hydrogenated powder of glutamate dehydrogenase to the enhanced resolution 
available by NSE is reported in [347]. At Q=0.3 A-1, where the relative contri­
bution of incoherent scattering to the total scattering dominates the NSE spec­
trum, data up to t=26 ns have been collected. Beyond 1-2 ns the data reveal 
a plateau at about Sselt{ Q,t> 2 ns )I Sselt{ Q)""0.6. The plateau indicates a spatial 
limitation of the motional process. Its value is given by the Fourier transform 
of the non-decaying part of the self-correlation function and is also called the 
elastic incoherent structure factor (EISF). It measures the asymptotic (t~oo) 
distribution of a moving particle. This technique has also been applied to hy­
drated parvalbumin [338], where incoherent NSE data are compared to the 
EISF derived from medium resolution backscattering (BS). Data over a larger 
Q-range are compatible with proton diffusion on a sphere with an average 
radius 1.2-1.3 A. At t=150 ps- corresponding to the 10 JieV BS resolution­
both methods coincide. However, the NSE data that extend to 0.8 ns indicate a 
further drop of the EISF at longer times. This result shows that apparent mo­
tional restrictions depend on the time scale of observation. 

A fully deuterated powder of the photosynthetic protein C-phycocyanin ( CPC) 
has been investigated by NSE in a similar (Q,t)-range [335]. Here the coherent 
scattering conveying the pair correlation Spair( Q,t}/Spair( Q) in terms of the in­
termediate scattering function was obtained and compared to molecular dy­
namics simulations. As illustrated in Fig. 6.31 the salient features of the NSE data 
were quantitatively and qualitatively reproduced by the MD results [348]. 

Comparisons as in Fig. 6.31 serve as tool to improve and validate MD sim­
ulation results and methods and will help to develop more efficient simulation 
methods. The interplay between validating experiments and successively im­
proved simulations is a very promising approach for arriving at a very detailed 
picture of the internal motion within biopolymers. 

Finally, Fig. 6.32 compares the internal dynamics of hydrated C-phycocyanin 
with that of the same system plus trehalose, a well known cryoprotecting 
disaccharide. Fig. 6.32 shows that the dynamics is slowed down by about 
1.5 decades. The observation is interpreted as a slowing down of the protein dy­
namics due to the viscosity increase of the water shell by the added trehalose 
molecules. This finding is corrobated by the changes of the mean-squared-dis-
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Fig. 6.31 Normalised intermediate scattering function from C-phycocyanin ( CPC) obtained 
by spin-echo [335] compared to a full MD simulation (solid line) exhibiting a good quanti­
tative matching. In contrast the MD results from simplified treatments as from protein with­
out solvent (long dash-short dash line), with point-like residues ( Ca-atoms) (dashed line) or 
coarse grained harmonic model (dash-dotted line) show similar slopes but deviate in par­
ticular in terms of the amplitude of initial decay. The latter deviation are (partly) explained 
by the employed technique of Fourier transformation. (Reprinted with permission from 
[348]. Copyright 2002 Elsevier) 

placements (u2) derived from incoherent scattering experiments. They show a 
"dynamic transition" (i.e. a kink in the slope of (u2(D)) occurring at 220 Kin 
myoglobin/D20. This transition is not visible with added trehalose - possibly 
due to a slowing down of the dynamics (see e.g. [349]). 

The observation of large scale motions of protein substructures, which are re­
lated to their function, by inelastic neutron spectroscopy (particularly NSE) has 
not yet been accomplished successfully and still waits for a working example. 
The associated motion must have a large amplitude such that it significantly 
changes the form factor of the protein. Effects of centre of mass diffusion and 
rotation must be separable or suppressed. Furthermore, most importantly, the 
large motions must occur as thermally exited fluctuations around equilibrium. 
Many of the large scale motions pertaining to function that are described in the 
literature (see e.g. [350]) occur as a response to an external stimulus like change 
of ion concentration, pH, etc. Such motions are only accessible by comparing 
the end states and eventually the kinetics between them with methods like 
SANS, SAX.S or spectroscopic labels. NSE and QENS have to rely on genuine 
fluctuation dynamics. A close feedback to MD simulation seems to be the most 
promising way to achieve progress in this field. 
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Fig. 6.32 NSE and Fourier transformed TOF (Mibemol) data. The lower curve corresponds 
to the data shown in Fig. 6.31, the upper curve stems from a sample with added trehalose 
(1 g protein/0.3-0.5 g trehalose/! g D20 ). (Reprinted with permission from [336]. Copyright 
2002 Springer, Berlin Heidelberg New York) 
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7 
Conclusions and Outlook 

In this review we have presented an overview on the state of the art of neutron 
spin echo spectroscopy in polymer dynamics. Up to now, the dynamics of ho­
mopolymers has been mainly addressed covering a very broad range oflength 
and time scales. For glassy relaxation, both the secondary P-relaxation and the 
primary a-relaxation have been addressed. A key experiment on polybutadi­
ene showed that the a-relaxation relates to the relative motion of adjacent 
chains, while the {3-process is a more local process within a given chain. Mea­
surements of the self-motion in the a-relaxation regime revealed highly Q-dis­
persive relaxation times, which are consistent with an essentially sublinear 
diffusion process underlying the a-relaxation. This sublinear a-regime is well 
separated from the universal regime of entropy-driven dynamics, which has 
been confirmed in great detail both from measurements of the single chain 
dynamic structure factor and from the self-motion. Addressing the leading 
process which limits the universal Rouse dynamics, NSE investigations clearly 
showed that for flexible polymers this leading mechanism is the dissipation 
process due to rotational jumps between different isomeric states. 

At larger scales, confinement effects determine the dynamics of long-chain 
polymer melts. The experimental dynamic structure factors from such systems 
rule out all competing models to reptation, which so far have produced predic­
tions for S( Q,t). From these results it is clear that any more fundamental model 
of polymer dynamics in the melt must contain features of the tube confinement 
as phenomenologically introduced by the reptation concept. The NSE data have 
also quantitatively confirmed contour length fluctuations as the leading process 
limiting a tube confinement at early times. Though the picture of the dynam­
ics of homopolymer melts now appears to be rather complete there are still a 
number of outstanding problems to be solved in the future: 

i. At large scales the mechanism of constraint release, where the tube con­
finement is released by laterally moving chains, still needs to be addressed 
and understood microscopically. 

ii. The mechanism of the glass transition is still not clear and further experi­
ments, in particular in the merging regime between the a- and the P-relax­
ation, may lead to deeper insights. 

iii. The detailed molecular nature of the secondary P-relaxation and its relation 
to the a-process needs further scrutiny. 

In the future we will witness a drive towards more complexity. In this review, 
we have discussed a number of preliminary experiments pointing in this di­
rection. In polymer blends, the question of dynamic mixing on a local scale was 
addressed and the Rouse dynamics in miscible polymer blends was studied. 
How the tube confinement evolves in blends where the two components have 
different tube diameters is a completely open question. Also, the question of how 
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the monomeric friction coefficient in a blend arises from those of the two com­
ponents has not yet been answered microscopically. Similarly, the dynamics of 
diblock copolymers has been barely touched. There exists one set of experi­
ments addressing the dynamic RPA theory, which reveals major discrepancies. 
This includes some fast relaxation processes that appear to be related to the mo­
tion of the junction points within a diblock copolymer melt. In the microphase 
separated state they create the interface but, even in the weak segregation 
regime and above, such fast motional processes are present. Further systematic 
experiments to address more complex multicomponent mixtures would clearly 
be desirable. 

Going to more complex systems such as aggregates, micelles, polymer brushes 
or polymers with architectures like stars, dendrimers, combs, etc. or gels, the 
scientific arena is wide open for new investigations revealing new phenomena 
and new insights. This is even more true for the dynamics of proteins and bio­
materials in general, where at present basically only diffusion processes or very 
local dynamics have been addressed. 

Composite soft matter systems combining polymers with amphiphiles 
and/or colloids and possibly biomaterials, where each of the components plays 
a specific role, will also be a challenge for the future. Such complexity will cover 
a wide range of length and time scales posing challenging problems to basic 
science. Desirable systems show complex interaction potentials with several 
minima, generating different structures according to mechanical and thermal 
history. The understanding of the interplay of geometry and topology and the 
characterization of interfacial features will be of utmost importance for future 
developments and the design of novel materials. 

Neutron scattering in combination with advanced chemistry is the necessary 
tool for facing these new challenges. The focus is on linking chemical architec­
ture to microscopic and macroscopic properties. The interplay between com­
puter simulations and neutron scattering also promises to become particularly 
effective because of the common ability of neutron scattering and computer 
simulation to focus in on key structural units. Future trends will require a wide 
variety of experiments including investigations of dilute components or on very 
small amounts of matter, such as particular topological points or interfaces. All 
these experiments will require improved instrumentation, such as the upcom­
ing neutron spin echo instrument at the American Spallation Source SNS, which 
will increase the dynamic range of the NSE technique to six orders of magni­
tude in time and move the resolution limit to the microsecond regime. 
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aPP 
BS 
DLS 
DQ-NMR 
DS 
EISF 
FENE 
ILL 
KWW 
MC-simulation 
MCT 
MD-simulation 
MSA 
NMR 
NSE 
ODT 
PAMAM 
PB 
PDMS 
PE 
PEE 
PEMS 
PEO 
PEP 
PFG-NMR 
PFS 
PI 
PIB 
PNIPA 
PS 
PU 
PVC 
PVE 
PVME 
RPA 
SANS 
XPS 

aR(T) 
B 
b; 
c~ 
C(q) 
c* 
Cu 
CLF 
CR 
d 

Atactic polypropylene 
Backscattering 
Dynamic light scattering 
Double quantum NMR 
Dielectric spectroscopy 
Elastic incoherent structure factor 
Finite extensible non-linear elastic potential 
Institut Laue Langevin 
Kohlrausch-William-Watts 
Monte Carlo simulation 
Mode coupling theory 
Molecular dynamics simulation 
Mean spherical approximation 
Nuclear magnetic resonance 
Neutron spin echo 
Order-disorder-temperature 
Polyamidoamine 
1,4 Polybutadiene 
Polydimethylsiloxane 
Polyethylene 
Polyethylethylene 
Polyethylmethylsiloxane 
Polyethyleneoxide 
Poylethylenepropylene 
Pulsed field gradient NMR 
Polyfluorosilicone 
Polyisoprene 
Polyisobutylene 
Poly(N-isopropylacrylamide) 
Polystyrene 
Polyurethane 
Polyvinylchloride 
Polyvinylethylene 
Polyvinylmethylether 
Random phase approximation 
Small angle neutron scattering 
X-ray photon correlation 

Rheological shift factor 
Draining parameter 
Neutron scattering length of nucleus "i" 
Characteristic ratio 
Mode-dependent characteristic ratio 
Overlap concentration 
Elastic modulus of longitudinal sound waves 
Contour length fluctuations 
Constraint release 
Thbe diameter 
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dp 
da 

d.QdE 
De 
DR 
Dself 
Dz 
foe bye 

fx(n, t) 
/Qmax<n 
g(E) 
GR, 
G(t), G(w) 
Gself(r, t) 
H(Q) 

l;J(r) 

k 
ks 
kur 
e 
emon 

eo 
{(q) 
L 
M 
Mn 
Mo 
Mw 
N 
Ne 
Prob({rn}) 
(r2(t)) 
(Rem(t)2 ) 

RE 
Rg 
s 
S(Q,w),S(Q,t) 
sehain< Q, t) 
sese ( Q, t) 
sloe(Q, t) 
Spair(Q,t) 
sself(Q, t) 
Tg 
Tm 
To 
TR 
VI 

r(Q,s) 

w 
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Jump distance in the {3-process 

Double differential cross section 

Collective diffusion coefficient 
Rouse diffusion coefficient 
Self-diffusion coefficient 
Zimm translational diffusion coefficient 
Debye function 
Component of random force 
Generalized De bye-Waller factor 
Distribution function of energy barriers 
Plateau modulus 
Dynamic shear modulus 
Self part of the van Hove correlation function 
Hydrodynamic factor 
Oseen Tensor 
Entropic spring constant 
Boltzmann constant 
Incoming/outgoing neutron wave vector 
Segment length 
Monomer length 
Bond length 
Fourier transformed segment vector 
Chain contour 
Chain molecular weight 
Number averaged molecular weight 
Monomer molecular weight 
Weight averaged molecular weight 
Chain length (number of backbone bonds) 
Number backbone bonds between entanglements 
Conformational probability function 
Mean square displacement 
Mean square centre of mass displacement 
End-to-end distance 
Radius of gyration 
Entropy 
Dynamic structure factor 
Single chain dynamic structure factor 
Structure factor for creep motion within the reptation model 
Structure factor for local reptation 
Pair correlation function 
Self correlation function 
Glass transition temperature 
Merging temperature of a- and {3-relaxation 
Vogel-Fulcher temperature 
Reference temperature 
Flory exponent 
Excluded volume matrix 
Elementary Rouse rate 
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Rouse normal mode 
Dynamic response matrix 
Longitudinal susceptibility 
Number of entanglements/chain 

Second order non-Gaussian parameter 
Stretching exponent 

Macroscopic cross section 

Viscosity 
Solvent viscosity 
Surface tension 
Flory Huggins parameter between monomers "i" and "j" 
Mobility matrix 
Tube survival probability 
Neutron wavelength 
First cumulant matrix 
Rouse variable 
Osmometic pressure 
Conductivity 
Characteristic time of the a-process 
Rotational relaxation time in the Allegra model 
Characteristic time of /3-relaxation 
Characteristic Rouse times for chains with bending elasticity 
Terminal time for reptation 
Crossover time Rouse, local reptation 
Characteristic Rouse times for the all-rotational model 
Rouse time 
Characteristic time for structural relaxation 
KWW-relaxation time of the self/pair correlation function 
Scattering angle 
End to end distribution function of a chain length with n segments 
Correlator relevant for the glass process (a,fJ-relaxation) 
Hydrodynamic screening length 
Correlation length 
Monomeric friction coefficient 
Friction coefficient/bond 
Momentum transfer during scattering 
Energy transfer during scattering 
Inhomogeneity length scale in gels 
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In the original publication of the chapter “Neutron Spin Echo in 
Polymer Systems” a wrong DOI “10.1007/b106578” has been 
assigned. 
The valid DOI is 10.1007/978-3-540-31564-3_1. This has been updated 
in the original chapter. 

The original version of this chapter can be found at:  
http://dx.doi.org/ 10.1007/978-3-540-31564-3_2 
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