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Preface

This volume comprises six chapters on aspects of fundamental and
applied electrochemical science that will be of interest both to
researchers in the basic areas of the subject and to those involved in
aspects of electrochemical technologies.

Chapter 1 is the first part of a 2-part, major contribution by
Joachim Maier on Solid State Electrochemistry: Thermodynamics and
Kinetics of Charge Carriers in Solids. Part 2 will follow in volume 39
to be published in year 2005. This contribution reviews modern
concepts of the equilibria involving charge carriers in solids in terms of
concentrations of defects in solids and at grain-boundaries, including
doping effects. Complementarily, kinetics of charge transfer and ion
transfer are treated in some detail in relation to conductance, kinetics of
surface processes and electrode-kinetics involving solid-state processes.
This chapter will be of major interest to electrochemists and physicists
in the semiconductor field and that involving ionic solids.

In the second chapter, Appleby presents a detailed discussion and
review in modern terms of a central aspect of electrochemistry:
Electron Transfer Reactions With and Without Ion Transfer. Electron
transfer is the most fundamental aspect of most processes at electrode
interfaces and is also involved intimately with the homogeneous
chemistry of redox reactions in solutions. The subject has experienced
controversial discussions of the role of solvational interactions in the
processes of electron transfer at electrodes and in solution, especially in
relation to the role of “Inner-sphere” versus “Outer-sphere” activation
effects in the act of electron transfer. The author distils out the
essential features of electron transfer processes in a tour de force
treatment of all aspects of this important field in terms of models of the
solvent (continuum and molecular), and of the activation process in the
kinetics of electron transfer reactions, especially with respect to the
applicability of the Franck-Condon principle to the time-scales of
electron transfer and solvational excitation. Sections specially devoted
to hydration of the proton and its heterogeneous transfer, coupled with

vii



viii Preface

electron transfer in cathodic H deposition and evolution, are
important in this chapter.

Chapter 3, by Rolando Guidelli, deals with another aspect of major
fundamental interest, the process of electrosorption at electrodes, a
topic central to electrochemical surface science: Electrosorption
Valency and Partial Charge Transfer. Thermodynamic examination of
electrochemical adsorption of anions and atomic species, e.g. as in
underpotential deposition of H and metal adatoms at noble metals,
enables details of the state of polarity of electrosorbed species at metal
interfaces to be deduced. The bases and results of studies in this field
are treated in depth in this chapter and important relations to surface -
potential changes at metals, studied in the gas-phase under high-
vacuum conditions, will be recognized. Results obtained in this field of
research have significant relevance to behavior of species involved in
electrocatalysis, e.g. in fuel-cells, as treated in chapter 4, and in
electrodeposition of metals.

In chapter 4, Stonehart (a major authority in the field of fuel-
cell technology and its fundamental aspects) writes, with co-author
Wheeler, on the topic of : Phosphoric Acid Fuel-Cells (PAFCs) for
Utilities: Electrocatalyst Crystallite Design, Carbon Support, and
Matrix Materials Challenges. This contribution reviews, in detail,
recent information on the behavior of very small Pt and other alloy
electrocatalyst crystallites used as the electrode materials for
phosphoric acid electrolyte fuel-cells.

A materials - science aspect of metal electrodes is treated in
chapter 5, by and Nanostructural Analysis of
Bright Metal Surfaces in Relation to Their Reflectivity. This is an area
of practical importance in electrochemistry applied, e.g., to metal
finishing. Details of how reflectivity and electron microscopy can be
usefully applied in this field are given with reference to many
examples.

Finally, in chapter 6, another direction of applied electrochemistry
is treated by Hovestad and Janssen; Electroplating of Metal Matrix
Composites by Codeposition of Suspended Particles. This is another
area of metals materials-science where electroplating of a given metal
is conducted in the presence of suspended particles, e.g. of BN,
WC, SiC or TiC, which become electrodeposited as firmly bound
occlusions. Such composite deposits have improved physical and
electrochemical properties. Process parameters, and mechanisms and
models of the codeposition processes are described in relation to bath
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compositions, particle compositions, micrographs and dispersion
hardening conditions.

University of Ottawa
Ottawa, Ontario, Canada

B. E. Conway
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Solid State Electrochemistry I:
Thermodynamics and Kinetics of Charge

Carriers in Solids

1

Joachim Maier

Max-Planck-Institut für Festkörperforschung, Heisenbergstraße 1, 70569 Stuttgart,
Germany. E-mail: s.weiglein@fkf.mpg.de

I. INTRODUCTION

This contribution deals with thermodynamics and kinetics of charge
carriers in solids in the case of zero or non-zero electrical or chemical
driving forces. It does not intend to repeat well-known electrochemical
principles, however, it intends to underline the special situation in
solids by, on one hand, emphasizing characteristic aspects due to the
solid nature, but on the other hand, stressing the common and
generalizing aspects of the picture whenever it appears necessary. This
also implies that specific solid state aspects (such as structural details,
anisotropies or strain effects) are neglected whenever their influence is
not indispensable for the understanding.

The present contribution does not include solid state techniques to
measure electrochemical parameters, nor does it consider applications
of solid state electrochemistry. Such topics will be dealt with in a
second part which will appear separately.1

Modern Aspects of Electrochemistry, Number 38, edited by B. E. Conway et al. Kluwer
Academic/Plenum Publishers, New York, 2005.
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2 Joachim Maier

In the traditional electrochemical community solids have a long
tradition, however, almost exclusively from the stand-point of
electronic processes. Careful studies have been performed in order to
understand the behavior of metallic or semi-conductive electrodes in
contact to liquid electrolytes in great detail. Ionic processes are mostly
considered to occur “outside” the solid, i.e., on its surfaces or in the
fluid phases adjacent. More recently, in particular in conjunction with
applications such as lithium batteries or fuel cells the ionic conductivity
and the appearance of mixed ionic electronic conductivity within the
solid state is more and more appreciated, but even in “modern”
electrochemical textbooks one hardly finds any specific mention of the
ionic charge carriers in solids, which are the ionic point defects. On the
other hand, such considerations are in the focus of entire solid state
communities which, however, vastly concentrated on solid electrolytes.
Recently and again triggered by electrochemical applications such as
batteries, fuel cells, sensors or chemical filters, interfacial processes are
more and more getting to the fore in the field of solid state ionics.
Hence, treatments that try to combine and generalize relevant aspects
and concepts are desired. The contribution does not aim to be
exhaustive, it concentrates on issues being particularly relevant in this
context. It can partly rely on and refer to a variety of excellent existing
reviews2-22 and in particular on a comprehensive monograph that
appeared recently.23,24

II. SOLIDS VS. LIQUIDS

If a liquid is reversibly cooled below the melting point, the solid, i.e., a
three-dimensional giant molecule (“3D polymer”) forms, characterized
by a long range order. So-formed crystals exhibit strict periodicity.
While, in the case of liquids, structural configurations fluctuate in space
and time, glasses as “frozen liquids” or other amorphous solids show
also fluctuations but essentially only with respect to the position
coordinate.

There is neither a sharp demarcation in the treatment of solids
compared to molecular units, nor is there a strict demarcation in the
treatment of different bonding types. It is Schrödinger’s (or Dirac’s)
equation that describes the bonding situation in all cases. Nonetheless,
it proves meaningful to use “ad hoc” classifications.
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In some cases the bond strength between the “monomers”
(intermolecular forces) is weak and molecular crystals are formed, in
others the intermolecular forces are not at all saturated within the
monomer and no real distinction between inter- and intramolecular
forces can be made, as is the case in typical ionic crystals, covalent
crystals or metal crystals. In the latter two cases the orbitals of the
bonding partners severely overlap forming comparatively wide bands
in which the electrons are delocalised. In the case of metals (e.g. Na)
the topmost non-empty band is only partially filled also in the thermal
ground state, and the outer electrons are nearly freely mobile. In the
case of typical covalent crystals (such as Si), at T = 0 K the topmost
non-empty band is completely filled, the electrons therein immobile,
and the bands of higher lying unoccupied levels separated by a
substantial gap (which corresponds to the energy distance between the
bonding and anti-bonding level in the two-atom problem). Those
electrons can also be thought to be situated between the bonding
partners. In the case of ionic crystals (e.g. NaCl) the bonding electrons
are affiliated with orbitals of the electronegative partners only. Hence
orbitals of the anionic partner usually form the highest occupied band
while orbitals of the cationic partner form the lowest unoccupied band.
(This is at least so in the case of main group elements. In a variety of
transition metal oxides, e.g., both valence and conduction bands refer to
the cationic states.) Owing to poor interaction of the atoms of the same
kind the bands are quite narrow. (In this context it is also worthy of
mention that — according to Mott — too large a distance between
atoms prevents sufficient orbital overlap and delocalization.25,26)

As well known from semiconductor physics, in non-metals
electrons are, at finite temperatures, excited from the highest occupied
band to the lowest unoccupied band to form excess electrons in the
conduction band and electron holes in the valence band. Owing to long-
range order each crystal possesses a certain amount of “free” electronic
carriers. The mixed conductor which exhibits both ionic and electronic
conductivity, will play an important role in this text, since it represents
the general case, and pure ionic and electronic (semiconductors)
conductors follow as special cases.

Under the conditions we will refer to here (the yield strength is not
reached), a potentially applied stress does not change the form (no
plastic deformation) during the electrochemical performance or
measurements, rather is elastically supported. (The viscosity is virtually
infinite; only at very high temperatures and/or extreme driving forces a
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creep of the solid becomes possible.) There is no convective flow, and
diffusive transport is the decisive mechanism of mass transport. Owing
to this, solid-solid contacts frequently exhibit a low degree of
perfection.

Under usual conditions at least one sublattice is very rigid and—in
the case of interest (in particular when dealing with solid ion
conductors)—one sublattice exhibits a significant atomic mobility. The
selectivity of the conductivity (cf. also the selective solubility of
foreign species) is indeed a characteristic feature of solids.

A paramount role is played by point defects;1,2 the configurational
entropy gained by their presence allows them to be present even in
thermodynamical equilibrium; they have their counterpart in liquids
and will be considered explicitly in the next chapter.

Further characteristic solid state properties following from the high
bond strength compared to kT, are the anisotropies of structure and
properties (transport coefficients e.g. are tensors) as well as the
occurrence of higher-dimensional defects such as dislocations and
internal boundaries.

Grain boundaries are a specific feature of the solid state and are
typical non-equilibrium defects. Their metastability, however, is often
so high and their influence can be so great that it is very necessary to
consider them explicitly. In the following text we will refer to them as
frozen-in structure elements with zero mobility. Dislocations are
usually more mobile and can often be healed out (if they are not
constituting grain boundaries); we will neglect them in the following.

While external boundaries are in principle necessary because of
mass conservation, their amount, nature and arrangement, and hence
the shape, are usually not in equilibrium. (As long as we can ignore the
energetic influence of intersections of surfaces, the Wulff-shape
represents the equilibrium shape of crystals.27,28 The Wulff-shape is
characterized by a ratio of surface tension and orthogonal distance from
the center that is common to every surface plane; as it is only rarely
established, we will also consider the shape as frozen-in.) The
occurrence of internal interfaces leads to the fact that upon the (usually
strictly periodic) atomic structure we have to superimpose the micro-
structure which is of rather fuzzy periodicity – if we may use this term
at all. Lastly let us come back to the point that sluggish kinetics prevent
many materials from adopting the ordered state: In inorganic glasses or
many polymers the atomic structure is amorphous. Then, as already
stated, structural fluctuations occur in space but under usual conditions
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not in time. Let us start with the atomic structure and the ionic charge
carriers therein.

III. POINT DEFECTS AS CHARGE CARRIERS

The ionic charge carriers in ionic crystals are the point defects.1,2,23,24

They represent the ionic excitations in the same way as and
ions are the ionic excitations in water (see Fig. 1). They represent the
chemical excitation upon the perfect crystallographic structure in the
same way as conduction electrons and holes represent electronic
excitations upon the perfect valence situation. The fact that the perfect
structure, i.e., ground structure, of ionic solids is composed of charged
ions, does not mean that it is ionically conductive. In AgCl regular
silver and chloride ions sit in deep Coulomb wells and are hence
immobile. The occurrence of ionic conductivity requires ions in
interstitial sites, which are mobile, or vacant sites in which neighbors
can hop. Hence a “superionic” dissociation is necessary, as, e.g.
established by the Frenkel reaction:

or more concisely in a “molecular notation”

where it is indicated that a vacancy is formed within the cluster from
which is removed.

A major difference of the crystalline state compared with the liquid
state, is that the sites are crystallographically defined and need to be
conserved in such reactions. In defect nomenclature this
crystallographic site is usually given as a lower index, where i denotes
the interstitial site which is occupied in or referring to Eq.
(2) in the unit. In the rock-salt structured AgCl where the
ions regularly occupy all octahedral interstices of the close-packed
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Figure 1.  a) If the compositionally unperturbed structure (chemical ground structure) is
substracted from the real structure, the point defects shown on the right remain. Naturally
each is surrounded by a distorted region (effective radius of the point defect) which
affects at least the immediate neighborhood. In the case of fluid phases (see above) this
procedure can only be regarded as an instantaneous picture. Owing to the absence of
defined sites no distinction is made between various types of defect reactions as is done
in the solid state. b) Frenkel disorder is sketched in the second row. c) Third row shows
the case of purely electronic disorder. Here the charge carriers are assumed to be
localized for the sake of clarity.20

chlorine lattice the interstitial site is the tetrahedral interstice (n
= 4). Instead of writing it is customary to use the symbol (for
vacancy).2

Since the above disorder reaction is restricted to the silver
sublattice we can condense Eq. (2) to the even more concise form:
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As already considered, the absolute charges do not really matter, the
regular Ag-ion, is not mobile in contrast to the silver vacancy

Hence it is advantageous to refer to relative charges (the

structure element has the relative charge Omitting the

absolute charges leads to the Kröger-Vink formulation29

Here the cross denotes the relative charge zero, the prime ' the relative
charge -1 and the dot . the relative charge +1. Even though it is the
special notation that creates quite an activation barrier to deal with
point defect chemistry, it proves extremely helpful, once being familiar
with it. Equation (4) denotes the so-called Frenkel reaction in structural
element formulation, i.e., in terms of particles that actually constitute
the real crystal. Unfortunately, thermodynamics demand strictly
speaking the treatment of so-called building elements, elements that
you can add to the perfect crystal.30 The chemical potential of a vacant
site, e.g. measures the increase in Gibbs energy on adding a vacancy.
However, adding the structure element vacancy requires the

removal of a lattice constituent This leads to a complete

relative description in which the Frenkel reaction is described by

(On the r.h.s. the defects are written in Schottky’s building element
notation,30 also used in Fig. 1.) Equation (5) is obtained by subtracting
2AgCl from Eq. (2) or bringing the regular constituents in Eq. (4) to the

right hand side: Obviously and
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are the entities for which chemical

potentials can be rigorously defined.
The treatment in terms of excess and lacking particles is the key to

defect chemistry. The similarity with “aqueous chemistry” is obvious:
We end up with an analogous “disorder” equation (as a snap-shot at a
given time) with and as “defects” when removing all
from the autoprotolysis reaction:

(compare Eq. 6 with Eq. 2; Eq. 7 with Eqs. 3 and 4; and Eq. 8 with Eq.
5). Here we still can use absolute charges since the ground state is
uncharged.

The analogous situation is met if we excite an electron from the
ground state (electron in the valence band, VB) to an energetically
higher position (in the conduction band, CB), e.g. in silicon, according
to

the symbol denotes here the electronic vacancy (hole). Equation
(10) reads in relative charges



Solid State Electrochemistry I 9

or simpler in building element notation

Equation (12) is independent of any detailed knowledge of the band
structure. In AgCl where the valence band is formed by the Cl-p
orbitals and the conduction band by the Ag-d orbitals, the detailed
formulation of Eq. (12) would read

while in PbO, to mention a main group metal oxide (see Fig. 1c), we
would have to write

In the case of transition metal compounds such as d-level
splitting can be so pronounced that both valence and conduction band
are derived from d-orbitals. For e.g. Eq. (12) has to be
interpreted as a redox disproportionation

Note that generally bands correspond to hybrids, and attributing bands
to certain elements is an approximation. Unlike the electronic “energy”
level distribution, the distribution of ionic “energy” levels in crystals
(the meaning of which we will consider in the next section) is discrete.
In the electronic case we face bands comprising a manifold of narrowly
neighbored levels, so that we better speak of a continuous density of
states.

In a fluid system such as water the energy levels can be conceived
as smeared out on spatial and time average, while in amorphous solids
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the structure fluctuations occur in space but (approximately) not in time
(see e.g. Refs.31-34).

IV. EQUILIBRIUM CONCENTRATION OF CHARGE
CARRIERS IN THE BULK

1. Defect Reactions

A major difference between crystals and fluids refers to the necessity of
distinguishing between different sites. So the autoprotolysis in water
could, just from a mass balance point of view, also be considered e.g.
as a formation of a vacancy and a vacancy. In solids such a
disorder is called Schottky disorder (S) and has to be well discerned
from the Frenkel disorder (F). In the densely packed alkali metal
halides in which the cations are not as polarizable as the the
formation of interstitial defects requires an unrealistically high energy
and the dominating disorder is thus the Schottky reaction

which reads in building element notation

In particular if the anions are as small as e.g. in we can have
Frenkel disorder in the anion sublattice, which is also referred to as

anti-Frenkel-disorder

Equation (18) reads in building element notation
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In addition, there should also be the possibility of having the so-called

anti-Schottky reaction in materials with comparatively loose
structures, such as orthorhombic PbO

or in terms of building elements

More complex internal defect reactions involve association reactions or
doping effects; they will be considered later. (For more extensive
treatments of defect chemistry see Ref.2)

All these reactions leave the 1:1 composition, the “Dalton
composition”23, unchanged. However, according to the phase rule,
stoichiometric variations are possible by tuning the chemical potential
of one component, e.g. the chlorine partial pressure over AgCl or the
oxygen partial pressure over PbO, (or generally n-1 component partial
pressures in a n-component multinary, e.g. the and SrO partial
pressures over The interaction with oxygen may be formulated
as:

meaning that the oxygen is incorporated on a vacant site as which
requires the annihilation of two conduction electrons. Equally the
interaction could have been formulated by assuming that two regular
electrons are annihilated (and would be formed), or we could have
incorporated oxygen ions into interstitial sites. In equilibrium one
formulation suffices, since the others follow by reaction combinations.
It is advisable to use a formulation in terms of majority carriers.
Evidently, Eq. (22) involves the ionic and electronic defects, changes
the oxide into and implies a variation of the mean
oxidation numbers. (In ternary systems such stoichiometric changes can
occur without involving the electronic budget, e.g. the incorporation of

in NaOH.)
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For a given material all the defect reactions considered so far occur
to a greater or lesser extent. It is the problem of the next section to
show how the equilibrium concentrations of all defects (including
electronic carriers) can be calculated.

2. Equilibrium Defect Concentrations in Pure Compounds

Figure 2 translates the charge carrier formation reaction into an “energy
level” diagram for various systems. In fact these levels refer to standard
chemical potentials or (in the case of the “Fermi-levels”) to full
chemical potentials (see e.g. Refs.3,35). As long as —in pure materials—
the gap remains large compared to RT, the Boltzmann-form of the
chemical potential of the respective charge carrier (defect) is valid,

independent of the charge carrier situation and also independent of the
form of the energy level distributions. If there is a smearing out of the

levels or even a band of levels, refers to an effective level, such as

the band edges when dealing with the electronic picture. Equation (23)
results from a simple combinatorial analysis by assuming a random
configurational entropy, and it is the configurational entropy which is
the reason why defective states of atomic dimensions (such as
vacancies, interstitial sites, excess electrons, holes, etc.) are
important in thermal equilibrium, i.e., exhibiting non-zero
concentrations. Figure 3 shows the coupling of the ionic level picture
and the electronic level picture for AgCl via the thermodynamic
relation and hence via the precise position in the

phase diagram.
Let us consider an elemental crystal first (with defect d). If

identical defects are formed in such a crystal of N identical elements, a
local free enthalpy of is required to form a single defect, and if
interactions can be neglected, the Gibbs energy of the defective crystal

refers to the perfect crystal) is
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Figure 3. Coupling of ionic and electronic levels in AgCl.36,37 (Reprinted from J. Maier,
“Defect chemistry and ion transport in nanostructured materials. Part II. Aspects of nano-
ionics.” Solid State Ionics, 157, 327-334. Copyright © 2003 with permission from
Elsevier.)

(For a description of how can be atomistically computed, the reader
is referred to the literature. 18,38-40) Owing to the infinitely steep decrease
of the configurational entropy term (cf. last term in Eq. 24) there is a
minimum in G (see Fig. 4) that occurs in our elemental crystal if the

Figure 4. Contributions to the free enthalpy of the solid by defect
formation with a constant total number of sites.
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chemical potential of d, i.e., vanishes, which is

given by

Equation (25) follows after differentiation and application of Stirling’s
formula

It is worthy to note that the strict result (see l.h.s. of Eq. 25)
which is formally valid also for higher concentrations, is of the Fermi-
Dirac type. This is due to the fact that double occupancy is forbidden
and hence the sites are exhaustible similar as it is the case for the
quantum states in the electronic problems.

If we consider a situation in which the levels are broadened to a
more or less continuous zone the Fermi-Dirac form given by Eq. (25)
l.h.s. is only valid, if we attribute and to an infinitely small level
interval (ranging from to then in order to obtain the total
concentration, the molar density of states has to be considered,
and the result for follows by integration:

Note that (Fermi-level) is independent of in equilibrium.
Equation (26) has been discussed for a variety of state densities (delta
function for point defects in crystals, Gaussian function for charge
carriers in an amorphous matrix, parabolic for electronic carriers in
ideal band) in Ref.31 The above considerations can be obviously only
applied to situations in which carriers are statistically distributed, i.e.,
particles in almost empty zones or vacancies (holes) in an almost full
zone. The T-dependence of the occupation refers to the thermal
excitation from the top occupied zone to the lowest empty zone. In the
systems of interest the Fermi-level lies in between these two zones
with the absolute distance between and the neighbored zone edges
being great compared to RT. If, without restriction of generality, the
almost empty zone is considered and the lower edge of this zone
designated as for all levels more distant from than the unity
in the denominator of Eq. (26) can be neglected, leading to
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where by the effective value is given by

and is usually only a weak function of temperature.32 Equation (28) as
Eq. (26) ignores changes of the parameters with occupation (in
semiconductors this is called rigid band model).

As anticipated above, the Boltzmann-form of the chemical
potential results. If n in Eq. (25) is identified with the effective

value is given by As long as we refer to dilute conditions,

freedom of normalization is left with respect to the concentration
measure (see Eq. 23).

At this point we do not want to treat the case of high
concentrations, since then we also have to include interactions.
However, we want to draw the reader’s attention to a peculiar point:
Thermodynamically refers to the defect as a building element for
which an activity term results at high concentrations.
Frequently, in the literature structure elements (defective and regular
ones) are used in the thermodynamic treatment.29 Even though not
correct a priori, it leads to correct results if they are defined properly,
since is the concentration of the defective structural unit and

is the concentration of the regular constituent (replaced by the
defective one) owing to mass conservation. By applying Boltzmann
approximations to both we automatically end up with the Fermi-Dirac
correction when we later formulate mass action laws. This is also well
known when dealing with Langmuir adsorption. The adsorbed species
has the activity which can also be expressed as the mass action
ratio of occupied and free sites

Strictly speaking dealing with charged particles requires taking
account of the electrochemical potential (already used in Figs. 2 and 3)
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which includes the electrical potential 41 However, when we deal with
bulk problems where is constant or generally with reactions that are
electroneutral at given position, this term cancels.

If one repeats the above statistical derivation for the formation of a
pair of defects or for more complicated reactions of the type

Equation (29) is valid for the individual defects as long as interactions
and non-random configurational effects can be neglected; hence, mass
action laws result

This set of reactions and mass action laws has to be coupled with the
electroneutrality reaction

which is a special case of Poisson’s equation for a homogeneous
material. Since the mass action laws (dilute) linearly combine the
logarithms of the concentrations, we only arrive at simple solutions, if
the electroneutrality equation reduces to a proportionality (in the
following this case is called Brouwer condition42) which is necessarily
fulfilled if two (oppositely charged) carriers are in the majority.

Let us explicitly consider an oxide MO and assume that only
oxygen defects can be formed to a perceptible extent, then we have to
consider the set of internal and external equations given by Table 1.
(Note that one disorder reaction is redundant in Table 1.) The free
parameters are obviously (i) the temperature which enters the mass
action constants (see Table 1) and (ii) the partial pressure which

we also simply term P. (The hydrostatic pressure p is assumed to be
constant.) For Brouwer (and Boltzmann) conditions we find results of
the type (the index r labels the reaction)
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being simple rational numbers.) As the Brouwer
conditions are only valid within certain parameter windows (belonging
to the and change from window to window, Eq. (33) is

only a sectional solution and change from window to
window. Equation (33) defines van’t Hoff-diagrams characterized by

For not too extended T-ranges is constant and straight lines are
observed in the ln c vs. 1/T representation. Also straight lines are
observed if we plot ln vs. ln P defining Kröger-Vink diagrams with
the characteristic slopes
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In most examples we will refer to the conductivity as a convenient
measure of Since with the proportionality factor containing
the mobility the temperature dependence (see Eq. 34) of will
also include the migration enthalpy (cf. Section VI.3.ii.), while the P-
(and later the C-) dependence (Eqs. 35 and 43) is the same.

Figure 5 displays the internal acid-base and redox chemistry within

the phase width of MO. At low vacant oxygen ions and

Figure 5. Internal redox and acid-base chemistry in a solid

within the phase width at a given temperature.
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reduced states are in the majority according to

(N-regime); oxygen interstitials

and oxidized states dominate for very high

(P-regime). At intermediate usually

(I-regime; the alternative is less

usual). Exactly at the Dalton-composition, i.e., at where

the “non-stoichiometry” in (i.e.,
is precisely zero. For we meet a p-

conductor (because the mobility of is usually much greater than for
for we meet (for analogous mobility reasons) an

n-conductor, while at mixed conduction is expected (only if the
ionic concentrations are much larger than the electronic ones, pure ion
conduction is expected). Since there are limits of realizing extreme

and also limits with respect to the phase stability

(formation of higher oxides, lower oxides or of the metal), usually not
the entire diagram is observed.

Figure 6 gives three examples. is an oxygen deficient
material43,44 and the solution of Eq. (22) with directly
leads to

(The slopes of -1/4 at lower T stem from doping effects, see below.)
is an example of a p-type conduction for which

it follows that

Figure 6. Three experimental examples of Kröger-Vink diagrams in a pure oxide MO
with ideal defect chemistry: as n-type conductor, PbO as mixed conductor and

as p-type conductor.45 (Reprinted from J. Maier, “Ionic and Mixed Conductors
for Electrochemical Devices,” Radiat. Eff. Defects Solids, 158, 1-10. Copyright ©2003
with permission from Taylor & Francis.)
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In this case the increased at high leads to superconductivity at

very low temperatures.46 (The fact that we are facing a ternary does not
change the picture, as long as metal defects are negligible.)

PbO is an example of I-regime and exhibits mixed conduction,47,48

is constant since the decisive ionic defect concentration is
determined by the square of the mass action constant of the ionic
disorder reaction. (In PbO very probably the counter-defect to is

rather than the results, however, are not different then).
Owing to Eq. (22),

A related example that also shows predominant ionic disorder, is
AgCl.49 Here the role of is played by the chlorine partial pressure.

Analogously (where

now the decisive disorder reaction is the Frenkel reaction of the Ag
sublattice; the exponent 1/2 results since the effective charges are ± 1).
Please note that in these examples with overwhelming ion disorder, e.g.

the equality sign refers to a relative constancy.

Of course any Ag incorporated as involves equal absolute changes
in the ionic and electronic budget. Thus, the more precise formulation
would be i.e., approximate equality in terms of
chemical potential.

3. Doping Effects

At low enough temperatures the defect concentration predicted by the
above considerations fall below the impurity limit. In such an extrinsic
regime impurity defects — if charged — have to be considered in the
electroneutrality equation. In turn, purposeful introduction of impurities
is a powerful means of tuning charge carrier chemistry. Since the
impurities are considered to be immobile under measurement
conditions, their concentration only appears in the electroneutrality
equation. Such doping effects are quite characteristic for the solid state
in that virtually only the foreign cation or anion is soluble, while
usually both ions can be dissolved in a fluid phase and a net charge
effect is not achieved. If AgCl contains impurities,49 the
electroneutrality equation reads
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Figure 7. Defect concentrations (l.h.s.) and conductivities (r.h.s.) calculated according to
Eq. (39) as a function of temperature for a fixed Cd-content (top row) and as a function of
Cd-content for a fixed temperature (bottom row).24
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Coupling with the Frenkel equation, leads to

where C stands for Let us again consider Brouwer conditions.
For the intrinsic result is obtained.

For power laws are found that is immediately obvious by
neglecting already in the electroneutrality equation

Figure 7 shows the solutions obtained by the more accurate Eq.
(39) for both concentrations and conductivities. As soon as the dopant
content becomes appreciable, it correspondingly increases the
concentration of the oppositely charged defect which depresses the
active counter-defect via mass action. In AgCl the mobility of the silver
interstitials exceeds that of the vacancies leading to a minimum in the
overall ion conductivity approximately at as can be readily

verified mobility of

Figures 8 and 9 show the temperature dependence in pure samples
and the doping dependence with regard to positive and negative doping.
While the response to doping follows exactly the theory
(Figs. 8 and 9), suffers from interaction effects (see
below), but the absence of a minimum is in qualitative agreement with
the fact that an increase of is effected (Fig. 9, l.h.s.). Figures 7
and 8 display the succession of intrinsic and the extrinsic

regimes on T decrease. The knee in the curve corresponds to the
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Figure 8. Experimental conductivity data for nominally pure and
doped AgCl as a function of 1/T. Here is plotted instead of

to take account of the slight T-dependence of the pre-factor.
However, this does not alter the slope noticeably.50 (Reprinted from J.
Corish, P. W. M. Jacobs, “Ionic conductivity of silver chloride single
crystals.” J. Phys. Chem. Solids, 33, 1799-1818. Copyright © 1972
with permission from Elsevier.)

minimum in the curve; the low temperature branch reflects the
dominance of the vacancy concentration which is now given by

Since the concentration term is constant, the activation energy
yields directly the migration energy of the vacancies.

It is clear that, in extension of Eq. (39), under Brouwer and
Boltzmann conditions, the result for any carrier concentration must be

(we also replace by in order to allow for multinary

equilibria labeled by p)
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which now also predicts sectionally constant slopes in diagrams of the
type vs. log C according to

Let us briefly discuss two further examples. If with the

intrinsic electroneutrality equation is doped by Fe or In,

the resulting or defects will increase and depress

resulting in a decrease of the electronic conductivity which will now be
given by mass action constant of reaction Eq. 22)

Figure 9. The dependence of the conductivity increase brought
about by the impurities, on the S and Cd content of AgCl or AgBr.
The  solid  curves  (top)  are  calculated  according  to  Eq. (39).49

Reprinted from J. Teltow, Z. physik. Chem. 213-224, 195,
Copyright © 1950 with permission from Oldenbourg
Wissenschaftsverlag and from J. Teltow, Ann. Physik 63-70, 6,
Copyright © 1949 with permission from WILEY-VCH.
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This behavior was seen in Fig. 6 (l.h.s.‚ low T). Higher

temperatures and low favor the intrinsic situation with the slope

-1/6. (Similarly also the T-dependence can be exploited.) If we
positively dope via higher valent cations or lower valent anions

we increase and make it independent (Fig.

10).
On the contrary‚ the negative doping of by

increases the hole conductivity (this “LSC” is a superconductor already
below 40 K.)52 According to the hole conductivity then
becomes independent of

Figure 11 shows all relevant defect concentrations at high T as a
function of Sr-content. It is visibly that all positively charged defects

Figure 10. The dependence of the conduc-tivity44‚45 for

positively doped (doped with exhibiting native and
impurity-dominated regions.44 (Reprinted from J. Maier and W.
Göpel‚ J. Solid St. Chem. 72‚ 293-302. Copy-right © 1988 with
permission from Elsevier.)
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are increased and all negatively charged defects are depressed in their
number. The reason is not electroneutrality alone (this only would
demand an overall increase of the positive counter-charge)‚ but also the
fact that two oppositely charged carriers appear in the individual
disorder reactions.

Figure 11. The dependence of defect con-centrations on Sr
doping of for a given . Interactions are not

included. Only the formation of one associate

is taken into account (see following section).

The figures in brackets give the M values (slopes). The
parameter in the ordinate labeling gives the absolute
value of the charge in the case of ionized defects; in the
case of however‚ the Sr content per formula unit

53
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Equation (42) highlights the basic parameters via which the defect
chemistry can be tuned: these are T‚ P‚ C. Owing to their importance let
us formulate the following qualitative T-‚ P-‚ C-rules which hold for
simple defect chemistry:

Component activity rule (P-rule). If we increase the partial
pressure of the electronegative (-positive) component we
increase (decrease) the number of holes and decrease (increase)
the number of excess electrons; we increase (decrease) the
numbers of all defects which individually increase (decrease) the
X to M stoichiometry and decrease (increase) the others. As the
other rules‚ these statements—since compensation effects do not
occur—are not trivial in that they would simply follow from
conservation laws‚ but reflect also the individual mass action
laws.

1.

Temperature rule (T-rule). Temperature increase (decrease)
favors endothermic (exothermic) reactions. Since the total T-
dependence is determined by a combination of formation
energies‚ the final result is not always obvious. However‚
usually‚ the defect concentrations rise with increasing
temperature.

2.

3. Rule of (homogeneous) doping (C-rule). If the effective charge
of the dopant defect is positive (negative) we increase (decrease)
the concentration of all negatively charged defects and decrease
(increase) the concentration of all positively charged defects.
Again compensation effects (that would be allowed within the
electroneutrality equation) do not occur.

Since temperature and partial pressure are often fixed‚ as far as
application is concerned‚ the most powerful means in modifying a
given structure and compound is the homogeneous doping. (In the
following we will also see that frozen-in higher dimensional defects as
well as frozen-in native defects can act similarly).

Rule 3 can be expressed as

or more concisely (see Eq. 42)
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(z: charge number of the dopant.)
Let us briefly consider in this context two important classes of

materials. The first are the oxides of fluorite type such as or
They can accommodate high concentrations of lower valent cations.

doping of 10 leads to the very important YSZ electrolyte.
According to

oxygen vacancies are introduced enabling the high oxygen ion
conductivity at high T. The resulting conductivity is independent of

while the electronic minority species are following ±1/4 power

laws (see Eq. 22). (In spite of the slope being ± 1/4 quite accurately‚
these materials are far from being ideal‚ and their discussion belongs
into Section IV.5.)

The same is true for negatively doped perovskites. However‚ here
the conductivity is usually predominantly electronic. Iron doping

produces primarily defects enhancing and The
transition from n- to p-type is shown in Fig. 12. Further increase of the

Fe-content increases so much that the conductivity behavior
around the minimum becomes very flat indicating ionic conductivity. It
becomes also flat if we quench the high T situation down to much
lower concentrations: the reason for this will be considered in the next
section.

It is well known that in such negatively doped oxides 55-62 can
be dissolved via the formation of two hydroxide groups. The “OH”-part
occupies an oxygen vacancy while the “H”-part combines with a
regular to form an (i.e.‚

The defect gives rise to proton conduction according to
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Figure 12. The conductivity of negatively doped as a
function of oxygen partial pressure. Top: model negative
doping)‚ Bottom: experimental data from Ref.54. (Reprinted
from G. M. Choi and H. L. Tuller‚ “Defect Structure and
Electrical Properties of Single-Crystal J.
Am. Ceram. Soc. 71‚ 201-205. Copyright © 1988 with
permission from the American Ceramic Society.)

(x‚ denoting two neighboring sites) as was studied in great detail by
experimental and computational methods (see e.g. Refs.59-61). Equation
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(48) has to be added to the above equations‚ and appears as a

parameter in Eq. (42). (The detailed calculation is left to the reader as a
useful exercise.) Figures 13a and 13b show the solution in forms of
Brouwer diagrams. Hydroxide defects can also be formed by reaction
with If this is the dominant reaction‚ a great amount of electrons is
incorporated

and the material will be primarily electronically conducting. (Note that
reaction (48) is a pure acid-base reaction.) Thermodynamically
speaking one of two incorporation reactions (Eqs. 48 and 50) is
redundant in view of the oxygen-hydrogen equilibrium.

4. Frozen-In Defect Chemistry

At very high temperatures dopants such as Fe in can become
mobile and then instead of having a fixed concentration‚ a reversible
segregation reaction enters the game. Different defect kinetic regimes
in terms of reversibility of defect concentrations have also to be
considered in pure materials: The defect diagrams considered for the
ternaries and already assumed cation defects to be
absent or immobile. If they are immobile such as Sr-vacancies in

at temperatures below 1300 K‚ they enter the electroneutrality
equation like an extrinsic dopant and may be called a native dopant.

The same happens with the oxygen sublattice when we typically go
below 600 K‚ then also the oxygen vacancy concentration becomes
invariant and only electronic transfer reactions are reversible. The ion
defect concentration remains on a high level with unexpectedly high
ion conduction at low temperatures (see Fig. 14).63

The regime that we just addressed is typically the regime of
electronic applications. If one wants to understand how these low
temperature concentrations depend on the control parameters that have
to be tuned during fabrication or at least how to prepare these
reproducibly‚ one has to look more carefully at the bridge between high
and low temperature defect chemistry.63-67 A very detailed analysis of
this important subject is given in Refs.65‚66. Here only a few points
should be highlighted: In order to fix and calculate the low temperature
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Figure 14. Defect concentrations in an acceptor-doped oxide (shallow acceptor:
containing minor redox-active acceptor (deep acceptor: in

partially frozen-in states. The is the at which the oxide has been equilibrated at

According to Refs.65‚65. (Reprinted from K. Sasaki and J. Maier‚ “Low-
temperature defect chemistry of oxides. I. General aspects and numerical calculations.“ J.
Appl. Phys 86‚ 5422-5433. Copyright © 1999 with permission from the American
Institute of Physics.)

defect concentration in a multinary material a multi-step quenching
procedure is required.67 The quenching temperature should be chosen
such that the equilibration of the sublattice to be quenched takes as long
as one can afford (e.g. a few days). Quenching from a higher T would
cause kinetic problems during quenching. At a lower temperature
partial equilibrium would not have been achieved. The reason that one
cannot simply freeze in an equilibrium situation 1:1 is the occurrence of
very different carrier mobilities. Hence if at about 300 K and lower the
oxygen vacancy concentration is fixed (sluggish surface reaction)‚ the
electrons can still redistribute and react. When freezing one carrier
concentration by reducing temperature‚ one loses a mass action law in
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Figure 15. a) Partial (calculated‚ top) and total (calculated‚ top and
measured‚ bottom) conductivity of Fe-doped in the
reversible (regime 1) and in the quenched state (regime 2). At

the surface reaction is frozen. b) Reversible and quenched
path at lower temperatures. The reversible path is taken when the
surface is covered by which acts as a catalyst of the
surface reaction. According to Ref.68.
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the description and gains a conservation law‚ hence the number of
control parameters remains constant. One parameter from the P-term in
Eq. (42) (in-situ parameters) is re-shuffled to the C-term (ex-situ
parameters). The number of “degrees of freedom” increases owing to
the increased deviation from full equilibrium.67

Figure 1568 shows how accurately the defect concentration can also
be calculated even under such complicated conditions for the example
of Fe-doped if the quenching procedure is carefully conducted.

5. Defect-Defect Interactions

Defect concentrations can be quite high in solids‚ and in fact the heavy
admixture of a foreign component may lead to significant structural
changes and even to new phases. Here we are considering situations in
which the dilute limit is no longer fulfilled but severe perturbations are
not yet met. Like in liquids we follow two approaches‚ one being the
introduction of associates‚ which leads to a rescaling of the nature of
the defects and allows treatment in terms of the new set in a dilute
approximation.7‚69‚70 The other is explicitly introducing corrections
(activity coefficients) for each species. Of course both approaches can
be combined as done in the Bjerrum-Debye-Hückel71 approach.

(i) Associates

As already seen in Fig. 9‚ the of AgCl leads to
significant deviations from the dilute behavior. Unsurprisingly‚ the
introduced and defects‚ both being very polarizable‚ exert
strong interactions that might be described by:

The associate is formally neutral and drops out of the conduction
process. The mass action law
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introduces a new unknown. The mass conservation requires
and combination with the electroneutrality equation and the

Frenkel equation allows for the calculation of all the defect
concentrations including the free silver defects which are responsible
for the conductivity. Again it is helpful to consider the limiting cases
(Brouwer approximations). For small the situation is as before‚ for
great almost all sulphur is bound. Since for strong doping silver
vacancies can be neglected‚ the electroneutrality equation reads

leading to and hence to

Unlike the situation in the non-associated cases where the
concentration is now thermally activated again. The situation is inverse
for doping with which enhances and reduces On
strong doping most of the defects are bound as while
the free carriers are now thermally activated. Fig. 16 shows this for the
case of positive doping

Other prominent examples are associates such as or

in heavily doped or analogous centers in

heavily Sr-doped instead of (cf. Fig. 11).72 (If
more and more neighbors have to be considered and/or ordering
becomes more and more significant‚ we leave the comfortable point
defect chemical treatment.6)

Ion pairing is exceedingly the case in ion-conducting polymers.
Polar functional groups enable a partial dissociation of the dissolved
“salt molecules”73 according to

Enhancement of the charge carrier density in such polymers is
equivalent to shifting this reaction to the right by varying solvent‚
solute or adding additional particles (see Section VI.3.ii.).

Other variants of ionic defect pairs are vacancy pairs such as

in NaCl or in PbO being precursors of pores or

precipitates.
Very important are associations between ionic and electronic

carriers. Examples are color centers formed in alkali halides.18‚74 If Na
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Figure 16. Concentrations of vacancies and interstitial particles in a
positively doped Frenkel-disordered material taking account of
association between cationic vacancies and dopant ions. The

parameters used were

mol and

is dissolved in NaCl‚ a Cl-deficiency is created and are introduced‚
which tend to strongly associate with the chlorine vacancy according to

It is interesting that the electron cloud confined in the octahedron
formed by the neighbors can be approximately treated as a free
electron in a box of such dimensions. The straightforward calculation

directly explains the color “ab initio”.18 Trapping of electrons by

occurs in at lower temperatures and leads to and
Similarly a trapping of and is expected in the high temperature
superconductors.53 In fact trapping according to
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occurs in already at quite high temperatures owing to the
high concentrations.

Valence changes of impurity defects such as

in or

in silicon also belong into this section.75 While the equilibrium constant

Figure 17. (“the color”) concentration in Fe-doped as a
function of T and . The total iron concentration

corresponds to the limiting case for

(Reprinted from T. Bieger‚ J. Maier and R. Waser‚ “An Optical In-
Situ Method to Study Redox-Kinetics in ”‚ Ber. Bunsenges.
Phys. Chem.‚ 97 1098-1104. Copyright © 1993 with permission
from WILEY-VCH Verlag GmbH.)
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of the first reaction is reasonably high‚ the one for the second equation
is very small. In a band diagram we speak of a deep donor in the first
case and a flat donor in the latter. Hence and both exist in

(in Fig. 17) whilst phosphorus in silicium is almost exclusively
tetravalent with the formal charge +1. This is visualized by defect
levels in the band gap of the band diagram (see Fig. 18 r.h.s. bottom)

Figure 18. In the same way as the concentration of protonic charge carriers characterizes
the acidity (basicity) of water and in the same way as the electronic charge carriers
characterize the redox activity‚ the concentration of elementary ionic charge carriers‚ that
is of point defects‚ measure the acidity (basicity) of ionic solids‚ while associates
constitute internal acids and bases. The definition of acidity/basicity from the (electro-
)chemical potential of the exchangeable ion‚ and‚ hence‚ of the defects leads to a
generalized and thermodynamically firm acid-base concept that also allows to link acid-
base scales of different solids.77 (In order to match the decadic scale the levels are
normalized by In 10.) (Reprinted from J. Maier‚ “Acid-Base Centers and Acid-Base
Scales in Ionic Solids.” Chem. Eur. J. 7‚ 4762-4770. Copyright © 2001 with permission
from WILEY-VCH Verlag GmbH.)

Joachim Maier
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whose position is characterized as follows: The difference of the iron
level to the conduction band is the reaction energy of Eq. (56) hence

the difference of and the latter parameter being identical

with while the distance to the valence band is given by

and is interrelated with the other value by the band

gap Note that and refer to the edges of

conduction and valence band. (Strictly speaking the identification of

the energy level with requires appropriate normalization‚ cf.

Section IV.2.)
In the same way as the electron transfer is mapped by the band

diagram‚ the ion transfer of the ion-ion associates can be represented by
an “ionic” level diagram (see Fig. 18 center‚ bottom).75‚77 Figure 18
indicates that‚ in particular by comparison with the situation of water‚
the ionic associates play the role of internal acids and bases. It is even
possible to transform the Brønsted-concept in its ionotropic
generalization to solids by using the point defect concept. In the same
way as the numbers of and reflect the acidity and basicity in
water‚ the numbers of and reflect the (ionotropic) acidity and
basicity in AgCl. An acidity function based on which is identical

with in equilibrium also includes the definition of

surface acidity. For more details the reader is referred to Ref.77.
Finally‚ there are also associates between electronic carriers such

as

or

that are worthy of mention. The first are excitons‚ the second Cooper
pairs. While the first are separated by an activation threshold from the
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ground state and play an important role in non-equilibrium situations‚
the second associates can be held together e.g. by phonon interactions
and only exist at very low temperatures.32‚78

(ii) Activity Coefficients

According to our splitting the chemical potential in a non-
configurational and a configurational term we can
split the activity corrections in two parts. The activity coefficients
defined by In f then multiply To a certain degree‚
the introduction of activity coefficients can circumvent the introduction
of associates: if we do not distinguish between free and trapped
vacancies in AgCl formed upon doping‚ then the total cation
content C would be identical with the (overall) vacancy concentration
and we would have to introduce an activity coefficient given by

to satisfy the decreased activity. Of course if there are
good reasons to introduce associates‚ it is much better to use these and
to try to find activity coefficients for the detailed species. In this way
both concepts can be combined (cf. the Bjerrum concept in liquids.69)

The classical approach to correct charge carrier interactions in
liquid systems is the Debye-Hückel theory which is extensively
discussed in textbooks.79 The decisive parameter is the screening length

being the defect concentration of the majority carriers for which we
assumed the same charge number z.

The activity coefficient is approximately

The Debye-Hückel concept fails very soon (see Fig. 19) and probably
earlier than in liquid electrolytes (at latest for ~1 ). Also
straightforward higher order corrections do not lead to reliable
extensions into the defect range of practical interest where the coarse
grained nature cannot be neglected. Accurate approaches that take into
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account the structural feature become soon individual and non-
manageable.83

In literature81 an ad-hoc model has been used for the description of
the conductivity properties of various binary halides that corrects the
chemical potential according to

defect mole fraction of the majority carriers).
It is worth noting that cube root corrections have also been used for

liquid electrolytes‚84 however‚ there without real structural connection
and without the possibility of testing that over a wide T-range.
Supported by Monte Carlo calculations of molten salts85 which show
that their Coulomb energy can be approximated by a Madelung concept
(with a somewhat smaller Madelung factor) in spite of the fluctuating
distribution‚ it proposes the interaction energy to be similar to the
Madelung energy of a defect superlattice superimposed on the perfect
lattice. The calculation then readily gives Eq. (62) with being

Madelung constants of perfect lattice and defect lattice‚ U‚
lattice energy and dielectric number of the perfect lattice.) The concept
was tested by conductivity (see Fig. 19) and specific heat experiments
as well as by Monte Carlo and MD simulations and found to work
surprisingly well.86‚87

In contrast to the silver halides for which the use of the static
dielectric constant in Eq. (57) yields good agreement‚ for with its
high static dielectric constant a value more typical for this structure

had to be used. Since at the small distances involved the

full static permittivity is not operative‚ the neglect of the high static
polarizability of the lead ion makes sense. (Similarly the interaction

between and acceptor dopants in could be well described

by a cube root law with an effective dielectric constant of ~10 instead
of the static value which is one order of magnitude greater.88)

There are a variety of important consequences of Eq. (62). First‚
the attractive defect interactions lower the effective formation energy
according to the implicit function
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so that the conductivity rises over its values computed “according to
Boltzmann”. This is indeed found and called the pre-melting regime in
ion conductors‚81 and is well described by Eq. (64) for AgCl‚ AgI and

Moreover‚ since a higher defect concentration leads to ever
higher values‚ this avalanche causes a phase transformation.81‚89 In
contrast to Fig. 4‚ now the free enthalpy curve shows two minima (see
inserts in Fig. 19‚ l.h.s.)‚ the second of which becomes lower above the
transition temperature (see Fig. 19). Surprisingly the J-values
given above suffice to even predict the phase transformations which are
a first order transition from the low defective to the completely

disordered (molten sublattice)‚ a first order transition from
the low defective AgCl to the totally molten state and a second order
phase transition in the case of (Fig. 19). In the second case even
the high T conductivity was described reasonably well. The precise
criterion for the order of the phase transition is given in Ref.81. The fact
that the corresponds to reality even in the first order cases implies
that the transition from the virtual sublattice molten crystal with the low
temperature structure to the real structure of the partially or totally
molten state does not exhibit great free energy changes. In principle
only the upper limit of such a transition can be predicted in this way.

Interestingly also the electron-hole interaction can scale with such
a distance law. The pre-melting corresponds then to what is called level
narrowing‚90 and the transition to a superionic state (degenerate
situation) corresponds to the insulator-metal transition expected in such
a case.

These considerations should also be relevant for boundary effects
and boundary phase transitions.

Figure 20 shows the “thermal destiny” of an ionic crystal which
(given structure‚ bond strength and permeabilities) from the perfect
state at T = 0 up to the superionic transitions.81‚82 Owing to the finite
disorder energy (which depends on bond strength and permeabilities)‚
there is a formation of point defects‚ the concentration of which first
increases according to Boltzmann; with increasing concentrations the
formation energy is successively lowered leading to an anomalous
concentration increase (also determined by bond strength and
permeabilities) and in a self-amplified way to the transition into a
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totally disordered state (unless the system evades this by a structural
transformation into another state). In master example AgCl the whole
T-range also including the above discussed impurity effects can be
described by the simple defect chemistry.

For high concentrations has to be replaced by in order
to account for the finite number of states. It was already mentioned that
this stems from configurational corrections‚ more specifically from the
Fermi-Dirac correction. The results are corrections of the type

for ionic point defects or‚ in the case of electronic carriers‚ e.g. for the
electrons in the conduction band3‚5 Fermi-Dirac integral for
parabolic state densities‚ distance from Fermi-level to band edge
normalized with respect to kT)

which is obtained from Eq. (26).
It is noteworthy that these activity coefficients are larger than 1

and lead to an increased activity (cf. Fermi pressure) (see Fig. 21). The
opposite is true for a Bose-Einstein statistics instead of
Eq. (65)‚ cf. Bose condensation).

In realistic situations the interactions “act back” on the
configuration‚ and the assumption of a random configuration for a
situation with energetic interaction is not free from inconsistency.
Nevertheless‚ experience shows that for weak interaction this may be a
well-working assumption. Corrections in the configurational entropy
are extremely complicated83 and simple corrections are sought‚ even if
very crude. Site exclusion is such a simple correction: Here it is‚ e.g.
assumed that two positions may both be available with equal
probability for the very first defect‚ but cannot be occupied both; then
the binominal expression in Eq. (24) has to be simply multiplied by

.91 (In realistic situations the coordination number has to be
considered rather than a factor of 2.)
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Figure 21. Fermi-Dirac activity coefficient of electronic
charge carriers as a function of concentration.4 (Reprinted
from H. Schmalzried‚ Solid State Reactions‚ Verlag Chemie‚
Weinheim. Copyright © 1981 with permission from WILEY-
VCH Verlag GmbH.)

V. DEFECT CHEMISTRY AT BOUNDARIES

1. Space Charge Profiles and Capacitances

The treatment has to be changed if we are concerned with interfaces.
The electroneutrality equation is only a limiting case valid for the
homogeneous bulk (and valid there only on a coarse grained scale).
When heterogeneities are introduced‚ the symmetry break results in
space charges. Put differently‚ owing to the structural change at

interfaces‚ the (free) formation energy and hence is different there;

this not only leads to a changed point defect chemistry in this
interfacial core but also to space charge zones in the region adjacent. In
particular in materials of interest characterized by a low carrier density
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but significant mobility in the bulk‚ the latter phenomenon is of prime
importance. The situation is characterized by non-zero electrical
potential gradients and electrochemical potentials. In order to describe
the electrostatic information‚ the combination of the two relevant
Maxwell-equations (magnetic fields will be neglected)‚ namely

and i.e.‚ (E being the electric field and
the charge density) leads to Poisson’s equation (which for the

bulk reduces to The equilibrium condition (for random
distribution)

offers the second information.92 If we consider interaction-free
solutions and one-dimensional situations‚ the concentration
profile in the boundary regions is determined by the electrical potential
profile (space charge zone) according to

being independent of j. Combination with Poisson’s equation leads to
the well-known Poisson-Boltzmann equation93

For two oppositely charged majority carriers with the Gouy-
Chapman-profile (see textbooks on electrochemistry) results which we
write here as

where
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The parameter varies between -1 and 0 for depletion and between 0
and +1 for accumulation‚ and plays the role of a degree of influence of
the interface.94

Figure 22 (r.h.s.) illustrates the contact thermodynamics and its
influence on ionic and electronic carrier concentrations. The level
bending expresses the variation in the electrical potential‚ and the
constancy of and the electronic and ionic contact

equilibrium.35 (Note that the electric potential term—as a non-
configurational term—is to be included into the “energy levels”.) The
constancy of the chemical potential of the neutral component is
automatically fulfilled (see Fig. 22 r.h.s.).

Two extreme cases are worth mentioning: the first if the
concentration variation is small then we end up with the
exponential solution

and the other for large effects

where 1 denotes the accumulated carrier. The Gouy-Chapman solutions
have been used in liquid electrochemistry for a long time when dealing
with the metal/electrolyte contact.95‚96 There space charge zones occur‚
the charge of which is compensated by adsorbed carriers at the very
interface and also by an excess electronic charge at the metal side of the
contact.96 In materials with low carrier concentrations‚ such as dilute
electrolytes (ions) or weakly doped semi-conductors (electrons) this

Figure 22. L.h.s.: Four basic space charge situations involving ionic conductors (here
silver ion conductor): a) contact with an isolator‚ b) contact with a second ion conductor‚
c) grain boundary‚ d) contact with a fluid phase. R.h.s.: Bending of “energy levels” and
concentration profiles in space charge zones refers to the interfacial edge).
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charge distribution is diffuse.33 In our more general case we have to
consider electronic and ionic profiles in both phases as well as in the
core of the boundary. Later we will mainly work24 with Eq. (73), which
in essence ignores the counter defect in the charge density. For the
same reason this approximation is—given that large effects are indeed
met—quite general in terms of defect chemistry and independent of
whether or not the counter-defect is immobile or whether or not its
charge coincides with the majority defect. A completely different
situation is only met if an immobile dopant forms the majority carrier
and the counter defect (2) is depleted. Then a constant dopant profile
means a constant charge density, and a Mott-Schottky-profile is
obtained97,98 for the majority counter carrier:

Unlike the Debye length the effective width depends on the space
charge potential:

From Eqs. (73) and (74) which describe accumulation and depletion for
strong effects, the concentrations of the other mobile species are simply
accessible through Eq. (68). In liquid electrochemistry these profiles
have been used to evaluate electrode/liquid electrolyte capacitances.79

In the Gouy-Chapman case the differential capacitance (a: area)
follows as

which (for small space charge potentials) reduces to a
result that can be generalized101 to
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Figure 23. Theoretical space charge capacitance according to
Bohnenkamp and Engell as a function of the voltage drop over the
boundary – for intrinsic and doped semiconductors (donor
concentration acceptor concentration

at room temperature (dashed line: 45°C).99

Figure 24. Voltage dependence of the boundary layer
capacitance for at 175 °C. From Ref.102.
(Reprinted from R. D. Armstrong and R. Mason,
“Double Layer Capacity Measurements involving Solid
Electrolytes.” J. Electroanal. Chem. 41, 231-241.
Copyright © 1973 with permission from Elsevier.)
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where is the centroid of the charge perturbation. The space charge
capacitance in the Mott-Schottky case is given by:

Equation (78) has been widely used in semiconductor physics and
semiconductor electrochemistry, in particular with respect to the
evaluation of important parameters such as the potential of zero-charge
(flat-band potential).71 Equation (76) predicts a minimum in the
capacitance vs. potential curve. (The generalization to a doped
situation99 (see Fig. 23) shows that this minimum is sensitive to the
dopant concentration.) A minimum has never clearly been observed for
solid ionic conductors, what was attributed to interfacial states,
saturation and finite size effects.103,104 The total capacitance also
includes contributions from the core layer itself.71 Figure 24 shows the
double layer capacitance of for which the Debye-length is
negligible. Figure 25 refers to a depletion layer in the mixed conductor

According to Eq. (78) the boundary capacitance changes only
weakly with

In mixed conductors the “chemical capacitance” plays an
important role. This will be extensively considered in Part II1 (see also
Section VI, in particular VI.7.).

2. Space Charge Conductance

The space charge regions naturally lead to severe conductance effects.
In solid state electrochemistry such effects can be well measured by
using thin films, dispersions, polycrystalline materials and/or by taking
advantage of special configurations.1,23,94 Table 2 compiles conductance
effects, parallel and perpendicular to the interface, calculated on the
basis of Eqs. (68), (73) and (74) for a variety of situations. Let us first
refer to accumulation effects and study the conduction effects along the
interfaces. Four basic space charge situations in ionically conducting
systems displayed in Fig. 22 (l.h.s.) will be discussed in more detail in
the following text.
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Figure 25. Grain boundary capacitance of a Fe-doped
polycrystal normalized to the electrode
surface and measured at various oxygen partial pressures as a
function of reciprocal temperature.100 Typical space charge
potentials vary between 300 and 800 mV. (Reprinted from I. Denk,
J. Claus and J. Maier, “Electrochemical Investigations of
Boundaries.” J. Electrochem. Soc. 144, 3526-3536. (Copyright ©
1997 with permission from The Electrochemical Society, Inc.)

Before we do so, let us mention a particular difference between
solid and liquid systems which is very important in this context, namely
the occurrence of a network of internal boundaries in multiphase or
polycrystalline materials. The proportion of boundary regions can be
so high that the overall conductivity can be interfacially dominated.

As far as solid state ion conductors are concerned, the interest in
boundary effects started with the surprising finding that the overall
conductivity in two-phase systems can exceed the conductivities of the
bulk phases by several orders of magnitude.106-109 If  e.g.  fine
particles are dispersed in matrices of moderate cation or anion
conductors such as LiI, AgCl, AgBr, CuCl, TlCl94 or

110 the ion conductivity—at not too high temperatures—drastically
increases with an activation energy close to the migration energy of the
mobile ion (see Fig. 26). The more acidic oxides (e.g. are less
active in the case of the cation conductors but more active in the case of
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Figure 26. Experimental results (symbols) and theoretical calculations
(solid lines) for and two-phase mixtures.
The labels give the volume fraction of as a percentage and refer
to an grain size of (if not in brackets) or (if in
brackets). The line marked with dashes for AgCl refers to the
nominally pure single crystal, the dotted line to the polycrystal and
the broken line to a positively doped single crystal (with respect to the
knee, cf. Fig 27).94,109 (Reprinted from J. Maier, “Ionic Conduction in
Space Charge Regions.” Prog. Solid St. Chem. 23, 171-263.
Copyright © 1995 with permission from Elsevier.)

the fluoride ion conductors. proved to be more active than
which was attributed to the OH-groups on the surface. Making

the surface non-polar (using nullifies the effect. All these
phenomena can be explained by a strong adsorption of the mobile ion
towards the surface leaving behind vacant sites and hence refer to case
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a in Fig. 22a, which in the case of a cation conductor, is described
by108,109

A denotes a site at the oxide/halide interface. In principle the
superposition of the individual pathways to the overall response can be
very complicated. Standard percolation theory starts from two phases
of extremely different conductivities, assumes a random distribution
and equal particle sizes. In this case the simplest situation is to assume
a highly conducting interface between two insulating phases. Then two
percolation thresholds have to be considered: the first on the
poor side where the first interface pathway is formed, and the second
on the rich side where the last interface pathway is blocked.111

Even though this is intelligible, the agreement is only qualitative. The
assumption of a homogeneous interface conductivity and the neglect of
the conductivity of the base material is, however, not the most serious
shortcoming: (i) The very small size of the particles depresses
the first percolation threshold to very small values. (ii) The assumption
of random distribution is inconsistent owing to the necessary interfacial
interaction and not independent of this. (iii) The grain size of the matrix
changes upon increasing the volume fraction of As expected
from the local energetics, the particles populate the grain
boundaries and very soon form percolating pathways. On increasing the
volume fraction of alumina the grain size of the AgCl particles is
reduced and the monolayer situation maintained. Hence, the excess
conductivity is approximately proportional to both the specific area

and to the volume fraction of the oxide particles. The measured
conductivity (see Table 2, case a) is then given by94,108,109

(For the mechanism proposed by Eq. (79), carrier 1 is the metal
vacancy. The parameter is explained in Section V.4., Eq. 90.) Figure
26 shows that Eq. (80) describes the conductivity effects excellently.

Since is only weakly activated, the T-dependence of the

heterogeneously doped samples is similar to the positively
(homogeneously) doped samples (e.g.
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Like the homogeneous doping, the heterogeneous
doping leads to a change in the conduction mechanism in pure silver
halides in which the interstitial defects dominate the conductivity.
Unlike there, however, we do not only meet a transition in the overall
conductivity from v- to i-type, the type of the conductivity changes also
locally from the bulk towards the boundary. Similarly TlCl which is an
anion conductor intrinsically and exhibits Schottky disorder, can be
made cation-conducting if heterogeneously doped by 112

Figure 27 compares the heterogeneous and homogeneous doping
situations. In both cases the excess charge introduced generates an
enhancement (depression) of the concentration of the oppositely
(equally) charged intrinsic defects; the distribution of charge and
counter charge, however, is different in both situations. The similarity
is also expressed by the rule of heterogeneous doping (adding
to the three defect chemical rules given in Section IV.3., c.f. Eq. 45.)

or in words:

(4) If one introduces higher dimensional defects into a system,
which attract a positive (negative) charge, the concentrations of
all mobile negatively (positively) charged defects will be
increased (decreased) in the space charge zone and vice versa.
Compensation effects do not occur charge density at the
interfacial core).

One consequence of the modified defect chemistry being restricted
to the boundary is readily seen in Fig. 27. Unlike in the case of
homogeneous doping, in heterogeneous doping the transition from
interstitial to vacancy type does not show up as a knee in the
conductivity curves, since, as soon as the boundary zone becomes less
conductive, the bulk which is in parallel, dominates.113

The depletion in the silver interstitial concentration has been
investigated at the contact in which the role of
corresponds to that of however, due to its high electronic
conductivity, it can also serve as an electrode and the effect across the
space charge zone including the space charge capacitance can be
measured.114
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Figure 27. I: a) Comparison of homogeneously (a) and heterogeneously (b,c)
doped material (example: AgCl): (a) conductivity as a function of the
concentration of a homogeneous positive dopant of concentration C, (b)
local conductivity as a function of the spatial coordinate at positive charge
density of the interface core in the case of heterogeneous doping

denotes the layer adjacent to the interfacial core, (c) integral
conductivity increase as a function of the strength of the interfacial
interaction in heterogeneous doping. II.: The dependence of the conductivity on
temperature for positively homogeneously and heterogeneously doped material
(example: AgCl94). The “knee” which is characteristic for the homogeneous case,
is by-passed in the heterogeneous case.24 Reprinted from J. Maier, “Ionic
Conduction in Space Charge Regions.” Prog. Solid St. Chem. 23, 171-263.
Copyright © 1995 with permission from Elsevier.)
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Figure 27. Continuation

A revealing experiment consists in blocking the ionic conduction
in composites by pure electron conductors. This addresses
the extension of the Wagner-Hebb method to inhomogeneous
systems115 (see Part II1) and leads to the detection of minority species
therein. The results are completely in agreement with the space charge
picture (cf. Eq. 68) which predicts by an increased and a decreased

in the space charge zones. The total information can be comprised
by Kröger-Vink diagrams of boundary regions which exhibit the
distance from the boundary as a different parameter (see Section V.3.,
Fig. 35). One point is worthy of note at this stage: If these carriers are
also the minority carriers in the core of the boundary, they are—unlike
the majority carriers—not important for the establishment of the space
charge field, do, however, react on it equally. In this respect it is
pertinent to speak of a “fellow traveler effect”.94 As far as electron
conductors are concerned, much more attention should be paid to such
a foreign control, since the space charge effects of the electrons often
control the conductivity, whereas, however, the origin of the space
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charge potential may be solely due to ionic carrier effects (see e.g. the
below).

Oxide admixtures also proved beneficial (see, e.g. reference116) in
the case of ion conducting polymers. Even though mobility effects
occur, too, the separation of an ion pair in the rather covalent matrix by
adsorbing one partner is possible, an effect that can be subsumed under
the phenomenon of heterogeneous doping.37

The second contact problem of significance is the contact of two
ionic (or more generally two mixed) conductors (see Fig. 22, case
b).94,107,117,118 Here a redistribution affects two boundary layers (charge
storage in the proper interface is now neglected). Let us consider the
contact of two conducting materials in which also
electronic carriers (but not may be mobile. The full thermodynamic

equilibrium demands the invariance of

and The global bulk thermodynamics characterized

by is then automatically fulfilled
and hence also

At the temperatures of interest only the sufficiently
mobile ions can redistribute (i.e.,

Figure. 28 plots the decisive potentials and functions for the
contact together with the profiles for the ionic carriers. The behavior of
the electronic carriers is not shown. Here we refer to Fig. 22 (r.h.s.)
which applies for one side of the contact. The construction of the total
energy level diagram for ions and electrons (analogously to Fig. 22
(r.h.s., top)) is left to the reader as useful exercise.35 Relevant cases in
which we assume or observe ion redistribution are the contacts
AgI/AgCl and

(Of course the thermodynamics can also be described in terms of
transfer reactions of the individual defects given the coupling of the
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bulk disorder equations.117) In this way we can produce v-i transitions
which correspond to “ionic p-n transitions”. The two boundary
concentrations that appear as parameters in the conductance in MX and

are simply linked via the ratio of the dielectric constants if we
assume large space charge potentials and ignore charge storage
between x = 0 and Equation (82) explains the large conductivity
anomalies in the two-phase system AgI/AgCl which is shown in Fig. 29
(l.h.s.). (Here the preparation is made from quenching a high
temperature homogeneous mixture into the solubility gap such that we
can assume a coexistence of AgI(AgCl) with AgCl(AgI).)

A more elegant example which does not involve the complicated
percolation effects117 of these two phase mixtures, refers to MBE
grown heterolayers of and 119 Here owing to the
comparatively low preparation temperature almost no cation mixing
occurs. The anion redistribution gives rise to a strong excess
conductivity due to interfaces, which increases progressively if the
interfacial density is increased. In both examples the space charge
calculations are in very good agreement with the results.
The third contact is the contact of two chemically identical but
differently oriented grains, i.e., a grain boundary (cf. Fig. 30).94,120 A
grain boundary can also separate two similarly oriented but “badly
contacted” grains which may imply insufficient sintering (e.g. inclusion
of pores) or inclusion of impurities (e.g. OH-groups or glassy phases).
In all cases, however, the symmetry break introduced by the grain
boundary will change the ion distribution at the expense of an excess
charge (see Fig. 30a). Examples are highly conducting grain boundaries
in AgCl that can be even locally investigated in Fig. 30b.121,122 The
effect is very related to the above heterogeneous doping in the case of
which small second phase particles within the grain boundaries caused
similar but enhanced boundary potentials. The conductivity can also
be tuned by treatment with Lewis acids and bases. One example is
the effect of contamination with on the conductivity of AgCl.94

While the cation adsorption is enhanced by bases, the inverse effect
occurs in the case of the anti-Frenkel disordered earth alkaline
fluorides. An increased internal adsorption of is achieved here by
treatment with Lewis-acids. (Analogously, particles in the grain
boundary are more active than the more basic In the case of

contaminated grain boundaries123 the segregation which
already occurs in the clean boundaries according to
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is additionally increased most probably according to

These acid-base effects can be directly studied by exposing surfaces of
the ion conductors to acid-base active gases, such as to or
AgCl to according to

In the latter case, the increased vacancy conductivity can be used to
sense ammonia quite selectively.124,125 This is obviously the analogue to
the Taguchi sensor126 where an electron conductor senses redox active
gases, e.g. by trapping electrons according to

The correspondence between ions and electrons is displayed by Fig. 31.
Besides its importance for conductivity sensors, surface defect
chemistry should be paid much more attention to in terms of
heterogeneous catalysis. While in homogeneous catalysis acid-base
effects are overwhelmingly studied, the role of the point defects as
elementary acid-base centers are not really acknowledged. Examples
are the dehydrohalogenation of t-BuCl by homogeneously or
heterogeneously doped AgCl127,128 (see also Refs.129,130)

Depletion layers with respect to ionic conductors are no less
interesting. In acceptor doped 131-134 135,136 and presumably
also in 137-141 space charge layers have been found to exhibit a
positive space charge potential. As a consequence the oxygen
vacancies, the relevant ionic carriers, are depleted as well as holes,
while should be enriched.
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In the case of the Fe-doped bicrystal referred to in Fig. 32a
(grain boundary parallel to the electrodes), the impedance response
shows a clear interfacial response whose capacitance (cf.Mott-Schottky
length (Eq. 75) as well as resistance parameters provide evidence of
a hole-depletion zone. Evaluating these parameters as a function of
partial pressure, doping content, temperature and bias (see, e.g. Fig.
32a) gives a clear picture of the defect chemistry. The space charge
potentials for the boundary under investigation (here obtained
are typically of the order of several 100 mV (here 500 mV) almost
independent of and weakly dependent on temperature in

agreement with the defect chemical modeling (see Fig. 32b).100,131

According to Eq. (68) we now also expect an oxygen vacancy
depletion, and in fact a much more severe one according to the double
positive charge. The separation of electronic and ionic conductivity by
a blocking technique confirmed the predictions in detail (Fig. 33134).

The simultaneous depletion of both the relevant ionic and the
relevant electronic carriers leads to two further consequences. One is a
severe chemical resistance with respect to the kinetics of
stoichiometry142 changes which we will consider later in more detail in
Section VI.4.iii. Figure 32b shows the good agreement between
electrical and chemical experiments in terms of the space charge
potential. The second is the finding that a changed ratio at the
boundaries compared to the bulk leads to a bulk polarization if an
electrical field is applied,143 similar to the electrochemical polarization
induced by selectively blocking electrodes which will be considered in
Part II.1

The last consequence to be discussed is the fact that a positive
space charge potential does not only lead to a hole depletion but also to
an accumulation of excess electrons. Their influence may be observed
in only at very high space charge potentials,144 but has been
clearly seen in nanocrystalline 136,159 (space charge potential

and will be considered again in Section V.4.

3. Interfacial Defect Thermodynamics

The parameter measuring the concentration in the first layer adjacent
to the core, i.e., in the first layer of the assumed bulk structure, is a
convenient parameter for the mathematical description but not a
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Figure 33. Temperature dependence of total and partial
conductivities (a) in bulk and (b) at the grain boundary. Note
that the values of the ionic conductivity at the grain boundary
are approximate.134 (Reprinted from X. Guo, J. Fleig and J.
Maier, “Sepa-ration of Electronic and Ionic Contributions to
the Grain Boundary Conductivity in Acceptor-Doped

J. Electrochem. Soc., 148, J50-J53. Copyright ©
2001 with permission from The Electrochemical Society,
Inc.)
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fundamental interfacial materials parameter; the same is true for the
surface charge or the space charge potential. A pertinent parameter is
the local standard chemical potential of a particle or defect (i.e., its
“energy level”) in the boundary zone. This leads to the (rigid) core-
space charge picture described in Refs.23,24,108,145 and is illustrated by
Fig. 34 for the charging of the boundary core (e.g. a grain boundary).

In the simplest case the perfect structure changes at the boundary
in an abrupt way, and the standard chemical potential of the carriers can

Figure 34. Boundary equilibrium in the level diagram for Frenkel defects
or anti-Frenkel defects

The electrical potentials cause the levels to bend in the

space charge zone and to shift in the core in order to satisfy that

For the sake of simplicity the electrical bulk potential is
set to zero. The index c designates the core region.145 (Reprinted from J.
Jamnik, J. Maier, S. Pejovnik, “Interfaces in solid ionic conductors:
Equilibrium and small signal picture.” Solid State Ionics, 75, 51-58.
Copyright © 1995 with permission from Elsevier.)
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Figure 35. Kröger-Vink diagram of boundary layers for our model
substance MX when The broken lines refer to the ionic
defect concentrations at (two) different distances from the
interface. The behavior of the electrons in boundary regions is not
shown.The approach to the bulk values (printed boldface) for
extreme abscissa values is attributable to the disappearing Debye
length. The mirror symmetry on compa-rison of with
follows from Eq. (68).94 (Reprinted from J. Maier, “Ionic
Conduction in Space Charge Regions. ” Prog. Solid St. Chem. 23,
171-263. Copyright © 1995 with permission from Elsevier.)

be described by a step function. Without great loss of generality, let us
consider the case of a grain boundary (Fig. 34). The boundary core may
be approximately conceived as a region of special structure of the width
of one or a few atomic layers, which again for simplicity’s sake is
considered to be homogeneous. As experiments and capacitances show,
this picture is not only simple but in many cases also quite realistic.146

The different structure is energetically reflected by a non-zero

interfacial tension The terms (a: interfacial area) and add

to the bulk value of the free energy describes the chemical potential
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of the neutral component, the interfacial excess mole number). This
knowledge is not sufficient for the defect chemical treatment. For this
purpose we need to know the standard chemical potentials (or at least
the relevant differences) of the defects also in the core regions. The
defect concentrations then follow by a lattice-gas statistical model as
indicated in Fig. 34. In more detail this is described for an oxide surface
in Refs.23,24. There also the and T dependencies are discussed,

which are particularly simple if a power law form (analogous to Eq. 42)
is valid for This then leads to the Kröger-Vink diagram of boundary
regions (see Fig. 35). Calculation of the partial free energies (“energy
levels”) of the point defects for the interfacial layers as well as the
elucidation of more advanced core-space charge models is of
pronounced significance in this context. The latter point includes
questions of structural flexibility of the interfacial core (i.e., variance of

in the core layer) as well as more realistic profiles of within the

core layer. The situation is more complicated if the interface is curved.
For more details see Refs.23,24,28,147.

4. Non-Trivial and Trivial Size Effects: Nanoionics

So far we essentially discussed the behavior under semi-infinite
boundary conditions, i.e., situations that are locally not affected by the
presence of neighboring interfaces. This is different if the spacing is
very narrow and of the order of the characteristic decay length at semi-
infinite interfaces (i.e., the above discussed Debye length).94,148,149 If the
latter is fulfilled or the interface structure itself is changed by the
presence of a neighboring interface, the properties change locally and
are different from the properties at isolated interfaces. In this case we
speak of true size effects. 36,37,150,151 Also in the other cases the overall
response may perceptibly depend on the spacing of interfaces simply
due to the increased interface-to-volume proportion. This we name
trivial size effects. The distinction is precise as long as the interfaces
are planar and edges and corners are neglected, as it is the case for thin
films, or for polycrystalline materials that can be described by the
bricklayer model (cf. reference152) which will be explained in more
detail below.
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Figure 36. Defect concentration and conductance effects for three
different thicknesses The mesoscale effect on
defect concentration (l.h.s.) discussed in the text, when is
also mirrored in the dependence of the conductance on thickness
(r.h.s.). If the boundary layers “overlap”, the interfacial effect
previously hidden in the intercept is now resolved. It is pre-
supposed that surface concentration and Debye length do not
depend on L. (Both can be violated, at sufficiently small L
because of interaction effects and exhaustibility of bulk concentra-
tions.)36,94 (Reprinted from J. Maier, “Defect chemistry and ion
transport in nanostructured materials. Part II. Aspects of nano-
ionics.” Solid State Ionics, 157, 327-334. Copyright © 2003 with
permission from Elsevier.)

Before dealing with the superposition in polycrystalline materials,
let us first consider the conductance of a thin film with an
accumulation148 effect at the interface to the (identical) neighboring
phases for different thicknesses and consider Fig. 36. In the top figure
the film is so thick that the interfacial effect is not seen; the carrier



profile is horizontal and the (parallel) conductance increases linearly
with increasing thickness with a zero intercept. At distinctly smaller
thicknesses the boundary effects appear and manifest themselves as a
non-zero intercept in the conductance behavior; however, the interfaces
are still separated. Only if the thickness is of the order of the space
charge width or below, the conductance varies in a more sophisticated
way according to

(1 denotes the accumulated majority carrier, c* is the concentration
value in the center and can be calculated from L and via elliptical
integrals of the first kind.) The detailed calculation is given in Ref.148.
References94,148,149 give experimental examples for the above situations.
Figure 37 shows the same phenomenon in alternative presentations.
The l.h.s. figure plots the mean excess film conductivity (i.e., the
excess conductance normalized to the film thickness) as a function of
the inverse thickness. Now the film thickness decreases from the left to
the right. As long as the boundary parts approach but are still
separated leading to a linear increase of the mean conductivity as non-
contributing bulk parts drop out. When L becomes smaller than the
mean specific value does not remain constant, rather the defect
concentration is now locally enhanced (see Fig. 38, l.h.s. bottom). This
enhancement can be described by the nano-size factor

In the r.h.s. part of the figure the excess conductance is normalized with
respect to the space charge width if and L if being a
measure of the mean conductivity of the space charge zone. This value
remains constant in the regime of trivial size effects but increases
according to g(L) in the regime of true size effects.

Analogously we have to proceed if we are measuring in the
orthogonal direction; the results will be completely different (space
charge profile, core effects). Even though the overall effect can be
obtained more precisely by a superposition of bulk values and
interfacial excess contributions, it is more convenient for large space
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Figure 37. (a) Area related space charge conductance per film
thickness representing the measured excess space charge
conductivity, as a function of inverse spacing. (b) Area
related space charge conductance per boundary thickness
representing the mean specific excess space charge
conductivity, as a function of inverse spacing.37 (Space
charge width is for and L otherwise.) (Reprinted
from J. Maier, “Nano-Ionics: Trivial and Non-Trivial Size
Effects on Ion Conduction in Solids.” Z. Physik. Chem. 217,
415-436. Copyright © 2003 with permission from
Oldenbourg Wissenschaftsverlag.)
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Figure 38. Section of a polycrystal (bricklayer-model), (a) Grain
size large compared to (b) Grain size smaller than The
white area refers to the space charge zones, the hatched to the
electroneutral bulk and the dark to the interfacial core.151

(Reprinted from J. Maier, “Thermodynamic aspects and
morphology of nano-structured ion conductors. Aspects of nano-
ionics. Part I.” Solid State Ionics 154-155, 291-301. Copyright ©
2002 with permission from Elsevier.)

charge potentials to describe it approximately by a superposition of
spatially separated regions of different transport parameters.

Now let us proceed to the description of a polycrystalline material
and the superposition of bulk and both perpendicular and parallel

boundary effects in a bricklayer model (Fig. 38). The bricklayer
model replaces the complex microstructure153 by a primitive periodic
arrangement of cubes. The superposition of bulk conductivity and

boundary conductivities within such a model can be

approximately described by120

being the volume fraction of the boundary; measuring the

fraction of pathways that percolate, ideally 2/3 and 1/3). These
transport parameters can also be conceived as complex quantities



allowing the interpretation of impedance spectra. The deconvolution
into core (co) and space charge layers (sc) can be approximated by

The space charge values and in Eq. (91) are mean values and
calculated by integration of c(x) or 1/c(x) (and normalization to the
thickness of the space charge zone), respectively.

On this level we can state: Trivial size effects are size effects in

which but not depend on whereas the latter vary

with in the case of the true size effects. (If edges and corners have to
be considered, this distinction can be successively refined for different
levels of resolutions.152)

As the previous section showed, in a variety of examples severe
enhancements of the ionic conductivity has been found and
successfully attributed to space charge effects. Typical examples are
silver halides or alkaline earth fluorides (see Section V.2.). How
significantly these effects can be augmented by a particle size
reduction, is demonstrated by the example of nano-crystalline 154

Epitaxial fluoride heterolayers prepared by molecular beam epitaxy not
only show the thermodynamically demanded redistribution effect
postulated above (see Section V.2.), they also highlight the mesoscopic
situation in extremely thin films in which the electroneutral bulk has
disappeared and an artificial ion conductor has been achieved (see Fig.
39).119, 155-157

As already stated in Section V.2., materials such as acceptor doped
and show a space charge behavior that is

characterized by a depletion of oxygen vacancies leading to a
depression of the ionic conductivity.158

The positive space charge potential leads to peculiar effects in
nano-crystalline 136,159 In weakly positively doped material in
which the electronic concentration is quite high but still low enough for
it to remain an ion conductor in the bulk, the space charge effect
(depletion of positive carriers such as holes and oxygen vacancies but
accumulation of negative carriers such as excess electrons) makes its
overall conductivity change to n-type. The enhanced electron transport
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Figure 39. Ionic heterostructures composed of and
leading to mesoscopic ion conduction.36,119

(Reprinted from J. Maier, “Defect chemistry and ion
transport in nanostructured materials. Part II. Aspects of
nano-ionics.” Solid State Ionics, 157, 327-334. Copyright
© 2003 with permission from Elsevier.)

along the boundaries as well as the depressed vacancy transport across
them (which limits the bulk-to-bulk path) could be concluded from
detailed electrochemical experiments (impedance spectroscopy, dc
experiments using reversible and blocking electrodes).136

In the case of depletion layers the space charge overlap leads to
extremely resistive situations. A relevant example are low angle grain
boundaries in Fe-doped Such low angle grain boundaries
consist of regularly arranged dislocations. Here the dislocations are
positively charged, and the spacing between them is definitely smaller
than the space charge width resulting in a severe and homogeneous
blocking with respect to hole as well as ionic and atomic oxygen
transport.160

Naturally, the space charge overlap is not the only possible true
size effect.37,161,162

Others are structural effects that come into play when the effective
size of a charge carrier (radius of influence) is of the order on the



82 Joachim Maier

Figure 40. (a) Top: Space charge effects decaying with Bottom:
Structural effects that decay rapidly in the bulk. Within the
indicated distance the structurally per-turbed core (not shown,
extension s) is per-ceived by the defects as far as is concerning.37

(b) Delocalized electrons perceive the boundaries much earlier
(Reprinted from J. Maier, “Nano-Ionics: Trivial and

Non-Trivial Size Effects on Ion Conduction in Solids.” Z. Physik.
Chem., 217, 415-436. Copyright © 2003 with permission from
Oldenbourg Wissenschaftsverlag.)
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Figure 40. Continuation

interfacial spacing (or even earlier when e.g. elastic effects penetrate
quite deeply). Then the standard chemical potential is affected (see Fig.
40). It is often found that the structure of crystals is well-maintained
down to the range of a few nm. In NaCl, e.g. below 1 nm cluster forms
represent the equilibrium structure, that are completely different from
the rock-salt structure adopted at larger sizes.163 Above 1 nm bulk and
surface energies rapidly approach the values of the massive crystals.164

In a very hand-waving way a parameter may be defined which is of
such an order of magnitude. Since 1 nm is also typically the order of
magnitude of interfacial core regions as well as typically the extension
of the relaxation sphere around defects, it sets roughly the limit for the
above core-space layer model.36,37 Figure 40 refers to this point.
Attention has to be paid to the fact that these two mesoscales are not
necessarily de-convoluted, i.e., need not be small against nor need
both parameters be constant concerning L. In the case of delocalised
electrons (Fig. 40, bottom) this confinement (which affects is
already relevant for moderately small sizes and leads to the spectacular
effects in the field of nano-electronics.165 In reference37 a variety of
further geometrical and structural size effects are discussed. Only three
shall be mentioned here: (i) One is the fact that the curvature introduces
a Gibbs-Kelvin term into the chemical potential of two chemically
different particles. This predicts a charging at the contact of two
particles that are only different in terms of curvature. (Such a charging



is even expected in the case of zero curvature, i.e., in the core of thin
films, if we refer to the sub-Debye regime.166) (ii) In small crystallites
defect pairs (excitons, Frenkel-pairs) may not be separated sufficiently
resulting in severe interaction effects. The reader is referred to it for
more details.167 (iii) Of special importance are interfacial phase
transformations.168 One example are highly disordered stacking faults
occurring at special interfaces of AgI (e.g. They can be
conceived as heterolayers of being highly disordered (note
the similarity to the above fluoride heterolayers).169 The field of
nanoionics is not only of fundamental interest but also of technological
significance. Li-batteries may serve as an example. While in the
rocking-chair secondary cells must reversibly insert Li into the
homogeneous phase, heterogenous storage is possible in the
nanocrystalline state.170,171 Not only are the lengths of the transport
paths (see following chapter) drastically diminished, but also the
differences between double layer capacitance and insertion capacitance
are getting blurred.150,161 Already these few examples show that
nanostructured matter, given sufficient stability, can combine
advantages from both the solid and the fluid state and constitutes an
exciting future area of solid state chemistry.

Charge transport in the bulk has to obey electroneutrality. Figure 41
shows three simple experiments that comply with this restriction. For
brevity let us call them the electrical (a), the tracer (b) and the chemical
experiment (c); and, to be specific, let us consider an oxide. In the
electrical experiment an electrical potential difference is applied, the
electrons flowing in the outer circuit compensate the charge flow
within the sample (Figure 41a shows this for the case of a pure ion
conductor). If we apply reversible electrodes, in the steady state there is
no compositional change involved. (At this point we are not interested
in (electro-)chemical effects caused by non-reversible electrodes. This
is considered in detail in Part II.1) The tracer transport (b) caused by the
application of a chemical potential difference of the isotopes consists of
a counter motion of the two isotope ions. Finally, experiment (c)
presupposes a mixed conduction; her the outer wire is, as it were,
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VI. KINETICS OF CHARGE TRANSFER AND TRANSPORT

1. Three Experimental Situations
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internalized. The chemical transport is a consequence of different the
chemical potentials of neutral oxygen and consists of an ambipolar
motion of ions and electrons corresponding to a motion of “O”.
Unlike in the previous experiments now a compositional change
occurs. Unlike experiment a, the experiments b and c represent true
diffusion experiments. We will see that it is possible to decompose the
diffusive transport coefficients into a resistive part and a chemical
capacitance part. In the tracer case the chemical capacitance is simply
given by the total ion concentration and hence a constant. The
stationary electrical experiment only involves a resistance part
(nevertheless diffusive transport coefficients, later labeled with upper
index Q, are defined that allow a direct comparison); the transient
behavior of the electrical experiment involves electrical capacitances.

If the bulk process is dominating, in the electrical experiment the
total conductivity (ionic and electronic) is measured, the second gives
information on the tracer diffusion coefficient (D*) which is directly
related to the ionic conductivity (or In the third experiment one
measures the chemical diffusion coefficient which is a measure of
the propagation rate of stoichiometric changes (at given chemical
gradient); it is evidently a combination of ionic and electronic
conductivities and concentrations.3,4,173-175

In all three cases also surfaces or internal interfaces may be
dominating which can be described in terms of effective rate constants

As for the bulk processes is only formally obtained

from the steady state parameters. The elucidation of is the basic
problem of electrode kinetics extensively dealt with in liquid
electrochemistry.

The three experiments do not only introduce decisive mass and
charge transport parameters, they also permit their determination. Some
points relevant in this context will be investigated in the following.
(Note that electrochemical measurement techniques are covered by Part
II.1) At the end of this section we will have seen that—close to

equilibrium—not only all the D’s and the can be expressed as the
inverse of a product of generalized resistances and capacitances, but
that these elements can be implemented into a generalized equivalent
circuit with the help of which one can study the response of a material
on electrical and/or chemical driving forces.
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In spite of the complexity of real processes most cases of interest
may be effectively described by a heterogeneous pseudo-
monomolecular reaction of the type

i.e., the transport of A from x to while it simultaneously
transforms into B. The special cases of and A = B correspond to
a homogeneous chemical reaction

In both cases we are not specifically dealing with reorganization
processes which are more complicated than in the case of liquids and
specifically related with the crystal structure.176,177 More precisely the
first special case is met, if, for reactions, the difference in the space
coordinate does not matter (i.e., if Hence pure gas
phase reactions or neutral surface reactions can be described by Eq.
(93), while Eq. (94) refers to pure transport steps (transport within the
same structure). The description of typical electrochemical reactions
such as charge transfer reactions require the analysis of Eq. (92). (We
will see later that mechanistic equations are typically bimolecular,
however, owing to the constancy of regular constituents, the
consideration of Eq. (92) suffices in most cases of interest.)

Two approaches will be considered: one is to apply linear
irreversible thermodynamics according to which the generalized rate

depends linearly on the generalized driving force (corresponding
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2. Rates, Fluxes and Driving Forces

(i) Transport, Transfer and Reaction

and a pure transport



where owing to microscopic reversibility.178 This approach
obviously holds only for small driving forces but is general otherwise.

An alternative approach that applies irrespective of the deviation
from equilibrium but presupposes small concentrations, is chemical
kinetics, according to which the rate of the elementary reaction is
determined by

(For the limits of Eq. 97 see e.g. Ref.6) The rate constants for forward
and backward reaction contain a purely chemical part that is

determined by the free activation energies and a factor that is
determined by the portion of the electrical potential drop that adds to

activation energy, i.e., 179 Hence

and
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to the first approximation of a Taylor expansion of in since

disappears):

In a better approximation (of process k) can also depend on
secondary driving forces such that



and being symmetry factors.180 The pre-factor is a measure of
the transition attempts. Field corrections in Eqs. (98) and (99) are of
equal magnitude if the activation threshold is halfway the reaction
coordinate.

While the reaction rate is usually defined by the (normalized)
concentration increase of species k, i.e., by the flux density
(concentration times velocity) can be introduced by the continuity
equation

For a simple elementary reaction like Eq. (94) div corresponds to

and we can consider rates and fluxes almost

synonymously in this case for pure transport. (Note that, unlike fluxes,
usually rates are differently normalized with respect to stoichiometric
number and geometry.) In many cases, in particular on a coarse
grain-level it is meaningful to distinguish between transport effects
(fluxes, transport rates) and generation/annihilation effects (local
reaction rates). Then the continuity equation for k reads

where is the rate which produces (annihilates) the species k. In the
steady state of pure transport the constancy of follows, while a

stationary conversion of into a flux  (consider e.g., electrode

reaction at the electrode/electrolyte contact) implies
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(ii) Transport in Terms of Linear Irreversible Thermodynamics and
Chemical Kinetics

For Eq. (92) the driving force is obviously the difference in the
electrochemical potentials
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which reduces to for a pure chemical reaction, and
to for pure transport. If the electrical

potential gradient is of no influence, e.g., in the case of neutral
particles, the driving force is—according to

where denotes the thermodynamic factor d ln
ln and the activity—finally determined by the concentration

gradient.* If, however, the chemical potential is virtually constant, as it
is the case for systems with a high carrier concentration (metals,
superionic conductors), remains as driving force. For the

linear approximation to be valid must be sufficiently small.
Experimental experience confirms the validity of Fick’s and Ohm’s law
(that immediately follow from Table 3 for diffusion* and electrical
transport) in usual cases, but questions the validity of the linear
relationship Eq. (96) in the case of chemical reactions. For a
generalized transport we will use in the following the relation:173,178,181

The interpretation of the pre-factor as a conductivity as well as the
correlation between defect diffusion coefficient and mobility
known as Nernst-Einstein equation follow directly from Table 3.

The chemical kinetics approach provides us with more insight with
respect to the range of validity. We see from Table 4 that Fick’s law
indeed results without approximations (l.h.s.). For the pure electrical
conduction (r.h.s.) we have to linearize the exponentials (Eqs. 98 and
99), i.e., to assume which is definitely a good
approximation for transport in usual samples; it fails at boundaries or
for ultrathin samples. Hence the application of Eq. (103) has to
presuppose sufficiently thick samples and not too high fields. Table 4
also reveals the connection between and the transport rate
constant and hence their microscopic meaning:

* Close to equilibrium the pre-factors, even though containing concentrations terms, can
be considered to be constant, yet the range of validity changes. The chemical kinetics
treatment (Table 4) shows that for dilute conditions is valid at much larger
derivations from equilibrium than
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(Eq. 104 ignores weak T-dependencies in the pre-factors.)
In the case of chemical processes, one also has to linearize

exponentials, i.e., to assume This is, however, now a
very severe approximation owing to the large values of reaction free
energies (difference in now important), unless we slightly
perturb an already existing equilibrium. Thus, for a pure chemical
process but also for the general electrochemical reaction we are advised
to use the full description.

This is of course also true if we need to consider the general
electrochemical reaction Eq. (92). If the applied driving force (cf.
electrical experiment) is an electrical potential gradient, Eq. (97) leads
to the well-known non-linear Butler-Volmer equation.79 We will
become acquainted with equally important kinetic equations for the
cases of the tracer and the chemical experiment.172
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Let us briefly consider two further formulations of Eq. (97) that
will prove helpful when dealing with reaction kinetics. The first is

For

complies with linear irreversible thermodynamics. The comparison

with Eq. (95) shows that the exchange rate plays the role of the
decisive equilibrium permeability. (Note that in the case of transport

and
Equation (97) can also be rewritten as

where refers to the perturbation from the equilibrium value (denoted
by an arc). We will exploit this formulation in Section VI.5.

It is well-known from thermodynamics that the entropy production
or better the related quantity, the dissipation, is a positive-
definite function being related with the rates and forces via182,183

If the linear relations are valid (Eq. 96), is a bilinear function in the

One implication of the positive definiteness of is that all the
pure transport terms cannot be negative. It can be shown that in

the result



In the pure electrical experiment we measure the conductivity
which can be broken down into contributions of ions and electrons and
finally into the defect contributions (k: conduction electron, hole;
vacancy, interstitial)

In Part II1 we will become acquainted with methods to de-convolute
ionic and electron conductivity. According to Table 4 can be broken
down into charge number, concentration and mobility according to

the mobility being proportional to the defect diffusion coefficient
according to the Nernst-Einstein relation. Let us consider the case
where the ion conductivity is dominated by a single defect k. Had we
no idea about the defect concentration, then it would be reasonable to
define an average ion mobility (corresponding to a self-diffusion
coefficient which could the be recast into an ionic diffusion
coefficient:

Equation (111) follows from the fact that the potential gradients and
flux densities in Eq. (103) are invariant against the substitution ion
defect. Hence is invariant and so is the product DC. (The
generalization is given by Eqs. 150 and 151.)

Let us discuss in the following some fundamental aspects of the
mobility of ions and electrons and consider specific conductors.
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steady states is at minimum for linear processes.183 Moreover,
processes near the steady state are characterized by a decrease of
meaning that in the linear regime steady states are automatically stable,
which is no longer the case for non-linear processes (see Section VI.9.).

3. Bulk Processes

(i) Electrical Conduction: Mobility, Conductivity and Random Walk
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The previous paragraphs (see Table 4) showed that the mobility of
the defect is proportional to its (self-) diffusion coefficient. A realistic
self-diffusion process involves jumps in different directions as well as a
sequence of jumps leading to a long range transport. It is easy to show
that Eq. (104) still applies in essence as long as the jump situation is
isotropic and homogeneous and the long range transport follows a
random walk process.184,185 If the jump i refers to a spatial variation

after n jumps the particle is displaced from the origin by

Figure 42. Elementary jump mechanisms in crystals:
a) vacancy mechanism, b) direct interstitial
mechanism, c) (collinear or non-collinear), indirect
interstitial mechanism (interstitialcy mechanism).

(ii) Mobility
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corresponding to a square displacement after n

steps. The mean square displacement for a random walk is

then On the other hand the probability function of reaching a given
distance at n jumps is determined by a Gauss-function provided n is
large enough. This yields the value 6Dt for the mean square
displacement.6 The combination of the two expressions leads to

(where in the one-dimensional treatment). The quantity
is the jump frequency which is proportional to the rate constant k

used for the simplistic elementary reaction in Eq. (94). Hence, D and
thus the mobility (more precisely the product uT) of the defect is
proportional to the jump frequency, the latter being activated via the
migration threshold attempt frequency)

or more frequently indirectly (see Fig. 42 bottom) by pushing a regular
neighbor at into the free interstitial site while occupying its position:

97

Figure 42 shows the basic elementary ion migration processes in a
low defective isotropic ion conductor with a mobility in the A-
sublattice. The vacancy mechanism (Fig. 42 top) can be described by a
transport process charge of the A-vacancy) such as

Interstitial ions are either transported directly (see Fig. 42
center) according to
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Figure 43. The mobility of the Frenkel defects in AgBr
as a function of the temperature (according to Eq. 113).
From Ref.186. (Reprinted from P. Müller,
“Ionenleitfähig-keit von reinen und dotierten AgBr- und
AgCl-Einkristallen.” Phys. Stat. Sol. 12, 775-794.
Copyright © 1965 with permission from WILEY-VCH
Verlag GmbH.)

It is clear that at high carrier concentrations Eq. (112) has to be
modified and at least a term that takes account of the (then varying)
concentrations of the regular partners have to be introduced
Figure 43 shows mobilities for vacancies and interstitials in AgBr and
Fig. 44 conductivities of Ag ion conductors.
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Figure 44. The temperature dependence of the specific
conductivity for a series of selected silver ion
conductors. reads more correctly

The “superionic conductors” are
characterized by flat slopes and high absolute values.23

In the so-called superionic conductors (see Fig. 44) virtually all
constituents are carriers and usually the migration thresholds are very
small (~ 0.1 eV in leading to very high ion conductivities (cf.
Section IV.5.ii). The most popular example is the crystal
structure of which is displayed in Fig. 45.187 Another example is

in which there is a superconduction in so-called conduction
planes.198 A detailed discussion of individual crystal structures would
lead us too far from the scope of this contribution (see, e.g.,
reference10).

Figure 46 gives a selection of anion conductors in a vs. 1/T
representation. Proton transport deserves special treatment owing to the
extremely polarizing nature of this elementary particle. Figure 47
shows a transition configuration of proton transport in (cf.
Section IV.3.) according to molecular dynamics simulation.192 The
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Figure 45. Crystal structure of The iodide
ions are represented by large spheres. The
multiplicity of (not precisely) energetically
identical sites for ions and the low activation
energy compared with the thermal energy when T
> 146 °C lead to a “melting” of the partial
lattice. According to Ref.187.

transport is best described as a dynamic breaking and forming of
hydrogen bonds in interaction with the lattice dynamics. The transport
is liquid-like in ion exchange membranes in which protons of internal
sulfonic acid groups are dissolved by water molecules and migrating
within water channels in the polymer matrix. Heterocycles with proton-
donor and acceptor function can replace water in this respect.199

For a discussion of conductivity aspects in disordered systems cf.
Ref.200 Polar groups of covalent polymers can also solvate ions (see
Fig. 48) and lead to high conductivities, as PEO does with respect to
LiX dissociation.193,201

Interesting in this context is the finding that oxides such as
etc. can be used as fillers that enhance the ion conductivity.116

Even though effects such as impact on crystallinity or on segmental
motion are expected to have a great influence, the picture developed in
Section V.2. should also be relevant: In a covalent matrix most of
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Figure 46. Specific conductivity of a few selected anion conductors
as a function of the temperature           23 Very high
conductivities are met in some perovskites, typically in doped
ferrates.188 These materials (cf. are however
mixed conductors and hence excellent materials for permeation
membranes (cf. also Part II1). For more detailed data collections
see Ref.188-191.

the salt constituents should be associated (ion pairs). An acidic (basic)
second phase should partly break these ion pairs by adsorbing the anion
(cation) and releasing the counter ion. The experimental observation
that in many cases acidic oxides enhance the conductivity
substantially, may be explained by this effect.202

The mobility of electrons will only be briefly touched upon as
there is extensive solid physics literature on this (see e.g., Ref.203). In
many cases electrons or holes behave as polarons, i.e., similar as the
ionic defects. Then, they substantially polarize their environment,
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Figure 47. As oxygen ions move
towards each other on account of
lattice vibrations, the activation energy
for proton jump is lowered, and the
proton changes partner. According to
Ref..192. (Reprinted from K. D. Kreuer,
W. Münch, U. Traub and J. Maier,
“On Proton Transport in Perovskite-
Type Oxides and Plastic Hydroxides”,
Ber. Bunsenges. Phys Chem. 102, 552-
559. Copyright © 1998 with
permission from WILEY-VCH Verlag
GmbH.)

leading to perceptible migration thresholds on the order of 0.1 eV or
more (small polarons). Large polarons can be approximately described
by the band model. Whereas in the first case the T-dependence of the
pre-factor may be neglected, in the second case it is the decisive
contribution. For acoustic phonon scattering typically a law is
obtained (Fig. 49), and the mobility decreases with increasing
temperature (as assumed hi Fig. 49 for high temperatures). Even though
the phenomenon of nearly free electrons in metals is comparable with
the superionic situation in terms of degree of disorder, the mobility is
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Figure 48. Schematic illustration of the structure of a
PEO-LiX complex dissolved in poly ethylene
oxide193). (The relative magnitudes are not
representative.) From Ref.194. (Reprinted from B.
Scrosati, “Lithium Ion Plastic Batteries.” in: Lithium
Ion Batteries (M. Wakihara and O. Yamamoto eds.),
VCH, Weinheim Copyright © 1998 with permission
from WILEY –VCH, Verlag GmbH.)

As already mentioned the tracer experiment (which can also be
conceived as a counter motion of the isotopes) delivers the tracer
diffusion coefficient. In the case of oxides ideally the natural oxygen
gas phase is instantaneously replaced by a gas phase with the same
oxygen partial pressure but exhibiting a different isotope ratio (or an
oxide is contacted with the same oxide in which a cation isotope is

103

very different and of course much higher owing to quantum mechanics.
In superconductors197 the mobility is formally infinite. Figure 50 shows
the disappearance of resistivity in the high temperature superconductor
“LSC” at Much literature is also concerned with organic
metals based on conjugated polymers. Since one-dimensional
delocalization cannot be very extended due to the Peierls-distortion,204

an appropriate doping (redox effect) is necessary (shown in Fig. 51) to
achieve high conductivities.

(iii) Tracer Diffusion
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Figure 49. The mobility of the excess electrons in
various samples determined by means of the Hall
effect and conductivity. The high temperature behavior
points to acoustic phonon scattering. Both samples
differ in purity. According to Ref..195. (Reprinted from
H. J. van Daal, “Polar Optical-Mode Scattering of
Electrons in     ”,     Solid  State  Commun. 6, 5-9.
Copyright © 1968 with permission from Elsevier.)

enriched), then the diffusion is detected in-situ, e.g.,, by weight
increase, or quenched non-equilibrium profiles are investigated, e.g., by
SIMS (secondary ion mass spectroscopy). Owing to the ideality of the
situation (asterisk denotes tracer)

(The transport quantities refer to the ions.) In this approximation
A closer inspection shows that correction factors f* have to be

introduced, that will be considered in Section VI.4.205
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Figure 50. The resistivity of SrO-doped disappears at
temperatures less than The “associates” (Cooper
pairs) are responsible for this. The two curves are based on
samples, that are annealed at differing partial pressures of
oxygen.196,197 Compare here Section IV..3. (Reprinted from J. C.
Philips (ed.), Physics of High Temperature Superconductors,
Academie Press, New York, Copyright © 1989 with permission
from Elsevier.)

Figure 51. The doping of poly-acethylene with iodine leads to the
formation of a hole. Iodide (or poly-iodide) is the counterion.



The most important transport parameter for chemical processes is
the chemical diffusion coefficient 4,173-175,181 The relevance for
electrochemistry is twofold. (i) Chemical diffusion is typically
established by a counter flow of two charge carriers. (ii) It is the central
bulk process occurring in response to an electrical polarization using
non-reversible or selectively blocking electrodes (cf. Part II). Together
with the geometry describes the time constant of the propagation of
the chemical signal “stoichiometry” into the bulk. In the case that
oxygen stoichiometry is concerned according to

the underlying process is an ambipolar motion of and
If we consider and as carriers, we refer, e.g.,, to chemical

diffusion of oxygen in Writing down the one-dimensional
transport equations (Eq. 103) for ionic and electronic carriers and
considering flux coupling and electroneutrality, we immediately obtain
for this case (see, e.g., Ref.173)

where

The ambipolar conductivity represents the harmonic mean of

and (i.e., The term can also be referred to

as an inverse chemical capacitance (by analogy to the electrical
capacitance and is given by being the
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Irrespective of the relevance of tracer diffusion for the systematic
discussion, it is a very important technique to detect the nature of
conductive species and to identify transport mechanisms.206,207

(iv) Chemical Diffusion



thermodynamic factor.15 The latter quantity can be expressed by the
relevant parameters of the ionic and electronic constituent

A further discussion requires the translation into defect parameters

Since (unlike now are unity for a low

defective material, it follows that

(t: transference number).
This equation shows how defect concentrations and mobilities

constitute and how depends on materials and control (P, T, C)

parameters. obviously lies between and and is hence

much larger than Since the mobility of the electronic

carriers is usually much larger than that of the ionic carriers, a
predominantly ionically conducting solid implies and hence

in the case of an electronic conductor, may still be

smaller than if this is the case, then only in

the case of the electron-rich electronic conductor the other limiting case

is arrived at.
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Figure 52. The relationships between the different diffusion
coefficients discussed in the text. Holes and interstitial
oxygen ions ars assumed as mobile defects.



Figure 52 illustrates the situation. The more general case in which
different defects contribute will be tackled below in the framework of
Conservative Ensembles (Section VI.4.ii.) which also explains the
displayed depression of by trapping effects (see Fig. 52).

It is instructive to compare the three transport processes
(conduction, tracer diffusion and chemical diffusion) by using chemical
kinetics and for simplicity concentrating on the electron-rich electron
conductor, i.e., referring to the r.h.s. of Fig. 52. The results of applying
Eq. (97) are summarized in Table 5 and directly verify the conclusions.
Unlike in Section VI.2.i., we now refer more precisely to bimolecular
rate equations (according to Eqs. 113-115); nonetheless the pseudo-
monomolecular description is still a good approximation, since only
one parameter is actually varied. This is also the reason why we can use
concentrations for the regular constituents in the case of chemical
diffusion. In the case of tracer diffusion this is allowed because of the
ideality of distribution.

The kinetic procedures also work in more general cases and also
reproduce the detailed thermodynamic factor.208 This approach is
generally helpful when dealing with large driving forces.

There are cases in which compositional changes are only caused by
ionic fluxes, e.g., by counter diffusion of cations during spinel
formation (cf. Section VI.8) or diffusion of into perovskites. In
such cases we do not deal with redox reactions. As regards the
diffusion into oxides, the process is described by counter diffusion of

(via and (via The relations are completely

analogous: A convenient representation of is then57,60

can be measured by recording the time changes of a signal that is
unambiguously correlated with stoichiometry or by spatial detection of
diffusion profiles at a given time. While in Part II1 we will encounter
powerful electrochemical polarization methods, here we will just refer
to chemical diffusion processes that are caused by changes in the
chemical driving force. To be specific, we consider an oxide subject to
a sudden change in the partial pressure of oxygen and follow an
appropriate signal. Usually the signal integrates over the stoichiometry
profile. If the stoichiometry change is substantial,209 one may use
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weight as a measure. A sensitive and convenient measure is usually the
electrical conductance which—according to Eq. (33)—depends in a
power law on If the characteristic exponent N is appreciably

large, this is a very recommended method (Fig. 53) (see, e.g.,, Ref.210).
In the case of solid electrolytes (e.g., and the
method fails (unless one uses a blocking technique). In these cases
spectroscopic methods relying on changes in EPR, NMR or optical
absorption signals are appropriate.211 A method that allows for spatial
resolution, yet, only in the quenched state, is SIMS already mentioned
in the context of tracer diffusion experiments;207 in terms of chemical
diffusion it is not sensitive enough to detect small relative changes in
composition (like weight) but may be a good method to determine, e.g.,

incorporation in oxides.
In Ref.212 an optical absorption technique was developed in order

to follow chemical diffusion in Fe-doped which enables a
spatially resolved in-situ detection, i.e., makes it possible to follow the
stoichiometry as a function of space and time at high temperatures.

The solution to the diffusion equation are modulated Fourier series
of the form213

S can be any detection signal that is linearly correlated with the
oxygen concentration (here the absorption coefficient). The indices 1
and 2 denote the homogeneous equilibrium situations corresponding to

and Switching from   to    occurs at t = 0.
Figure 54 displays the normalized profiles as a function of the

normalized position coordinate for a sample half. The parameter at the

curves is the normalized time If this parameter reaches

the value 1 (then the sample value equals the mean square
displacement,
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Figure 54. (a) Profiles for half the sample on rapid exchange of the
surface concentration on both sides by x = ±L/2. The value x = 0 refers
to the center of the sample. The parameter on the curves is (b)
Concentration profiles during oxygen diffusion into (848 K), as
a function of space and time. The smooth curves are obtained by fitting
with a constant The introduction of a concentration dependence only
alters the result slightly.214



and the relative signal changes are less than 1% of the overall change
(see Eq. 122). Figure 54 shows in-situ profiles for oxygen diffusion in
the case of Fe-doped The absorption signal detects
which is linearly correlated with the oxygen content. The optical signal
is followed by a CCD-camera.

If we follow the integrated signal (conductance parallel or
absorbance perpendicular to the interface), the position dependence
disappears resulting in

with the time constant (It is worthy of note that can be

written as with the chemical resistance and being
the already mentioned chemical capacitance.) For long times an
exponential law results (Fig. 53), which reads for the conductance

experiment being proportional to the parallel conductance)

while for shorter times a law is fulfilled.

Table 6 shows equilibration times see above) for one-

dimensional diffusion into 1 mm thick samples for various diffusion
coefficients, indicating the tremendous span of the rate of diffusion
controlled reactions even for the same driving force. High diffusion
coefficients are rather the exception in the solid state and, if they occur,
they typically occur for one ion sort. This highlights the significance of
transport steps in solid state science in general and the significance of
frozen situations in particular.
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The above considerations relied on a site exchange describable by
simple chemical kinetics and a random walk behavior over large
distances in a homogeneous medium subject to a small driving force. In
the following we will briefly consider some of the most important
complications to this picture.
In general in each experiment individual deviations from random walk
can occur. Noteworthy is the tracer correlation factor (f*) (cf. Section
VI.3. iii.) which is caused by the non-ubiquity of the jump partner
(defect). If an ion has just changed its site from x to via hopping into
a vacancy and so releasing a vacancy at x, a further vacancy is not
immediately available and the dance of a particle between x and

leads to a backward correlation cf. Section VI.3.i. and

Ref.205); this is not the case for a vacancy migrating in an electrical
experiment, nor for an isotope in a tracer experiment moving according
to an interstitial mechanism (Fig. 42 bottom). The relation between D*

and then reads
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4. Correlations and Complications

(i) Conductivity: Static and Dynamic Correlation Factors



Whereas such correlation factors are typically between 0.5 and 1,
severe discrepancies between D* and can occur if the mechanisms
differ. This happens in the case that defect contribute in different
valence states, in particular if neutral transport is involved (see below).
More generally then Eq. (126) has to be replaced by3,4

In alkali hydroxides extended ring mechanism for proton motion can
occur leading to a tracer propagation but not to any charge transport.
The Haven ratio (H) amounts to several thousand in such cases.216

Dynamic correlation effects can occur in conductivity experiments
if defect-defect interactions have to be considered. Then the relaxation

Figure 55. A jump within the true potential
(lattice potential (top) plus defect potential
(center)) requires the surmounting of a
relatively high activation energy and a
subsequent relaxation of the environment,
before the site B takes on the original
potential surroundings of A (see text). From
Ref.217. (Reprinted from K. Funke, “Ion
transport in fast ion conductors—spectra and
models”, Solid State Ionics. 94, 27-33.
Copyright © 1997 with permission from
Elsevier.)
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of the surrounding is not very rapid compared to an ion hop such that
backward jumps are favored as the environment at is not yet
equilibrated, leading to a frequency dependent conductivity.

Figure 55 sketches the situation. The realistic potential includes
lattice potential and interaction potential. Two functions are crucial in
the description of the jump relaxation model, developed and refined by
Funke et al.217-219: (i) the probability W(t) that no correlated backward
jump has occurred at time t (-W being the backward jump rate); and (ii)
g(t) describing the positional mismatch (-g measuring the stabilization
rate). The basic assumption of the jump relaxation model is

implying that the tendency for backward hops and the tendency of
rearrangement are proportional to each other. In Ref.219 it was proposed
by theoretical and empirical arguments that W(t) and g(t) can be
obtained by combining Eq. (128) with the second differential equation

where k = 2 describes well the situation for high charge carrier
concentrations. This conception which is based on dynamic
inhomogeneities caused by the carrier transport, reproduces a manifold
of experimental situations and particularly the frequency dependence of
the complex conductivity. It is evident that the rigidity of the solid
makes a general description more difficult than in fluids (cf. Debye-
Hückel-Onsager theory71). It remains to be clarified in how far a quasi-
Madelung approach for the dynamic relaxation can be helpful.81,84

In many cases—in particular in disordered media—static
inhomogeneities (accompanied by a broad distribution of jump
probabilities) have to be taken into account which obviously also result
in a non-Debye relaxation and comparable frequency dependencies (see
e.g., a recent review on this topic).220

Significant non-idealities can occur in the solids with two kinds of
mobile cations (or anions). The so-called mixed alkali effect refers to
the partly extremely strong depression of the alkali ion conductivity in
crystals or glasses if substituted by another alkali ion. This is explained
by the individually preferred environments and their interactions.221-228
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Interestingly in the opposite case in which the counter ions are mixed,
at least frequently, a conductivity enhancement has been observed (e.g.,
Ag(I, Br) or 107,118,229

Also in the case of chemical diffusion it may be questionable
whether local equilibrium is always fulfilled. This is particularly the
case at interfaces or in situations in which a very high electronic
mobility enhances strongly compared with the ionic defect
diffusivity.177

In the following we will study in more detail chemical diffusion
and in particular the situation with various charge carriers. Let us
concentrate on the case that, besides electrons and holes, oxygen ions in
different valence states are mobile via interstitial and/or vacancy
defects.

The chemical diffusion coefficient includes, as we know from the
formal treatment in Section VI..3.iv., both an effective ambipolar
conductivity and an effective ambipolar concentration. The latter
parameter is determined by the thermodynamic factor which is large for
the components but close to unity for the defects.

If defects are not randomly distributed, in a better approximation
or dependencies (see Section IV.5.ii.) may be introduced in the

thermodynamic factors of the defects (Eq. 120b).
Formally, it will be even necessary to make corrections already in the
starting flux equations. The detailed formulation of linear irreversible
thermodynamics also includes coupling terms (cross terms) obeying the
Onsager reciprocity relation. They take into account that the flux of a
defect k may also depend on the gradient of the electrochemical
potential of other defects. This concept has been worked out, in
particular, for the case of the ambipolar transport of ions and
electrons.230

A more explicit procedure is to introduce chemical interactions
directly: There is a certain analogy with the equilibrium situation where
it is possible to avoid the use of activity corrections over wide ranges
by considering associates to correct for the interactions (see Section
IV.5.i.). The relevance of this method of treatment is particularly
evident if such associates can also be detected experimentally, e.g., by
spectroscopic techniques in the case of ionic defects with differing
charge states. This leads to a rescaling of defect concentrations and
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(ii) Chemical Diffusion and Conservative Ensembles



defect fluxes, which can now be taken to be ideal again to a good
approximation (i.e., with negligible activity corrections and negligible
coupling terms in the Onsager relationships). However, it is necessary
to include source and sink terms from the start on account of the
internal dissociation and association reactions (see Fig. 56). This leads
us, in the case of local equilibrium, to the concept of “conservative
ensembles”,231,232 which will now be described.

Figure 56 uses the example of associate formation between the
ionic defect and the electronic defect to emphasize that the strict
treatment requires the solution of coupled diffusion-reaction
relationships, describing the general (electro-)chemical reaction scheme
with individual diffusion or rate constants as parameters (cf. Section
VI.2). Source terms (q) must be taken into account in the relevant
continuity equations, e.g., for defect B that can be created by

Figure 56. The internal mass and
charge transport as a reaction-diffusion
problem.
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In the case that Eq. (130) describes the decisive elementary reaction,
the continuity Eq. (130) for B is

Again we drop the tilde for simplicity. In the general case the
problem depends on the rate constants of the association and
dissociation processes. Since we assume local equilibrium (interaction
much faster than transport) the situation simplifies considerably (only

is included not the rate constants themselves). It would be
wrong to believe that the second term in Eq. (131) can be neglected as a
consequence of local equilibrium. It is true that the bracketed term in
the formulation

is close to zero because however, the

second part is not negligible in total in comparison with the flux
divergence on account of the high values of the individual rate
constants (see pre-factor).

It can now be shown that as far as the diffusion of certain
ensembles, namely of the “conservative ensembles”, is concerned, the
source terms disappear. The resulting chemical diffusion coefficients
then have to refer to this ensemble.
Let us consider an anti-Frenkel disordered material, taking into account

both and but initially neglecting the occurrence of variable

valence states. (In addition, we will assume a quasi one-dimensional
situation.) Doing this we reduce the problem to a relatively trivial case.
For it is immediately evident that the source terms disappear on
consideration of the total ion flux density j (or current density i)

and the total electron flux
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In this sense and refer to “conservative

ensembles”. This is self-evident since all changes take place within
these ensembles. Because

and

it follows that and and, hence,

and if q represents the increase in concentration

with time resulting from the defect chemical reactions. Since

and the flux equations, formulated in terms

of and are formally the same as those given in Section VI.3.iv.
(cf. Eq. 120a). This is, however, not the case when we evaluate them in
terms of defect parameters. Rather it follows because of

and as well as

and the more general equation

If we also allow for interactions between ions and electrons, the
situation becomes qualitatively different (see Fig. 56) even on the level
of electronic and ionic constituents. In such cases we introduce variable
valence states by permitting and as valence states, i.e.,



Solid State Electrochemistry I 121

as defects. Then the electronic and ionic
ensembles and are no longer conservative but merely the
combinations {O} and {e} as defined by Fig. 57. As can be derived
from the reaction scheme, it follows that:

Figure 57. Conservative ensembles in the case of complex defect chemistry for various
examples discussed in the text.233,234 (Reprinted from J. Claus, I. Denk, M. Leonhardt, and
J. Maier, “Influence of Internal Reactions on Chemical Diffusion: Application to Fe-
doped Ber. Bunsenges. Phys. Chem. 101, 1386-1392. Copyright © 1997 with
permission from WILEY-VCH Verlag GmbH.)

and



This result is immediately understandable because the concentration of
the oxygen ensemble so-defined (see Fig. 57, third arrangement in the
upper row)

obviously represents the deviation from the stoichiometric composition
which is unchanged by the internal reaction. Eq. (138b) then

follows as a consequence of the condition of electroneutrality

For now a structurally different expression is obtained after a
more lengthy calculation:231,232

with the abbreviations and

In a purely formal manner, the conductivity

factor in Eq. (140) now permits oxygen permeation even for a zero
partial electronic conductivity (as a result of the migration of neutral
defects but also as a result of an ambipolar migration of and ).
The term takes another form as well when reformulated in
terms of defects, e.g., in terms of the fully ionized particles:

The refer to differential defect fractions and are defined via
the corresponding conservative ensembles according to
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whereby or in the case of the excess particles or

– and in the case of missing particles, respectively.

These can be calculated from the defect chemistry.
The comparison of Eq. (141) with Eq. (120) shows that under

simplified conditions the can also be considered to be activity
corrections.

If we can neglect associates, a quick calculation yields

and we return to our simple result, namely to Eq. (137).
An example for which different valance states are important is53

A more recent example refers to the transport of
different valence states of hydrogen in oxides.235

Another one is Fe-doped which has already been discussed
above (see Fig. 53b). Hence, effects on are not relevant, but

and hence 236 are markedly influenced. The internal

source and sink reaction is the conversion of to which we
formulate as

in the high partial pressure regime. The mass action constant for Eq.
(144) is well known as a function of temperature. The trapped hole
states are not mobile but can supply mobile holes whenever necessary,
hence strongly affecting the chemical capacitance
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It is important to recognize that is a differential parameter, and the
capacitance to be taken into account is a differential capacitance

The electroneutrality relation yields

and Owing to conservation of

mass and ionic equilibrium the correction follows as

The concentration follows from the set of defect chemical
equations as a function of P, T, C; the quantity itself is, thus, a
function of these three parameters, too.

Instead of Eq. (120c) we now have to write

The values derived according to Eq. (147) (without any adjusted
parameter!) agree extraordinarily well with the experiments (see Fig.
58).

The importance of internal redox reactions is perhaps even clearer
for Without taking internal reactions into account, the
result is simply or (cf. Section VI.3.iv.), depending on the
oxygen partial pressure region. When ignoring the above complications
it is not evident that in view of the high Y-doping further minority
doping would affect the diffusion coefficient. It would also not be
understandable that great differences from material to material are
found for the same Y content as well as astonishingly strong
dependences of      on oxygen partial pressure and temperature. Again it
is the role of redox-active impurities with respect to the chemical
capacitance which explains these apparent anomalies according to

124
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Figure 58. The chemical diffusion coefficient of oxygen in as a
function of the temperature. The broken line includes the doping effect on

determined by the ionization reaction (but in contrast to the continuous
line ignores the effect on according to the The calculation applies
to a doping content of and an oxygen partial pressure of 236

(Reprinted from J. Claus, I. Denk, M. Leonhardt, and J. Maier, “Influence of
Internal Reactions on Chemical Diffusion: Application to Fe-doped ”,
Ber. Bunsenges. Phys. Chem., 101, 1386-1392. Copyright © 1997 with
permission from WILEY-VCH Verlag GmbH.)

(whereby is a well-defined function of the control parameters and
is a weak function of temperature).237

In Fig. 59 is considered as a function of the parameter
In the case of the association of an acceptor and a

hole to the oxidized form r is identical with the redox ratio
According to Eq. (146) and Fig. 59, the maximum effect



(minimum does not lie at r = 0, but at r = 1 where the ratio† of
oxidized and reduced species is unity (for minor redox-active doping).
Obviously impurities are particularly relevant if their energy levels lie
about in the center of the band gap (see Section IV.2) in the above
cases, what reveals the similarity to static buffer effects in acid-base
chemistry in aqueous solutions.238

The small maximum effect at r = 1 on the left-hand side of Fig. 59
is due to a small concentration of redox-active impurities. Plotting this
maximum correction for r = 1, as a function of doping (r.h.s. of Fig.
59), shows that this “correction” can amount to several orders of
magnitude.

Obviously, high values, e.g., as required for bulk conductivity
sensors, demand materials that are free from redox centers, while the
minimization of drift phenomena in boundary layer sensors demands
just the opposite.239

The impact of internal equilibria on the evaluation of
electrochemical measurement methods will be discussed in Part II.1

Let us now discuss the influence of variable valence states on the
tracer (D*) and charge diffusion coefficients

Here capacitance effects are absent and modifications are due to the
different weight of the different charges. If we ignore correlation
factors, the general result for the tracer diffusion coefficient is

whereby k indicates the individual ionic defects

Equation (149) can be re-formulated as

† If the redox-active doping is in the majority, depends on and the minimum is
somewhat displaced (see Ref.238 for more precise details).
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The complicated ratio of to (cf. Eqs. 139 and 149) reduces to

the thermodynamic factor for a predominant electronic conductor.
The effects on are different: (i) The unionized defect does not

appear in the conductivity experiment; (ii) according to Eqs. (110) and
(111) a constant charge number is used to convert

formally to by using z = 2 as the effective valence,

is obtained.

(iii) Diffusion Involving Internal Boundaries

According to Section V boundary layers exert a double influence.
In the structurally altered core regions of the interface the mobilities
and, hence, the defect diffusion coefficients are modified. In the space
charge region the mobility, parallel to the interface, is assumed to be
invariant while, perpendicular to the interface, electrical field effects
are only negligible in the case of high migration thresholds. The
anisotropy is more relevant for the conductivity on account of the
strong anisotropy of the concentration (Section V). Hence in the
boundary controlled cases are all expected to be strongly
anisotropic.

While directly reflects the ionic conductivity measured in a
steady state experiment, the relationships are more complex for
chemical diffusion and tracer diffusion. For simplicity we assume that
the transport is so slow that local relaxation effects occur
instantaneously.240

We first consider the chemical transport of oxygen in an oxide
along a highly conducting interface (see Fig. 60 r.h.s.). Now the flux
lines are not parallel to the interface for the whole experiment since
also gradients in the orthogonal direction occur and the problem
becomes complicated even if space charge effects are negligible. For
further details and a full treatment the reader is referred to the relevant
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literature.241 So long as ions and electrons are strictly coupled, tracer
diffusion and chemical diffusion behave in an analogous way.

The treatment is greatly simplified, if the lateral diffusion into the
bulk is absolutely negligible with respect to the boundary diffusion.
The bulk transport then just takes place on a completely separate time
scale; the effective diffusion length of the ceramic is the grain size
rather than the sample size (L), but capacitive and resistive
terms are unchanged compared to the bulk values (cf. Section
VI.3.iv.). In the case of the chemical experiment,

Donor-doped and are relevant examples. There
bulk diffusion is very slow because of the very low concentration

and the low mobility of the metal vacancies. If a perovskite ceramic,

Figure 60. Diffusion across (left) and along (right) an interface (see text).



130 Joachim Maier

prepared under reducing conditions and exhibiting a high n-
conductivity, is exposed to high partial pressures of oxygen, in-
diffusion of oxygen takes place via the grain boundaries. As stated,
bulk equilibration is very sluggish and only involves the upper layers of
the grains. This leads to a ceramic material composed of highly
conducting grains with insulating “skins”, which exhibits very high
effective (electrical) capacitances and finds application as a powerful
capacitor material. 24 2

In the case of chemical diffusion perpendicular to the interface, the
complications are different ones (see Fig. 60, right). The problem is
one-dimensional for reasons of symmetry, however, structural
inhomogeneities (core versus bulk) and electrical field effects in the
direction of transport are of importance here. Transfer processes
through the interfacial core as well as through space charge zones have
a profound influence on diffusion. In the instationary case the coupling
of the partial fluxes according to Eq. (118) is violated and internal net
fluxes occur also in the absence of external fluxes. Even though this
complication disappears in the stationary state, the chemical diffusion
coefficient is not a suitable transport coefficient any longer since is
not a suitable driving force. It is important to note that–in addition to
initially present equilibrium space charges–kinetic space charges build
up during chemical diffusion in the general case (if oxygen diffusion
into or 239,243

Let us briefly highlight the effect of equilibrium space charges on
the transport in our prototype oxide (with just and as defects).244

The situation becomes particularly clear if we assume equal mobilities
and equal bulk conductivities. Since in the case of chemical diffusion

and are, as it were, in series, a space charge splitting

according to the Gouy-Chapman situation always leads to a lowering of
and hence to a hindered chemical transport, while the sum of the

conductivities increases and hence the electrical transport is facilitated
(cf. Fig. 60). This slowing-down effect on explains the resistive
impact of the Schottky boundary layer on the chemical diffusion in

there, even both decisive charge carriers are depleted (see
Section V.2). Figure 61 refers to such a bicrystal experiment measured
by the optical technique described in Section VI.3.iv.

In a polycrystalline sample the situation is more complicated.
Again, a simple result is only arrived at even if we assume extreme
chemical resistance ratios for bulk and boundary values. Even if the
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grain boundary resistance dominates completely, the thermodynamic
factor is still determined by the bulk, provided the density of
boundaries is not too great. In other words, the largest part of the
stoichiometric change takes place there. In this case‡ we
obtain, for hardly permeable boundaries of thickness the
surprisingly simple relationship

as a counterpart to Eq. (152).245 Note that The
proportionality factor in Eq. (153) is

The tracer diffusion is naturally influenced too by boundaries to be
crossed. However, the situation is simpler here§. Since the tracer
diffusion does not produce chemical or electrical effects, the tracer
transport across a grain boundary, is characterized by the equilibrium

situation and similar to ionic conduction as described in Section
V.2. It ought, in particular, to be added that, if the dominating charge
carriers and have the same mobility and the space charge potential is
positive (negative), tracer diffusion is accelerated (retarded), while in
chemical diffusion a retarding effect was to be expected for both
signs.Just as for and is also subject to microstructural and
bulk-crystallographic anisotropies, that endow the D values with tensor
character (cf. again Fig. 60). In polycrystalline materials percolation
processes via favorably orientated grains can be important.

‡This can be derived from the equivalent circuit shown in Section 6.7 (Fig. 69) for

negligible and dominating

§ We neglect isotope effects on the mobility which is certainly incorrect in the case of
the proton.
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Figure 61. a) The figure shows the color change over a grain boundary
of low symmetry (of a bicrystal of Fe-doped during the in-
diffusion of oxygen through the right surface (partial pressure jump from

Pa to Pa, T = 873 K, Fe concentration: The
others are not activated tilt grain boundary, axis of rotation: [001],
near 13). According to Ref.142. b)Normalized vacancy profiles for low
symmetry as obtained from in situ measurements shown in a).
According to Ref.142. Reprinted from M. Lionhardt, J. Jamnik and J.
Maier, Electrochem. Solid State Letter 333-335, 2. (Copyright © 1999
with permission from The Electrochemical Society, Inc.)
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As far as the one-dimensional dislocations are concerned, possible
blocking effects retreat, in contrast to interfaces, into the background,
while they very frequently provide rapid diffusion paths as a result of
core and space charge effects.246

As in the case of the conductivity experiments, current-constriction
effects can occur in the diffusion experiments,247 if lateral
inhomogeneities are present. In this way resistivities occur that can be
easily misinterpreted in terms of sluggish surface steps. A concise
treatment of proper surface kinetics will be given now.

5. Surface Kinetics

Figure 62 gives a sketch of oxygen incorporation from the gas phase
into a mixed conductor for the case of chemical incorporation. One
recognizes a variety of elementary steps: Gas diffusion followed by gas
adsorption, dissociation, ionization, transfer into the crystal, transport
through the subsurface (space charge zone) and bulk transport. Lateral
inhomogeneities can lead to parallel processes which will be neglected
here. In the case of the tracer experiment the oxygen refers to a given
isotope while the counter isotope undergoes exactly the opposite
process. Electrons are not of explicit importance but implicitly
necessary as regards individual steps; nonetheless, it is, in principle,
possible for the electrons to be directly transferred between tracer

atoms (e.g., Such a direct tracer

mechanism may be of relevance in materials with extremely small
concentrations of electronic carriers. In the electrical experiments the
electrons stem from the electrode, and a fair comparison between e.g.,
tracer and electrical experiment needs to refer to a comparable phase
distribution. Beyond these mechanistic differences manifested in the
role of electrons, we also expect, similar as in the case of the diffusion
coefficients, “conceptual” differences, i.e., differences that also occur
even if we restrict ourselves to the case of the electron-rich electron
conductor in which the mechanistic differences disappear.

A detailed treatment is given in Ref.172 In the following we will
assume two simplifying principles to be fulfilled. (1) The mechanism
can be considered as a series mechanism in which one step has such
small rate constants that it can be considered to be rate determining. (2)
The storage of material in the surface during the diffusion experiments
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Figure 62. A selection of possible elementary steps for the incorporation of
oxygen in an oxide. The surface reaction, in particular, is made up of complex
individual steps. In reality the ionization degree of adsorbed atoms lies
between zero and the bulk value (here –2). T: transport, R: chemical reaction,
E: electrochemical reaction.

is assumed to be negligible compared to the material stored in the bulk
(in other words: storage is small compared to flux divergence, and the
flux is the same everywhere in the surface region). Then we neglect the
chemical surface capacitances, and we only refer to surface resistances.
Chemical capacitance effects will solely be determined by the bulk. In
the case of the electrical experiment we refer to charge storage and
hence to electrical capacitances that are, conversely, very substantial
for interfaces. As the electrical experiment is not a diffusion experiment
we will refer to it later (Section VI.6). Unlike electrode kinetics which
is intensively considered in liquid electrochemistry, we will treat the
surface part of the diffusion process—according to the great importance
for the solid state—in more detail.

The inverse specific surface resistance, can be defined by the
ratio of the flux and the affinity drop over the surface Since the
flux is the same everywhere and by far takes its smallest value in the
case of the rate determining step (rds), almost all the affinity drops over
rds:
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(For simplicity we drop the tilde used in Section VI.2.) The comparison
with Eq. (106) shows that is identical with the exchange flux density

of the rds. The affinity of the surface process refers to the
negative change in the respective chemical potential of oxygen between
gas phase and first layer where the bulk process starts. If we ignore
space charges, as we will do in the following for simplicity, this locus
is x = 0 (see, e.g., Fig. 63). (In the case of space charges is an
appropriate coordinate.)

Figure 63. The kinetics in under the conditions
given, is strongly influenced by the surface reaction. For pure
diffusion control the normalized surface concentration would be
unity.207 (Reprinted from R. A. De Souza, J. A. Kilner, “Oxygen
transport in Solid State Ionics, 106, 175-
187. Copyright © 1998 wih permission from Elsevier.)



136 Joachim Maier

Since the chemical potential of oxygen (in the tracer case we refer
to the chemical potential of the isotope) is spatially constant in
equilibrium, it holds that

where, at the r.h.s., we refer to the deviation of from the final
equilibrium state at x = 0. When investigating the time changes is of
particular advantage to use concentration changes for the experimental
detection. Then we rewrite Eq. (155) as

The thermodynamic factor refers to the bulk and reflects its
(inverse) chemical capacitance. This term reduces to for the
chemical experiment and to for the tracer experiment. The pre-
factor evidently defines what is called effective rate

constant         or

Note that The transition from to is
analogous to the transition from (or to D (or Obviously

and

As we will see, these can be easily measured with the help of
diffusion experiments. In the case that the same mechanism applies,

(see also below) and 248 By analogy to we

can also define a for the electrical experiment according to
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Let us consider the extreme cases and first lump together the
surface reaction steps and also the individual bulk hopping steps and
write the whole process in a two step form

Figure 64. Normalized concentration profiles obtained from the
spatially resolved in-situ technique (see Section VI.3.iv.) for Fe-
doped samples (Fe content: on rapid change
of the gas atmosphere from to Pa at 923 K. The main
diagram shows reaction control, the insert diffusion control. Both
cases involve incorporation through a polished (100) surface. In
the case of diffusion control a thin, porous Cr layer was used to
activate the surface (according to Refs.249,250). (Reprinted from J.
Maier, “Interfaces” in: Oxygen Ion and Mixed Conductors and
their Technological Applications, Vol. 75-121, p. 368, Ed. by H. L.
Tuller, J. Schoonman and I. Riess, NATO Science Series: E
Applied Sciences, Kluwer Academic Publishers, Dordrecht,
Copyright © 2000 with permission from Kluwer Academie
Publishers B. V.)
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If the bulk step (second step in Eq. 161) is rate determining,
i.e., and and the

surface reaction is in equilibrium. This is the situation considered in the
previous sections. Conversely, if the surface step (first step in Eq. 161)
is rate determining, there is transport equilibrium in the bulk

and Then the
diffusion profiles are horizontal with intercepts determined by

0). The flux into the bulk is determined by while the flux out of
it is zero, leading to and

everywhere in the sample. Figure 64 shows almost horizontal profiles
as predicted by Eq. (162) whose evaluation allows for an accurate
determination of effective rate constants. Fig. 65 displays results of
integral measurements. The exponential law for reaction control (Eq.
162) simplifies to a linear dependence for short times. As shown for
the case of diffusion control in Section VI.3.iv. an exponential law is

only valid for long times, while for short times a is
fulfilled. The latter is seen in the l.h.s. of the figure. The switch-over
from reaction to diffusion control typically occurs for thick samples,
high temperatures and/or for catalyzing surfaces.

So far we considered the surface process in the limit of proximity to
equilibrium which is, for the relaxation experiments discussed, often a
sufficient approximation. In order to extend the validity range but also
to highlight the situation from a different point of view, let us apply
chemical kinetics to the surface process which we now decompose into
the individual steps of the reaction sequence.23,24,172,248 The rate
determining step is supposed to be one of these surface reaction steps.

For simplicity let us assume the model mechanism
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with Eq. (164) being the rds, and—in order to emphasize the general
principle—first consider an electron-rich electron conductor. Since the
overall rate is equal to we can generally state

Again, in order to simplify the notation, we suppress the tilde, even
though the k’s can contain electrical fields and do definitely so for

The rate constant contains also the constant electron
concentration as well as the equilibrium concentration of the adsorbed
species. (The appearance of the concentration of regular species in Eq.
(165), even though not dilute, is justified, since it is constant in the
cases and while it refers to the ideal tracer concentration
for

In the tracer case is invariant and is perturbed, while
exactly the inverse is true for chemical diffusion (as long as

The rate constants can also be considered to be
invariant. However, in the electrical experiment, the latter are the
variables of interest as they contain the driving force. Simplifying the

notation by setting and using the

arc to designate the state at we can write with the help of Eq.
(107)

with the exchange rate being Evaluating
the last relation of Eq. (166), the Butler-Volmer equation originates.
Linearization leads to Eq. (160). Apparently the other two relations
represent similarly important rate equations for the surface processes of
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tracer and stoichiometry experiments from the linearization of which
we derive Eq. (158).

If the compounds are no longer electron-rich, two difficulties are
met. (i) The electron concentrations in the above equations may no
longer be invariant in the chemical equations, and (ii) the experiments
may be characterized by different mechanisms.

Let us assume identical mechanisms (cf. Eqs. 163 and 164). The
changed electron budget only matters for (for the
electron concentration is invariant). For the chemical process we find
instead of Eq. (166) more generally

which yields after linearization

For a trap free situation the term simplifies to 2,

otherwise to (cf. Section VI.4.ii.).175 The r.h.s. term in {} is
obviously exactly the term discussed for Other mechanistic
cases are more difficult to handle, especially if the rds does not refer to
x = 0 and coupled equilibria have to be taken account of; however, the
results are comparable.

This is shown in Refs.24,172,248 in great detail. In agreement with the
thermodynamic considerations we find in all cases close to equilibrium
that

where we now also distinguish between different exchange rates in
view of the possibility that different mechanisms occur. The
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molecularity of the rds can give rise to additional constant factors in
Eq. (169). (This may occur, e.g., if the adsorption is rate determining.
In the simplest case appears as a factor with the exponent 1 in the

kinetic ansatz leading to whereas results if enters the

rate equation which is the case for a rapid predissociation.
The advantage of the kinetic treatment lies in the fact that (i) also

solutions far from equilibrium can be handled and (ii) the range of
validity of Eq. (169) can be given (similarly as in the diffusion case, cf.
Section VI.2.i). Since in the above derivations bulk defect chemistry
was assumed to be established at x = 0, the index “bulk” was used in
Eq. (169) to allow for more general situations. Note that these explicit
formulae predict defined dependencies on the control parameters which
can be checked provided defect chemistry is known. For simple
situations (see Refs.252,253) a power law relationship results ( is a
constant)

describing the dependence on the control parameters temperature,
component activity (partial pressure P) and doping content (C). The
measurements of the dependencies provide extremely useful
mechanistic information. Such dependencies and also the relationships

between the and the D’s are discussed for specific cases in
Refs.252,253

Let us turn to our (Fe-doped) example and to Fig. 66. The

parameter is indeed found to be markedly higher than but less

high than expected for In other words,

Moreover, if we coat the surface with Pt we enhance drastically

while remains unchanged. If this is indeed caused by different
mechanisms is still under debate.

While a direct tracer exchange would not be substantially
influenced by Pt, the Pt-coating makes the chemical measurement more
similar to the electrical measurement as in both cases the electrons are
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Figure 66. Chemical and tracer as a function of

1/T for differently prepared (100) surfaces of Fe-doped
250,254

taken up from this metal. In this case would approach

Such “surface Haven ratios” (cf. Eq. 127) are still to be

verified. The respective mutual inter-dependencies of the are
displayed in Fig. 67 which may be compared to Fig. 52. There are
almost no cases for which a clearcut mechanistic picture could be
given, what is not surprising, in view of the manifold of possible
reaction mechanisms. A comparatively well investigated process is
chemical oxygen incorporation into By combining the

knowledge of (P,T,C) with experiments far from equilibrium and

with UV-experiments that allow one to tune the concentration of
electronic carriers, a mechanism could be made probable that involves
(i) a first ionization of the adsorbed molecule by consuming a regular
electron, (ii) a second ionization by consuming an energetically higher
lying conduction electron; (iii) then the peroxide decomposes, finally



144 Joachim Maier

Figure 67. (a) Relation between the for high electron concentration (r.h.s. column)
and for low electron concentrations of the oxide. Free surface: center column, partial Pt
coverage: left column. The brackets indicate averaging over the heterogeneous surfaces.
There is a close correspondence to Fig. 52 (according to Ref.248) (b) Probable mechanism

of oxygen incorporation in (Reprinted from J. Maier, “Interaction of
oxygen with oxides: How to interpret measured effective rate constants?”, Solid State
Ionics, 135, 575-588. Copyright © 2000 with permission from Elsevier.)
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(iv) enters the vacancy while being simultaneously fully ionized (see
Fig. 67b).255

6. Electrode Kinetics

Now let us consider briefly electrode kinetics, i.e., or—since we
have not involved any chemical capacitance effects—the exchange rate

Let us follow the work by Wang and Nowick256 on electrode
kinetics of Pt, (doped) which was indeed invoking the model
mechanism given by Eqs. (163) and (164). If the transfer step is
assumed to be rate determining and the symmetry factors are set to 1/2,

the exchange current density reads

is the degree of coverage and refers, as the rate constants, to
equilibrium values, i.e., bias free). The index T refers to the transfer
reaction, while the index S refers to the sorption pre-equilibrium (cf.
Eq. 163) characterized by the mass action constant Under Brouwer-
like conditions (that is conditions necessary for Eq. 170 to apply) either

or is unity. Since the adsorption enthalpy is smaller than

zero for high temperatures and/or low for which it

follows that

The - and T-dependencies of the exchange current density are then

given by
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Figure 68. The exchange current density as a function of
oxygen partial pressure for different temperatures confirming
the electrode kinetical model given in the text.256 (Reprinted
from D. Y. Wang, A. S. Nowick, “Cathodic and Anodic
Polarization Phenomena at Platinum Electrodes with Doped

as Electrolyte. I. Steady-State Overpotential.”, J.
Electrochem. Soc., 126, 1155-1165. Copyright © 1979 with
permission from The Electrochemical Society, Inc.)
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In the other limit we obtain analogously

As in the bulk case, the exchange rate includes reaction and
activation energies. The results shown in Fig. 68 as a function of

at different temperatures are consistent with these predictions. Not very
many studies of electrode kinetics involving solid/solid contacts are
known. What makes the treatment particularly complex are lateral
inhomogeneities. A recent example which refers to the cathodic
situation in high temperature fuel cells is given in Ref.257.

7. Generalized Equivalent Circuits

In the framework of linear irreversible thermodynamics it is possible to
handle responses to electrical and/or chemical driving forces, as could
be seen from the previous sections, by what is called Nernst-Planck-
Poisson set of equations plus rate equations of local reactions.258-262 The
transport and reaction coefficients are determined by inverse
resistances and inverse capacitances. Hence it is, after all, not
surprising that the situation can be mapped by generalized equivalent
circuits. A recent general approach used network thermodynamics and
is given in Ref.263. The treatment is partly based on earlier
literature.258,260,264 For the description three types of elements are
needed. The first (i) is the electrochemical resistor or more
generally As far as the resistor is concerned, we do not need to
distinguish between chemical and electrical effects, since they refer to
the same mechanism (cf. Nernst-Einstein-equation). This is different in
the case of the capacitances. The chemical capacitance (ii) refers to a
stoichiometry polarization, whereas the electrical capacitance as the
third element (iii) refers to dielectric displacement. The equivalent
circuits shown in Fig. 69 map the underlying equations 1:1. The
horizontal axis refers to the positional coordinate while the orthogonal
axis refers to the deviation from equilibrium. In this way complex
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electrochemical phenomena can be handled, including the pure electric
transport and pure chemical diffusion. An example of the latter, viz.
chemical diffusion in a polycrystalline ceramic was addressed in
Section VI.4.iii., while electrochemical polarization effects are to be
discussed in Part II.1

8. Solid State Reactions

Since the constituents are usually charged, the field of inorganic state
reactions exhibits a substantial intersection with electrochemistry. The
incorporation of a neutral component (e.g., O into an oxide) has already
been considered as a most simple reaction. Here we concentrate on
typical reactions that involve the formation of a new phase. Owing to
the manifold of individual problems, a detailed treatment cannot be
given here and only a few points relevant in our context shall be
highlighted.

Let us consider the oxidation of a metal, e.g., Zn to ZnO.4,75,265 The
reaction starts with nucleation and early growth phenomena (lateral
mass transport, tunneling, space charge phenomena). Usually at larger
thicknesses the interface smoothens and at sufficiently large
thicknesses the transport becomes controlled by chemical diffusion.
Even though it is not clear whether the ion transport is due to oxygen
vacancies or zinc interstitials, we will assume the second case

without great restriction of generality. Then in the diffusion
controlled regime the flux and thus the reaction rate is determined by

(with being the ambipolar conductivity,
see Section VI.4.ii). Owing to its constancy the flux can be recast as

(1/L) Thus the growth rate measured by the thickness

change is inversely proportional to L and and the well-known
square-root rate law follows (see Fig. 70).

Since for ZnO, and thus the experimentally
observed steep temperature dependence of the oxidation rate is
explained by the activation enthalpy of Furthermore, the well-
established doping effect266 by or in depressing or enhancing
the corrosion rate is immediately derived from the defect chemistry:

defects decrease by decreasing (or while the



150 Joachim Maier

Figure 70. Change from reaction to diffusion control in a spinel
formation reaction4 indicated by the mass change. (Reprinted from H.
Schmalz-ried, Solid State Reactions, Verlag Chemie, Weinheim.
Copyright © 1981 with permission from WILEY-VCH Verlag
GmbH.)

defects increase The detailed partial pressure dependence
follows through integration.

Figure 70 shows that the square-root law is preceded by a linear
law for short times, which is indicative of a surface control. In the

steady state of the surface control, does not depend on t, neither
explicitly or implicitly. (If is the rate of the surface reaction we may

write hence the first term

vanishes because and the second because of the steady

state condition In the stage of early growth depends
also on L, and a more complicated law follows. Generally, the
description of real solid state reactions can be awfully complicated
owing to the role of the space coordinate in general, and the interfacial
problems in particular.4 Qualitatively speaking, it is clear from the
above considerations that good contact, high conductivities (high T,
appropriate doping), high driving forces and in particular small
diffusion lengths are necessary to provide fast reaction.
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Interrupting reading for a moment and looking around in the
environment, tells us that there are essentially two categories of
structures. Firstly, simple mostly planar geometries, particularly due to
artificial architecture. There we rely on non-equilibrium processes such
as cutting and polishing, the structure being maintained thanks to the
extremely low diffusion constants. Secondly, complex interface
morphologies, partly self-similar or self-affine, created under extreme
conditions in the earth’s history (e.g., rock-formation) and now frozen-
in, or formed under mild in-situ conditions such as natural growth but
still far from equilibrium. Such typical non-linear processes will be
considered below. At this stage let us consider Fig. 71. It highlights that
a planar interface may become unstable for kinetic reasons: If the
diffusion of the metal M through the oxide is rate limiting for the
corrosion of an M-N alloy (N: noble metal), any perturbation of the M,
N/MO interface will be washed out (as shown in Fig. 71), but it will be
augmented, possibly leading to dendrites, if the diffusion of M through
the alloy is rate limiting.265 In this case the noble metal will remain
embedded in the oxide matrix. Local stability criteria like this may be
extremely helpful even if they cannot predict the growth process.177 (In
the stable case the perturbation is positive, while the time change of
it, is negative; such a function guaranteeing stability is
called a Ljapunow-function.)

Figure 71. Morphological stability/ instability of the interfaces in a
corrosion experiment.265
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9.  Non-linear processes

The vividness of our world does not rely on processes that are
characterized by linear force-flux relations, rather they rely on the non-
linearity of chemical processes. Let us recapitulate some results for
proximity to equilibrium (see also Section VI.2.ii.): In equilibrium the
entropy production is zero. Out of equilibrium,
according to the second law of thermodynamics. In a perturbed system
the entropy production decreases while we reestablish equilibrium

(Fig. 72). For the cases of interest, the entropy production can
be written as a product of fluxes and corresponding forces (see Eq.
108). If some of the external forces are kept constant, equilibrium
cannot be achieved, only a steady state occurs. In the linear regime this
steady state corresponds to a minimum of entropy production (but non-
zero). Again this steady state is stable, since any perturbation
corresponds to a higher and 183 The linear
concentration profile in a steady state of a diffusion experiment
(described in previous sections) may serve as an example. With

We argue as follows: The function c(x)

satisfying this condition will be the same if we change the integrand of

the variational problem to or even to While the

first point is trivial, the second one can be justified by Euler’s

variational theorem.23 Since

(length element), the variational problem is obviously analogous to
finding the curve of minimum length between two terminals, which is
the line in the x-c-plane. Hence the linear profile of the steady state
refers to a minimum entropy production. It is also straightforward to
show that this is stable.

All this does no longer apply to non-linear systems,183,267-270 there
(if at all) only the part of that is caused by varying the forces, reaches
a minimum. For those states, however, a stability is not guaranteed

(Fig. 72). Close to a steady state this partial variation of

is given by which reduces to
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Figure 72. Entropy production close to and far from equilibrium
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since the first order term must vanish for the steady state (ss).
A key ingredient of exciting reaction-schemes that drives reactions

away from harmless states is autocatalysis. Let us consider the simplest
autocatalytic reaction270

and first neglect the back reaction. Owing to

the stationary (initial) state [X] = 0 is unstable, and any finite
concentration of X leads to an exponential growth. Indeed the variation

is negative for ideal conditions; cf.

Eq. 175). If the back reaction is taken account of, the system is driven

towards equilibrium, as because of the negative feedback

becomes dominating. The final steady state is then stable because
is approximately and 269 If we return to the initial
situation and add a decay reaction

to the growth reaction, i.e.,

the situation is clearcut if the “food”, i.e., [A] is constant. Then the
bracketed term, i.e., W, determines whether X grows or decays. The
situation becomes more interesting if [A] is exhaustible and one allows
for similar parallel reactions that also involve A, to occur. This leads
automatically to competition between the species and only one
survives.270 Tuning W leads to the possibility to decide about “dead or
alive” (non-equilibrium phase transformation, cf. second row in Table
7). Introducing the possibility of fluctuations in k, automatically
mutation and selection processes are obtained.267,270 Marginally more
complicated reaction mechanisms lead to oscillations or chaos, which
can also affect the position coordinate if the processes are coupled to



Solid State Electrochemistry I 157

Figure 73. Non-equilibrium phase transition (insulator-conductor
transition) in Au-doped silicon as a result of voltage variation in
the nonlinear range.271,272

transport. Table 7 gives an overview. It is certainly not the place here to
treat these phenomena in more detail. It is, however, clear that similar
processes occur in solids, in particular if the interaction with electric
field and/or electromagnetic waves are included.271 An important
autocatalytic charge carrier process in solids is impact ionization,
crudely written as

(The electron-hole annihilation serves as decay process.) Figure 73
refers to Au-doped silicon. If the rate constant is tuned by a bias one
can switch from an insulating to a conductive behavior (cf. non-
equilibrium phase transformation).

Figures 74 and 75 show oscillations, chaotic behavior and pattern
formation observed in Ge under appropriate conditions.

Related phenomena are voltage oscillations at Ag/AgI contact
observed in Ref.275 periodic bands in precipitation reactions (Liesegang
phenomenon)177 or oscillations involving proton conductors.276
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Figure 74. Periodic structures and chaotic behavior in Ge as a result of
irradiation and voltage variation in the non-linear range (I: current, V:
potential).273 (Reprinted from S. W. Teitsworth, R. M. Westervelt, E. E.
Haller, “Nonlinear Oscillations and Chaos in Electrical Breakdown in Ge.”
Phys. Rev. Lett., 51, 825-828. Copyright © 1983 with permission from the
American Physical Society.)

Figure 75. Current filaments in p-Ge at various voltages, made visible by the
EBIC technique (electron beam induced currents). 274 (Reprinted from K. M.
Mayer, R. Gross, J. Parisi, J. Peinke, R. P. Huebener, “Spatially Resolved
Observation of Current Filament Dynamics in Semiconductors.”, Solid State
Commun., 63, 55-59. Copyright © 1987 with permission from Elsevier.)
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The importance of the transport steps in the solid state has severe
consequences: (i) Morphological questions are extremely relevant and
can often be described by coupled diffusion reaction equations183,277

(also the anisotropy of the surface energies is crucial here278). (ii) The
“mean-field” character of the above reactions restricts the range of
validity; more accurately inhomogeneities at the reaction centers279 but
also long range percolation phenomena have to be taken into
account.280

A useful (also extreme) counterpart to the also idealized linear
geometry is fractal geometry which plays a key role in many non-linear
processes.280,281 If one measures the length of a fractal interface with
different scales, it can be seen that it increases with decreasing scale
since more and more details are included. The number which counts
how often the scale is to be applied to measure the fractal object, is
not inversely proportional to but to a power law function of with the
exponent d being characteristic for the self-similarity of the structure; d
is called the Hausdorff-dimension. Diffusion limited aggregation is a
process that typically leads to fractal structures.283 That this is a non-
linear process follows from the complete neglect of the back-reaction.
The impedance of the tree-like metal in Fig. 76 synthesized by
electrolysis does not only look like a fractal, it also shows the
impedance behavior expected for a fractal electrode.284

Beyond that, fractal geometry is of direct relevance for the
transport in inhomogeneous systems, since the percolation cluster
(immediately at the percolation threshold, c.f. Fig. 77) assumes
a fractal shape. In two-phase mixtures of an insulating and a conducting
phase this predicts a power law dependence of the conductivity on

( volume fraction).281 A relevant example in the context of our
considerations is the conduction behavior of
composites.118

The present text could only address a few relevant topics within the
rich field of solid state electrochemistry. It will have fulfilled its
purpose if it not only convinces the reader of the diversity and
colorfulness of the field, but also reveals to him or her the possibility of
purposefully tuning electrochemical properties of solids.
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Figure 76. Electrode tree (Wood’s metal). Its
impedance corresponds to its fractal geometry.282

(Reprinted from G. Daccord, R. Lenormand, “Fractal
patterns from chemical dissolution.”, Nature, 325,
41-43. Copyright © 1987 with permission from
Nature Publishing Group.)



Solid State Electrochemistry I 161

Figure 77. Selfsimilarity of a large percolation cluster at the critical
concentration. The windows indicate the section which is enlarged
in the respective succeeding figure.281 (Reprinted from A. Bunde
and S. Havlin, “Percolation I”, in: Fractals and Disordered
Systems. Ed. by A. Bunde and S. Havlin, Springer-Verlag, Berlin.
Copyright © 1996 with permission from Springer-Verlag GmbH &
Co. KG.)
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SYMBOLS

C
D
E
G

H
J
K
L
N

P
S
T
U
X
a
c
f

g

i
j
k

m
n

q
t
u
v
x
z

doping content, capacitance
density of states, diffusion coefficient
electrical field
free enthalpy
standard free energy of reaction
activation free enthalpy of reaction
Haven ratio, enthalpy
interaction term in the quasi-Madelung approach
mass action constant
cross coefficient, sample thickness
particle number
Avogadro’s number
partial pressure
entropy
temperature
voltage
generalized force
activity, area
concentration (by volume)
activity coefficient, correlation factor
configurational activity coefficient
non-configurational activity coefficient
free enthalpy per particle, nano-size factor,
mismatch function
current density
flux density
rate constant

effective rate coefficient
mass
mole number
effective mole number of states
source term
transference number
mobility
stoichiometric number
mole fraction, position coordinate
charge number
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electrochemical
equilibrium
tracer
perpendicular

INDICES

jump frequency
degree of coverage
chemical permeability
dissipation function
surface charge
symmetry factor

percolation parameter

dielectric constant

degree of influence

Debye length

Mott-Schottky length
chemical potential

electrochemical potential

conductivity

mean conductivity

time constant

electrical potential

Madelung number, volume fraction

differential defect fraction

wave function

vacancy
affinity
reaction rate

exchange rate
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i

parallel
bulk
forward

backward
Q               charge

interstitial site
stoichiometry
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I.  INTRODUCTION

The most frequent molecular model used for electrolytic electron
transfer since the 1930s is similar to the Franck-Condon (FC) principle1

for spectral electronic transitions. Kinetic activation occurs until a
rapid radiationless electronic transition becomes possible. Following
FC and the equivalent Born-Oppenheimer approximation‚2 it is assumed
that classical nuclear motion during the electronic transition is slow
enough to be negligible. In condensed media‚ the potential energy of a
reactant involves an extended number of nuclei and many degrees of
freedom. To reconcile the energy requirements in condensed media
with electron transfer has resulted in many ingenious mechanistic
proposals. Charged molecules surrounded by rather tightly-bound
solvent dipoles have potential energies different from vacuum values
because of the presence of the surrounding dielectric solvent. These
tightly-bound “Inner Sphere” solvent dipoles may or may not be free to
move before rapid electron transfer of FC type.
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Since the 1950s‚ the surrounding dielectric solvent has usually been
considered to determine kinetics because of its assumed immobility
during rapid electron transfer. Efforts to summarize reaction rate
evidence in the 1970s3‚4 and more recently5‚6 have failed to leave the
theory in a satisfactory state.

This chapter reviews electron transfer models‚ develops molecular
models of the solvent surrounding ions of different types to provide a
more complete picture of the orientational changes taking place‚
especially in cases where electron transfer is combined with atom
transfer‚ where assembly of a solvation sphere is required during the
process. Finally‚ the activation energies of some charge-transfer
processes are given.

II. THE FRANCK-CONDON PRINCIPLE AND ELECTRON
TRANSFER

1. Historical Development

The electrochemical FC principle can be traced to 1931 papers by
Franck and Haber on photochemical electron transfer7 and by Gurney
on electrochemical hydrogen evolution.8 Landau’s publication on
gaseous electron transfer followed in 1932.9 The electron makes a
single‚ rapid transition from a donor to an acceptor state in which all
heavy particle motions are frozen in time. The electronic transition may
be adiabatic‚ i.e.‚ with a transition probability of unity with no tunneling
through an energy barrier‚ or non-adiabatic‚ i.e.‚ with tunneling.
Transitions may take place with or without radiation or photon
absorption. Gurney’s model8 for proton dissociation from the
ion10 with simultaneous electron acceptance from a metal energy level
introduced the concept‚ accounting for the overpotential11‚ the Tafel
equation12 and its Butler-Volmer extension‚13‚14 then recently confirmed
by Bowden.15 The ion10 was formalized as the oxonium or
hydronium ion by Bernal and Fowler.16

Gurney8 used Hund’s molecular orbital model10 for to deduce
that its dissociation energy was 8.3 eV‚ close to the 7.9 eV value
estimated using a thermochemical cycle.17 A thermally activated
ion10 with one bond randomly stretched to a higher potential energy
state was postulated to accept an electron from a metal electrode level
and spontaneously “fly apart” (sic) to since the force between
a neutral hydrogen atom and a water molecule would always be
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repulsive. The final state products would be in the same nuclear FC
configuration as that of the activated initial state. For radiationless
electron transfer‚ the potential energy difference between the initial and
final states must be equal to that of the electron in the metal level. The
probability of a given transition is given by the product of the (inverted)
Fermi-Dirac distribution for electrons in the electrode multiplied by
both the Boltzmann distribution for activated ions and the electron
tunneling probability through any energy barrier which may be
present18‚19 Gurney linked the increased potential energy of the
activated state of to the energy difference between this
excited state and that of the products in the same configuration by
supposing that the potential energy-distance terms for the initial and
final states were broadly linear‚ with similar positive and negative
slopes for reactant bond-stretching and for product repulsion. Then

where is equal to the potential energy difference
between the ground states of the reactants and products in the same
nuclear configuration‚ giving an expression containing only the metal
electron energy level. Integration over all metal energy levels gives a
rate exp –0.5E/RT‚ where E is the reactant ground state energy.
Gurney thereby accounted for what was later called the symmetry
factor‚ approximately 0.5. The activation energy is therefore
represented by the energy to reach the crossing point between the
energy-distance curves for reactants and the products‚ after the
difference between their absolute energies is removed by subtracting
the potential energy of reaction. Bowden’s earlier theory15 supposed
that adsorbed dipoles of a certain critical energy carrying a partial
charge were laid down on the electrode surface. The Boltzmann
distribution then gave an exponential expression between rate and
voltage or overpotential‚ with a fractional term because of the partial
charge. The first excited level for the proton vibration lies at +16.2kT17

above the +24.3kT ground state for the symmetrical three-dimensional
oscillator at 298 K‚ so in the absence of other interactions‚
bond-stretching is very improbable. The ground state of the ion
must therefore carried on a classical thermally-excited translational-
vibrational subsystem of neighboring water molecules‚ so the classical
energy of the entire solvated ion must be the excited state.

Later‚ Gurney pointed out the irreversibility of his model‚ since the
transfer of electrons from hydrogen atoms to metal levels is
improbable.20 He also considered metal deposition21 using Morse-
function energy-distance diagrams for the reactants and products‚ so
that the reaction energy pathway may be represented by “joining
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together the curves” on their repulsive sides‚ giving a low barrier
between reactants and products. This is analogous to the early Eyring
and Polanyi reaction energy barriers derived from Morse functions‚22

which were followed by the 1935 Eyring absolute rate expression‚23

following Herzfeld.24 In 1935‚ Horiuti and Polanyi considered the
activation energy barrier for adsorbed atomic hydrogen to be the
crossing point of the reactant and product energy states.25 Butler26

extended Gurney’s 1931 theory to adsorbed hydrogen‚ implying that the
electron makes an instantaneous FC transition‚ i.e.‚ no time is allowed
to form a true transition state.

Bates and Massey27 extended Landau’s work on gaseous systems in
1943. In 1952‚ Platzmann and Franck28 applied similar concepts to the
spectra of halide ions in solution. Randles29 and Libby30 respectively
applied the FC principle to electrochemical reactions and homogeneous
electron transfer between isotopic ions. Libby used the hydrogen
molecule ion as a model‚ because its vacuum energy levels were known.
He stressed that the FC principle would apply‚ since the velocity ratio
for water molecule and electron motion would approximate the square
root of their mass ratio‚ i.e.‚ 200. Libby also introduced a “catalysis”
concept for FC electron transfer by “complexing the exchanging ions in
such a way that the complexes are symmetrical providing their
geometries are identical to within the vibration amplitude involved in
zero point motion.” In other words‚ electron transfer is more likely if
the initial and final state structures are identical. He considered that the
electron wave function could only effectively penetrate the coordination
shell of the ion if two reacting ions were bridged by an ion of opposite
charge on closest approach. Assuming that the classical Born changing
equation31 could be applied to the ion energy‚ then the difference in free
energy between the z and z + 1 states would be:

where e is the electronic charge‚ is the static dielectric constant of the
medium and r is the ion radius in both the initial and final states‚
following the FC principle. This expression would lead to a small
energy barrier because of the high value of for water‚ so he
postulated a much smaller value close to an ion. He also suggested
that the effective dielectric constant to be used for high-frequency
electron motion would be the optical infrared value‚ i.e.‚ the square of
the IR refractive index n‚ or about 1.8.
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2. Inner and Outer Sphere Concepts

In 1954 Weiss32 used Bernal and Fowler’s simplified solvation model‚16

with an “Inner Sphere” of ionic coordination‚ i.e.‚ a small spherical
double layer around the ion of charge ze‚ followed by a sharp
discontinuity at radius the edge of the “Outer Sphere” or “Dielectric
Continuum.” He used a simple electrostatic argument to determine the
energy to remove an electron at optical frequency from the Inner
Sphere:

where c is the coordination number of inner sphere water dipoles of
dipole moment and is an optical frequency dielectric constant for
the inner sphere‚ if this is physically meaningful. He used the Born
charging equation was to estimate the energy change on both low
frequency and optical frequency transfer of charge ze from the inner
sphere to a vacuum at infinity:

The difference between the two expressions would be the residual
energy left in the dielectric continuum on transferring the charge at
optical frequency under FC conditions‚ i.e.‚ permanent dipoles remain
in their original positions during charge transfer. Weiss noted that the
expressions only apply in the region of bulk dielectric constant‚ beyond
the “Debye sphere” immediately surrounding the solvated ion.33 Debye
estimated its radius as 11‚ 31‚ 57‚ and 88 Å for mono-‚ di-‚ tri- and
tetravalent ions respectively.16‚33 As is discussed in Section III‚ the
distances beyond which water reaches its bulk dielectric properties are
in fact much less than these.

Weiss considered that the total energy on removing an electron
from the central ion (of initial charge z + 1) at optical frequency to
infinity should be on the order of:

The “Outer Sphere” part of this expression is similar to the
functions used by Landau34 and Mott and Gurney35 for the polarization
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due to displacement of a charge in a polar medium (c.f.‚ Platzmann and
Franck28). Weiss did not make use of this expression to estimate the
height of the homogeneous electron exchange energy barrier which
must be overcome by thermal vibrational-rotational energy. He
assumed that the energy charge on discharging one ion and charging
another in a homogeneous exchange reaction is equal to the algebraic
sum of the optical frequency continuum terms for charge and discharge
from the standard states (a vacuum at infinity)‚ plus that of the Inner
Sphere energy changes‚ plus the energy of assembly of the ions in the
initial state. The latter is where the e and r terms are the
individual charges and radii. Weiss also said nothing about the crossing
points of energy terms for reactants and products in or out of
equilibrium‚ although he did point out that if weak interaction occurs‚
the probability of transition will be low and must be determined using
the Landau-Zener adiabatic transition expression (see below). He also
discussed electron tunneling‚ and was careful to distinguish between the
transition of the reactant through the adiabatic “barrier” to the products‚
and electron tunneling through a Gamow energy barrier.18‚19

Electron tunneling of Gamow type was discussed by (R. J.)
Marcus‚ Zwolinski‚ and Eyring in 1954-55.36 The rate was given by a
transition state model with an activation energy term containing
coulombic repulsion and reorganizational energy differences between
reactants and products‚ multiplied by a frequency factor containing the
tunneling coefficient. Somewhat similar approaches were taken by
Laidler and coworkers.37-39 Refs. 38 and 39 considered the possibility
of some inner sphere rearrangement before electron transfer‚ with a
change in solvation energy corresponding to a change in ion size. The
concept of Inner Sphere and Outer Sphere reactions‚ depending on the
type of activated state‚ was introduced by Taube.40

3. Dielectric Continuum Theory

The next developments of the FC approach were in papers by (R. A.)
Marcus‚41-49 and a later series from the Soviet Union. About the same
time Hush50 introduced other concepts‚ to be discussed below. The
early work of Marcus41 considered the Inner Sphere to be invariant with
frozen bonds and vibrational coordinates up to the time of electron
transfer. The “classical subsystem” for ion activation has its ground
state floating on a continuum of classical levels‚ i.e.‚ vibrational-
librational-hindered translational motions of solvent molecules in
thermal equilibrium with the ground state of the “frozen” solvated ion.
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The movement of a permanent or induced dipole changes the energy of
the ion by Coulomb’s law. The Inner Sphere dipoles are frozen‚ so only
those in the outer sphere can move to change the potential energy of the
central ion‚ reducing the system to the external electrolyte and the
electron to be transferred. To avoid the difficulty of summing the
energy changes imparted to the ground state of the ion due to dipole
movements at progressively greater distances‚ the medium may be
regarded as a dielectric continuum‚ and that the electron may be
regarded as a charge distributed over the surface of a conducting
spherical condenser of radius r‚ a non-physical adjustable parameter
accounting for the ion solvation energy. The application of the FC
principle results in a polarization of the environment of the charge on
rapid electron transfer.

The early papers of Marcus41‚42 describe an activated state X* with
the electronic configuration of the reactant(s) and the Outer Sphere
atomic configuration of the activated product X. A collective
displacement vector describes outer motions in a classical Hooke’s law
elastic medium. Microscopically‚ this would have Gibbs free energies
of for induced dipole charges where the electronic

polarizability51 and  are the electronic mass and
frequency. The maximum energy of rotating permanent dipoles of
moment at distance r from charge ze is Marcus first looked
at the medium macroscopically‚ regarding it as a dielectric with
complete dielectric saturation in the Inner Sphere surrounding the ion.41

He then considered partial saturation of the dielectric‚ with averaged
dielectric constants.42 A permanent dipole vector u cannot keep up with
the sudden change of field under FC conditions‚ so it leaves a residual
Gibbs energy in the medium 42‚49 where is the polarizability
per unit volume. The classical induction equalities are

integrated over the dielectric volume not
occupied by the reactants‚ where P is the polarization vector dV or
dipole moment u per unit volume‚ and E is the corresponding field.
Two P and E terms are distinguished‚ according to their frequency
response‚ for nuclear and molecular motions‚ and for
electronic motions.41‚42 Later‚ a paniculate charge‚ rather than dipole
description of the electrolyte was given‚ to account for a multipolar
medium.43

The most probable X* and X were obtained by setting the
differentials of the Gibbs energy of and the difference
between those of X* and equal to zero. The sum
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is set equal to zero to define the crossing point for the X*
and X electron states‚ where m is an undetermined Lagrangian
multiplier. The (Gibbs) energy of activation is the residual Gibbs
energy barrier in the dielectric on FC charge transfer‚ after allowance
for the Gibbs energy of reaction. The latter is F* – w* at
where w* is the Gibbs energy of the initial state‚ and is given by the
volume integral:

where the final two terms are the Born charging equation expressions
for the w*‚ the Gibbs energy of the components‚ with two initial
components with charges and radii E* is the volume-
element dependent field vector due to the activated initial electronic
state‚ and E is the value simultaneously present (in FC terms) in the
final electronic state. It will be recognized that the integral of the first
term inside the bracket is an energy of assembly under static dielectric
conditions‚ whereas that of the second is the energy charge on going
from reactants to products at optical frequency.

By conservation of energy‚ F* – F must be equal to
where is the standard Gibbs energy of reaction‚ is any

electronic entropy change on electron transfer‚ and w** is the work
required to bring the activated reactants and activated products from
infinity. The second minimizing condition‚ i.e.‚ gives:

The volume integrals were evaluated by substituting
using the Coulomb’s law assumption that the E terms are given by the
vector sum of the negative gradients of the potential due to each charge

at distance i.e‚ in the space outside of the reacting
particles. Within the particles‚ the usual Born charging assumption for
conducting spheres makes the E terms zero. The terms contain

and The integral of the former from to
infinity is and that of the latter is where at



Electron Transfer Reactions With and Without Ion Transfer 183

closest approach. The first term inside the bracket in Eq. (6)‚ after
subtraction of the last two terms on the right‚ becomes and the
integral of simplifies to
Multiplied by this is the reorganizational
energy. The multiplier m is calculated from Eq. (7)‚ and substituted in
Eq. (6). Libby’s concept (c.f. Eq. 1) considered the energy charge on
changing charge to be proportional to e.g.‚ However‚ all
the z terms cancel in the Marcus equations‚ leaving only the amount
of charge transferred in the forward and backward processes‚ i.e.‚ by
one electron unit so that the activation energy remains at the lowest
level. The system is symmetrical‚ the electronic energy curves for the
reactants and products being exactly similar and parabolic. This is
because of the use of the expressions containing to
give the continuum energy changes‚ i.e.‚ m acts on the differential of the
energy of a state‚ i.e.‚ on its field‚ and not on its Gibbs energy. To
quote Marcus‚ “in the absence of specific interactions‚ the (separate
Born charging formulas for each reactant will hold at all separation
values)‚ since in the equation (for charging) each ion would merely see
another charge‚ and the surrounding medium‚ in both the
homogeneous and electrode cases”.44

The reorganizational energy of the system‚ was defined as the
residual or inertial energy in the dielectric when the atomic
configuration of the reactants (i.e‚ that in the Outer Sphere) is equal to
that of the products. If the length of the many-dimensional reaction
coordinate from the ground state of the reactants to that of the products
is put equal to x‚ then where k is a constant. Ignoring the small

terms‚ the similar parabolic terms for the reactants and
products are vertically separated by The position of the crossing
point‚ mx‚ along the reaction coordinate is given by a simple
geometrical argument as This gives a geometrical
identity to the Marcus m. The Gibbs energy of activation is then
equal to the energy at this crossing point‚ i.e.‚

The reorganizational energy was calculated using the Born
charging formula energy differences for the ion with its primary
solvation sheath under static and optical conditions‚ using the difference
between the squares of the charges Thus‚ for the
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homogeneous electron transfer reaction between two ions of radii and
at the closest approach distance

The electrode case may also be thought of as involving two ions‚
one having infinite radius. However‚ Marcus considered that there was
also an image charge situated at R', twice the distance of the reacting
ion from the electrode.44-46 Thus‚ was given by:

We should note that for water‚ is negligible‚ and the infrared
value of is about 0.55. The overall rate is multiplied
by a frequency equal to the collision number and by the concentrations
of the reactants.

Other Marcus papers correlated theory and experiment.48‚49 He
discussed adiabatic and non-adiabatic homogeneous transfer‚ pointing
out that the degree of broadening and splitting between the electron
energy terms of reactants and products is related to the lifetime of
each excited state via the uncertainty principle‚ i.e.‚ where

is the broadening‚ and is the corresponding splitting‚ i.e.‚ the
overlap or interaction energy between reactants and products. The
splitting is about 0.6‚ 6.0‚ and 60 kJ/mole for electron transition
times of and so rapid electron transitions will
greatly reduce the Gibbs energy of activation. The FC‚ i.e.‚ Born-
Oppenheimer) approximation for water dipoles will hold at least to

where the amount of splitting is negligible. Marcus indicated47

that the calculated electron tunneling probability determined by
modeling the solvent energy barrier between the reacting species36

could be used to determine the amount of splitting‚ since the transition
time is where is the tunneling probability and is the electron
frequency in the reactant. Thus‚ is approximately This
can be used in the Landau-Zener formula 9‚52 or in more exact and
general procedures53 to determine the probability of non-adiabatic
reactants to product transitions. Thus‚ the use of as a prexponential
term in the rate equation36‚39 is incorrect. The Marcus papers generally
assume adiabaticity‚ unless proved otherwise.  He pointed out48 that no
theory existed (indeed exists) for the large- to medium-overlap Landau-
Zener transition at a metal electrode‚ because the multiplicity of levels
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allows electrons to make unsuccessful transfers to one level‚ and
successful ones to another during the cause of small fluctuations in
space‚ energy‚ and time. Electrons would emerge at energies of ±2-3kT
of the Fermi level‚ as Gurney had approximately demonstrated by
integration.8 A similar procedure to that of Gurney integrated to the
band edge energy54 was used by Gerischer for semiconductor
electrodes.

4. Activation via the Dielectric Continuum

The Marcus theory used thermal activation via collisional interactions
to overcome the electrostatic (or other) energy barriers. The Soviet
school55-59 used a similar dielectric continuum concept derived from
work by Platzman and Franck28 and Pekar60 for radiationless transitions
in polar crystals‚ and by Lax61 in polyatomic molecules (see also
Frohlich‚ Ref. 62). The work is most accessible in later review
articles.57-59 It used Pekar’s Hamiltonian description of the energy of
the medium derived from nonequilibrium thermodynamics‚ rather than
the classical electrodynamics used by Marcus. Unlike Marcus‚ they
regarded the dielectric continuum as capable of activating the
discharging ion via coupled harmonic electrostatic motions. The Born-
Oppenheimer approximation was used to separate the wave functions of
low-frequency dipole vibrations from high-frequency electronic
vibrations. Dipoles performing small oscillations around the
discharging ion may each contribute one vibrational energy quantum
(about 0.016kT at 298 K for a frequency of or about
eV on a molar basis). Thus‚ 1300 dipoles are required for an activation
energy of 0.5 eV‚ in a radius of 20 Å‚ corresponding to a large
polaron.58‚59 The charge is transferred over a distance of about 6 Å‚
which is on the order of‚ and probably less than‚ the distance through
which dielectric saturation occurs close to the discharging ion (the
correlation radius of the dipole moments). The theory was considered
valid at 20 Å‚ but was considered less so at 6 Å‚ because of vibrational
frequency dispersion due to dielectric saturation at small distances59

(c.f.‚ Marcus42 ). However‚ the theory of small polarons63‚64 allowed
estimates to be taken to smaller ions and charge and energy transfer
distances.

The transition probability was calculated using the Landau-Zener
equation for homogeneous adiabatic electron transfer‚ and for the
electrode case with very weak coupling‚ for which an exact solution
exists. In many cases‚ the rate was expressed with a non-calculable
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preexponential interaction Hamiltonian for the overlap terms. The
polaron approach differs from normal thermal activation. The latter
may be regarded as via acoustic waves that result in collisions. The
activation frequency is a collision number for Marcus‚ and the
frequency of long-wave coupled dipole vibrations for the Soviet school.
However‚ both are of the same order of magnitude at ordinary
temperatures (about One difference between the Marcus
continuum theory and that of the Soviet school is the nature of the
energy corresponding to the electron terms‚ which Marcus regarded as a
Gibbs energy‚ because it uses the Born charging equation. However‚

results from the difference between two Born charging
equations and is largely temperature-independent‚59‚65 so has the
properties of potential energy.

5. Inner Sphere Rearrangement With “Flow of Charge”

Hush‚ followed by others40‚66 assumed that all rearrangement did not
necessarily occur in the Dielectric Continuum. His early papers50

appeared to take exception to the assumption of FC restrictions. He
considered that adiabatic and non-adiabatic FC electron-transition
processes of gas-phase type were not appropriate for electron-exchange
reactions in solution at metal electrodes. The eigenfunction of the
transferring electron might flow between reactants and products over a
relatively long time‚ the behavior of the dielectric medium governing
the course of the reaction. This implies a transition state of “normal”
type with an energy col‚ where the electron density differs from that of
the initial or final state by an amount equal to the symmetry factor. The
slow change in charge density as the reaction proceeds implies an
adiabatic process. The energy along the reaction coordinate would then
only contain ion-solvent interactions‚ not electronic terms. These
interactions were given simple forms‚ i.e.‚ an energy of cavity formation
in the solvent‚ which is largely independent of charge‚ the ion-dipole
interaction depending linearly on charge‚ and a Born charging energy
depending on the square of charge. No induced dipole effects (also
depending on the square of charge) were considered. A further
simplification assumed that energy changes resulting from the overall
change of charge from reactants to products would overwhelm the
differences resulting from the small changes in ligand-ion bond-length.
Thus‚ the changing energy along the reaction coordinate due to ion-
dipole interactions will be given by where is the dipole
moment of water‚ q is the fraction of electronic charge at a given point
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on the reaction coordinate‚ and is the approximately constant ion-
dipole distance. As charge flows in‚ the energy of the system at
equilibrium must be corrected by an amount proportional to the change
of charge.

The charge-transfer barrier due to ion-permanent dipole
interactions was rather small‚ and since ion-induced dipole terms

were ignored‚ the only place to seek a charge-transfer barrier
was in the Born charging energy. This varies as where is again
the Bernal and Fowler16 Born ionic radius‚ approximately the radius of
the solvated ion. To a first approximation‚ like may be considered
constant‚ so that the (positive) change in energy on going from charge z
to z – q is where B is the Born continuum energy
multiplier‚ equal to (Eq. 3). To correct the energy after
charge q has been transferred to the equilibrium value for the overall
process the absolute (positive) energy
difference between the initial and final states‚ must be multiplied by q
and subtracted from   giving:

which differentiation shows has a maximum at q* = 0.5‚ so that the
Gibbs energy of activation under equilibrium conditions is

For this is about 49.6 kJ/mole‚ which is
reasonable. Replacing by where f is F/RT
adds the overpotential‚ to the expression. Differentiation now shows

a maximum at so that which
except for the multiplier is identical in form to the Marcus
Eq. (8)‚ with C equivalent to Marcus and The
electrochemical symmetry factor is therefore equal to

In a later paper‚67 Hush further developed his theory and compared
it to that of Marcus. He took into account a change in ion-ligand
distance in the inner sphere by adding a Mie repulsive energy to
the ion-dipole electrostatic term where A is constant‚ n is
large (9-12)‚ and c is the coordination number. By setting the derivative
equal to zero and eliminating A (assumed to be constant along the
reaction coordinate) from the equilibrium expressions for the states with
charges z and z – q‚ we obtain:
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where the values refer to equilibrium states‚ and q replaces Hush’s
to avoid confusion with the Marcus Mie’s equations of
type have an equilibrium energy equal to Again
ignoring ion-induced dipole effects‚ the energy associated with the inner
sphere is approximately given by the ion-dipole term‚ with m = 2
and B proportional to z. Using (12):

As before‚ can be expanded as
far as the quadratic terms the energy change along the reaction
coordinate above the ground states of the reactants and products in
equilibrium. The first two binomial terms vanish‚ so:

Again q* = 1/2‚ so and is rather small
(7-11 kJ/mole). Hush considered to be of the total
activation energy‚ the remainder being Outer Continuum energy. Since
it again contains q(1 – q)‚ introduction of the overpotential as before
again gives a symmetry factor where

A complete model must include the induced dipole term. If it is
initially assumed that is invariant‚ this is

This has the same form and properties of the Born charging
term‚ again giving a symmetry factor proportional to overpotential.
Without the aid of further simplifying assumptions‚ it is not possible to
obtain any exact expressions to show the behavior of the terms when
is allowed to vary. Hush’s expansion to the binomial quadratic term
leads to a harmonic approximation. This suggests that the equilibrium
force constants may be used to estimate the energy changes‚ since these
will include the effect of the ion-dipole and ion-induced dipole terms in
harmonic approximation. However‚ the way in which force constant
change as z – q changes is unknown‚ although if z – q is identified with
bond order‚68 the relationship between the force constant and this term
may be linear. Another possibility is the use of a relationship between z
and the enthalpy of solvation‚ Assuming the straight line log-log
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relationship for the Inner Sphere where K‚ x are constants‚
expansion of gives and:

where For ions of valence 1-4 in the same
range of atomic weight‚ a good case may be made for the enthalpy of
solvation being approximately proportional to If the inner sphere
part follows the same relationship‚ the approximation in (14) becomes
exact‚ with C" = K.  The symmetry factor will again be of the form

In his 1961 paper‚67 Hush modified his outer sphere energy
equation by changing the term to the Marcus expression

because the electron transition time‚ though longer than
that under FC conditions‚ would still be short compared to solvent
molecule motion. This proposition will be discussed later. The q value

at the highest point of the energy surface (q*‚ Hush’s is then
apparently formally identical to the Marcus m. The comparison of the
Marcus and Hush crossing terms is indicated in Figure 1. Hush used
similar expressions to those of Marcus for the continuum parts of the
reorganizational energy in the homogeneous and heterogeneous
electron transfer cases‚ but he correctly pointed out that R' in Eq. (10)
for the heterogeneous electrode reaction at infinite dilution should be
left out in the real solutions which are normally studied.67 Equation (9)
would therefore somewhat understate the activation energy. Hush used
the collision number for the mean frequency for crossing
the barrier‚ where is the reduced mass of the activated complex. He
considered that reaction would be adiabatic‚ since the energy gap
between the upper and lower electronic states at the crossing point
should be about 0.03 eV or 2.75 kJ/mole‚ the order of magnitude of
crystal interactions for transition metal ions. This is sufficient to give a
transition probability close to unity.67 This corresponds to a transition
time for the electron states on the order of allowing a
continuum energy expression containing In a later paper‚69

Hush attempted to generalize his model‚ introducing some of the Soviet
school ideas into the continuum description using the Kubo model for
the small polaron.70 He also discussed adiabatic cases. He treated all
vibrations‚ in both the inner and outer spheres‚ as quadratic functions of
frequency tensors operating on the vector differences between the
equilibrium positions of the initial and final states.69
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Figure 1. Two-dimensional potential energy surfaces in equilibrium (A)
and out of equilibrium (B) for Marcus41-49 Outer and Inner Sphere and
Hush Outer Sphere;67‚69‚176 (C) Hush Inner Sphere50‚67‚176 in and out of
equilibrium y-axes: Nominal energy x-axes: Nuclear configuration as
a function of change of charge. C shows activation energies of 3.75
units at equilibrium (transition state charge 0.5)‚ 2.4 units at –3.0 units
energy displacement (transition state charge 0.4‚ mean symmetry factor
0.45).
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Whether the electron transition time is is debatable. It
corresponds to a single FC transition time‚ whereas the postulate of
“flow of charge” to the inner sphere suggests a change in electron
probability over time‚ i.e.‚ a multiplicity of electron transfers between
the donor and the acceptor‚ with the electron spending progressively
larger amounts of time on the acceptor as the transitions proceed. Each
of these may be regarded as a single radiationless FC electron
transition. Between transitions‚ a small amount of bond-stretching
occurs. Thus‚ a finite number of molecular vibrations of the reactant
occurs as the charge changes from z to z – q and the ion-ligand bond
lengthens. The symmetrical stretching frequencies71 for typical 3+ and
2+ transition metal ions are about 390 and corresponding to
periods of and respectively. Thus‚ a
reasonable minimum time for a flow of charge might be about

corresponding to about 5 vibrational periods. In the absence of a
molecular energy model for the continuum (as distinct from the Born
charging concept)‚ it is difficult to give an opinion as to whether this
time is sufficiently short for the polarization energy term containing

to apply. The relaxation time for distant continuum
dipoles may be about 57 The classical expression for the
limiting value of the Langevin function for small in fields of energy
less than kT at some distance from an ion is 72‚73 If has
its bulk value at r = 10 Å (see Section III) the values will be 0.03
and 0.02 for the transition z = 3 to z = 2‚ corresponding to a change in
the angle of a water dipole to the field of 89° to 88°. To go from the
torsional equilbrium position for a state z to a state z – 1 will require
only a small fraction of a period. If this scenario is correct‚ the more
distant continuum may always be in equilibrium with the changing field
under Hush’s “flow of charge” concept.

6. Inner Sphere Rearrangement and Force Constants

The first Inner Sphere treatment to use force constants to estimate
energy changes between valency states in isotopic homogeneous
electron exchange reactions under FC conditions was given by George
and Griffith‚74 following Orgel.75 The reactants (e.g. and are
considered to be at the distance of closest approach with excited inner
spheres. If the difference in distance between the ion and the c identical
ligands in the ground state is d‚ in its excited state has the ligand-ion
bonds in compression through a portion of this distance‚ whereas
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has its bonds stretched. For radiationless FC electron transfer‚ the sum
of the potential energies of the two reactants above their ground states
should be equal to that of the two (identical) products. The degree of
harmonic compression of each of the n inner sphere bonds of force
constant f in the reactant is x‚ and the degree of stretching of the n
bonds of force constant f in is On instantaneous conversion to
the products‚ becomes with its bond stretched by the amount

and becomes compressed by d – x. The condition for
radiationless transfer is therefore

which can only be true if i.e.‚ the excited system
is symmetrical. Possible activation energies are each equal to the sum
of the energies of the excited levels of the two reactants above their
ground states. Using the symmetry condition‚ each must be equal to

The most probable is the minimum value at
where Thus‚ the minimum value of the activation
energy for a homogeneous redox exchange reaction (i.e.‚ at a Gibbs
energy of reaction equal to zero) will be given by the reduced force
constant expression:

Marcus generalized this reduced force constant expression to
account for other cases‚ e.g.‚ homogeneous reactions between different
ions.44‚46 This harmonic approximation under FC conditions implies the
reaction energy surface represented by the intersection of two
parabolas‚ which are similar in the Marcus generalization. Thus‚ the
relationship between Gibbs energy of inner sphere activation and the
Gibbs energy of reaction is given by an equation of the same form as
Eq. (16). As in the Hush approach‚ the inner and outer sphere energies
at all stages of reaction are additive.

For the electrode case only one ion is involved‚ and it has been
stated that U* would be half of the value given by Eq. (16).76 When the
electrode is a reactant‚ the electron energy is the Fermi Energy‚8 and
there is only one activated reactant. In thermodynamic equilibrium‚ the
Gibbs energy of the grounds states of the reduced and oxidized species
are equal. Consider the harmonic portions of the energy-distance
curves for the reactants and products as in Figure 2‚ in which the
equilibrium ligand to ion distances are and respectively. Writing

as in the homogeneous case‚ solving for the point of
intersection gives the activation energy under equilibrium conditions‚
i.e.‚
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Figure 2. Two-dimensional potential energy
surfaces in equilibrium for the heterogeneous
(electrochemical) equivalent of the George and
Griffith74 homogeneous case involving Inner
Sphere bond-stretching. y-axis: Nominal
potential energy. x-axis: Nominal ion-water
molecule distance. where are
the equilibrium distances of the initial and final
states‚ giving a crossing point energy U* under
equilibrium conditions of
where c is the coordination number and f‚ f' are
the force constants of the initial and final states.

For probable f‚ f' values (f = 2.8f'‚ Sections IV-4‚ IV-9‚ VI-1)‚ Eq.
(17) is indeed about half of Eq. (16).

7. The Franck-Condon Approximation

The FC or Born-Oppenheimer approximation is physically clear if the
activation energy barrier is in the Dielectric Continuum. The reacting
ion is activated by some collisional or vibrational-librational means
from the classical Boltzmann thermal pool‚ so that the rate of activation
is equal to the rate of arrival of energy‚ which is equal to a characteristic
classical electrolyte frequency. The electron transfers when its energy
exceeds that of the barrier due to the inertia of the solvent permanent
dipoles. Marcus41-49 consistently supposed that the medium may be
regarded as a dense gas phase with a collision frequency‚ which in its
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simplest form for the heterogeneous case is given by per
unit area of electrode (c.f.‚ Hush). For a typical transition metal ion
coordinated by six water molecules‚ this is about or

when divided by the width of the reaction zone It may
be equally logical to regard a liquid as a mobile solid‚ with a range of
classical frequencies to a Debye limit of restrahlen type‚ such that

where c is the velocity of sound‚ is Avogadro’s
number‚ and V is the molar volume.77 This is equal to for
water‚ which is close to kT/h at 298 K). After
multiplication by a 5 Å reaction zone width‚ this corresponds to 

Levich stated that there are two types of polarons in polar
liquids‚ namely acoustic polarons and optical polarons‚ with molecular
vibrations in the same and opposite directions‚ respectively. He only
considered optical polarons as important for energy transfer. However‚
an equally good case could be made for acoustic polarons.

Another evident mechanism for energy transfer to activated ions
may be by bimolecular collisions between water molecules and solvated
ion reactants‚ for which the collision number is
where n is the water molecule concentration‚ and are the radii of
the solvated ion and water molecule of reduced mass With

and 1.4 Å‚ this is The Soviet theoreticians believed
that the appropriate frequency should be for water dipole librations‚
which they took to be equal This in fact corresponds to a
frequency much lower than that of the classical continuum in water.78

Under FC conditions‚ the net rate of formation of activated molecules
(the rate of formation minus rate of deactivation) multiplied by the
electron transmission coefficient under nonadiabatic transfer conditions‚
will determine the preexponential factor. If a one-electron redox
reaction has an exchange current of at 1.0 M concentration‚
the extreme values of the frequency factors ( and
correspond to activation energies of 62.6 and 49.4 kJ/mole respectively
under equilibrium conditions for adiabatic FC electron transfer.

8. The Tafel Slope

Electrochemical kinetic measurements show that many reactions have a
rather constant Tafel slope over a wide overpotential range. This is true
for both redox79 and combined electron- and atom-transfer reactions‚
particularly proton transfer.3‚80 None of the approaches discussed above
account for the experimental facts. References 41-50‚ 55-59‚ and 67 all
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give a curved Tafel slope in which the symmetry factor depends linearly
on overpotential. In the Marcus and Soviet FC approaches‚ this results
from the intersection of two similar parabolas as electron energy terms
in molecular configuration space. For the (apparently) non-FC Hush
inner sphere expressions‚ it may result from the binomial square-term
approximations used. Introduction of into the harmonic force
constant expression given in Eq. (17) gives a rather complex expression
corresponding to the intersection of two dissimilar parabolas‚ giving a
curved Tafel plot.

Further problems occur with combined electron- and atom-transfer.
Marcus81 modified his electrostatic theory for bond-breaking and
forming cases by using Johnston’s semi-empirical bond-energy-bond-
order (BEBO) model.68 This does not significantly straighten the log
current density-overpotential dependence.3 The first Soviet evaluation
of bond-breaking was applied to proton transfer82. The first difficulty is
the energy gap between the n = 0 and n = 1 vibration states for protons
in the bond in solvated of 16.2kT at 298 K‚ so the
probability of the proton occupying higher vibrational states and the
proton vibrational partition function are small. Thus‚ Ref. 82 considered
the proton to undergo FC reaction in its ground state‚ which floats on
the classical levels of the electrolyte thermal bath‚ which are continuous
from to ca. to 78 As discussed
earlier‚ thermal activation was considered to be via coupled librations‚
not modified gas-phase collisions. The proton could move from its
initial to final state over a short distance (0.5 Å) by tunneling. The exact
mechanism releasing it from its “cage” of water molecules was not
addressed. In heavy particle transfers‚ e.g.‚ chlorine evolution from
chloride ion‚ a tunneling transition could not occur‚ so the
corresponding theory required ingenious modifications.83 The use of the
FC expressions resulted in the same curved log plot as that for
redox reactions. These approaches were criticized on the grounds that
rotational-librational-vibrational exchange may be enough to give a
sufficient number of excited proton states to sustain the reaction‚ and
because the energy fluctuations resulting from coordinated dipole
reorientation in the continuum would be too small to allow activation4a.

Later publications of the Soviet group attempted to straighten the
log plot‚ starting by postulating straight electron energy terms.59

Later proposals included transitions from excited proton states‚ and a
dynamic ionic atmosphere which could modulate the charge on the
proton‚ abandoning strict FC conditions.80‚84 A semiclassical treatment
of the inner sphere was introduced for redox processes.85 The hydrogen
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evolution process was regarded as a supermolecule reaction‚ in which
the introduction of anharmonicity could result in linear Tafel
behavior.86 Later papers80 and reviews of proton87 and heavy particle
discharge88‚89 regarded the system in a similar way. A recent review90

regards redox processes (simple electrochemical electron transfer or
ECET reactions) as FC Outer Sphere transfers‚ whereas for reactions
involving ion-atom electron transfer (electrochemical ion transfer‚
ECIT)‚ e.g.‚ iodide/iodine‚91 it proposes that the FC condition should be
relaxed.

The theory of charge transfer is apparently still in an unsatisfactory
state. Few developments have occurred over the past twenty years‚ and
theories are still not in good accord with experiment‚ particularly for the
Tafel slope. It is claimed that introduction of anharmonicity into the
intersecting terms under FC conditions can result in straight Tafel
lines‚79‚86 but no molecular calculations substantiate this. A problem in
developing an improved theory are the fact that the energy of
interaction of ions with the Dielectric Continuum is restricted to Born
charging‚ which has no molecular basis. The second problem is the fact
that simple models of the Inner Sphere‚ even if they include ion-dipole‚
ion-induced dipole‚ and dipole-dipole repulsion terms‚16‚92‚93 still result
in bond lengths and force constants which do not agree with
experimental values.71 EXAFS results show an inner sphere
coordination number of 6 for typical transition metal ions‚ and the inner
sphere ion-ligand bond is rather short‚ i.e.‚ 2.0-2.1 Å.94 Addition of
quadrupole terms95 is not enough to correct the simple theoretical
models (see Appendix). Although solvation energy can be represented
as a nominal power series to include the change of dielectric constant
with field strength‚96 this is not helpful in understanding the physics of
solvation.

III. INTERACTION OF IONS WITH POLAR MEDIA TO
DIELECTRIC SATURATION

1. The “Electrostatic Continuum”

The model used for ion solvation energies since the work of Bernal and
Fowler16 has considered simple electrostatic interactions between the
ion and the permanent and induced charges on solvent molecules‚ plus a
term for estimating the work involved in importing the ionic charge
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from its standard state at infinity to the neighborhood of the ion situated
in the Electrostatic or Dielectric Continuum. The Born charging
equation31 for the Continuum treats the ion as a Gaussian sphere with a
solid metallized surface (i.e., a spherical condenser) of nominal radius

to which small elements of electronic charge are slowly and
reversibly transported from infinity. The sphere has a minute initial
charge, and work is done in bringing up each succeeding element. The
resulting integration in a medium of static dielectric constant gives a
Gibbs energy of If the Gibbs energy of the ion in vacuo at
infinity is arbitrarily zero, then the value in the medium of static
dielectric constant is The assumption of
infinitesimally slow, reversible charging is hardly appropriate for a
change in unit electronic charge in a time period of seconds.
The application of Born charging to electron transfer has been recently
reviewed.97 Objections have been raised to the validity of the
calculation, particularly in regard to the indivisibility of the electronic
charge.* 93,98 If the same argument were applied to an electron, the
charging energy and the corresponding relativistic mass would be
impossibly large.97 The equation also does not take into account partial
or complete dielectric saturation near the ion, whose effective Born
radius cannot in any case cannot be considered as a perfectly
conducting sphere. It also does not take into account the differences in
experimental Gibbs energies between positive and negative ions of
similar radius.98,99 It has been claimed that the expression for the “self-
energy” of an ion interacting with the Continuum is free the above
objections.42 This is integrated from nominal ionic
radius to where is the field in volume element dV of state A.
This integral gives which when subtracted from the in vacuo
value gives the same expression as Eq. (3).100 The Born charging
energy and the self-energy expressions are formally identical, and both
derive from the work of charging a molecular spherical condenser with
fractional multiples of electronic charge. Thus the use of “self-energy”
instead of Born charging42 still depends on the validity of the Born
charging assumptions. Born charging will be replaced here by a
molecular model for the continuum interaction. In it, the standard state

* “If an ion can be treated as a conducting or non-conducting sphere, of radius    , and
the solvent as a uniform medium of unvarying dielectric constant D, electrostatic theory
can provide an explanation of the energy and entropy of the ions. The first supposition is
possibly, and the second certainly, false...” (Ref. 17b, p. 881).



198 A. J. Appleby

of the solvent dipoles is for the liquid state at infinity and for the ion it
is its vacuum value. The model may be regarded as one in which
dipoles are transported from infinity and assembled around the ion.

2. The Electrostatic Gibbs Energy in a Continuous Polar Medium

The equilibrium electrostatic Gibbs energy of an isolated volume
element dV of a state A in vacuo containing a polarization vector
is where is the electric displacement vector‚ assumed
constant within dV‚ and is the dipole moment per unit volume
induced by the local field. In a real medium‚ a multiplicity of
polarization elements are present‚ all of which contribute to a
polarization field    In addition‚ the imaginary cavity containing a
reference dipole contributes a cavity field‚     which locally decreases

Hence‚ there is an internal field    in dV‚ whose value is
The polarization element interacts with this field‚

which results from the vector sums of the polarizations induced in other
volume elements. The energy summed over all volume
elements is equal to the sums of the individual interactions of the
polarization in one unit with that of the polarizations in all other
elements. Hence‚ the energies are associated with each
pair of units‚ and therefore each must be divided by 2 to avoid double
counting.

The local internal field    is produced by an external field To
account for the Onsager cavity101 in the medium (see below)‚ the ratio
of to is for the sake of generality. By definition‚
the microscopic or local static dielectric constant in element dV‚ which
may be a function of the (external or internal) field. Since

the total electrostatic energy in the volume element dV is
given by:

where (–) represents the overall sign of the term‚ is the (+) work
required to create the polarization when the external field     is
applied‚ i.e.‚ when the electric displacement is switched on. This
work is usually expressed as the integral of the charge e associated with
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the dipole multiplied by the Onsager cavity field     and by the
element of distance dl through which the charge e is extracted by the

field‚ i.e.‚ the expression 102  While         is produced by and

reacts with the internal field‚ its value is conventionally given in terms
of the measurable external field. If the molecular polarization is
proportional to the internal field      so that

where is the number of solvent dipoles per unit volume
and is the molecular polarizability of the medium in dV‚ this
integral becomes

So‚ provided is proportional to the external field‚ i.e.‚
is constant‚ will be exactly equal to This will

certainly be true for solids‚ in which permanent dipoles in fixed
positions realign themselves along the field. In liquids‚ essentially free
rotation of dipoles is assumed‚72‚73 but the creation of polarization in
each volume element by an applied field to give a time-averaged
realignment still requires extraction of charge along the field vector‚
i.e.‚ work to create the polarization. The total electrostatic energy in dV
with constant is therefore i.e.‚

This shows that the induction is reduced by
from the vacuum value‚ not by as implied in derivations putting the
interaction energy equal to 99‚100

The local field consists of the difference between and the vector
sum of the displacement vectors     from all charges in the system
acting in the same direction as The definition of the macroscopic
dielectric constant is This corresponds to the definition from
Gauss’s theorem for parallel fields                  where  is the charge
density on a surface. Comparison of the capacities of a generalized
parallel-plate condenser in vacuo and filled with a medium of dielectric
constant shows that and 100

where is the counterfield induced by the applied external field
is the induced moment per unit volume; is the

number of molecular dipoles of individual moment per unit volume;
is their electronic polarizability; is the Langevin function; and

the total optical frequency and molecular (inertial)
polarization in element A. Because and

it follows that must be generally equal
to i.e.‚ since the derivation does not depend
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on any particular model for the condenser. If is constant in dV‚
then must also be constant. This expression for is valid for a
uniform parallel field and for a spherically uniform charge density and
field distribution. It is at least approximately correct for a spherical
distribution in which the charges (dipoles around an ion) are not
continuous (see Appendix). We shall now use three simple
assumptions: (i) The center of the sphere is occupied by an ion of
charge ze‚ e being the electronic charge; (ii) the electrostatic energy in
dV‚ may be
summed from    to infinity to give the total energy present in the
medium outside a sphere of radius (iii) and are
constant throughout the medium. The validity of (ii) and (iii) will be
examined below.

Since for both a point charge and for a charge uniformly
distributed over a surface‚ and dV is where a is the ion-dipole
center distance‚ the electrostatic energy due to the presence of an ion in
the surrounding dielectric continuum of dielectric constant may be
approximated by the integral:

i.e.‚ it is numerically equal to the Born charging energy of the ion
regarded as a spherical condenser of radius compared with the
corresponding value in vacuo. It is therefore either a Gibbs or
Helmholtz free energy‚ since liquids have very small isothermal
compressibilities. However‚ the “Continuum” is no longer continuous‚
but molecular‚ and the distance defining the energy of interaction of
the charge ze with the Dielectric Continuum is now clearly defined. It
is not the radius of a “hard” solvation sphere treated as a hypothetical
metallic spherical condenser‚ but the distance from the ion to the dipole
centers of the first layer of solvent molecules for which the solvent has
bulk values of and Integration will be inaccurate
when and da are of similar order of magnitude and the total energy



may result from the approximation for the volume
element, the effect of multipole terms, and from the approach to
dielectric saturation. By substituting the exact expression

for dV in Eq. (19), putting the radii of the inner
edges of the nth and (n + 1)th shells equal to 2r(s + n – 1/2) and 2r(s + n
+ 1/2) respectively, where r is the effective solvent molecule radius, and
s is constant, we obtain:

The theory of the dielectric constant of liquid water considers it to
consist of rather freely rotating approximately tetrahedral superdipole
groups.72,73 Its radial distribution function103 shows closest neighbors at
the hydrogen-bond distance of 2.9 Å, and second nearest neighbors at
about the tetrahedral diagonal distance, i.e., 4.74 Å, with no defined
structure beyond. If we assume the superdipoles to be close-packed, the
volume of each five-molecule group from the bulk density of water will
be i.e., their effective radius will be 2.98 Å. Allowing
for, e.g., 8% defects suggests that 2.9 Å is a reasonable effective radius,
so that the dipole center of a time-averaged water molecule may be
considered to be located at the center of the shell of thickness 2r = 5.8
Å.

The series was summed to 20 terms, then extrapolated to infinity
using the integral, which is a good approximation for the small residual
energy. Values of s in the range 0.08 to 0.3 were selected,
corresponding to superdipole center distances varying from 6.30 Å to
7.55 Å. As discussed in Section IV-8, these values lie around a
reasonable range for encountering free water superdipoles from a
central ion, the shorter ones being distance from a small tetrahedral 1+
ion, and the longer one for 3+ ions. The calculations showed that
putting in Eq. (19) equal to in Eq. (20) understates the interaction
calculated by the integral compared with the summation, whereas

The relation reconciles the two. At s = 0.09,
61% of the interaction is in the first shell, and 77% is in the first and
second shell. At s = 0.18 and 0.3, the values are 58%, 75%, and
55%,72%.
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decreases in large finite steps with increasing a. Other inaccuracies

putting equal to 2r(s + 1 – 1/2), i.e., the first shell edge, overstates it.
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Since Bernal and Fowler,16 the charging radius in the Born
equation has been put equal to the Inner Sphere radius, or
approximately the ion to water molecule center distance plus 1.4 Å. At
least for 1+ ions, this gives a fairly good approximation to the Gibbs
energy of interaction of the ion with the outer Dielectric Continuum if

and are constant throughout the medium. High-valency ions are
discussed in Section IV.

We note that contain initial multipliers
and where –L is 98 For water at

298.2 K, the ratio is 1.023.

3. The Approach To Dielectric Saturation

When varies with the ion field as dielectric saturation is

Here, is the integral dielectric constant, i.e., the value
corresponding to the measured values of and When is not
constant, the work to create may not be equal to
When is a function of we require a means of calculating

with various functions verifies that this gives the net energy of

where are always positive and negative, respectively. Thus, in
general:

4. Polarization

In the Marcus nomenclature,41,42 the polarization in polar liquids is u- or
e-type. The u-type is due to reorientation of molecular dipoles by an

approached, and become nonlinear:

interaction of with i.e.,

both and We use the integral 42 Testing
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librations at This is followed by small infra-red bands for

range to beyond (Dogonadze and Kornyshev104). The
assumption that all nuclear motions are a single u-type is an
oversimplification, but the e-type has special properties. Its
polarization vector is always considered proportional to the field at
accessible field strengths, and it always lies along the field vector. In
general:

where is a function of but the electronic or optical
polarizability is not, with limitations to be discussed
later. may be subdivided into two types of molecular displacement
polarizations, namely free or hindered rotations, and translational
or electrostrictive motions, In a uniform applied field, only the
first is significant. However, in the non-uniform field near an ion, both
types will occur, since the dipole will move up-field to maximize its
interaction energy until the coulombic force is opposed by non-
electrostatic contact forces. In a uniform field, non-polar molecules
show no rotation since is always parallel to the field. In a non-
uniform field, electronic induction will cause translation of non-polar
molecules, giving ut-type polarization.

Only has been generally considered in the literature. It may be
written where is the effective value of the permanent
dipole moment of a molecule in the polar medium, lying at a time-
averaged angle to the internal field Because of electronic
polarization due to the fields of neighboring permanent dipoles,
differs from the vacuum value, In the absence of a field, the
permanent dipoles perform thermal motions around positions
determined by their attractive and repulsive forces. The net
electrostatic forces averaged over all polar solvent dipoles are always
attractive, whereas the non-electrostatic contact forces are always

applied field. Its time constant is comparatively long
depending on the type of motion and the degree of molecular
association). In water, maximum absorption occurs in the broad Debye
bands of frequencies followed by thermal infrared
resonance absorption corresponding to restricted dipole rotations or

intermolecular vibrations to The e-type results from high-
frequency distortion of electronic orbitals by the applied field in the
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repulsive.105 The classical statistical mechanical distribution of
values is given by the Langevin function, 106 i.e.,

where and is a further effective dipole moment value
which depends on the structure of the polar solvent, i.e., the attractive
and repulsive forces between individual dipoles. It is the moment of the
smallest average pseudo-freely-rotating spherical specimen of the polar
medium, containing at its center.72 Equation (25) should be
rigorous provided that the structure of the polar medium is everywhere
uniform, there are sufficient dipoles in each population for Stirling’s
factorial formula to reasonably apply, and the energy levels of the
dipoles are classical and continuous, permitting an integration to obtain
the partition function.

The molecular ul-polarization induced in dV by the external field
in a polar solvent is given by:

From Eq. (25), for small x, and Under these
conditions:

Thus, from Eqs. (24) and (27):

where q is a generalized value of The last expression is the
Kirkwood equation72 for the static dielectric constant of associated
polar liquids. From Eq. (26), in general:

These equations were first derived by Debye,33,107 with the assumption
that the relationship between and was for a Lorentz cavity
containing a medium with the macroscopic dielectric constant and no
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permanent dipole, when By elimination of with
for this cavity is

Moving the term to the denominator of the left side of the first
part of Eq. (28) gives the Clausius-Mossotti equation. Onsager101

showed that this theory was incorrect for media containing permanent

the permanent dipole) is Frölich108 considered that if

terms) Lorentz cavity with a dielectric constant then its field within
the Onsager cavity will be times the vacuum value, i.e.,

This expression is limited by the dimensional constraints
of the Onsager and Lorentz cavities,108 and will fail in non-uniform
radial fields near an ion. For water and the practical
value of can be adjusted to agree with that of

independent of and results from the dipoles’ own fields.101 In the
medium of dielectric constant is:

where the terms are respectively the cavity and reaction fields, where r
is the dipolar molecule radius.101,108a Frölich108a showed that only the
first term is important for permanent dipoles, since the second only
changes the absolute value of the dipole moment, which may be
regarded as an adjustable parameter.

5. The Static Dielectric Constant of Water

The effective value of in Eq. (28) may be calculated using various
assumptions. Kirkwood72 proposed that for associated liquids is

where is the electrostatic radial distribution function

is a point dipole in the center of a relatively large (in molecular

medium of dielectric constant i.e., the electron cloud surrounding

dipoles, and that was if the imaginary cavity containing
the dipole has a dielectric constant of unity. Before the hypothetical
introduction of its dipole, but with the field switched on, opposite walls
of the cavity were already polarized by the opposing charges of
neighboring liquid dipoles, partly aligned along the direction of the
field. Thus, the cavity already contained a virtual dipole before
introduction of real dipole, increasing both its net value and that of the
cavity field. The corresponding factor101 for a dipole bathed in a

The total local field is equal to the vector sum of the Onsager
cavity field and the Onsager reaction field.101 The latter is
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summed over the selected molecule and its partners in space. He
substituted for where z is the number of closest neighbors
whose moments are an angle and is the value averaged
over all possible orientations. Neglecting second-nearest neighbors and
multipole effects, he assumed a quasi-tetrahedral structure for water
with 4 nearest neighbors,16 each dipole being at the O–H bond angle,

taken as (in reality, 52.25°*). Each hydrogen bond on the central
water dipole is directed towards the of the oxygen on the
neighboring molecule, which are also at an angle to the dipole, and
perpendicular to the O-H bond plane. Assuming that free rotation109 of
the hydrogen bond, the effective moment of the neighboring water
dipole along the axis of rotation is which is in turn at
52.25° to the dipole axis of the central water molecule. Hence, the
effective value of in Eq. (28) for torsion of the tetrahedral four-
molecule water cluster is Simple electrostatics99

shows that the averaged vector sum of the fields of the 4 nearest
neighbors along the axis of is where a is the
distance between dipole centers. This increases the value of the
vacuum moment due to the dipole field electronic polarization, i.e.,

hence:

where a is the effective hydrogen bond length of 2.9 Å at 298 K,103

which Kirkwood took as 2.75 Å. From Eqs. (28) and (31), we obtain:

For water, with Kirkwood’s
original assumptions (Q = 4.47) give an excellent value (78.0 at 298
K). However, the use of the more realistic 52.25° and 2.9 Å (Q = 3.44)
gives 63.9.

The radial distribution function was obtained by Pople,103 c.f.,
Harris and Alder,110 Haggis, Hasted, and Buchanan.111 Pople showed
that Kirkwood’s assumption of complete hydrogen bonding in the first
shell with none in the second was oversimplified. The first shell
dipoles are bonded to the second via bent hydrogen bonds of bending

*  Discussed in Ref. 99, pp. 10-12.
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force constant g, so that the Kirkwood expression
should be summed over all shells and replaced by

where is the number of dipoles in the ith shell,
which lie at angle to the central dipole. For the first shell,

is The second shell has one repulsive
and two attractive orientations with

Pople found the effect of each shell on the
static dielectric constant using the values from the radial distribution
function. With g/kT = 10 at 273 K, the relative contributions of the
first, second, and third shells were found to be 1.20, 0.33, and 0.07, and
the temperature dependence of the dielectric constant showed good
agreement between theory and experiment.103

6. The Dielectric Constant at High Field Strengths

Approaching dielectric saturation, is no longer proportional to
and we require a usable expression for as a function of

The interaction of such fields with
dipole moments of D will result in interaction energies of less than
0.1 kT, far from the saturation requirement Several
equations have been suggested to relate and 114-117 (see Ref. 113)
Theories of the dielectric constant in high fields by Debye,33,107 Sack,118

and Webb119 using the obsolete Lorentz cavity approach are only of
historical interest. They show a much slower recovery from dielectric
saturation with distance from an ion120 than those based on the Onsager
cavity.* The first attempt to extend the Onsager-Kirkwood theory to
high fields was by Ritson and Hasted,122 who used empirical

Grahame117 and Conway, Bockris and Ammar120 used the normal Poisson distribution
between potential and charge density i.e., under conditions of a

field-dependent dielectric constant. Buckingham121 showed that this is incomplete if
there is a gradient of and The Maxwell relation is

equation becomes

the general attractive orientation being

Malsch112 showed that appeared to be proportional to for

*

the second term arising from the differential. Hence, the complete Poisson
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expressions similar to Eq. (29)** to calculate parallel and
perpendicular to the radius vector of a (univalent) ion as a function of
the field and distance. They did not discuss the validity of their
approach, but they used to obtain the dielectric constant.
Since by definition, their expressions are
identical to the differential dielectric constant 108b. The results
show a very rapid fall in at distances less than Å from a
univalent ion, the fall being more rapid along the radius than
perpendicular to it.

Booth73 used Frölich’s108 modification of the Onsager
expressions101 for the cavity field in non-associated polar liquids, and
corresponding modifications of Kirkwood’s equation for associated
polar media. Booth’s assumptions in deriving Eq. (28) for the
Kirkwood case are important to determine the validity of his final
expressions. He used the Onsager-Frölich cavity field ratio

as the value for in the Langevin function,
pointing out that the cavity field expression would be exact only if

i.e., is everywhere small and constant. To make the calculation
tractable, he assumed the validity of Eq. (30), and that so that
Eq. (30) became:

for simplicity. Using Frölich’s Lorentz

model, first indicating that and
where is the angle between the axes of

nearest neighbor moments, and is the angle between the axes of the
nearest neighbors of a given molecule. He used 1/3 for i.e., he

inside and one outside. However, the error is not serious since the calculations and
graphs are correct.

The reaction field is small and independent of and so he put

cavity with the dipole in an medium108:

where A and B are structure-dependent constants, both unity for a non-
associated (Onsager) liquid. For water, Booth73 used a tetrahedral

** Their equations for the Onsager theory put in the Langevin function, instead of one
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protons in the water molecule. Hence and
Booth’s equations73 for (high fields) and (low

fields) are:

where Making the same assumptions

as Booth’s, Kirkwood’s expression for
would give:

From the Clausius-Mosotti equation, with
and with at 298 K, can be

taken as 1.76. Using Eq. (36) gives (2.03
D, Debye units) for or 2.04 D if the correct (1.484), rather than the
approximate (1.5), value of q is used. In contrast, with the correct value
of Eq. (37) gives 1.92 D. The value of using Booth’s
preliminary model73 is i.e., 2.09 D, assuming that

generalized values of A and B, with a value of
to give the correct result for in Eq. (36). This reduced the

2.54 D. Kirkwood suggested that should be that for the moment of
the central water molecule, whereas the torsional term in the Langevin
function should be that for the group of associated molecules
preventing the rotation of the central dipole. Hence Booth’s result for B

seems reasonable, at least for low fields,
provided that longer-range effects are ignored, and the cavity field
assumptions hold. Booth’s final calculation125 increased the value of B
by 10% to 1.1(7/3), by reducing the value of A from 1,0 to 0.909 to

took to be 180-109.47°, and 1/27, the approximate value for
[90°–(109.47°–104.5°)], where 104.5° is the angle subtended by the

is used to calculate the value of  from Eq. (36).
Calculations by Coulson and Eisenberg123 from the charge

distribution of water molecules suggest a value of about 2.42 D at 298
K due to induction by the fields of surrounding dipoles. In an
erratum124 to Ref. 73, Booth used a statistical analysis to derive more

value of B from to 7/3, giving A = 1, which increases to
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account for the effect of distortion of the Onsager cavity field when the
field is non-uniform close to an ion, therefore no longer parallel within
the cavity. This results in a value of equal to 2.31 D. Booth also
thought that the reaction field (Eq. 31) might also influence the value of

in intense fields, and proposed a small correction in the opposite
direction to account for this. A further effect maintaining the value of
the dielectric constant as the field increases may result from
electrostriction, which should locally increase 125 In view of the
uncertainties in Booth’s assumptions and calculations, a nominal value
of 2.02 D is initially used here. This may be regarded as the local value
of the dipole moment when the effect of the Lorentz-Frölich expression
cavity expression containing has broken down due to dimensional
constraints. The dipole moment value will be modified as necessary to
enable a best fit to experimental bond-lengths for the inner sphere.

If the Langevin function in Eq. (35) is expanded* to the second
term, we obtain:

This is only valid for but owing to the form of
the series, it is a good approximation for values < 1.2. The change in

using Eq. (38) and the general relation:*

where from rearranged Eq. (38) is After
differentiation and solving for we obtain:

The expansion of L(x) is
where is the (2n)th Bernouilli number. The three terms

0.4411). For large x (x > 1.5), gives accurate results (0.4379 at x =
1.5). Thus, from Equations 35 and 36, where p is the even term power
series in the square brackets.

in field from that at limitingly low fields, i.e., may be written
by reintroducing the Onsager-Frölich cavity field, instead of the factor

*

to give quite accurate results to x = 1.5 (for x = 1.5 or L(x) = 0.4381, its value is
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which is a generalized form of the Van Vleck,114 Böttcher,115 and
Schellman116 equations, which are applicable to weak fields

The term in Schellman’s Eq. (19)116 is equal to XB2.

7. Inadequacies of the Booth Theory

Although Booth separated the electronic and permanent dipole
polarization, Buckingham121 contended that omitting polarization
energy from the potential energy function may affect The
interactions between pseudo-freely-rotating superdipole groups of
effective moment 124 may be estimated using Pople’s
geometry103 for the first to third, and second to fourth neighbors at
minus and plus the tetrahedral angle to each other, which results in a
third nearest neighbor distance of a = 7.35 Å with a nearest neighbor
distance of 2.92 Å. The maximum displacement at this distance due to
a rotating superdipole is 24,000 which will result in only a

Lorentz cavity term for closest-neighbor groups, and taking
the mean interaction between each pair103 as with

we find it to be –0.008kT, far less than the free rotation
requirement. For this, the thermal energy per rotational axis should
exceed twice the electrostatic interaction energy per axis. Essentially
free rotation coupled to partial hydrogen bonding of the larger groups
therefore can occur, whereas the individual dipoles are not free. The
specific heats at constant volume for liquids are explained by supposing
that hindered rotations or librations with an energy barrier
occur.126 Similarly, the large change in the static dielectric constant on
melting in polar media, going from a small temperature-independent
value to a large value proportional to the Langevin polarizability 1/T
suggests very different of solid and liquid dipoles (c.f.,
nitromethane127).

Buckingham objected to calculating via the averaging (i.e.,
Langevin) function, since this assumes a simple solution before the
problem is fully stated. However, this seems to be the only realistic
method of handling the problem. Pople’s modified treatment of
Kirkwood’s dipole clusters103 in which the internal field distorts
hydrogen bonding between shells outside of the first cluster, has been

small change in from the vacuum value (Eq. 35). Ignoring the
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discussed in Section III-4. Pople did not consider that work must be
done to bend the hydrogen bonds when the field is applied. This is
because hydrogen bonds are continuously making and breaking, so that
the bent bond is the statistical average, and no net work is required to
go from one configuration to the next. This will be true until the field
becomes sufficiently great to orient, then twist, and finally to
completely line up the individual dipoles in a superdipole group,
resulting in a breakdown of the local water structure.

A further objection by Buckingham was Booth’s use of the rigid
dipole in a Lorentz cavity containing a medium of refractive index
which will certainly break down at short distances. Booth also assumed
that is field-independent, which will not be true in intense fields.
Buckingham and Pople128 showed that the induced dipole was in fact a
power series in the odd terms of and could not contain the even
terms, which would have no directionality. The permanent dipole value
is also a series, with weak field and strong field terms.128 Following
Debye,129 Buckingham121 showed that the electronic polarizability may
be anisotropic. Hence, the dielectric constant is also a
power series, this time with even terms in for an isotropic material to
avoid directionality (c.f., the expansion of the Langevin function,
footnote under Eq. 38). However, Booth had pointed out the even
power series would not be valid in intense fields, which would
themselves introduce anisotropic effects.125 Thus, the expression for the
dielectric constant as a function of the field becomes completely
nominal. Buckingham also showed that (c.f., Ritson and
Hasted122), which he called the incremental dielectric constant, was
also a power series of even terms, each in the series for being
multiplied by n + 1. This is easily verified by differentiation.

8. The Dielectric Constant as a Function of Displacement

The best-known empirical expression for as a function of is
Grahame’s.117,130 Its differential form with vector notation dropped, an
with isotropic and constant is:

where b and m are constants, the latter considered by Grahame to lie
between 0.5 and 2.117 Here was defined by Grahame as the
differential dielectric constant or dielectric coefficient,44,108b,122 i.e.,
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Buckingham’s incremental dielectric constant. The corresponding
integral dielectric constant given by Booth’s equation124 is
the integral of Eq. (42) between the limits 0 and divided by Its
value depends on the value of m, and is:

for m = 1 and m = 0.5, respectively. It has been stated39,99 that Eq. (42)
was based on the theoretical ideas of Booth,73,124,125 but this does not
appear to be the case, since it predates Booth’s work. Grahame130

compared these expressions with Booth’s after his first

compared with Booth’s 11.9 for However, Booth’s
value corresponds to a distance of only 2.0 Å from a univalent ion.
Values at such high displacements are irrelevant, since Booth’s
assumptions concerning water structure break down as approaches 3,

Eq. (38) may be written:

Equation (45) has the same form as Eq. (42) with m = 1, but it
represents the integral dielectric constant. The value of

with
calculated from Eq. (36) using the experimental value of

Units of b are For units of

publications,73,124 using b* derived from
Malsch’s results.112 He showed a rather good correspondence between
the two expressions, particularly for m = 1. For m = 0.5, Grahame’s
integral predicts slightly lower values for moderate fields (e.g., 73.3

i.e., for fields greater than about This is discussed later
in this Section. Equation (43) (m = 1) was used by Laidler and

compared with 73.5 for Booth’s expression for
corresponding to 3.75 Å from a univalent ion). At very high fields, Eq.
(44) predicts higher values than Booth’s expression (e.g., 19.4

coworkers37,131 with to examine the dielectric
behavior of water near ions and their electrostatic repulsions.

The relationship of Eq. (42) to Booth’s is of interest. For

*
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This we may put equal to b'/m, where m is unknown. The
quantity b' is analogous to Grahame’s b, but is an integral quantity

derived from Malsch’s experiments with fields up to 833
112 The correctness of Malsch’s data has in any case

been questioned, since he did not allow for adiabatic heating.132 As
Grahame pointed out,117 m does not enter into the term in the
binomial expansion of Eq. (42). We can infer the value of m by
comparing the coefficients of these and the term in expansions of
Eqs. (35) (see Eq. 38 footnote) and 42, i.e., and

giving m = 7/13 = 0.538. This approximate fitting using the
first two terms provides a starting point to give a simple and convenient
function mimicking Booth’s. As might be expected, the error is least at
small to relatively large fields (at vs. 61.18 for
Booth, a difference of –0.8%). It becomes greater as fields increase,

slightly adjusted with m = 0.5 in Eq. (42),
gives a very good fit with Eq. (35), as Figure 3 shows. At
the error is –0.05% compared with Booth, with –5.8% at
This use of smaller m values can further improve accuracy in very high
fields (e.g., m = 0.485, –1.0% at but small changes then
occur at lower fields (+0.09% at

Why this equation fits so well is clear from the expansion of Eqs.
(42) and (35). In weak fields and Eq. (42) becomes

which corresponds to Eq. (41), whereas Eq.
(35) may be written:

be used to mimic

derived from the experimental rather than a differential quantity

e.g., at it is 10.3, vs. 11.9 for Booth, a difference of–
15%. All things considered, representing Eq. (42) as an expression for
the integral, rather than the differential dielectric constant, using a

In intense fields, approaches and it is easily verified
by calculation that in Eq. (46) coincides closely with (1

from Eq. (42) for Thus
Grahame’s Eq. (42) with m = 0.5 may act as an excellent replacement
for Booth’s expression (Eq. 35) for the integral dielectric constant to
simplify calculation, if necessary. It also suggests a function which may
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Further progress requires an expression for as a function of
i.e., as a function of distance from an ion. From Eqs. (35) and (36), the
Booth expression for in terms of is:

This expression may determine the relationship between as a
function of in intense fields, e.g., for x > 3, when the approximation

applies. However, it assumes classical statistics, so it
will require a quantum correction for x values in this range, assuming
that the Langevin function is still applicable. For smaller values of
Eq. (48) may be solved graphically. A more transparent expression for
small values would be useful. Equation (42) with m = 1/2 leads to a
quartic equation in which may be simplified by expansion to a cubic

with substitution of Eq. (47) into Eq. (42). This gives a simple and
useful approximation:

with which is rather accurate for
above which the classical theory may in any case not be applicable.
The value of both and b will depend on temperature and solution
composition and concentration.

How the polarization opposes the displacement in intense fields
can be shown by using the approximate expression for derived
from Eqs. (45) and (49):

Since is close to unity for associated polar liquids,
only depends strongly on the value of the electric displacement. From
Eq. (50), to a good approximation up to x = 2.5:

So long as and are proportional to the polarization
produced can oppose the displacement. When tends to its high-

expression. A solution is the use of Booth’s approximation and
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field value of 1 – 1/x starting at about x = 3 the
polarization can no longer oppose the displacement, so falls rapidly.

For Eq. (35) gives at
whereas Eq. (42) with m = 0.5, and Eq. (49), both with
give and 53.2 at the same displacement, corresponding to
distances of 2.55 Å, 3.60 Å, and 4.41 Å from ions with z = 1, 2, and 3
respectively. In this range of and the Booth expression may be
in error as the structure of water begins to break down in high fields. At
smaller values of the error would much less, e.g., for x = 1, the
values are 73.6 and 73.5, respectively at i.e., distances
of 3.75, 5.31, and 6.50 Å for z = 1, 2, 3. For x = 2 the corresponding

limiting value of should cover all requirements for calculations
involving the outer solvation sphere and corresponds to a upper limiting
value of x and which may be reasonably consistent with Booth’s
simplifying assumptions. This is further discussed in Section III-12.

So far the mean Gibbs energy of interaction between an ion and a
single dipole (Eq. 18) has been ignored. This should not be confused
with the effective potential energy to describe the dynamics of
superdipoles of effective moment The moment

of the central dipole of each superdipole group is
The latter, multiplied by the field and

is the potential energy required to torque the central
dipole to a thermally-averaged angle to the internal field. The Gibbs
energy of interaction between an ion and a single dipole (from Eq. 18)
at low to moderate fields is while the
Langevin potential energy is i.e., their ratio is
where A and B are from Eq. (35). From Eq. (49), this becomes

At when the Booth theory
predicts at an value of (6.7, 9.4, and 11.5 Å
from ions with z = 1, 2, and 3), the Gibbs energy of interaction is
already 0.33kT. At it has become 3.3kT, and at
This approaches the strength of hydrogen bonds, so water molecules
will become successively stripped from the tetrahedral super-dipole,
and the associated Kirkwood-Booth structure will finally approach that
of a non-associated Onsager liquid. The tetrahedral group will first line

superdipole to the field is then This

values would be 63.5 and 64.0, with and 2.86, 4.04,
and 4.95 Å. The extent of structure-breaking at x = 3 (i.e., when the
interaction energy between the librating or rotating dipole and the
cavity field is 3kT) is indicated by the fact that the average angle of the
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up with the three nearest dipoles and the central dipole towards the ion,

giving a B value > 4* . The initial increase in B, i.e., increase in x, will
result in an approximately 30% decrease in but both of these are
more than compensated by the increase in B in the expression for
energy of interaction. As B decreases to the Onsager value of 1.0, the
interaction energy becomes slightly more negative, but the dielectric
constant will show an increase of ca 25% over the original value, since
x becomes smaller. Whether these changes are significant is difficult to
tell, since they should be approximately compensated by the fact that
Booth’s assumptions regarding the Onsager-Frölich cavity field for
and the Lorentz cavity for will begin to fail. As stated earlier, the
Langevin derivation assumes free rotation. The transition from free
rotation to vibration occurs at per degree of freedom. At
energies above the limit, the fraction of molecules still capable of
rotation will drop rapidly. Most molecules will be vibrating in
alignment with the field. Thus, the mean angle to the field will drop
more rapidly than predicted by the Langevin function, which in any
case will require a quantum correction. Hence, under intense-field
conditions, Booth’s “bottom-up” approach to the dielectric constant
would be best replaced by a “top-down” analysis.

For dipoles close to an ion, it may be assumed that the interaction
between the permanent moment and the ion displacement may be given
by rewriting Eq. (23) as follows for a single dipole:

where is defined in Eq. (22). This assumes that the Lorentz and
Onsager cavities have disappeared, so and the permanent
moment has reverted to its vacuum value. The angle between the
moment and the displacement can be assumed to be 0. The induced
dipole will be calculated separately. Since we
obtain from Eq. (22):

Booth124 suggests 5, but this seems unlikely. The tetrahedral group will be expected to
take up an orientation with the base of the pyramid towards the ion. Two the base water
molecules can rotate to align themselves in the direction of the ion, while the other must
be bent through about 50°. The other two dipoles will be less affected by the field.

*
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which is equivalent to the familiar expression used by Bernal and
Fowler,16 in which the negative term is the repulsive energy
per dipole due to the presence of all other dipoles in the system, and

is the work to detach the selected dipole. This work may be
calculated by integration:

where are the values corresponding to the lower limit of
structure-breaking, and are the values close to the ion. However,
in view of all the uncertainties given above, may be equated to the
work of breaking one hydrogen bond (although some degree of
hydrogen bonding may be possible at the side of the dipole away from
the ion).

We now note that in Eq. (35), the local dielectric constant is
equal to so that it may be calculated in a “bottom-up”
manner if the average geometries of successive shells of dipoles are

dipoles per shell increases as so the summation should be carried out
until sufficient accuracy is achieved. Section IV attempts to do this for
the inner, second, and third shells.

9. The Ion-“Continuum” Interaction in Polar Liquids

From Eqs. (18), (23), and (24):

Using Eq. (49), which is valid to Eq. (44) may put in the
form:

known. The dipole field is proportional to but the number of
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After putting expanding, and integrating from to the
result is:

where and (with a in Å). We are
interested in values for z = 3 of about 5.2 Å, where the terms
corresponding to the advent of dielectric saturation make no more that
about an additional 0.04% contribution to the total Gibbs energy of
interaction of the ion with the continuum.

Buckingham96 reached a similar conclusion using a Born “self
energy” argument. Instead of using with

electrostatic energy density in dV, 133, integrated from 0 to
multiplied by integrated from to He expanded

in an even power series,121 concluding that the distances in second
and higher water dipole shells made the higher terms negligible, thus
dielectric saturation there could be ignored.

As in Eqs. (19) and (20), the integration here is to and so
represents the infinite dilution case. In the relatively concentrated (0.1-
1.0 M) solutions used in electrochemical kinetic experiments, the
summation or integration should be taken over the appropriate number

of shells to electroneutrality. Since the Debye-Hückel approximation*

will not apply to such cases, this will not be identical with the Debye
reciprocal length, but may be given by a pseudo-lattice
approximation.134

It follows that an equation of Born type, but based on different
physical principles (Eq. 56) is a good approximation for the continuum
energy in dipolar liquids up to the onset of dielectric saturation at x = 3,
provided it is integrated from an appropriate distance somewhat less
than that of the superdipole center of the innermost solvation shell from
the central ion. This corrected radius will differ from the distance from
the ion to the dipole centers of the solvation shell under consideration
by about 50% more than the radius of a water molecule.

* The Poisson equation should in any case not be applied where there is a gradient of E,
e.g., in radial geometry121, see footnote on p. 207.

integrated from to he used its equivalent differential for the
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10. Induction Effects

Moelwyn-Hughes93 examined the ion-solvent interaction energy outside
of the first coordination shell or Inner Sphere by a non-Born charging
method using the same Inner Sphere induction term as Bernal and
Fowler16 and Eley and Evans,92 i.e., with

(c.f., discussion under Eq. 18). He also used the Inner Sphere
expression for the nuclear part of the polarization, i.e., without
no dielectric constant or orientational term The use of this

(incomplete)** expression (see Eq. 18) for the nuclear part of the
polarization led him to believe that the interaction between an ion and
permanent dipoles outside the first coordination shell could be
disregarded, since it results in a physically meaningless integral for the
Gibbs energy, i.e.,

The correct expression for this interaction to L(x<3), i.e.,
(Eq. 19) has the same form as that for the induced

dipole energy The use of the combined expression
with (Eq. 19) ensures that it contains the induced
electronic component, equal to about 2.3% of the total at 298 K.

11. Polarization of ut Type

The possible presence of polarization of ut type induced in the
non-uniform field rather close to an ion, but still within the validity of
the assumptions of Eq.s (48)-(51), (57), and (58) is a possible source of
error. Physically, ut polarization consists of dipole translation along
field towards the ion, increasing the local value of and

To examine this requires knowledge of the binding forces and
energies between water molecules. The potential energy Mie function
for each pair is137

Marcus43a, following Mandel and Mazur135, and Brown136 stated that many earlier
expressions for the polar term for intermolecular energy were incomplete or wrong.

**



222 A. J. Appleby

where A, B, and C are constants, d is the distance between the dipole
centers of nearest neighbors, and are structural factors covering
interactions with next-nearest and subsequent neighbors. B is the sum

where Z is the number of electrons, of frequency

D,123 giving Ref. 137 assumed no dielectric
constant in the summation of to infinity, which cannot be correct.
No dielectric constant may be required between nearest neighbors (see
later discussion), but an term is required for next-nearest and
subsequent neighbors. Since this will be large, longer-range
interactions and may be neglected.

The minimum energy for two pairs of nearest neighbors, is 49.18
in liquid water.138 The hydrogen bond distance d is 2.76 Å at

the melting point and 2.9 Å at 293 K.103,138 C is where f is a
function of the nearest-neighbor angles, with a maximum value of 2.137

Putting the differential of Eq. (60) equal to zero at d = 2.9 Å, and using
Eq. (60) with equal to ergs per dipole pair gives A =

and i.e., The
number of nearest neighbors in liquid water138 is actually about 4.4-4.6.
With this correction, C falls to but Pople103 indicated
that using more than 4 nearest neighbors is unjustified, since the larger
numbers result from the partial collapse of the second shell. The
expression for the interaction of two dipoles139 inclined at half of the
H–O–H bond angle of 104.45° 140 gives f = 1.23. The simplest model
for the charge distribution95 is derived from Rowlinson,141 but it places
all of the negative charge on the oxygen, rather than located
symmetrically out of the H-O-H plane.142 Better models will include
the lone pair geometry143,144 or use the central force potential145 using
repulsive terms for H...H and O O, and an attractive-repulsive
potential well for O H.

Duncan and Pople (DP)143 placed the lone pairs at ±60.1° to the
dipole axis. With one end of each molecule aligned at this angle, and
the other aligned at half of the bond angle gives f = 1.30. These values
assume that the field corresponds to that of a simple dipole of
vanishingly small length. An accurate calculation using the DP charge
distribution (Section V) shows much higher local fields than predicted
by the assumption of simple dipoles at distances of 2.9 Å from the
oxygen atom. The fields in line with the H–O axes are ca. 40% higher

of two terms, the first being the dispersion energy,

the second being the electronic induction energy,137 where
may be put equal to an effective liquid water dipole moment, e.g., 2.42
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than those for an oriented dipole with the Coulson-Eisenberg
moment,123 and those along the sp hybrid orbital–O axes are 10%
higher. This explains why the calculated dielectric constant is
somewhat low.103

The above results give us the possibility of calculating the
distortion of the water structure in the shells surrounding the
coordination shell or inner solvation sphere of an ion, and an estimate
of magnitude of the electrostrictive or translational polarization energy
in the continuum to the point of partial dielectric saturation near an ion.
The inner shell for 2+ and 3+ ions is a puckered
trikisoctahedron,39,146,147 with dipoles in two overlapping layers at
different distances. The dipoles in the (distorted) shell next to the eight
outer trikisoctahedron dipoles for ions with z = 3 have centers
averaging approximately 5.0-5.2 Å from the central ion. Looking at the
system from a simple one-dimensional viewpoint (i.e., along the
direction of the electric displacement), it is possible to set up a series of
simultaneous equations involving the differentials of Eq. (60) and the
differential of to give the forces between the various layers.
These equations can be solved graphically after being all set equal to
zero to allow the amount of electrostriction between the layers to be
estimated. The results show that z = 3, the distance between a water
dipole with its center initially situated at 5.2 Å from the ion before its
charge is “switched on” will translate down the field. However, the
one-dimensional translation will be hindered by lateral compression, so
that the effective translation will be only about 0.025 Å. A dipole
initially situated at 5.5 Å will correspondingly move by 0.02 Å. A
dipole situated in the next shell, at about 9 Å from the central ion will
move by Å. The movement in subsequent shells will be
negligible. The corresponding increases in interaction energy
(proportional to is about 2% at 5.2 Å for z = 3, and 1.8% at 5.5 Å.
The cumulative motion in the shell at 8.0-8.3 Å (about 0.03 Å) results
in increase of about 1.5%, a percentage which falls slowly in
subsequent layers (e.g., 3% at 10.9 Å). Both the small displacement,
and the small change in interaction energy are approximately
proportional to so these figures must be multiplied by about 0.44 for
z = 2, and by 0.11 for z = 1. A calculation to determine the energy in
individual shells suggests that the predominant terms
adds about 1.5% to the total electrostatic energy in the continuum
measured from r = 5.2 - 5.5 Å for an ion with z = 3, about 0.7% for z =
2, and less than 0.2% for z = 1. The electronic polarization energy
terms will be similarly affected. For z = 3 and r = 5.2
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The estimated electrostrictional molar volume change
(0.144 x 18) is This is in good agreement with the
estimates of Desnoyers, Verrall, and Conway148 for this field strength.
The effect of the term on the interaction energy of
interaction up to dielectric saturation is small, but not negligible.

12. Quadrupole or Multipole Effects

A trigonometrical calculation96 shows that an water quadrupole-ion
displacement interaction energy at ionic (charge ze) distance a from the
dipole center is:

where partial charges are on the protons and oxygen, 1, y are the
dipole length and half of the distance between the partial positive
charges, is the angle of y to the plane containing a and the dipole axis,

and is the mean angle of the dipole axis to the field. The
± signs before the angle independent quadrupole terms refer to positive
and negative ions respectively, i.e., if a is measured from the dipole
center, the interaction energy to a positive ion is more negative than that
of an equivalent simple dipole. In most texts, ion distance is measured
from either the geometric center or center of gravity of the water
molecule. The latter is situated about 0.066 Å from the oxygen atom,
so a further term must be added within the
square brackets. The effect of the differently defined quadrupole
moment may be to reverse the difference between the ions at constant a
(see Appendix).

Equation (61) is for a simple molecular quadrupole.
Assuming free rotation, the average value of giving a ratio
of the mean quadrupole to dipole interaction equal to
or from Eq. (50) and the definition of

After inserting numerical values,* this is

with a in Å. Multiplying Eq. (57) by this amount and
integration from to gives:

* Dipole length l = 0.5871 Å, bond angle 104.45°, bond length 0.9584 Å140, hence y =
0.7575 Å.

Å, the estimated dielectric constant is 63.5 from Eq. (35), and
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where t is defined under Eq. (57). For z = 3 and the first
quadrupole term contributes only about 0.1% to with negligible
contributions for higher terms. The same argument should be applied
to DP multipoles in Kirkwood tetrahedral groups, but there is no reason
to believe that the result would be very different.

13. At Dielectric Saturation

The local dielectric constant is only
for a constant, parallel field. The factor 4 in will become
smaller at small distances, when individual dipoles are no longer parts
of quasi-continuous shells of charge (Appendix 1). Within the limits of
his assumptions, Booth rather rigorously obtained an expression for
containing the Langevin function, whose derivation uses the Boltzmann
distribution and classical statistical mechanics. These may both become
invalid for a small cohort of dipoles whose interaction with the field
approach kT. In a parallel field, a large number of dipoles of all
energies may be readily found, so that Stirling’s formula for factorials of
large numbers used in deriving the Boltzmann distribution depends
should be satisfied.

In radial fields near an ion, the population of Langevin dipoles in a
given interaction range becomes rapidly less with decreasing ion-dipole
distance, e.g., in a shell of thickness 5.8 Å with a center at 6.3 Å there
are about 20 superdipoles, with about 5 times as many in the next shell.
A less approximate Stirling expression

gives an acceptable value for N! even for small N (–7.8%, – 4.0%,
–2.7%, –1.4% for N = 1, 2, 3, 6 respectively). The modified
Boltzmann distribution then is approximately:

where is the number of molecules in the ith state of energy in a
total population of N molecules. The numerator and the partition
function f in the denominator contain the weighting factor
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for each As a minimum (see above), we are interested in values
corresponding to a fraction of the subpopulation of molecules in the
first shell for 1+ ions, whose motions (see below) have transitioned
from free rotations to large amplitude librations under the influence of
the ion field. The distortion in the energy distribution function is to
give smaller weighting factors for large and small The smaller f
values will result in smaller mean thermal energies than the classical
Boltzmann values, which will generally result in smaller mean angles of
the dipole to the field, i.e., somewhat smaller effective values of near
the ion than Booth’s theory predicts. This error will become
progressively less so for successive shells.

The Boltzmann distribution assumes no interaction between
molecules, i.e., an ideal system. When dipoles are oriented by a strong
field, they interfere with each other. In relatively weak fields, free
rotation of solvent dipole groups occurs, as the Kirkwood-Booth model
of the low-field value of the dielectric constant requires. The
Schrödinger equation for a rigid rotating dipole cluster of effective
moment undergoing planar rotation in an internal electrostatic field

is:

angular displacement from E is kinetic energy, and
with as in Eq. (34) and equal to the distance from an ion. The
other symbols have their usual meanings. This equation has one total
energy minimum at Similar wave equations with two minima (at

and for hindered rotation in a crystal) and for three-dimensional
rotation with n minima (at etc., for hindered internal
rotation of, e.g., groups within a molecule rotating in space) have
been evaluated.149,150 The eigensolutions for such equations transition
from those for a non-degenerate free rotation (when V << 0.25kT) to
approximately those for a harmonic vibration (when V >> 0.25kT).
From Eqs. (35) and (36), this transition will occur at practically the bulk

value at 7.3, 10.3, and 12.6 Å from ions with z = 1, 2, and 3
respectively. For z = 1, this is a little beyond the center of the first
Continuum shell, while for z = 3, it is closer than the center of the
second shell. At the center of the first Continuum shell at 6.3 Å for z =
1 ions (Sections III-2 and IV), Eqs. (49) and (35) show x = 0.34 and
= 77.8. For z = 3 ions at 7.6 Å, the corresponding values are x = 0.72

where is the mean angle between the dipole and the field, is the
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and Under these circumstances, Booth’s assumptions
(including the use of the classical Boltzmann distribution may still
approximately apply), and the superdipoles with maximum energy of
kT per axis will be performing large-amplitude librations. The
frequency of free rotation of superdipoles under energy
equipartition conditions at 298 K is estimated as in
Section VI-1. The libration frequency151 will be slightly less at

Both are well within the classical range, so quantum
corrections to the energy function are not required. Thus, we conclude
that while physically, Booth’s assumptions and the approximations
considered here may still have value to x = 3, in reality, they can be
abandoned at x = 0.3-0.75. At higher field strengths, the dipoles
become fully oriented and dielectric saturation rather suddenly occurs.

We therefore arrive at Eq. (53), the classical expression used by
Bernal and Fowler16 for the inner sphere, with the addition of a small
additional term, which may be regarded as a term for the break-
up of the solvent structure, which can be replaced by an estimate of the
energy to break the structure of water.

14. Summary of Ion-Solvent Interactions

The above discussion shows that the electrostatic free energy of
solvation can be divided into an coordination shell or inner solvation
sphere in which is close to 1, where the interaction depends only
on and an outer solvation sphere where the interaction
depends to a good approximation on Eqs. (55)-(57), but in which the
electrostatic Gibbs energy may be approximated by the integral in Eq.
(58), which resembles the Born charging equation, but it is obtained in
a different way with a more definite physical meaning.

An accurate estimate of the electrostatic Gibbs energy of
interaction between an ion and the polar molecular “continuum” should
be summed to the point of electroneutrality over all time-averaged
solvent molecule charge positions and configurations, but a sufficiently
accurate expression may be obtained by the above integration from a
carefully chosen minimum distance. This distance is the weighted mean
of the dipole center distances in the first shell of the continuum
surrounding the solvated ion, minus a correction term equal to about
2.00 Å. Almost 60% of the continuum energy is typically in the first
“outer” shell, which is characterized by a somewhat lower dielectric
constant than the bulk value estimated by the Kirkwood-Booth
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theory.72,73,124,125 However, since the local value of the dielectric
constant, enters into the final energy expression via a factor

the overall change in Gibbs energy due to the change in dielectric
constant is small. Grahame117 reached a similar conclusion using Born
charging in conjunction with the differential dielectric constant, Eq.
(42).

To a good approximation, the quadrupole or multipole model of
the water molecule may be considered to be a dipole to estimate the
electrostatic Gibbs energy of interaction with the continuum. Booth’s
expressions73,124,125 for the dielectric constant break down more rapidly
in large radial fields than in parallel fields. The dielectric constant to be
used under these conditions can only be determined by evaluating the
opposing local counterfields. The limit corresponds to where
Booth’s model would begin to be increasingly inaccurate if it were still
physically relevant. Because of the abruptness of the change from high
values of the local dielectric constant to essentially vacuum values,
Bernal and Fowler’s division of the energy of interaction of an ion and a
dipolar solvent into Inner and Outer Spheres16 is justified.

IV. THE INNER SPHERE(S)

1. Multivalent Cations as Trikisoctahedra

A model is given here for multivalent cations with large Gibbs energies
of hydration with “puckered” trikisoctahedral39,146,147 primary or inner
solvation shells. These dipoles are in direct line-of-sight of the ion and
have an intense interaction with the displacement in a given volume
element dV. It has been suggested that they may be surrounded by
monomeric water, depending on the ionic charge152, but this improbable
given the discussion in Sections III-12 and -13. Multivalent single-
atom anions should behave like cations, but large multiatomic anions
should have a single-shell structure.

It has been generally assumed16,92,93 that the Langevin function
for these dipoles will be close to unity. Because of the close line-

of-sight interactions, the assumptions required for the presence of
Onsager and Lorenz cavities fail under these conditions. Frölich’s
requirement108 that the cavity must be a spherical volume large enough
to have the dielectric properties of a macroscopic specimen, and contain
a sufficient number of charges to be treated by classical statistical
mechanics cannot be so next to an ion, where the internal to external



field ratio will be close to unity, and the effective moment should
be close to the vacuum value (discussed under Eq. 37).

Booth’s theory73,124,125 predicts that will fall to in intense
fields, however the space involved in ion to nearest-neighbor-dipole
interactions is not bathed in an electronic medium. The ion itself is not
polarized, since there is no net field in spherical symmetry. Thus,
should be unity for the primary shell and other nearest-neighbor
interactions, c.f., Bernal and Fowler,16 Eley and Evans.92 The dipole
fields opposing the ion dielectric displacement may be
calculated from the fields of nearest-neighbor and more distant dipoles
to obtain the local dielectric constant Components
of determine the repulsive energies between pairs of dipoles, and
produce the net external field  whose internal field
creates induced dipoles. Previous work10,92,93,152 has generally ignored
the effect of the dipole fields on induction, which can lead to
considerable error for high-z ions with up to 14 trikisoctahedral dipoles.
At dielectric saturation, the Gibbs energy of ion-nearest-neighbor-
dipole interaction is given by Eqs. (52) and (53), with and
close to unity, with close to With we
obtain the equivalent of the Bernal and Fowler expression16 for the
inner sphere ion-permanent dipole interaction:

in which is the energy per dipole due to the presence of all
other dipoles in the system, and is the work to detach the dipole
from its environment in the presence of In principle, may be
calculated (Eq. 54). Work is first required to orient the axes of freely-
rotating transient groups of superdipoles, then more is needed to detach
water molecules from these. Per dipole, this may be equated to the
work of breaking a maximum of one hydrogen bond, since some
hydrogen bonding should always be possible in the direction away from
the ion.

The inner sphere of relatively small ions is generally accepted to
have 4 or 6 dipoles in symmetrical tetrahedral or octahedral
coordination, depending on the ion size and charge. In principle, these
might respectively accommodate 4 and 8 other oriented intercalated
dipoles as a second shell. In the tetrahedral case, the second dipole
group would be at  from the first, where is the tetrahedral
angle, i.e., at 70.53°. In the octahedral arrangement, the second set are
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at i.e., at                 from the first. The octahedral
arrangement is most frequent with high-z ions with octahedral d-
orbitals, which make at least some contribution to their solvation
energies.153

If the ion-dipole center distance is 2.75 Å and the overall packing
corresponds to the closest approach distance for water (taken as 2.76
Å), then the second set of dipoles are 15% further away than the first,
whereas if it is 2.5 Å, the second group are 31% further away. The
concept of a tightly bound inner shell and a more loosely bound second
shell offers a good explanation for the coordination number (c) and
hydration number (n). 154,155

Inner sphere equilibrium solvation energy calculations have
generally used rather simple models, rather than attempting to
determine the energy well parameters. Bernal and Fowler16 included
ion-permanent dipole and ion-induced dipole terms with Van der Waals
attractions and Mie ion-water repulsions, with no exact calculations.
Eley and Evans92 replaced the permanent dipole term by point charges,
and Moelwyn-Hughes93,98 used Mie repulsive terms. Since the
quadrupole concept was introduced,96,141 a quadrupole term has
generally been added to the permanent dipole term.154 Often154,156 no
Mie repulsion term has been used, the ion-dipole distance being taken
as the ion crystal- plus water molecule radii, where a reactive wall
occurs. Such a model cannot give a correct description of the energy
well and the force constant.  The pair potentials144,157 used in molecular
dynamic simulations in recent years are also rather simple, and do not
use the feedback of electrostatic fields.145,158

2. Inner and Second Sphere Energies

From Eq. (18), the potential energy of interaction of permanent
and induced dipoles close to an ion may be written:

where are the work to create the dipoles, are the
dipole field vectors along the ion displacement and axes, and the
terms are the Mie repulsions between the dipole, its closest neighbors,
and the ion. The factor 1/2 in the terms avoids double counting.
Following Eq. (18), giving:
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The work to break up the superdipole structure in associated polar
liquids is small compared with We see that the repulsive
interaction between the induced electronic dipole and the total dipole
field along the displacement axis has disappeared, i.e., all repulsive
energy terms for each and pair are included in their work of
formation, and repulsive terms containing only involve those
between permanent dipoles, giving an important simplification. If

required, the appropriate quadrupole corrections can be added to the
values along the axis of each but this greatly complicates the

calculations. By definition:

The dipole field creating along the ion displacement axis is a
geometrical function of all permanent dipole and induced dipole
terms for a system of n dipoles:

where the terms are geometrical factors associated with the
displacements for jth dipoles of each type. If appropriate, these may
contain the optical refractive index A similar equation is written for
each and the simultaneous equations are solved for each for the
given system geometry. The net field along the ion
displacement axis is thus obtained from Eq. (68), giving the local
dielectric constant A simple illustration
for two dipoles of induced moment with centers at distance x from an
ion, both permanent moments inclined at to the ion displacement
has Rearranging:

The first water molecule model used here assumed for simplicity that the negative
dipole charges are at 0.15 Å from the oxygen atom center, in the H-O-H plane

92, 159.

This was modified as necessary as the fitting proceeded. This model results in a dipole
length of a 0.436 Å. At the distances considered (with x at about 5 times the dipole
length), the repulsive terms for a dipole differ from those of an aligned water quadrupole
by less than 1%. However, both the axial field term, and the potential energy of
interaction estimated from the point charges are 12-13% higher than those for the
corresponding and terms for the corresponding quadrupole approximation.

*
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where g is the appropriate geometrical factor, the numerical factor
2.377zx (with x in Å) is the ratio

For the dipole array in question, and putting
the dipole field along the axis of each dipole will

be so the interaction energy of one dipole with the

*

with nominally equal to
is2.02 D, and At typical values

of x for z = 1, is such that is rather small (e.g., It
becomes much more important for z = 3. This is performed for all
dipoles in the system until the necessary accuracy is obtained. Often it
is only necessary to consider dipoles of one type in a single shell, as
above. Some properties of such an assembly of permanent dipoles may
be illustrated by considering a simple model of a line of permanent
dipoles with an effective number of closest neighbors equal to n (a
Madelung constant for the line160), at a closest neighbor distance
The dipole displacement at an angle to a line intersecting the center
of a dipole at an angle at a distance and where are the
angles subtended by the planes containing the angles and and a

reference plane containing the line (Figure 4)* is given by139:

others is where the 1/2 avoids double counting. The dipole
field perpendicular to the line opposing the displacement

The field orienting the dipole array isbe equal to
will

so
allowing to be calculated. For simplicity, is assumed
independent of but the electron distribution will be anisotropic
due to the directional nature of the chemical bonds.99,121 The electrical
potential energy of each permanent dipole is:

The description of the angles is unclear in Ref. 139.
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Figure 4.  Dipole field angles.  ABCD is a reference plane.

where the term is the potential energy of a dipole in the
undisturbed dielectric fluid. Equation (73) minimizes at for

and at at
To illustrate the properties of a spherically symmetrical dipole

assembly around an ion, we first consider only permanent dipoles to see
the effects of counterfields and repulsion terms. If the examination of
second and third shells shows little effective energy for permanent
dipoles, there is no point in examining induced dipoles, since the
induction fields will be negligible. In spherically symmetrical systems
are more complex than the above examples, but show similar
characteristics. The axial field terms due to each neighbor type
depend on the angles via a multiplier equal to

where is the angle between
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the displacement axis and the line joining the centers of neighboring
dipoles of the ith type, and is the angle to the dipole to the plane of
these neighbors. Molecular models shows that rotation away from the
plane to a point mid-way between nearest neighbor sites reduces overall
interactions to a minimum. The angular rotations, are then ±60° for
tetrahedral, and ±45° for octahedral symmetry.

The repulsive fields between symmetrically arranged dipoles in
the same shell along their axes are

where is the geometrical
of the ith type. From geometrical considerations.

The potential energy of interaction of an ion with a single solvent
permanent dipole in a spherical shell is given by:

If required, the attractive interaction can be represented by the
quadrupole expressions (Eqs. 61 and 62), and the     field term can
be estimated assuming point charges. This results in the appearance of
additional terms in and higher powers. These refinements will be
ignored for the present.

Equation (74) minimizes for for any given value of x, and for
x at any given value of We can find the distance at which is
equal to unity in simple systems (tetrahedral, octahedral) by
differentiating Eq. (74) with respect to and putting         equal to
unity in the equilibrium condition. For tetrahedral groups for
x > 1.594 Å for univalent ions, assuming an effective value of in
water = 2.02 D, to be refined as required. However, the minimum
energy with would be at 0.362 Å i.e., at

which is physically meaningless. In tetrahedral
symmetry, the corresponding figures are x > 2.676 Å for with
minimum potentials are x = 1.394 Å for z = 1, and 0.697 Å for z = 2.

Graphical calculation* shows that the function is unstable, with no
potential well, if x and are allowed to vary simultaneously where this
is physically meaningful. A symmetrical group of dipoles will then
move down the field towards the central ion, and will go from

Graphical simulations were performed using the graphing calculator function on an
Apple Macintosh PowerPC personal computer.

factor

*
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unity to successively smaller values as the repulsive energy term
increases, but the energy of attraction still continues to increase as x
becomes less, until the Mie repulsive energy terms between the ion and
the dipoles, and between the dipoles themselves, take effect.

Because of the instability of the functions, we are justified in
making the simplifying assumption that the dipole axes are aligned
along the displacement axis in the high fields close to the ion, when the
basic assumptions for the theory of the Langevin function have broken
down. It has been suggested that this may not occur, to allow for the
possibility of more favorable hydrogen bonding to associated water
molecules.161 This is discussed in the Appendix, which shows that the
effective dipole axis for multipoles may not coincide with the normal
symmetrical dipole axis.

3. Dipole Nearest Neighbors

In tetrahedral symmetry, there is only one first shell interaction (nearest
neighbor, n = 3), whereas in octahedral symmetry, there are both
nearest-neighbors (n = 4) and second-nearest neighbors on the other
side of the ion (n = 1). The interactions between the first shell and the
second may be handled similarly. In this case, the geometry of the axes
is not an isosceles triangle and the equations for calculating the angle
expressions in the terms are more complex, but the principles are the
same. Since the problem is a many-bodied one, reasonable simplifying
assumptions are needed to make it tractable. The first is that
for the inner shell. Hence, the weak interactions of second-shell dipoles
with the central ion, along with the various repulsions, may give a
term in the second shell. For the second shell of a trikisoctahedron,
there are three nearest-neighbor interactions between a second shell
dipole and first shell dipoles, and three second-nearest-neighbor
interactions. There are three nearest-neighbor interactions between
second shell dipoles, three second-nearest neighbor (diagonal)
interactions, and one diagonal interaction with the dipole on opposite
side of the ion.

So far, all interactions have assumed that can be considered to
be a dipole. This is a good approximation for repulsions, but not for
attractive interactions at shorter range, which require a multipole
approach to improve accuracy. Since all calculations were numerical, it
was easy to regard the water molecules as having point charges. For
simplicity, in initial simulations the center of each positive charge was
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at each proton, separated by 2 x 0.757 Å, and the center of negative
charge was considered to be at the molecular center of water16,159 or
0.15 Å from the oxygen nucleus, i.e., a dipole length of 0.436 Å with
an effective charge of esu for a moment of 2.02 D.
Changes were made as needed to improve fitting. The interaction
energy (in ergs) of a cation with a fully-aligned permanent quadrupole

symmetry with were located nominally at 2.5 Å, to be adjusted
to account for experimental energy values and force-constants. In
setting up the preliminary equations, electrostatic repulsions were
expected to predominate in the loosely-bound second shell, so Mie
repulsions between nearest-neighbor water dipoles were first of all
ignored, as were attractive London dispersion forces, i.e., crystal
field effects, since these are overwhelmed by ion-induced dipole
terms for 2+ and 3+ ions. This procedure is the same as eliminating
the Mie repulsive terms by differentiating, setting to zero, and
minimizing the energy expression.98 For the two trikisoctahedron shells
and the “Outer Sphere,” three simultaneous equations were used, with
water-water repulsions and dipole-dipole repulsions for all possible
dipole pairs included between the first two shells, and the system was
iterated until it was self-consistent.

The nearest neighbor distance between a first shell dipole and one
in the second shell was initially assumed to be the diameter of a water
molecule (2.76 Å). Under these conditions, the distance between the
central ion and the center of a second shell dipole is 3.30 Å when the
primary shell ion-dipole center distance 2.5 Å. After various iterations
described below, the view that adjacent water molecules had their
geometric centers at 2.76 Å was abandoned.

The first problem for trikisoctahedral symmetry was to find the
minimum energy configuration for the second shell. One assumption
made was that rotation of the dipole in the second shell was the same as
that in octahedral symmetry, i.e., towards diagonal neighbors, or
towards one nearest neighbor in the first shell. Molecular models show
that there appear to be nine second-shell nearest-neighbor pairs in
which one neighbor lies on the plane containing the dipole centers and
the central ion. In these cases, the second nearest neighbor lies on a
plane of rotation inclined at 54.74° to this plane. Of the remaining three
pairs of nearest neighbors, one has both neighbors lying on the plane

at an ion-dipole center distance a (in Å) will then be

A test was conducted on the eight identical dipoles of the second
shell of a trikisoctahedron. The inner six dipoles in octahedral
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joining their centers and the central ion, one has one neighbor at
+54.74° to the plane with the other at +90°, and the other is at +54.74°
and –90°. Similarly, of the twelve diagonal pairs, nine are at 60° and 0°
to their plane, one has both dipoles on the plane, and two pairs are at
+60° and ±54.74°.  If are the angles between the planes of rotation
and the plane which includes the dipole centers and the central ion, and

is the (common) angle on each plane of rotation between the
corresponding dipole and the displacement axis on the plane of rotation,
the required functions in Eq. (72) may be calculated. We find that

are equal to are
are and

are When these are inserted into
Eq. (74), complex expressions result, which contain sums of

and terms. The latter have
alternate ± signs whose values depend on the method of counting. They
certainly cancel for and they appear to cancel (or nearly cancel)
for all values of They were therefore ignored. The repulsive terms
between one second shell dipole and the seven other second shell
dipoles were then calculated. The interaction between the three first
shell nearest neighbors assumed a rotation towards one neighbor, and
angles of 120° with the remaining pair, with opposite rotations in
respect to the positions of the inner shell second neighbors. A simpler
expression was obtained for the interactions between the first and
second shell dipoles, since the first shell permanent dipoles were
assumed to have It is clear from Eqs. (67) and (68) that
interacts repulsively with the due to the permanent dipoles, whereas

does not, so only the effects of the permanent dipoles in the first shell
on those of the second need be considered. Having determined the
orientations and fields of the permanent dipoles, the values of the
induced dipoles can then be determined by calculating the relative field
multipliers in Eq. (70), and solving the simultaneous equations for each
shell.

The potential energy of each of the eight second shell permanent
dipoles is given by
where is the second shell ion-dipole center distance (3.30 Å in this
example), and the factor 245.8 is in The
potential thus obtained corresponds to the potential energy change in
solvating a gas-phase ion with a gas-phase dipole. To obtain the
approximate Gibbs energy of solvation of a gaseous ion by liquid water
in the second shell, a quantity equal to the energy of the number of
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hydrogen bonds broken per water molecule surrounding the ion should
be removed. This average number is uncertain. However, at least one
hydrogen-bonding position (i.e., two half-bonds) is blocked by the ion.
In tetrahedral symmetry, it is possible to argue, from geometrical
considerations, that the effective value is one hydrogen bond per water
molecule95, but in octahedral symmetry the geometry makes this less
certain. However, the equivalent of one hydrogen bond per solvating
water molecule, or about is plausible and was adopted.
In addition, there is the work of forming a cavity in the liquid large
enough to contain the ion and its oriented solvation shell(s). The radius
of the cavity may be put equal to the distance b to the centers (strictly,
the dipole centers) of the first shell of bulk water molecules (i.e., of
“continuum” water). The energy to form such a cavity can be estimated
electrostatically, or more simply from the surface energy, of water.
The energy of formation of the cavity is but it will include other
terms such as those for the formation of straight or bent103 hydrogen
bonds, which are accounted for separately. The compressive forces in
the cavity are opposed by an unknown repulsive Mie term acting over
part of b, which is ultimately borne by a repulsive terms between the
ion and the first shell of water molecules. However, we can estimate
the value of this term by putting the differential of the electrostatic and
Mie energy terms equal to zero to determine the equilibrium condition
when the opposine forces are equal.93,98 If the Mie energy term
depends on where q is a fraction, it can be put equal to
where A' can be eliminated from the equilibrium condition at which
is Thus, is and the total energy of
cavity formation is We will see below that for an ion of z =
3, is about 6.2 Å. Thus, the energy of cavity formation is about

ergs for a trikisoctahedron of 14 water molecules, or 280 kJ/14
per mole of water molecules. This corresponds almost exactly to the
energy of one hydrogen bond.

4. Initial Simulation Results for First and Second Trikisoctahedron
Shells

Some EXAFS data on metal ion-oxygen distances are available for
hexaaquo transition metal ions.94 These are generally about 2.1 Å for
2+, and 2.0 Å for 3+ ions, and correspond to those determined by X-ray
diffraction in crystals.94 Some symmetrical breathing mode vibrational
frequencies are also available, allowing force constants for a reduced
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mass equal to that of one water molecule to be calculated.71,162 They
are about 390 and for 2+ and 3+ states.

The ion-dipole interaction may be approximately expressed as
where the first term is for Mie repulsions and the

second is the effective sum of the ion-permanent dipole and
ion-induced dipole interactions and electrostatic
repulsions. The latter are dominated by the repulsions in the first and
second shells (see later discussion), which are generally proportional to

From the equilibrium condition, where is the
equilibrium ion-dipole center distance at the bottom of the energy
well. Writing and expanding the powers of to
the quadratic terms, the first binomial terms vanish and we obtain:

where f is the force constant. Both the ion-permanent dipole and ion-
induced dipole terms are significant. The force constants vary between
approximately and for 2+ and 3+ ions where r is the ratio
of the bond lengths in the 3+ and 2+ states, depending on the relative
importance of the two terms. The relative frequencies  will
therefore vary by factors of between 1.65 and 2.6, the most likely value
being about 2, which is much more than the experimental result.

Initial simulation results showed that second shell water molecules
regarded as dipoles aligned along the axis of the displacement, i.e.,

for all z values, thus simplifying the problem. The equilibrium
position of the second shell could not be determined by assuming that
nearest-neighbor water molecules were located at between 2.76 and 2.9
Å apart. Repulsive Mie energy terms between water molecules were
added to the electrostatic attractive and repulsive forces added to
reproduce experimental solvation energies, the best fit being n = 12.
Other powers in the range 9-14 and exponential expressions163 were
examined, but these were less satisfactory for bond-length reasons. The
value of the dipole moment was chosen to give the best fit, starting with
2.02 D (Eq. 36).

Bernal and Fowler16 and Eley and Evans92 suggested that positive
ions should align along the dipole axis since they considered the
negative charges to be on the centerline, on or close to the oxygen,
negative ions aligning more or less along one O–H bond axis.
Verwey161a went further in considering that positive ions should also be
off axis, following his earlier suggestion161b that the negative charges
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and bonds are arranged tetrahedrally. These “Verwey Positions” would
be stabilized by allowing three hydrogen bonds towards the bulk

solvent, rather than only two161a.*
Early calculations in the present work for higher-valency ions

assumed water dipoles of Rowlinson type in axial positions, using both
dipole and point-charge calculations. Any refinement with DP
multipoles in the Verwey and axial positions (see Appendix for z = 1)
requires considerable time and effort, and is unlikely to give radical
changes, since it results in only slightly different bond-lengths. For
positive ions, the Verwey positions may be favored because the dipole-
dipole interactions appear to be more attractive in the most favorable
rotational orientations for four tetrahedral or six octahedral dipoles
(average about +1.7kT per dipole at 298 K for the octahedral case at a
dipole center-positive charge distance of 2.1 Å, compared with +10.8kT
per dipole for aligned dipoles. For tetrahedral solvating dipoles, see
Appendix). Whether this is enough to offset the lower positive ion
attraction in the Verwey position compared with that for oriented
dipoles and to swing the balance for 2+ ions and particularly, 3+ ions,
for which a much larger part of the interaction is via induced dipoles,
remains to be seen. Since the electronic polarizability is not
isotropic,121,129 it may maximize along the dipole axis, giving a further
reason for steering the water molecules in this direction (see Appendix
2).

The Mie term used for second-shell water molecules was the same
as that used following Eq. (60) per pair).
However, there is no net potential energy in the combined first and
second shells due to water molecule repulsions. The second shell
molecules press the first shell inwards, and are repelled by the ion Mie
terms, so the repulsive energies cancel.

The two simultaneous equations for the first and second shell
energies were solved to obtain the induced dipoles in the second shell,
which gave and for z = 4+, 3+, and 2+
respectively. For z = 1, a large value of 9 was obtained, giving
counterfields of opposite sign, with giving

(3.6kT) for the induced dipole interaction. This effect
is an artifact, which would disappear if a third shell is considered. The
corresponding values for the second shell, ignoring the effects of

From Pople’s work103, these would be bent, since a solvated ion has a moment of
inertia at least as great as that of a water superdipole.

*
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counterfields due to the third or subsequent shells (see below), were
2.02, 2.32, 2.96, and 0.93 for z = 4+, 3+, 2+ respectively. Thus, the
overall interactions for the eight members of the second shell of the
trikisoctahedron situated at a distance                       from a central ion
with a primary shell ion-dipole center distance of 2.50 Å with the
above assumptions represent about 20%, 18%, and 18% of the total
solvation energies of about –8,300, –4,600, and for z
= 4+, 3+, and 2+ ions.

Similar functions were examined for and 2.8 Å.
Somewhat less negative values of the interaction were found at both
distances. At 2.8 Å, the packing of the first shell is more open and x is
slightly shorter than at 2.5 Å (3.164 Å vs. 3.30Å), giving higher
repulsions. At 2.3 Å, the first shell is more densely packed, squeezing
the second shell dipole out to 3.35 Å, reducing the net interaction
somewhat. Further examination showed that at x = 2.5 Å, a marginally
higher net interaction was possible if the nearest-neighbor distance was
increased to give slightly reducing the repulsive terms.

5. The Third and Fourth Shells

Assuming for the moment complete water molecule separation from
superdipoles, the third trikisoctahedron shell can have 24 or 12 dipoles,
occupying the space between one in the first shell and two in the
second. A reasonable range of first shell ion to water molecule center
distance for high-z and low-z ions is from 1.9 Å to 2.6 Å. The
oriented second shell dipoles then have ion-to-center distances of
3.428, 3.429, 3.426, and 3.327 Å for values of 1.9, 2.0, 2.1, and 2.6
Å respectively, illustrating the squeezing effect on the second shell as

becomes shorter. The 24 third shell dipoles lie at distances of
4.454, 4.504, 4.571, and 4.882 Å at the same respective distances.
The z = 4 case at a bond-length of 1.9 Å slightly squeezes the first shell
water molecules to a distance of 1.344 Å, less than the normal radius of
1.38 Å. The second shell water molecules do not interfere with those in
the third shell for z = 1, 2 and 3, but do for z = 4, giving a center-to-
center distance of 3.01Å, rather than 2.9 Å.

The alternative second shell of 12 dipoles lie adjacent to two
second shell dipoles, equidistant from, and touching, two first shell
dipoles. However, due to interference from second shell dipoles, their
closest approach is the same as that for the 24 dipoles shell discussed
above. The third or fourth shells are more complex to model than the
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second sphere, so approximations were made as required. The most
important terms were the symmetrical repulsions between the second
and third shell dipoles, rather than the more neutral terms resulting from
repulsions in the first and third shells. The latter orient added dipoles to
a greater value, reducing repulsive interactions. We may rewrite Eq.
(35) as

for intense fields, where is assumed to equal
Approximate interactions were obtained by solving Eq. (76) graphically
for at the appropriate distances for 24 dipoles, assuming the above

values for z = 4+, 3+, 2+, and 1+, respectively, and nominally
putting equal to 2.0 D. The results are shown Table 1 for overall
interactions per permanent dipole for third shells of 24 dipoles in
kT units at 298 K. The final column contains the corresponding
electronic induced dipole interaction from Eq. (55) with i.e.,
using and

The dielectric constants have reasonable values, considering that
the packing of 24 dipoles around the trikisoctahedron preserves the
four-nearest-neighbor water structure. Induced electronic dipole effects
at this distance are small for z < 4. Whether a 24 or 12 dipole model is
reasonable is obtained by estimating the volume of the shell extending
from the inner to the outer edge of the 24 dipole distance (i.e.,
where is the water molecule radius of 1.38 Å) for z = 4. This volume
is which would contain 23.5 (i.e., 24) water molecules
at the bulk water density. For z = 4, the total interaction per dipole is
about 3 times the hydrogen bond energy, so the water structure will be
significantly broken. After subtracting the hydrogen bond energy, the
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total interaction will be about 12% of the total solvation energy. For
z = 3, the total interaction energy will be about 1.7 times the hydrogen
bond energy, i.e., about –335 kJ/mole, slightly more than 7% of a
typical –4,600 kJ/mole total solvation energy. For z = 2, no water
breakdown will occur, and the energy of the shell will be about 19% of
a typical –1,900 kJ/mole solvation energy. The effect for z = 1 is
similar.

The fourth shell was also examined assuming single dipoles with
moments approaching the vacuum value, and no Onsager or Lorentz
cavities to give an upper interaction limit. Fourth cell packing was
irregular, with distances varying from about 6.0 6.7 Å, 6.1 6.8 Å, 6.2
6.9 Å, and 6.7 7.4 Å for the greatest interactions for z = 4 to z =1
respectively. The calculated and permanent dipole interaction
were 12.63, 13.97, 14.81, and 15.28, and 7.65kT, 4.06kT, 1.70kT and
0.31kt respectively. For z = 4, the induced dipole interaction was
0.40kT, so the total interaction is almost equal to the hydrogen bond
energy and a dipole in the fourth shell should still just be attached to a
more distant nearest neighbor. However, the value (about 2.1)
would suggest no free rotation. Multiplication of the dipole moments
by the Lorentz cavity terms for the critical z = 4 case gave a
dielectric constant of 20.29, increasing the
interaction energy value to 7.89kT by increasing the apparent
dipole moment. The addition of an Onsager cavity term

in the Langevin function increased to 29.27 with
and gave a slightly higher value of

8.14 kT. However, is decreased by the higher dielectric constant
to 0.17kT, partly offsetting this effect. Finally, the use of Booth’s
second set of assumptions for the superdipole moment (A = 1, B = 7/3,
Eq. 37) gives a local dielectric constant of 64.67 with

and of 8.30kT, just less than the
hydrogen bond strength.

The above shows the lack of sensitivity of to the value of or
the underlying assumptions, which is clear from the form of the
expression which mainly depends on the value of

which is almost exactly proportional to to (Eq. 50). The
water structure may be just broken in the fourth shell for z = 4+, but not
for z = 1+, 2+ ,3+. Calculation shows that the corresponding dielectric
constants for the fourth shell using Booth’s assumptions are close to the
bulk values for z = 1+, 2+, 3+ (76.20, 74.19, 70.59 respectively), with

values of 0.300, 0.720, and 1.173, values of 0.099, 0.232, and
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0.359, and values of 0.32kT, 1.80kT, and 4.32kT at 298 K. These
all correspond to the Dielectric Continuum range. The fifth shell for
z = 4 (at about 8.4 Å) gives a dielectric constant of 73.72,

and Again, this is in the Continuum
range.

6. “Bottom-Up” Modeling of the Third Shell

Since the effects of the third shell are not negligible for high-z ions, it
was approximately modeled using the same simultaneous equations as
those for the second shell, i.e., to take a “bottom-up” calculation of the
dielectric constants rather than using Booth’s “top-down”
method.73,124,125 As expected, adding the third shell slightly reduced the
net interactions in the second shell. Again, the principal conclusion was
that the third shell for z = 2 would not show sufficient interaction to
break the structure of water. Thus for z = 1, the second shell may
considered the start of the Continuum Bora-like term, where Booth’s
Langevin function should still apply. For z = 2 and the above
dimensional assumptions, it is the third shell, and for z = 3 and 4, the
fourth shell.

The effect of the first sphere fields on the interactions in the third
shell was small. A spherical shell of charge should be equivalent to that
of an equivalent single charge at its center. However, shells consist of
dipoles with discrete lengths and thicknesses with equal and opposite
charges on each side. The central charges should therefore cancel,
giving no net external or external field. However, the shells considered
here are neither continuous, and they interpenetrate geometrically. For
more remote molecules within the continuum electrolyte, the tendency
to see no dipole field from either successive shells towards the ion, or
from shells farther away from the ion, will become more apparent (see
Appendix). The local dipole field will then largely result from nearest
neighbor dipoles within the same shell. We note that the Kirkwood-
Booth theory of the dielectric constant72,73 only involves nearest
neighbors, and ignores longer-range interactions.

7. Simplified Modeling

If the innermost sphere can be treated independently of the second, it
would simplify calculation. This can be tested by considering induced
dipoles in the first shell independently of the second using Eq. (73), or
via those in the second shell using two simultaneous equations based on

244 A. J. Appleby



Eq. (72). The simultaneous calculation using the previous dimensions
shows for the inner shell to be 1.469, 1.018, 0.570, and for
z = 4+, 3+, 2+, and 1+ respectively. Disregarding the fields of the
second trikisoctahedron shell gives 1.622, 1.172, 0.721, and
respectively. Thus, the second shell may be disregarded for z = 1+, but
not for z = 2+, 3+, 4+. Accurate modeling for z = 4+ requires all three
shells.

The attractive interaction per dipole is and the
total equilibrium interaction, including the repulsive permanent dipole-
dipole and Mie repulsion terms, was typically about 85% of this value,
assuming that the Mie repulsion term varies as This may be
demonstrated by determining the equilibrium point by setting the
derivative equal to zero.93,98 Moelwyn-Hughes93,98 used a simple
analysis with a Mie term, but he overstated the terms by not
considering the effects of the inner shell repulsive fields on their
creation. If these are not included, the corresponding values at

are 2.196, 1.648, 1.098, for z = 4+, 3+, 2+, and 1+
respectively. The error in the equilibrium energy is small (ca. 1%) for
z = 1, where the minor interactions with the second shell have little
effect. Ignoring the second shell overstates the interaction energy by
about 6% for z = 2, falling to 4.5% for z = 4. In view of the
uncertainties introduced by minor order terms (e.g., crystal field
interactions and induced electronic dipole-dipole dispersion) these may
be ignored, or the terms for z = 2+, 3+, 4+ may be reduced by a
nominal multiplier, e.g., 0.95. Finally, if can be
estimated from the vector sum of the dipole fields, it is clear from Eqs.
(68)-(70) that the overall interaction of each dipole in a given shell,
with all dipoles assumed to be oriented along the ion displacement,
dropping vector notation, and neglecting is:

The first term in this useful and easily-handled expression combines the
ion-permanent dipole energy and its repulsive interaction with
all permanent dipoles (compare Ref.
16).
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8. The “Continuum” Energy

The Born-like Continuum energy term may be reasonably accurately
replaced by an integration (Eq. 19), the lower limit being a point
between the inner edge and the center of the first shell of superdipoles.
The upper limit has usually been considered to be the Debye length
determined from the linearized Poisson-Boltzmann distribution,44 but
this cannot apply in the electrolyte concentrations used in kinetic
experiments. For these, the distance at which the sum of the
surrounding positive and negative charges around an ion, plus is own
charge, becomes zero is relevant. Milner164 attempted to determine the
virial of such systems, taking into account the interactions between all
charges present. If is the molecular salt concentration whose
complete dissociation produces cations and anions of valences
and the anionic and cationic charge concentration at distance ‘a’
from a selected cation are and
where and For electroneutrality, the charge
on the reference cation must equal the total surrounding charge, i.e.,

where is the closest approach distance for cations and anions. For a
selected anion, we have At high dilution the integral is
where  is the Debye reciprocal length, so Eq. (78) should be divided
by to give the correct result. Since it uses a non-linearized
Boltzmann distribution and does not involve the Poisson equation, it
should be applicable at higher concentrations than the Debye-Hückel
theory. Activity coefficient calculations using this method165 show a
cube-root dependence of activity coefficient on concentration to about
0.1 M,166,167 after which the Robinson-Stokes solvent activity
corrections168 become controlling.

For a 1:1 electrolyte at a randomly-chosen closest approach
distance of 7.16 Å, Eq. (78) divided by predicts an electroneutrality
length of 10.4 Å at 0.1 M, where is 9.6 Å, and

would be 17.0 Å. If salt-like effective lattice spacings134,166,167

* This should be a summation, but numerical integration is sufficiently accurate.
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occur in higher concentrations, then by analogy with the mean energy of
an ion in a lattice, the electroneutrality distance will be given by
where ‘a’ is the mean cation-anion distance and is a Madelung
constant.160 Assuming a rock-salt-like lattice, ‘a’ would be 28.6 Å and
13.3 Å at 0.1 M and 1.0 M, and is 1.748. The effective
electroneutrality distances may then become very short in electrolytes
used in practical experiments or devices, e.g., 16.3, 7.6, and 4.2 Å in

0.1, 1.0 and 6.0 M 1.1 electrolytes.*

As indicated in Section III-2, the Continuum may be modeled as
spherical shells of five-molecule water superdipoles with an effective
radius of 2.9 Å. Their real radius is the distance between nearest
neighbors (2.9 Å), plus the radius of a water molecule (1.38 Å). They
therefore interpenetrate or interlock as in gears in free rotation,
accounting for the effective number of nearest neighbors at 298 K of
about 4.4, rather than 4.95,103,138 Similar interpenetration with the
solvation shell of ions is likely, with an average 2.9 Å nearest-neighbor
distance between outer superdipole molecules and ion solvation shell
molecules. We note that the moments of inertia, therefore equipartition
energy rotation rates, for 1+ ions and water superdipoles are similar,
permitting coupling of rotations. However higher valency
trikisoctahedral ions have considerably higher moments of inertia, give
rotation rates about a factor of two less than superdipoles. This will
encourage energy exchange, and also push the superdipoles somewhat
farther out on average. Molecular models suggest that the superdipole
centers lie at 4.9-5.0 Å beyond the Inner Sphere dipole centers for 2+
and 3+ ions, and at 3.8-3.9 Å for 1+ ions. These distances must be
corrected to give the correct value in the integral in Eq. (19) to
approximate the Continuum interaction energy. With the effective
electroneutrality distances given above, the first two Continuum shells,
containing about 75% of the total energy summed to infinity, are the
only ones of importance in 0.1 M 1:1 electrolytes. In 1.0 M 1:1
electrolytes, only the first shell, with 55-60% of the energy to infinity, is
important. In 6.0 M 1.1 electrolytes, the Continuum energy effectively
disappears.

As noted in Section IV-5, 4+ cations will have a layer of single
somewhat oriented water dipoles of moderate around the

Energy calculations for ionic lattices show Molten salts can form transient
dipoles and multipoles as ion pairs and clusters, but it is unlikely that these contribute to
a dielectric constant. For charge transfer in molten salts, the equivalent of an FC process
is the change in electroneutrality length as valence changes.

*
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trikisoctahedron. This should be separately modeled, but a good
approximation may be had by adding 5.0 Å to the inner shell center
distance, correcting to give and integrating, since for

is close to unity.

9. Solvation Energy Estimates

Calculations for higher-valency ions were performed early in the study.
In the Rowlinson molecular model,141 the vacuum dipole center lies at
0.293 Å from the oxygen center, whereas in the DP model,143 it lies at
0.1225 Å. The water molecule structure used initially placed partial
positive charges on each proton as in the Rowlinson model, but placed
the negative charges at the molecule center,16,159 which gives reasonable
values for the solvation energy difference between positive and negative
ions at constant oxygen distance and for the ion-oxygen distance for
multivalent ions.95,170 Both point charge and simple dipole models were
used. The force constants and frequencies71 calculated from the energy
wells were satisfactory for the symmetrical breathing three-dimensional
oscillator for 2+ ions, but those for 3+ ions give higher frequencies (see
discussion, Section IV-4). The experimental values for 3+ ions must
refer to cooperative modes between the first and second
trikisoctahedron shells. In later work, the exact DP multipole model
was used instead of a simple dipole model. Recomputing with DP
multipoles in both the Verwey and dipole axial positions is desirable
(see Appendix), but it is unlikely to radically change the model, because
calculations were made to fit experimental values, and changes in
dipole orientation would only result in slightly different bond-lengths
for each assumed dipole moment value.

Some early computations for cations are given below. In all cases,
the loss of two hydrogen bonding positions per water molecule was
assumed (i.e., 20.9 kJ/mole of water), and the dipole is in the axial
position. In the Verwey positions, only one hydrogen bonding position
may be assumed to be lost. Solvation energies are the “quasi-absolute”
values from Ref. 95. p. 106. Distances are ion to dipole center.

Monovalent cations, tetrahedral results:

–542.7 kJ/mole, first shell at 2.500 Å (Continuum –181.3
kJ/mole; 33.4%).

–428.0 kJ/mole, 2.782 Å (Continuum –168.7 kJ/mole;
39.4%)
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–344.3 kJ/mole, 3.068 Å (Continuum –156.7 kJ/mole;
45.5%)

–323.0 kJ/mole, 3.157 Å (Continuum –154.5 kJ/mole;
47.7%)

–298.7 kJ/mole, 3.269 Å (Continuum –151.0 kJ/mole;
50.6%)

Monovalent cations, octahedral results:

–542.7 kJ/mole, 2.680 Å (Continuum. –173.1 kJ/mole;
31.9%)

–428.0 kJ/mole, 2.978 Å (Continuum –161.0 kcal; 37.6%)

–344.3 kJ/mole, 3.267 Å (Born –150.7 kcal; 43.8%)

–323.0 kJ/mole, 3.356 Å (Born –147.9 kJ/mole; 45.8%)

–298.7 kJ/mole, 3.466 Å (Born –144.4 kJ/mole; 48.3%)

Typical early results for multivalent ions:

z = 2: Total solvation energy taken as –1852.3 kJ/mole. Inner
octahedral shell at 2.641 Å, outer trikisoctahedral shell (8 water
molecules) at 4.185 Å. Inner shell to outer shell dipole-dipole
center distance 3.243 Å. Inner shell, 56.34%, Outer shell,
14.51%, Continuum, 29.15% of net solvation energy. Inner shell
induced dipole 1.036 D, outer shell induced dipole, 0.200 D.
Inner shell dielectric constant, 1.862. Outer shell dielectric
constant. 3.960.
z = 3: Total solvation energy taken as –4495.5 kJ/mole. Inner
octahedral shell at 2.499 Å, outer trikisoctahedral shell at 3.951
Å. Dipole-dipole center distance 3.050 Å. Inner shell, 50.24%,
Outer shell, 15.04%, Continuum, 34.75% of net solvation
energy. Inner shell induced dipole 1.986 D, outer shell induced
dipole, 0.372 D. Inner shell dielectric constant, 1.677. Outer
shell dielectric constant. 3.587.
z = 4: Total solvation energy taken as –8082.9 kJ/mole. Inner
octahedral shell at 2.409 Å, outer trikisoctahedral shell (8 water
molecules) at 3.800 Å. Dipole-dipole center distance 2.927 Å.
Inner shell, 56.65%, Outer shell, 14.47%, Third shell (24
dipoles) and Continuum, 28.88% of net solvation energy. Inner
shell induced dipole 2.990 D, outer shell induced dipole, 0.566
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D. Inner shell dielectric constant, 1.599. Outer shell dielectric
constant. 3.396.

Comparison of the above ion-dipole center distances with
experimental EXAFS 2+ and 3+ ion-oxygen distances (e.g., 2.1 Å, 2,0
Å respectively)94 show them to be too long. Taking 50% of the total net
solvation energy to be in the innermost shell and using the DP multipole
dimensions with ion dipole center distances of 2.205 Å and 2.095 Å for
2+ and 3+ respectively to correspond to the experimental ion-oxygen
distances, after a careful correction of the dipole center distance to
allow for electron displacement in forming the induced dipoles gave a
result later used in estimating redox activation energies. Fitting this
time used the vacuum value of the permanent dipole moment (1.86 D),
and was based on Eq. (77). The counterfield values were split into two
parts after a series of iterative processes. One part (29.4% of the total
for 3+ ions, 34.6% for 2+) was associated with inner shell permanent
dipole repulsions, proportional to and the second was associated
with dipoles and superdipoles external to the inner sphere. The latter
counterfield may be put equal to i.e., for most purposes, it
may be assumed to be proportional to For 3+ ions with an assumed
net solvation energy of 4468.4 kJ/mole, the inner sphere dielectric
constant was 1.988, and for 2+ ions with an assumed net solvation
energy of 1879.4 kJ/mole it was 2.515. Since energies were fitted to
enthalpies, the values obtained for each solvating water molecule may
be considered as enthalpies. These energies were
–158.95kT and –72.09kT (T = 298.16 K) before correction for the
ground state of the three-dimensional oscillator. The calculated force

constants were 475,460 and 166,880 dynes/cm* for 3+ and 2+, giving
frequencies of and the latter in excellent
agreement with experiment.71 The corresponding values were
3.23kT and 1.91kT, i.e., the zero-point energies for the three-
dimensional six-member oscillator are 4.85kT and 2.87kT.

This work suggested that the distances obtained for monovalent
cations were also too long. For the inner and second shell were
examined on this basis, and a fit could be made at a first shell ion-
dipole center distance of 2.253 Å, with an induced dipole of 0.461 D

with a second shell just apparent at 4.560 Å, where the
induced dipole was 0.050 D This distance is certainly too
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short, and about 2.7 Å appears more probable, when the second shell
largely disappears.

A modified Bernal-Fowler model appears to be a reasonably good
approximation for monovalent ions, in which the first layer of water is
fully oriented, the second layer has some orientation, and following
layers may be treated as Continuum, with good accuracy. The
Continuum energy term derived as described varies from about 46% for
large ions to 35% for small ones.170 It may be approximately fitted by
log-log plots, e.g., if the total water quadrupole or dipole energy in the
first shell is the total solvation energy in the same units is

with in kJ/mole in kcal/mole,
in kT] for univalent ions, before correction to account for

lost hydrogen bonds. The same model is also a good approximation for
trikisoctahedral 2+ – 4+ ions, provided second (and for 4+ ions third)
oriented shells are considered. About 50% of the energy is then in the
first shell, 14% in the second, and the rest in the Continuum. Whether
the Verwey positions should be used requires further consideration.

The calculations described above for multivalent ions, or univalent ions
with a single positive charge center (e.g. were relatively
straightforword. However, in any solvated ion system without a
definite single charge center, computational problems are more
complex. For solvated protons, calculation must be matched to
experimental information. The O O in has been placed in
the range 2.45 Å (based on the radii of O, H, and OH under strong-
bond conditions, i.e., for and to 2.5 Å (for the short
hydrogen bonds in acid salts such as These are discussed on
p. 98 of Ref. 170, but 2.55 Å is also given on p. 118, with a possible
preferred value of 2.49 Å in The length is determined by
the requirement for a sufficiently high proton tunneling rate to permit
conduction via “hopping”.171 Preliminary modeling used a flat
configuration for the three dipoles solvating with a single +
charge close to the O, with three dipoles in the plane of the three
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protons. This results in the lowest repulsions, including those with the
“top” (Figure 5). The structure was taken as a flat pyramid
with bond angles of 115°, bond lengths of 1.02 Å, and an estimated
dipole moment of 1.49 D (p. 55-56 of Ref. 170). The latter was used to
estimate the bonding electron positions143b, with a lone-pair–oxygen
distance as in water.

To estimate the interactions, the Halliwell and
Nyburg170,172 values for the overall enthalpy of solvation (1090.8
± 10.5 kJ/mole, 262.7 ± 2.5 kcal/mole), an acceptable estimate for the
proton affinity of water (711 ± 8 kJ/mole, 170 ± 2 kcal/mole, Ref. 168,
p. 58), and the Continuum energy determined by the fitting procedure
(Section IV-9) were used as a starting point. This resulted in a distance
between O in and the water dipole center of ca. 2.45 Å, i.e., an
O O distance of only 2.18 Å. If the proton charge is equally shared
by the three H atoms, each of the three identical solvating
molecules (called here “bottom” molecules) may be considered to lie
next to 1/3 of a proton charge. First attempts to iterate using 2.49 to
2.45 Å O O distances for the “bottom” molecules gave values
ranging from –27.5kT to –38.0kT respectively. For the “top” the
values varied between –13.3 and –16.2kT, assuming O O distances
between and the “bottom” of 2.24 Å and 2.46 Å. The latter
distances were chosen to represent a minimum of two O radii (2.24 Å)
and the O O distance corresponding to two water radii with the
oxygens facing each other [2 x (1.38 – 0.15) Å]. At 2.46 Å, the
induced dipole for each of the “bottom” was about –4.1kT,
assuming an effective dielectric constant determined separately from
the dipole counterfields for ion of about 2.96. The “bottom” dipole-
dipole repulsive energies (one half of two pairs each) were about
+0.7kT, while the “top”–“bottom” repulsions (one half of one pair)
were +1.4kT. The “top” water molecule lay at an equilibrium O O
distance of 2.67 Å from the O in Its induced dipole energy was
estimated as –1.2kT, and its repulsive energy (one half of three pairs of
dipoles) was about +4.2kT. After correction for the equilibrium values
of the inverse 12-power repulsions, obtained by differentiation, it was
estimated that the “bottom” equilibrium energies should be adjusted by
–0.5kT, and the “top” by +2.6kT.

These results may be of the correct order with a reasonable
estimate of the magnitude of the continuum term using the scaling
expression for monovalent ions. They are therefore in the range 430-
520 kJ/mole (102-125 kcal/mole) before conventional correction of
about 84 kJ/mole (20 kcal/mole) to account for broken hydrogen bonds,
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and before zero-point energy corrections. These are somewhat larger
values than those derived by Halliwell and Nyburg172 by extrapolation,
including Outer Sphere contributions. The small induced electronic
dipoles were ignored.

This Version A geometry placed the “bottom” dipoles in the plane
of the three protons of the solvated in an apparently preferred
position minimizing dipole-dipole repulsions. Further calculation
showed that the minimum energy position lay with the dipole axes
below and at 46.8° to the perpendicular to the plane of the three protons
in The motions of the bottom were rather loose, with a kT
energy difference for 55.9° – 46.8° and 46.8° – 35.0°. The
corresponding O O distances were 2.62 Å and 2.48 Å, with 2.54 Å at
the minimum, within the requirements of Ref. 170. The interaction
energies for the “bottom” and “top” dipoles were –22.6RT and –33.9kT,
corresponding to a total (including Continuum) interaction of –510
kJ/mole (–121 kcal/mole) before hydrogen bond and zero-point energy
correction. This time, the “top” water molecule lay at an O O
distance of 2.93 Å due to the higher repulsions of the three “bottom”
dipoles to the “top” dipole in the 46.8° rather than the planar 180°
positions. In this Version B case, the effective dipole moment was
taken as 2.138 D (see Appendix), with a DP dipole center at 0.1225 Å
from the oxygen center.143

A problem with the Version A and B geometries was the
inconsistency of the repulsive terms, which varied in a purely
arbitrary manner by more than a factor of 3 for the “bottom” water
molecules, and by a factor of 23 for the “top” water. Using
experimental data for water to allow a common repulsive term to be
calculated based on the average water O–O bond distance provided a
different approach. The time-averaged three-dimensional energies (in
kT units at 298 K) of water superdipoles may be:

where r (Å) is the average O O bond distance in water, A is the
repulsive term for neighboring molecules in an inverse 12 power field,
and 0.0574 is the correction term for 4-fold coordination summed over
all molecules.173 The corresponding term for inverse 6-power induced
dipole-induced dipole and electron dispersion force attractions is
0.4495.173 The average permanent dipole-dipole interaction is
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discussed below. Setting the derivative equal to zero gives the mean
energy in terms of the mean distance

(including the zero-point energy of the three-dimensional oscillating
dipole) is known to be –9.92kT from the latent heat of evaporation, and
the multiplier may be readily calculated.173 The mean three-
dimensional dipole-dipole and repulsion terms may be
obtained if is assumed to be 2.707 Å, the mean O O distance in
liquid water estimated from its density. From the gas-phase moment,
the dipole-dipole term is

where are the angles measured in the same sense
between the axes of the dipoles and the line joining their centers in a
plane containing their centers, and are the angles subtended by
the axes and perpendiculars passing through their centers. The
maximum value of the angle term is 2, and a comparison of the
experimental value at suggests that the vacuum moment
applies, giving A = +823,986. However, this approach assumes that
water molecules are distributed in a diamond lattice, so improvement
was required.

A simple model for associated water was needed in which oxygen-
oxygen repulsions in water could be equated to those in
which required examination of the energy and associated structural
changes on the addition of an unsolvated proton to a liquid water
superdipole. Pople’s modification103 of Kirkwood’s72 static water
dielectric constant model assumes restricted rotation with bent
hydrogen bonding between tetrahedra. The dipole to central dipole

 value, including second-and later-shell bending is given by the
Langevin function of a rather large number, so The dipole
moment of each nearest neighbor along the axis of the central dipole is

where is the mean liquid water moment. Using Eqs. (31-
(35), the total moment induced by the four first shell dipoles along the
length of each central dipole is where a is the mean
dipole-dipole center distance. The total dipole (Eq. 35) along this
axis is where n is the number of nearest
neighbors, and i refers to the ith shell. Hence,
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The superdipole
moment so Putting the
experimental values in Eq. (36), X = AB = 2.765. Thus,
with and a = 2.90 Å,

Pople103 assumed that the lone pairs and the –OH bonds were both
at 105°. The DP angle143 for the lone pairs is 122.2°, which gives a lone
pair O–H bond angle of However, the
bond is not quite aligned in the lowest energy trans and cis states (see
below), being at +63.05° and –49.8° to the line of centers respectively.
Hence, cos (122.2/2) should be replaced by an averaged cosine, e.g.,
0.55. Thus, using a modification of Pople’s expression,

where g is the bending force constant of the
hydrogen bond. This gives Lg/kT = 0.904, and g = 10.4, in excellent
agreement with Pople’s value obtained from the radial distribution
function of water.103 The contribution of the second and higher shells
will reduce the effective value of in the expression for A, giving a
smaller g value. The g energy term is where is the
deviation from the minimum value of For small this
corresponds to above the minimum, so g has the form, if not the
dimensions, of a force constant. For small the curvature of the
calculated energy well for hydrogen bonds (see below) corresponds to
g = 13.7kT, which becomes less at larger values of due to
anharmonicity. Energies of ±kT were calculated at an average of 26°
on either side of the most probable trans energy well, i.e., Lg/kT =
cos26 = 0.899, i.e., g/kT = 11.25, in good agreement with Pople’s
estimate from the radial distribution function.

From with we obtain
for the effective dipole moment in liquid water from the 298 K

bulk dielectric constant. When this is used to estimate the cohesive
energy between water molecules in approximately tetrahedral
superdipoles at dipole-dipole or O O distances of 2.9 Å, the results
are about a factor of three too small. The simple dipole-dipole model
for water was therefore replaced by a DP multipole-multipole point
charge model for hydrogen bonding (c.f., Lih173), and the interactions

* Since is determined by the counterfields from the second and further shells,
increasing incoherence with rising number of shells will tend to compensate for the
increasing value of the summation as the number increases, so its effective value will be
close to unity. An experimental value of derived from the bulk dielectric constant is
used here, which will give an effective value.
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between two DP multipoles at a 2.900 Å O O distance were
calculated using the same approach for the interaction between positive
and negative charges and DP multipoles (Appendix 2). A non-
coulombic inverse 12-power repulsion based on the O O distance was
assumed.

The most consistent values showed energy minima with the nearest
neighbor H–O–H plane lying at angles of +63.05° and –49.8° to the line
joining the oxygens of neighboring water molecules. The nearest
neighbor has one lone pair almost facing one O–H bond in the first
molecule. In the first case, this energy minimum corresponds to the
nearest neighbor H–O–H plane in the trans position relative to the non-
bonding O–H bond in the first molecule. The combination of attractive
and repulsive coulombic terms, combined with the assumption that the
inverse 12-power repulsive potential operates between the O O atom
centers results in the bonding lone pair of the neighbor not being
exactly in line with the line passing through O–H...O. It lies 1.95°
below this line of centers, pointing in the direction of the non-bonding
O–H bond in the first molecule. With the H–O–H plane in the neighbor
in the cis position relative to this O-H bond, the bonding lone pair in the
neighboring molecule lies at 11.30° below the O–H...O line. These are
indicative of bending or kinking of the hydrogen bond.103,158b Before
correction for second-nearest-neighbor dipole-dipole interactions (see
below), the minima lie at –10.48kT in the trans position, and –8.73kT
in the cis position. Removal of the mechanical constraint of a linear
O–H...O coordinate will require considerable computing, but it will
result in very little difference to the calculations, since libration of the
H–O–H plane between +93° and +41° and –23° and –75° in the trans
and cis cases respectively results in energy increases above the
minimum of +kT. The maximum between the trans and cis states
occurs with the H–O–H plane at 10.7° below the O–H...O line, pointing
towards the non-bonding O–H in the first molecule. This maximum lies
at only +3.04kT. The maximum with the H–O–H plane in the other
direction lies at –1.8° below the 0–H...O line, and is equal to –7.19kT.
Thus, transitions from the trans to cis positions via libration will be
easy. They will also be easy by free rotation around the O–H...O bond.
As before, calculations showed that induced dipole terms could be
neglected.

The distances between the dipole centers of the four outer water
molecules (4.6 – 4.85 Å) were probably sufficient for the dipole
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approximation of their electrostatic interactions to be reasonable.*

After some somewhat tedious calculations, these energies proved to
vary from +1.90kT (outer of Type A, bonding with their O–H
bond, both in the trans-trans configuration) to –1.09kT (one Type A
outer and one Type B bonding via a lone pair, both cis-cis). This
permitted the most probable configurations and values of the average
hydrogen bond to be determined, after differentiation and using the
usual equilibrium assumption. All trans gave –9.65kT, all cis –9.25kT,
and cis-trans-cis-trans –9.48kT, while the others were A cis,trans, B
trans,trans –8.81kT; A trans,trans, B cis, trans, –9.16kT; A cis,cis, B
trans,trans, –8.12kT; A trans,trans, B, cis,cis, –8.19kT. Thus, this
study showed the mean H-bond energy to be –9.65kT, i.e. 23.9 kJ/mole
(5.72 kcal/mole). However, a further term to be estimated is the
induced dipole-induced dipole term, although it is debatable whether
this should be counted in the hydrogen bond calculation (the same is
true of dispersion forces). The induced dipole-induced dipole term is

where is an effective dipole moment along that axis.
For two water molecules linked in the hydrogen bond positions, the

total coulombic attraction in the trans position at x = 3.061 Å (O O
distance 2.9 Å) before correction for the inverse twelve-power
repulsion is –14.29kT which may be put equal to

where Q is a geometrical factor. This gives an effective
value of 4.108 D, which can now be used to calculate With

(assumed isotropic) equal to is –0.72kT.
The inverse twelve-power repulsions corresponding to this term are

where a is the twelve-power repulsion distance
(assumed to be 2.9 Å). Hence the net change in overall hydrogen bond
energy due to the induced dipole-induced dipole term is only –0.34kT.
For a hydrogen bond between two water molecules, the value of the
displacement vector A is about three times less than that for the
corresponding vector at a water molecule solvating From the
discussion following Eq. (48), this is precisely the range of A in which
a rapid transition from the bulk value of the static dielectric constant to
dielectric saturation takes place, so that effective local dielectric

*  Calculations for two water molecules with their dipole axes and one lone pair each
parallel (i.e., in parallel Verwey positions for positive ions, as would be possible in a
Helmholtz double layer) in which an accurate DP point charge model was compared with
a simple dipole model showed the latter to be 11.6% high at 2.0 Å separation, and 4.6%,
1.5%, 0% high at 2.25, 2.5, and 2.75 Å, and 1.4%, 2.6%, and 3.3% low at 3.0. 3.5. and
4.0 Å.
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constant will be quite large. Hence induced dipole-induced dipole
effects may be neglected.

As is shown in Appendix 2, the DP multipole model143 for water
accounts very well for the differences in solvation energies of positive
and negative ions. It also gives an excellent value of the hydrogen bond
energy. This suggests that Stilinger and Raman’s ST2 potential144,157

frequently used in molecular dynamic calculations, is too over-
simplified to give a good account of detailed interactions between water
molecules. The same conclusion is also likely to be true of the central
force potential (CFP).145,158 A major concern is that these analyses
permit “stacking” of water molecules around an ion, (e.g., in 9 or 10
random coordination in one geometric shell), which is counter-intuitive
to what would be expected geometrically if all of the appropriate
coulombic forces are considered. The same argument applies to
improved quantum simulations using quantum path integral and Born-
Oppenheimer (BO) potential energy surface in the combined local-
density-functional method (BO-LDA-MD) for and 175
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2. Solvation

The inverse twelve-power O O repulsion constant (in units of
at 298 K) derived from the last hydrogen-bond calculation was

This permitted a calculation of solvation, regarding
each component with bond lengths and angles 1.02 Å and 115°;

in the Verwey position) as DP multipoles. For simplicity, the
lone pair–O distance was assumed to be at the same as in

and the bonding electrons are at the same proportionate distance along
the bond. The preliminary result showed an exact alignment along the
line of the O–H bond in and the lone pairs, with a “bottom”

coulombic attraction (corrected for the inverse twelve-power
repulsions) equal to –33.72kT (at 2.653 Å O O distance, with the
H–O–H plane pointing towards the “top” position), and –29.55kT (at
2.671 Å, with the plane pointing in the opposite direction).

Before refining these values, and adding dipole-dipole repulsions
and induced dipoles, the “top” was examined to see if it would
influence the most probable “bottom” position. Because DP multipole
point-charge calculations are tedious, some simplifying assumptions
were made. The lone pair points directly at the O in the “top”

whose lone pairs point downwards in either a symmetrical or
Verwey position. However, the repulsions between the 6 bond
electrons and the 4 “top” lone pair electrons appear to steer the



260 A. J. Appleby

latter to a dipole axial position. The dipole approximation gives a good
account of the interaction energies between multipoles in in-line dipole
axial positions at distances beyond 3.00 Å, so the ion may be
regarded as a dipole with a superimposed charge. Its dipole moment
was calculated to be 1.383 D, rather than 1.49 D (p. 55-56 of Ref. 170),
with a dipole center at 0.040 Å from the O. The positive charge was
regarded as being shared by each proton. With the “bottom” H–O–H
plane pointing upwards, the net attractive energy was –12.71kT at an
O O distance of 3.213 Å, whereas pointing downwards, the energy
was –10.65kT at 3.220Å. Respective energies were (multipole
attractions) –17.50kT and –17.41kT, dipole-dipole
repulsions) +3.75kT and +3.73kT, (induced dipole attractions, effective
local –0.70kT and –0.69kT, and “top”–“bottom” dipole-
dipole repulsions, +0.29kT, and +0.32kT, and (inverse twelve-power
repulsions) +1.45kT and +1.42kT. Thus, all energies indicate that the
“bottom” H–O–H plane facing upwards is favored. Induced dipole-
induced dipole effects are only about –0.05kT, which requires an
increase in twelve-power repulsions by +0.02kT. The net “top” energy
is therefore –12.74kT.

A detailed model of the “bottom” gave a net energy of
–38.62kT at 2.599 Å. The energies were (multipole attractions)
–53.82kT, (“bottom” dipole-dipole repulsions) +1.47kT,
(“top” to “bottom” dipole-dipole repulsions), +0.10kT,
(induced dipole attractions, effective local –4.84kT,

induced dipole-induced dipole attractions, effective local

–0.12kT and (inverse twelve-power repulsions) +18.60kT.*

No further iterations in the energy of the “top” to account for
minor changes in the “top” to “bottom” repulsive energies due to the
change in “bottom” O O distance from 2.653 Å to 2.601 Å were
considered necessary given the limits of accuracy of the calculation.
Thus, the net solvation energy of the Inner Sphere is –128.6kT (–318.8
kJ/mole, –76.2 kcal/mole) before zero-point energy correction. The
bonding of each of the three “bottom” lies in a rather broad
potential energy well. Their calculated stretching frequency force
constant was 91,500 dynes/cm. The  values for the non-degenerate
joint three-dimensional symmetrical vibration of the “bottom”

*
 The “bottom”  librate in a very shallow energy well with an amplitude of over

100°. This is because the dipole-dipole interactions go from positive to slightly negative
on rotation through 90°. At the same time, the attractive interactions become less
negative.
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estimated from the properties of an almost flat regular pyramidal
molecule were 1.42kT, with a ground state lying at 2.12kT. The well
energy for the “bottom” lay at the ground state of +2.12kT
between 2.481 Å and 2.766 Å. The additional thermal energy required
to attain a minimum distance of 2.45 Å for effective proton tunneling
for conduction [Ref. 170, p. 98] was +1.58kT (3.90 kJ/mole, 0.93
kcal/mole). The stretching force constant for the “top” was 7,990
dyne/cm, with a ground state of 0.23kT (hv = 0.46kT). Corrected for
the ground state energies, the Inner Sphere energy was –126.5kT
(–313.5 kJ/mole, –74.9 kcal/mole). The correlation function gives a
total energy including the Continuum of –207.4kT (514.0 kJ/mole,
122.9 kcal/mole). A Continuum integration with a lower limit of 3.9 Å
gives –175.7 kJ/mole (–42.0 kcal/mole) for the Continuum energy,
giving –489.2 kJ/mole (–116.9 kcal/mole) total. Both are before
correction for lost hydrogen bonds. The latter is probably the most
reliable value.

On “switching on” a proton in a five-molecule tetrahedral water
cluster, two hydrogen bonds of Type B are converted into “bottom”

hydrogen bonds, their only major motion being a shortening
of the bond, accompanied by minor sideways translations and rotations
to account for changes in bond angle. One Type A water molecule
detaches, rotates through about 107° and translates to allow for the
change in angle as one lone pair on the central water molecule becomes
a pair of bonding electrons. The “top” Type A water molecule detaches,
rotates through about 120° and translates sideways (Figure 5). Taking
bulk water as the ground state, the solvated ion must have minus
four hydrogen bonds (–95.7 kJ/mole, –22.9 kcal/mole) added to its
Inner Sphere solvation energy. The net energy for the “top” is
only –3.09kT, so it will be highly labile. Taking the outer Continuum
energy into account using the best result given above gives a solvation
energy of –393.5 kJ/mole (–94.0 kcal/mol). Assuming –711 kJ/mole
(–170 kcal/mole) for the proton affinity of water, the result is in good
agreement with Halliwell and Nyburg’s value of –262.7 ± 2.5
kcal/mole.170,172



262 A. J. Appleby

VI. SOLVATION AND CHARGE-TRANSFER

1. FC Redox Processes

Although hetero- and homogeneous electron transfer has normally been
held to occur under FC conditions, especially for nonadiabatic or
weakly coupled processes, there are suggestions in the literature90 that
“for adiabatic reactions with strong coupling between the redox couple
and the metal surface, electron transfer occurs gradually as the system
moves along the reaction coordinate.” As we have seen in Section II-5,
this appears to have been the intent of the original Hush theory,50 which
he recently reviewed in the context of later work.176 If the flow of
charge q during the reaction is rather slow at
298 K, as in normal transition state bond-breaking/making), the
Continuum dipoles should be able to keep up their motion with the
change of field, so that there will be no Continuum outer-sphere
activation energy term. The transient superdipoles72 in water have a

value (Eq. 34) of and a moment of inertia
. Remote from an ion, their rotational period is

(frequency at the equipartition energy value. Their
lifetimes will be a few periods, perhaps For superdipoles
centered at 8-9 Å from z = 3 and z = 2 ions (corresponding
approximately to the first superdipole shell, containing about 50% of
the total Continuum energy), the Langevin energy interactions with the
central dipole are 0.94-0.75kT and 0.63-0.5kT respectively,
corresponding to Langevin angles of 72.8-74.3° and 78.3-80.6°. The
time to rotate from the equilibrium 3+ to 2+ position and vice versa will
be approximately h/kT. FC conditions apply to
complete electron transfers proceeding much more rapidly than this.

The 2+/3+ transition in the Marcus model or its successors
involves only small Inner Sphere changes in solvation molecule
coordinates in the radial direction to and from the ion. Electron transfer
under FC or Born-Oppenheimer conditions demands that an activation
energy in the outer Continuum should resist one-electron transfer via a
continuum inertial term where r' is an effective
intermediate reactant-product radius. To avoid error, can be

* Marcus (Appendix to Ref. 44) suggested substituting a mean differential dielectric
constant for as dielectric saturation is approached.
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estimated from the Continuum solvation energy
which is about 35% of the total interaction energy for typical 2+/3+
ions (Section IV-9). This gives an average of about 170 kJ/mole for

and 96 kJ/mole for Hence,
neglecting work-of assembly terms, the Marcus equilibrium inertial
energy is about 24 kJ/mole (0.25 eV, 9.7kT). In a 1.0M solution
usually used for kinetic experiments, will be about 50% of this
(Section IV-8), far less than experimental equilibrium activation
energies.90,177

We are therefore forced to search for an Inner Sphere activation
energy term. A model of the reaction coordinate for the Inner Shells of
2+ and 3+ ions based on the latest Section IV-9 model is given in
Figure 6. It shows a stretch of 0.11 Å in equilibrium ion-dipole center
distance on going from the 3+ ion at 2.095 Å to the 2+ ion at 2.205 Å.
These are equivalent to ion-oxygen distances of about 2.0 and 2.1 Å.
The intersection of the terms is at 1.043kT per oscillator, at 2.140 Å.
Before correction for the ground states of the three-dimensional
oscillators, the equilibrium energies of each inner sphere water
molecule were –159.70kT and –72.21kT at 298 K. The inner sphere
dielectric constants for 3+ and 2+ were 1.988 and 2.515, the inner
sphere repulsive counterfields being respectively 29.4% and 34.6% of
the total counterfields. The corresponding force constants were
475,000 and 167,000 dyne/cm, giving frequencies of

hv = 3.23kT) and hv = 1.91kT). Corrected
for the 3hv/2 ground states, the inner sphere energies are 953.3kT
(2363 kJ/mole, 564.9 kcal/mole) and 430.4kT (1068 kJ/mole, 255.2
kcal/mole).

The 6 x 1.043kT barrier height must be reduced by about
to give an overall height of only about +2.41kT. The

barrier height in the second shell is small enough to be neglected.
Including the maximum value (9.7kT) of the Continuum term, and
before any reductions for coupling of reactant-product energies, the
total Inner plus Outer value is +12.1kT per ion (0.31 eV, 30.0
kJ/mole, 7.2 kcal/mole). It should also be noted that even after
correction for the oscillator ground states, the reactant and product
energy wells are at equal enthalpy, not equal free energy. The
correction to place the curves at electrochemical equilibrium, will
further reduce the barrier height.

Because of the small activation energy, the Tafel plots will show
considerable curvature. An obvious problem is that the anharmonicity
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rotation to assemble, e.g., the ion or the solvation shell of a
simple ion will be about As Section VI-1 shows,
the time for equilibrium Langevin angle change during or following a
one-electron transfer is so the Continuum can keep up
with this process under non-FC electron transfer conditions controlled
by the motions of water disassembly and solvation shell assembly. The
rate of the step is high under conditions where the
Gibbs energy for the step is close to zero, i.e., the electrocatalyst (e.g.,
platinum) is at or near the top of the electrocatalytic volcano.183 The
corresponding activation energy must be low, which is in line with the
requirements and activation energy for proton conduction171 via rotation
of solvated and water supermolecules and proton “hopping” (Ref.
170, p. 96).

As in the redox case (Section VI-1), we will first discuss the
reaction under FC conditions, corresponding in part to the Dogonadze-
Levich model,82 and somewhat analogous to Fawcett’s EITC

* Sic, i.e., the electronic charge of the intermediate or transition state.

protons axis is about Hence the time for an incomplete

Electron Transfer Reactions With and Without Ion Transfer 265

argument for the inner sphere energy terms71 cannot be used to
straighten out the Tafel slope, since the form of the wells near the
energy minimum is nearly parabolic, even though they are distorted
upwards in the direction of the ion, and downwards away from it. We
must seek an explanation elsewhere for the straight experimental Tafel
lines in the careful work of Curtiss et al.177

2. FC Proton Transfer

Proton transfer is a more demanding case than simple electrochemical
electron transfer (ECET)90 redox processes. It involves coupled ion-
electron transfer or electrochemical ion transfer (ECU), recently
described90 as a process in which partial loss of the solvation sphere
occurs, adsorption is involved, with “for univalent ions......the
occupation number* changes gradually (adiabatically) as the ion
approaches the surface,” which is reminiscent of Hush.50,176 Schmickler
et al.90,91,178 and others179 have generally used the extended Anderson-
Newns adsorption model180,181 for such processes, using Kramers
modifications182 of transition state theory.

The period of a single water molecule rotating around the oxygen-
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models.184,185 It is helpful to consider the reaction in the anodic
direction. From the model for proton solvation in Section V-2, the
Continuum activation energy term under FC conditions would be
98.8/4 = 24.7 kJ/mole (0.26 eV, 10.0kT). The crossing point between

where the two water molecules on the
left side are respectively of Type A and B (i.e., no rotation is required
for assembly) was calculated in the same way as Figure 6. It occurs at a
bond length of 2.710 Å, and is at 1.1kT above the minimum at
For water, the stretching force constant is about and
hv for the three-dimensional oscillator is 0.61kT so the
ground state for each Type A–B molecule is at 0.31kT. The correction
for the ground states of the stretching frequencies
[(l/3)(3/2)(l.58+0.61)72 per water molecule, i.e., –0.55kT] gives a total
of +1.1kT activation energy for the two Type A–B molecules. The
other two water molecules required to form must either detach
from their H-bonded state (requiring about +9.7kT each), or rotate to
some compromise position between initial and final states. Calculation
shows that 90° rotation from the minimum energy position to the
approximate half-way point requires an energy equal to +8.23kT above
the minimum. This option will be energetically preferred. Again, this
must be corrected for the ground state energies. The bending
frequency, as calculated here (c.f., Pople103) is or
(hv = 1.36kT). The value for solvated is probably about 50%
higher, so the correction is –0.85kT per water molecule. Thus, the total
energy to assemble the Inner Sphere in a compromise configuration
between that of the reactants and the products is +15.9kT. With the
Continuum term, we have a total activation energy under equilibrium
conditions of +25.9kT (0.67 eV, 64.2 kJ/mole, 15.3 kcal/mole). If
assembly of the solvation shell of the adsorbed proton under
equilibrium conditions occurs from the solvation shell of the electrode,
i.e., the Helmholtz double layer, the net energy of assembly will be the
same, since the Helmholtz layer must be reconstituted after proton
discharge. The value +25.9kT for proton discharge is much too large,
as the results of  and Ross186 (discussed below) indicate.
Platinum is at the top of the Volcano, so the reaction takes place
under equilibrium conditions close to zero overpotential.183
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3. The Inertial Term

Libby30 and Weiss32 both stressed the inertial energy present in the
Continuum as the energy barrier to FC electron transfer, which we have
seen in Section VI-1 requires a relaxation time of about

to accommodate itself to the change in charge.
Weiss considered that the inertial energy was always the inertial energy
difference between the solvent surrounding the reactants and products
in their ground states, i.e., for a change of z to z + 1,

In contrast, Marcus41-43 considered that the barrier
could accommodate itself to a compromise position between reactants
and products prior to electron transfer, so that his
corresponding to Weiss’s barrier expression for a one-electron transfer,
is reduced at equilibrium to by intersection of similar parabolic
energy terms for reactants and products. This arises from his use of

(Sections II-3 and III-2) integrated over the
electrolyte volume outside the reactants, where the field term is the
difference between the excited and final states in the same
configuration, and m is the Lagrangian undetermined multiplier used in
minimizing. How the system can rearrange itself to a compromise E*
value (not a thermal energy value) prior to and in anticipation of
electron transfer requires discussion. If the solvent model is imagined
to have coordinated harmonic thermal electron oscillations for reactants
and products (ions of different valency for homogeneous redox
processes, and a typical ion and one of infinite radius for electrode
reactants) then such a model may be envisioned.

However, the Continuum model developed Section III-2 is
molecular and has no place for such coupled oscillators. The remote
rotating superdipoles can influence the free energy of a reacting ion if
the average value of the cosine of the Langevin angle is permitted to
change because of changes in the energy distribution in the solvent.
Bockris and Sen examined this problem 4,187 using an equivalent to the
expression for the potential energy V of remote dipole-ion
charge interactions in the classical maximized entropy Maxwell-
Boltzmann calculation for the mean energy [V] in the averaging
expression:
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where is the fraction of the number of molecules with a potential
energy in the angular interval and This was
evaluated for classical small energy intervals by integrating the
numerator and denominator as usual. The mean square energy was
then evaluated by substituting for in the left numerator. The
standard deviation gave the fluctuation of the system
from thermodynamic equilibrium about the mean value. The probability
of a large number (N) dipoles having a cumulative random fluctuation
from the mean is equal to the very small Gaussian distribution

value so the probability of providing sufficient

energy to overcome any Born-Bjerrum inertial or Marcus activation
energy barrier would be very small. This work has not received much
attention.188 The probability may also be determined via the
relationship between the Langevin angle and the total dipole energy
from the Boltzmann distribution103:

We replace the energy in the numerator and denominator by
where is the kinetic energy of the population of

dipoles which itself has a subset of energies depending on the
value of in the potential energy term u. The second and more
distant shells contain a sufficient number of superdipoles to make the
Stirling approximation and the Boltzmann distribution reasonably
accurate. The terms cancel, so is
independent of the kinetic energy. This again implies that activating the
ion via electrostatic coupling in the electrolyte is improbable.

The Soviet school model considered that Outer Sphere or dielectric
continuum dipoles perform small harmonic vibrations at a relatively
low frequency.58,59 The implication of vibrations is that the minimum
of the potential energy of interaction i.e.,

must be greater than where is the relevent kinetic
energy of the superdipole.151 This may be taken as the equipartition
energy for rotation in the two dimensions at right angles to the field
vector. If we assume that the first layer of superdipoles is centered at
8.6 Å from a trivalent ion, with their structures intact, and the bulk
dielectric constant still applicable, their maximum interaction with z = 3
will be –0.6kT, so they will be librating. In principle, such a model
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may be described by the electrostatic equivalent of the ferromagnetic
effect, in which residual polarization is present because of order-
disorder phenomena,189 but such an explanation cannot be used for
liquids. In any case, the next layer of superdipoles centered at a
distance of 13.9 Å from the ion, will be rotating with a maximum
interaction energy of – 0.2kT for z = 3. These interactions are at an
effective temperature greater than that of the electrostatic equivalent of
the Curie point in ferromagnetism, so built-in polarization cannot occur.
We should note that the period of rotation

where is the total energy, will decrease from shell to
shell as ‘a’ increases and B becomes less. However, at the same time,
the maximum interaction between superdipole groups in adjacent shells
remains constant at about –0.4kT, providing a coupling mechanism
overriding the fall in B. It would be expected that nearest neighbor
superdipole groups will rotate in opposite directions, so that they line
up in the linear nose-to-tail position perpendicular to the field vector,
and are in the parallel nose to tail position parallel to the field vector.
Again, it is difficult to see how these motions influence the electronic
energy of an ion.

In conclusion, the barrier height to FC change transfer, as
envisioned by Weiss,32 may be correct. In a 1.0M electrolyte, it would
be about 50 kJ/mole (0.5 eV, 20kT, 12 kcal/mole). This appears to be
of the correct order.90,177 However, an alternative view is discussed
below.

VII.  NON-FC CHARGE TRANSFER

1. Water Molecule Rearrangement in Solvation Shell Assembly

The driving force for rearrangement of water molecules before
instantaneous FC proton-electron charge transfer presents a problem. A
five-molecule water superdipole assembly might acquire +25.9kT of
thermal energy, but there will be a low probability that its subsequent
rearrangement will direct it towards that for an intermediate state for FC
electron transfer and proton discharge. This is not necessarily true for

the simple linear rearrangement required for redox valence change, but
the “half-way” rearrangement of water molecules from their normal
aqueous state to that for a solvation shell in a 0 to ±1 transition and vice



270 A. J. Appleby

versa must require some “steering” activity. The present discussion
applies to such transitions.

For these, a different process is suggested, which may be related to
Schmickler’s concepts.90,91,178 The activation energy for such a process
may be less than that for FC electron transfer. If this so, the lower
activation energy process with more probable rearrangement
possibilities will be kinetically favored. In the suggested process,
electron transfer occurs slowly over so that the moving
molecules during the assembly of the Inner Sphere solvation sheath are
“steered” by the slow acquisition of charge, i.e., by the change in
where is the wave function of the transferring electron and is its
complex conjugate. Such processes must be adiabatic since the transfer
probability as a function of time must be high. The Outer Sphere or
Continuum energy term will then disappear, since the inertial energy of
its dipoles can keep up with the relatively slow change of field. A
simple model for such a mechanism seems to be that of Hush.50,176 He
considered a “flow of charge” from state “ze” to “ze±e” during an
apparently slow charge transfer process in which a sequence of ground
states of intermediate charge occur. He only considered changes in ion-
dipole interactions during the process (Section II-5), which resulted in
activation energies much less than experimental values. After Marcus’
early publications,41 he therefore added an outer Continuum inertial
term.67 This effectively canceled his concept of slow flow of charge.

2. Non-FC Redox Electron Transfer

If an induced dipole term is added to Hush’s50 permanent dipole term,
the resulting activation energies are illustrated by the following simple
argument. The permanent- and induced-dipole terms along the reaction
coordinate may be approximated by where m lies between
2 and 4, with B constant. Combining with an inner sphere repulsion

and minimizing using the derivative, the equilibrium energy well
at is A is approximately constant and
equal to so where z,
z – 1 are the initial and final valence states. Eliminating the terms
gives where the values are equilibrium
potential energies. This energy expression is formally similar to
Johnston’s bond-energy-bond-order (BEBO) transition state model.68

The energy in excess of along the reaction coordinate is
where z – q is an intermediate charge, and y
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contains the overpotential. are and
respectively, with negative. Expansion as far as the

quadratic binomial terms gives where
The derivative is zero when

The activation energy is therefore
which is identical in form to the Marcus

expression,41,42,44,50,67,176 and will therefore show the same type of Tafel
curvature and change of symmetry factor with overpotential as that
identified in Section II-8.

In early simulations of non-FC ECET, separate ion-permanent
dipole and ion-induced dipole terms were used, along with Hush’s
assumption that A could be considered to be constant on going from
reactants to products. This imposed restrictions introducing inaccuracy,
so a model was used based on that in Section VI-1 for 2+ and 3+ ions.
Reasonable assumptions made were (a) the ion-dipole center distance
was proportional to the change in fractional charge on going from 2+
(2.205 Å) to 3+ (2.095 Å) which is reasonable since the and
terms in the permanent and induced dipole energies can be expanded to
linear expressions with good accuracy, and (b) any changes in the outer
counter-field terms were also linear functions of the change in fractional
charge.

The calculated non-FC barrier between the 2+ and 3+ states is
shown in Figures 7A and 7B. The initial and final states are corrected
this time for the ground states of the oscillators (Figure 7A). Motions
along the reaction coordinate consist of the three-dimensional
symmetrical stretching frequency and any independent stretching
frequencies of the inner sphere oscillators, and those perpendicular to it.
If and are the reactant, intermediate, and product ground state
energies, it is reasonable to suppose for motions
perpendicular to the reaction coordinate. Along the reaction
coordinate, it is assumed that motion is governed by the time constant
of the Continuum superdipoles. The vibrational partition function in
the transition state may therefore be replaced by in the usual
way, where is the transition time for reactants to products, giving
the preexponential frequency factor kT/h. If the barrier height with the
two minima at equal energy is A, the minima may be adjusted so that
the ground state energies are equal, then using the Brønsted rule, the
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Figure 7. Calculated two-dimensional energy surfaces for heterogeneous non-Franck-
Condon transition of the three-dimensional 6-oscillator trikisoctahedral Inner Shells of
3+ and 2+ ions at (A) equal potential energies after ground state energy correction; (B)
at equal ground state free energies. Barrier height in B +22.9kT at 298 K (+56.9
kJ/mole, +0.59 eV, experimentally +0.59 eV177).

height of the barrier to the energy minimum for the intermediate
becomes Alternatively, as in
Figure 7, it may be done graphically. The barrier height is then
32.26kT. If kT/h appears in the preexponential, a further kT should be
added to give the Arrenhius energy,

Since we are concerned with the Arrenhius activation energy under
equilibrium conditions, a further correction should be made for the
change with the system in equilibrium under standard conditions, i.e.,
considering the relative standard entropies for for equal to
–137.7 and –315.9 J/mole-K,190 a difference of –178.2 J/mole-K. The
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Continuum entropies98 relative to vacuum values are about –40.2 and
–90.4 J/mole-K (Section III-1), a difference of –50.2 J/mole-K. We
should point out that the assimilation of the oscillator potential energy
to a portion of the 298 K experimental ion enthalpy may be somewhat
in error (c.f., discussion for protons191), and the difference between the
2+ and 3+ entropies in Ref. 190 is 21% higher than for Latimer’s
original values.192 In consequence, there is some uncertainty that the
calculations truly represent equilibrium. However, the barrier height in
Figure 7B is 56.9 kJ/mole (0.589 eV, 22.9kT, 13.6 kcal/mole), in very
good agreement with the experimental value of 0.59 eV.177 Other
calculations showed that the activation energy is closely proportional to
the oscillator energy in the transition state or to the mean solvation
energy, in agreement with other work.185 It is also roughly proportional
to the mean charge on the transition state and to the change in bond-
length at constant mean charge.

We should bear in mind that chemical processes in liquid media193

(which should include at least some electrochemical processes) may
follow the classical Berthoud-Hinshelwood expression for the reaction
rate, in which internal classical vibrational modes reduce the potential
energy of activation by a term involving some effective number ‘s’ of
classical oscillators per molecule to give i.e., 194,195

This will show an temperature-dependent which requires further
study.

Assuming trikisoctahedral ions with average effective radii of 4.0
Å, that of the inner shell (Section IV-9) in collisions with single active
water molecules (radius 1.4 Å), a collision frequency (Section II-8) of

is obtained. Assuming an effective reaction layer
thickness of twice the mean second trikisoctahedron shell radius, i.e.,
10.8 Å, with an activation energy of 22.9kT at 298 K would yield an
apparent rate constant of at this temperature. The use
of kT/h as the frequency factor at ambient temperature)
or the frequency of superdipole transition between redox states

c.f., the period in Section VI-1) gives
and respectively. The experimental

value177 is Considering the assumptions made, the
agreement may be considered good. As has been pointed out91 the
interpretation of kinetic data is often distorted by double layer
effects.196
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3. Proton Transfer and Other ECIT Processes

Before correction for ground states, the Version C model for proton
solvation, giving importance only to ion-dipole averages (which may
introduce some error) gave a total barrier height of only 6.81kT for all
four water molecules (Figure 8). The ground states of the initial states
were 2.35kT (one three-dimensional and one linear oscillator), and the
estimated value for the hydrogen-bonded products was 1.45kT, giving a
correction of 1.9kT. The same procedure as that for the redox case was
used to estimate the ground state energies of the transition state as an
increase in barrier height of 1.24kT, so the barrier height falls from
6.81kT to 6.15kT. The next question is the activation energy associated
with the discharge process where has

Figure 8. Calculated two-dimensional energy surfaces for heterogeneous non-Franck-
Condon transition between and at equal potential energies, before
correction for ground states. Barrier height +6.15kT (+15.2 kJ/mole, +0.16 eV) after
correction for ground state energies.
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at equilibrium. An attempt to examine this (along with the other
hydrogen electrode steps) was made by Bockris and Srinivasan197 using
the semiempirical Eyring-Polanyi approximation198 of the Heitler-
London method to calculate the potential energy surface. This method
is simple to use for normal chemical processes involving atom
exchange, but it is not so clear how it should be used for
electrochemical processes, i.e., how the terms for different species,
particularly the electron, are to be accommodated at equilibrium.
Attempts to apply it appear to show low barriers at equilibrium,
although the assumption that the metal water interaction (the third
interaction in a pseudo three-atom process process) can be
ignored leads to incorrect results, as simulations carried out in the
present work have shown. The reaction between the emerging and

a pseudo-two-atom process, is so strongly exothermic that a
barrier would not be expected, as in, for example, 199

Thus, the total activation energy of proton discharge under equilibrium
conditions appears to be very low, even less than that for water dipole
rotation (16.3 kJ/mole in liquid water, about four times less than in
ice),200,201 which partially contributes to it. Any contribution
corresponding to the formation of  from H and is similar
mechanistically to the tunneling transfer of between water
molecules.171 The crossing of the FC potential energy surfaces for this
process is shown on p. 99 of Ref. 170. The barrier is low enough and
thin enough to be transparent to protons.

At overall and electrochemical equilibrium and under
equilibrium conditions for the intermediate at the Volcano
maximum, the barrier must be further corrected for the absolute entropy
of which from thermal cell studies202 is about –20.9 J/mole-
K. 203,204 Thus using the Brønsted rule, barrier should be lowered by

or 1.26kT at 298 K, giving a final value of 12.1 kJ/mole
(0.126 eV, 4.89kT, 2.90 kcal/mole), which may or may not represent
the potential energy of activation rather than the experimental
Arrhenius energy, i.e., for a transition-state process with a
preexponential kT/h.

and Ross186 have studied the hydrogen oxidation reaction
(HOR) on well-characterized Pt(110)(1x2), (100) and (111) surfaces in
0.05 M as a function of temperature. The basic Pt(110)(1x1)
surface consists of parallel lines of atoms separated by the unit cell
length ‘l’ (3.924 Å), with each atom in the line separated by nearest-
neighbor distance Each rectangle of four atoms has a further atom
at its center, situated below the plane of the others, giving a ridge
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and furrow surface structure. The surface atoms have 6 missing nearest
neighbors, whereas the furrow atoms have 2. This is an unstable
configuration, and surface restructuring readily occurs, e.g., on
annealing. The resulting (1x2) configuration has every other surface
row missing, giving furrows twice as wide, with hexagonally close-
packed (111) sides (4 missing nearest neighbors) at an angle of 54.74°
to the perpendicular to the surface. To maintain numerical continuity,
the surface has hexagonal steps to higher surface layers, giving terraces
with missing row configurations. Unlike atoms on the (111) surface,
which have 3 missing nearest neighbors, the surface atoms and furrow
atoms are different in properties according to their number of closest
neighbors. Pt(100)(1x1) is also known to reconstruct to a hexagonal
form known as (5x20) from its LEED pattern under certain conditions,
but the (1x1) surface was stable at the potentials examined.186 Per
the Pt(110)(1x2) surface ideally has 0.707 surface atoms, 1.414 atoms
in the furrow sides, and 0.707 at the bottom, i.e., 2.818 in all. Ideally
the surface packing density is 2.309 and 2.000 atoms per for the (111)
and (100) planes.

The Tafel slopes for hydrogen oxidation obtained by and
Ross186 at 274 K were A. (110)(1x2), RT/1.94F; B. (100) RT/0.49F
(high current density), RT/1.47F (low current density); and C.
RT/0.73F. The corresponding exchange currents and equilibrium
activation energies were 0.98, 0.60, and at 303 K and 9.5,
12, and 18 kJ/mole, respectively.186 The authors considered that the
corresponding mechanisms were A. dissociation (reverse combination)
rds, rapid discharge (Tafel-Volmer, Process 1), B. electrochemical
dissociation rds, rapid discharge (Heyrovsky-Volmer, Process 2), and
C. either Process 1 or 2, respectively. A. is in good agreement with the
expected value for the Tafel rds under high intermediate coverage
conditions, with no other possible fit (low coverage results in a
chemical limiting current). There are three possibilities for B: a switch
from a second electron transfer step (Volmer) rate-determining under
low coverage conditions to a first step (Heyrovsky) as overpotential
increases, or the opposite at high coverage. Finally, it may represent a
first electron transfer rds at high coverage, with a sudden switch to low
coverage at an overpotential of +40 mV. C is considered later.

When filled with the lines of atoms at the furrow tops of
Pt(110)(1x2) are still unoccupied.186 Even so, the weak structure shows
a lattice expansion of 10% compared with 2% for the other low-index
surfaces.186 Unlike Pt(100), adjacent sites are available for Tafel
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dissociation, which is favored under high coverage conditions in the
limited overpotential range (0.05 V) examined.

Following the reduction of a partial coverage (to about 0.33)204 of
adsorbed anions (bisulfate),186,204 the well-prepared (100) surface is
fully covered (to one per Pt atom) by under-potential-deposited
hydrogen in the potential range of interest, which follows a
Frumkin isotherm, i.e., its free energy of adsorption falls linearly with
coverage as sites are occupied and sideways forces and lattice
expansion progressively occur.186 Alternatively, the isotherm may be
regarded as a succession of overlapping fractional Langmuir isotherms,
whose average free energy for each segment reduces with coverage.
The last segment, completing the total coverage, represents a small
fraction of the total area whose free energy at this differential coverage
is zero or rather negative. This fractional part of should be the
major contributor to the overall anodic reaction intermediate, i.e. only a
small part of the overall surface area should be active. The marginal

species, i.e., that with the weakest adsorption, may be the reaction
intermediate at small anodic overpotentials at high local coverage, and
the Heyrovsky rate-determining step switches to the Volmer step under
high coverage conditions on the (100) surface as overpotential
increases.

In the potential range of interest, the hexagonal (111) surface is
filled by whose Frumkin peak is broad, indicating a large
value, where r is the change in free energy of adsorption with the
coverage Over the 0.15V examined, the electrode is in the medium
coverage range. Examination of the complete kinetic equation for
Heyrovsky rate-determining, Volmer in pseudoequilibrium under these
conditions, including the preexponential terms and the
exponential terms, where is the slope,183

shows that a RT/0.73F Tafel slope may be readily fitted to this process
over two decades. This provides an explanation for Case C, the (111)
surface. Thus, on the (111) and (100) surfaces, the extrapolated
Heyrovsky reaction appears to have activation energies of 18 and 12
kJ/mole respectively186 under  equilibrium  conditions  at  high
coverage, whereas the Tafel process has an activation energy of 9.5
kJ/mole under the same conditions on the Pt(110)(1x2) surface.

High coverages imply small experimental Arrhenius preexponential
terms, which were (110) 0.043 (100) 0.070
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(111) 0.570 * assuming to be temperature-
independent. If one assumes a dihydrogen solubility moles/liter,
with kT/h at 303 and a reaction zone thickness of 2.8 Å
corresponding to one water molecule diameter, we obtain a theoretical
preexponential factor of
Taking into account the surface packing densities, this indicates that on
average only 1 surface atom pair in surface atoms is active on
the (110)(1x2) plane for Tafel dissociation; and 1 in on the
(100); and 1 in on the (111) for the Heyrovsky reaction.

Under cathodic conditions, the low activation energies require
correction for the corresponding overpotential deposited hydrogen

cathodic reaction intermediate under high coverage conditions.
These have been examined by Conway and coworkers204,205 as part of a
somewhat controversial study of hydrogen evolution in sulfuric acid on
platinum single crystals, which apparently shows much higher cathodic
rates compared with the and Ross186 micropolarization data,.
The at is equal to giving
r values of 5.7kT, 3.8kT, and 0.2kT for the (110), (100), and (111)
faces. With the cathodic process (Heyrovsky rds at high
coverage, Tafel slope RT/2F) extrapolated from moderate to high
overpotentials should have activation energies at equilibrium of about
18 and 17 kJ/mole on the (111) and (100) faces, that on the (110) being
unknown. At cathodic overpotentials, assuming a temperature-
independent a barrier of this height will only allow a
change in rate of 3.2 decades from the exchange current value before
the process becomes activationless.206 This presents a difficulty,
because data for platinum (which appear acceptable, because of the
techniques used) show a linear Tafel behavior up to 207-209

The only apparent explanation is a basic difference between the
exponential and preexponential terms on single crystal and
polycrystalline platinum. Bowden’s early work, dating before careful
elimination of adsorbable impurities, reported an activation energy of

on polycrystalline platinum, the higher value being on
old electrode surfaces. At the lower activation energy value, this would
allow 5.25 decades of rate change before the activationless condition
occurs, making the results of Kabanow207 and Bockris and Azzam209

Bowden’s early work, dating before careful elimination of adsorbable impurities,
reported an activation energy of on polycrystalline platinum, the higher
value being on old electrode surfaces. This suggests a preexponential value of about 0.5

204,205

i.e.,

*
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plausible, though not mutually in agreement, since the latter showed
hysteresis at very high current densities.

The hydrogen evolution reaction on mercury has an exchange
current of about an equilibrium activation energy of ca.
80 kJ/mole,204 and therefore an Arrhenius prexponential factor of 50

about 100 times greater than that on Pt(111). A convincingly
straight composite Tafel plot210 (potential independent using
results of Bowden and Grew211 at low current density, of Bockris and
Azzam,209 and finally the apparently unpublished results of Nürnberg212

extends from       The plot may be simulated
without using the pseudoequilibrium assumption for coverage,
since the back reactions are negligible at high cathodic overpotentials,
where the forward rates for the electrochemical Volmer and Heyrovsky
steps are high. Taking platinum to be at the top of the Volcano, the
effective Heyrovsky rate constant on mercury will be increased by

compared with that on platinum, where is
again the Bronsted slope, and is the positive difference in the
free energy of adsorption of between platinum and mercury. The
rate constant of the Volmer reaction is correspondingly reduced by

and that of the Tafel reaction is increased by
A general expression for the rate of the overall

Heyrovsky-Volmer process is where
the back reactions have primes and the k values contain the
and electrochemical rate terms, but not the and (1 – ) terms, which
are reflected in the denominator. A similar more complex (quadratic)
expression may be written for the Tafel-Volmer mechanism.

Assuming that (for is (1 – where is the symmetry
factor for changes in on the opposite side of the energy barrier,
the best fit for for mercury for the Tafel plot is +68kT or about
168 kJ/mole more positive than the value for platinum, i.e., –83
kJ/mole, putting it very close to the low adsorption energy leg of
Trassati’s Volcano plot213 shown by Conway.204 The Volmer reaction
should always rate-determining, with a potential-independent Tafel
process to overpotentials of about –0.9 V, when it is overtaken by the
Heyrovsky process as the fast step. The Brønsted slope of this leg,
referring to the Volmer rds, is 0.32. On platinum, this rds has a rate of
about Using this value results in a slightly steeper slope of
0.37, close to the 0.4 used in the simulation. It is also in good
agreement with the presumed difference between the equilibrium
activation energies on mercury and platinum (about 60 kJ/mole, or 0.36

210

to
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x 168). An activationless process will occur a sufficiently high current
density. Again assuming a potential-independent this would occur at

or at higher values if some change of at very high
overpotentials take place. This may be occurring at the highest current
densities shown in Ref. 210.

4. Tafel Plots for Redox ECET and ECIT Processes

The mechanisms discussed above for redox processes gives pseudo-
parabolic V-i dependencies after binomial expansion of the energy
terms, leading to Tafel curvature. The interesting result is the value of

the transfer coefficient, which (in intervals of 4kT from equilibrium,
or 0.1028 eV) is 0.432, 0.418, 0.403, 0.388, 0.373, and 0.359 (anodic);
and 0.554, 0.539, 0.525, 0.511, 0.502, and 0.483 (cathodic). In these
ranges, the effective charge on the transition state varies from +2.439 to
+2.366, and from +2.432 to +2.524. The anodic and cathodic transfer
coefficients at equilibrium correspond exactly to the fractional charge
between the reactant and product at equilibrium, but deviate from it at
higher overpotentials. This deviation is small in the anodic direction,
but progressively much greater in the cathodic direction. Similarly, the
sum of the anodic and cathodic transfer coefficients at constant rising
current density deviates progressively from unity. An experimental
anodic for to at about 1 decade from equilibrium is
0.425.90,177 The above results seem to be in good agreement with this,
and Tafel behavior within experimental error occurs over about 5
orders of magnitude.

However, this model of kinetic behavior requires further
discussion. The usual argument used to claim an experimental
“straight” Tafel slope for the case of high overvoltage metals for
hydrogen evolution at low coverage has assumed intersection of
reactant and product energy curves, for example, those of Despic and
Bockris214 for metal deposition, extended later to the proton transfer
case (Ref. 5a, p. 345, c.f., Bockris and Matthews215).   The latter
calculation is not very different from the intersection of Marcus
continuum parabolic terms for reactants and products occurring high up
one of the “legs” of the reactant parabola to give a rather constant Tafel
slope of somewhat less than 2RT/F, c.f., Fischer.216 However, such an
intersection (after subtraction of the electron energy term on an absolute
scale between reactants and products) implies that the reaction occurs
under FC conditions, cf. Gurney, Ref. 8, and Figure 9A.
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Figure 9. Illustration of how change in Fermi energy (EF) acts on the energy
barrier. E = potential energy; C = Nuclear configuration; = density of filled
metallic states in metal electrode. (A). Gurney’s model8 with initial (I) and
final (F) states at the same potential. (B). Non-Franck-Condon transfer in
equilibrium. (C). Non-Franck-Condon transfer out of equilibrium.
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Differing models for the transfer coefficient and symmetry factor,
including a history of the terminology, were instructively reviewed by
Bauer in 1968.217 Parsons (1951),218 c.f., Plonski (1969),218 regarded it
as equal to the fractional charge on the transition state, whose charge is
mid-way between that of the initial and final states in a given step, and
whose electrochemical potential is thereby governed by the solution
potential. Vetter219 regarded it (the Durchtrittsfaktor) as being the
result of a Durchtrittsreaktion, in the sense of an unspecified stepping
through from one state to another (c.f., Ref. 208, p. 151). Audubert
considered it to concern the transfer of kinetic energy to potential
energy of an ion to overcome the barrier. However, it has also been
associated with the way in which charge (electronic or ionic) is
exchanged between the electrode and the solution, considered
illustratively in Ref. 221 along with other interpretations, i.e.,
intersections of energy slopes.214 Another view made it the work
required in transferring charge through the double layer.222 In some
cases, it is the value of a parameter measured along the reaction
coordinate, in others it is an energy at right angles to it. In equilibrium,
the anodic and cathodic symmetry factors must equal unity, so that the
Nernst equation emerges under reversible conditions.217 However,
away from equilibrium, this may not be so.

In a first approximation under non-FC conditions, the Tafel slope
may be attributed to the action of the change in the free energy of
electrons (i.e., the change in Fermi level of the electrode with respect to
the electrostatic energy of the ions in the solution) on the fractional
electronic change on the transition state. However, a persuasive case
can be made that the experimental Volcano relations and Tafel slopes
represent the same phenomenon.

The former must influence the barrier height following the
Brønsted rule by acting on the ground state of adsorbates. Thus it
would seem that the Tafel slope represents the same effect. The
Brønsted rule should probably be examined using the Eyring-Polanyi-
Heitler-London model of the potential energy surface (Section VII-
3),197,198 which yields cumbersome expressions in which the roles of the
electron and overpotential are not clear. An approximation of the
cross-section of the surface by using the BEBO model68,210 with fitting
of parameters to an assumed (experimental) activation energy under
equilibrium conditions shows similar results to the model given above,
i.e., translation of the barrier maximum towards the products as
adsorption energy increases, with a corresponding change in

where n* is the bond order (for the reactants) at the

220
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maximum, and p is close to unity. Again, the sums of the transfer
coefficients at the same cathodic and anodic current densities
progressively recede from unity as current density increases. A better
physical formulation of the system which attempts to explain the
experimental linear Tafel slopes is required.

5. Linear Tafel and Brønsted Slopes

In equilibrium, the electrochemical potentials of the reactants and
products are equal. When an overpotential is applied, the reaction
becomes irreversible. The Gurney FC model of an electrochemical
process involving neutralization of an ion under radiationless transfer
conditions may be used to illustrate some general observations.
Radiationless transfer under non-FC conditions only changes the length
of the abcissa, since it allows nuclear movement during the completion
time for electron transfer. Integration of the Gurney expression for the
rate of, e.g., proton discharge8 in the anodic and cathodic directions223

results in two expressions which may be equated at equilibrium. In
previous work, this was used to derive an exchange current223 under
these conditions, which contains (as expected from other less precise
quasi-thermodynamic considerations224) no major electronic parameter
of the electrode material (e.g., Fermi level or work function) apart from
an (integrated) small preexponential electronic density-of-states term.
However, it does show that the condition of radiationless electron
transfer does involve the fact that the Fermi level of the electrode has an
energy identical with the barrier maximum. Thus under equilibrium
conditions, the free energy (very close, if not precisely equal to, the
potential energy225) of the electrons is in equilibrium with the top of the
thermal energy barrier, not with the ions in solution. When an
overpotential is applied, the reaction becomes irreversible, and part of
the free energy corresponding to the overpotential of the half-cell
reactions becomes generated enthaply, i.e., The radiationless
transfer condition still of course applies, and the Fermi level in the
electrode must still be at the same energy level as the top of the thermal
barrier (Figure 9). In effect, application of an overpotential or the
driving of the overall reaction in either the anodic or cathodic directions
must drive the thermal barrier up or down according to its average
charge at the peak. Taking a simple case, neutral species on one side of
the barrier will not be affected by the change in potential, whereas
singly-charged species on the other side will have their electrochemical
potential changed by ±eF. The transition state will have its
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electrochemical potential changed by This is illustrated in Figure
9, which gives some logic to the potential energy surface sections given
without explanation by Gardiner and Lyons,226 and Glasstone, Eyring,
and Laidler.227

For redox processes, there is some evidence of Tafel slope
curvature for certain processes under certain circumstances.228,229

These may be a partial result of double layer effects.196 In other cases
experimental Tafel plots which are close to linear appear.177,230 The
controversial question of possibly varying with temperature231,232 will
not be discussed here, although double layer effects196 may often be
responsible.

Because the observed Volcano relationships in combined ion-
electron ECIT processes show similar linearity characteristics to the
Tafel slopes, a similar explanation for this behavior appears probable.
As discussed in the previous section, the BEBO approximation may be
used to estimate the potential energy surface for normal bond-forming
and bond-breaking processes. However, the Brønsted slope for these
neutral molecule processes is only close to 0.5 when the enthalpy of
reaction is zero. It deviates considerably from 0.5 at positive and
negative enthalpy values, and at equal positive and negative enthalpy
values the Brønsted slopes do not add up to unity. The argument is
made above that under conditions of constant potential energy of
adsorption of a neutral adsorbed intermediate (e.g., under
equilibrium conditions, the overpotential, i.e., the change in Fermi level
of the electrode, only acts on the charge of the transition state, and may
not influence it. Similarly, the change in potential energy of adsorption
of a neutral reactant on the electrode surface at constant overpotential
may also not change the charge on the transition state in a reaction of
ECIT type. This is because this charge is governed only by the
configuration of the forming or dissolving solvation shell, partly within,
and partly without, the Helmholtz double layer. The physical model for
this was sketched out by Conway and Bockris for metal deposition
processes.233 This configuration may be determined entirely by
effective (in the Duncan-Pople sense) permanent dipole energies along
the water molecule configurational vector, together with those resulting
from the induced dipole. Setting the derivative of the simple
electrostatic expressions for these energies equal to zero under
equilibrium conditions determines the barrier maximum and the charge.
This rather simple concept provides a consistent picture for ECIT
processes involving adsorption.
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VIII. CONCLUSIONS

It was at first apparent that one of the major problems in the
understanding of the rates of different types of charge-transfer
processes (those involving direct electron transfer, ECET, and ion plus
electron transfer processes ECIT), was the failure to have a good model
for solvation energy, both for the Inner and Outer Sphere. The former
had a simple model,16,92 but the latter had no molecular basis at all, only
a conceptual electrostatic charging process31 whose physics breaks
down for electronic charges. Initial work looked at both of these
concerns. The first was brought reasonably up to date, and the second
was given a molecular basis. In addition, the whole problem of
dielectric saturation was examined. After examining a number of
alternative charge transfer processes, it appeared that activation energy
effects concerning the Outer Sphere may in many cases be discounted,
since many adiabatic reactions appear to proceed via non-FC processes
in which the Outer Sphere dipoles or superdipoles have enough time to
accommodate the changing charge on an ion as a function of time. The
problems of the Outer Sphere and the approach to dielectric saturation
may therefore be neglected in many cases. While an Outer Sphere
explanation to certain charge transfer rate phenomena (particularly
those which may be anadiabatic) is not discounted, non-Born-
Oppenheimer or non-Franck-Condon phenomena may better fit the
facts, as was suggested for proton transfer in earlier reviews.234 Under
adiabatic conditions, the process with the lowest free energy of
activation will be the preferred one. If the activation energy contains an
Outer Sphere term, it would be expected to change rapidly with ionic
strength, reaching about 50% of the infinite dilution value at 1.0 M, and
disappearing in very concentrated solutions, e.g., 6.0 M. This may be
used as an experimental test.

A relatively constant Tafel slope for reactions not involving
adsorption, and those involving adsorption with complete charge
transfer across the double layer, distorted by second order effects, may
also be explained in terms of a non-Franck-Condon process. Since
adsorbed intermediates in charge transfer processes also show
adsorption energies depending on potential in the same way as the
potential energy barrier maxima, these should also follow the same
phenomena.
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APPENDIX

1. Applicability of

The inverse square law determines that the electric field inside closed
shells of uniform charge distribution is zero. Hence, only the induced
charge adjacent to a spherical condenser of radius ‘a’ with total charge
q (equivalent to the charge on the central ion) need be considered as the
opposing charge which reduces the field. If this charge is q' , then the
field at the surface is While the total induced
polarization vector in any spherical shell with uniform dielectric
properties surrounding a fixed molecule or charge necessarily
vanishes,72 the total scalar polarization in a shell of thickness 2s is

Hence, and
When a approaches 2s, the exact expression for

should be used, so that becomes
This may be only approximate when

the shells contain only small numbers of discrete charges, e.g., in
molecular dipoles around an ion.

If we consider a uniform spherical shell of thickness 2s (the width
of the volume of space containing a single molecular dipole), in which
the moments are oriented by a central charge giving an electric
displacement it is clear from the inverse square law that the
effective layers of equal positive and negative charge each produce
equal and opposite fields at all points outside the shell. Thus, the only
field outside the shell is that of the polarizing change at its center. If we
consider an internal or external point located at a distance b (point b)
from the center of such a shell of polarization of radius a, then the total
moment in a ring of the shell located symmetrically around a line
joining the center and point b is equal to where is
the angle subtended at the center of the sphere by the center and
circumference of the ring. The electric field due to the polarization in
the ring at point b from the center of the sphere is given by

where d is the distance between point b and a point on the
circumference of the selected ring, and is a function of the angles
between the polarization in the ring and that of an imaginary dipole
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lying at point b along the line joining point b and the center of the
sphere. is equal to 137 from
the system geometry, where is the angle subtended at the ring by
point b and the center of the sphere. Since and

is where
Hence:

The field is zero for the special case where b = 0 and a = r. The general
result is:

which is zero for all values of b except when b = a, when the lower limit
is d = 0 and the expression is infinite, i.e., closed inner and outer shells
of polarization do not contribute to the polarization field of the selected
shell for which b = a. To determine the polarization field at the dipole
center of a selected dipole in this shell, we integrate the value of d from
a lower limit equal to the distance between the center of the selected
dipole and the start of the next shell, i.e., the distance s. Thus the field
due to the shell at b = r without the field of the selected dipole is:

Thus, the polarization field at the selected dipole is and
the external field  at the dipole is     However,

so and equals in
radial geometry, provided that the number of dipoles in the shell
considered is enough to make an integration (instead of a summation)
sufficiently accurate. The same should be true for the polarization field
at a selected solvated ion of e.g., diameter 2d, which may be several
times 2s, but for which the shell thickness is 2d rather than 2s.

Equation (86) shows that must be large compared with s, but
this will be true even for the first shell of continuum dipoles. However,
the treatment no longer applies at short distances, when overwhelms
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The dipole field equation used in the derivation is reasonably
accurate at distances of a few Å. The use of for the
volume of each ring instead of
will understate the volume, but the largest error occurs because of the
non-continuous nature of the polarization distribution in the shell. The
polarization in a shell of dipoles of radius a (measured to the dipole
centers) was accurately estimated numerically for i.e.,
with a hydrogen-bond distance of 2.9 Å, a = 4.62 Å. This distance
represents an approximate lower limit for the first continuum shell for
univalent ions. The result obtained for the value of was
79% of the value for As expected, small residual fields were
found outside and inside the shell. The summation improves as ‘a’
increases to higher values. The effect of this summation of polarization
fields will be significant at short distances, and it means that Eq. (87)
will therefore overstate the value of and understate the values of
and the interaction energy between the central ion and the surrounding
continuum dipoles.

2. An Appropriate Model for Water Molecule Orientation

An introduction to the problem of inner sphere orientation is given in
Section IV-4. Solvated monovalent negative ions apparently have more
negative solvation energies than positive ones when both have the same
ion-water distance.95,98,170,172 This has been explained by dipole98 and
simple quadrupole models.95 Consider an ST2 potential quadrupole142

often used in molecular dynamic calculations142,144,145,157 with charges
+2e' , –2e'  with polar coordinates y, and z, respectively from the
molecule center and a line along the dipole axis joining it and an ion
(charge e) at distance ‘a’. Assuming a “hard wall” interaction, the
potential interactions between the quadrupole and the ions in the dipole
axial position are:

Expanding to the third binomial term and ignoring all terms higher than
gives:
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for negative (+,–) and positive (–,+) ions. At constant distance,
differences must be in these terms, since induced dipoles, Outer Sphere
interactions, and repulsive terms should cancel.170 Thus:

A convenient monovalent ion-water center distance in Halliwell
and Nyburg’s correlations170,172 is 2.924 Å i.e,
when the solvation energy difference between negative and positive
ions is –41.8 kJ/mole, i.e., 16.86kT/c per water molecule at 298 K,
where c is the coordination number. The modified95 Rowlinson
quadrupole141 has a partial charge e'  = +0.33e on each proton with
–2 x 0.33e on the oxygen (vacuum moment 1.86 D, bond length and
angle 0.964 Å and 105°). With the origin at the molecule center (0.15
Å from oxygen), y = 0.880 Å,  z = 0.15 Å and
positive ions (–27.18kT) in the axial position16,92,95 have enthalpies of
solvation 3.67kT more negative than axial95 negative ions (–23.51kT)
at a = 2.924 Å. A more accurate point charge analysis gives –4.20kT
difference (–26.03kT and –21.83kT for positive and negative ions).
The only way to obtain a more negative solvation energy for negative
ions compared with positive ions aligned along the dipole axis is by
changing the off-axis charge. If  is less than 53.57° at the same y
value, the result is reversed, but this is unrealistic.

If we now consider the Verwey positions,161 if the negative charges
are considered to be on the oxygen,95 a point charge calculation shows
that for negative ions, the maximum interaction at 2.924 Å is
–23.38kT with the ion-oxygen axis ±21.8° above and below the O–H
bond direction, compared with –20.77kT when it is exactly aligned in
the Verwey position (and –21.83kT on the dipole axis, above). For
negative ions, the Verwey positions are stable, i.e, do indeed lie at
marginal minima, but for positive ions, the only stable position is on the
dipole axis at –26.03kT, and the Verwey positions (at 60.1° to the
dipole axis) are unstable, and are significantly less negative.
Considering the similar situation with the negative charges at the
molecule center, for negative ions, the minima lie at –25.12kT and at
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±14.2° above and below the O–H bond direction, with –21.03RT along
the dipole axis. Again, for positive ions, the only stable position is the
axial one, at –25.79kT.

Thus, using these simple quadrupole approaches, we may be led to
believe that the electrostatic stabilization energy for positive ions will
be more negative than that for negative ions due to the effects of the
off-axis charges. A pre-quadrupole approach, ignoring off-axis
charge,98 gives –23.06kT and –28.05kT for positive and negative ions
at a = 2.924 Å, i.e., the difference of –4.99ckT is approximately correct
if c = 4. The real charges are indeed off-axis, and the DP multipole143

should be a much more realistic molecular model. In it, the protons
(+e, +e) are at +0.586 Å from the oxygen atom center (+6e) along the
dipole axis, offset at ±0.764 Å (bond angle 105°). The lone pairs (–2e
each) on the oxygen are located at right angles to and at ±0.275 Å
above and below the proton-oxygen plane, at –0.158 Å along the dipole
axis. The bond electrons (–2e each) may be located along the proton-
oxygen bonds at +0.334 Å from the oxygen atom center along the
dipole axis, offset at ±0.443 Å gives a dipole moment of 2.138 D (See
Section V-1) to account for induction. The 8+, 8 charge separation
means that the DP dipole length is very short (0.0557 Å for 2.138 D)
compared with the 0.586 Å Rowlinson length, and its dipole center is at
+0.1187 Å (at 2.138 D) from the oxygen compared with the Rowlinson
value of +0.243. Thus, the dipole center for each lies on different sides
of the water molecule center at +0.15 Å.

Appropriate coulombic potentials were used to obtain ion-DP
multipole interactions at a = 2.924 Å. Instead of the “hard wall” model
used above, a repulsive +A/(a + q)12 interaction was assumed, where q
is the ion-oxygen distance. The complete expression was differentiated
to obtain the minimum potential at a = 2.924 Å. First the ions were
assumed to lie along the dipole axis, giving a net interaction of
–23.11kT for positive ions, and –19.99kT for negative ions, where the
repulsive potentials were 16% and 17% of the total coulombic
interaction respectively. Thus, the gross coulombic interactions for the
DP model were –0.8kT (3.1%) and –1.6kT (7.3%) greater in this
configuration than those for the corresponding point-charge Rowlinson
model, which assumed a smaller dipole moment (1.86 D). Thus, in
both point-charge calculations, positive ions situated at the same
distance from the water molecules show greater interaction than
negative ions. However, if the Rowlinson and DP models are regarded
as simple dipoles, the first yields a greater interaction for negative ions,
whereas the opposite is true for the second, due to the differing position
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of the dipole centers with regard to the molecule center. The
Rowlinson dipole model gives an approximately correct answer, but it
is too artificial to be useful.

Point-charge interactions for the ion-DP multipole were then
examined as a function of a, and as a function of the angle of the
molecule. At typical distances, the orientation giving the most negative
gross electrostatic potential for negative ions was in line with each of
the H–O bonds, i.e., the Verwey161 position. However, this was not true
for positive ions in the O-lone pair direction, unless ‘a’ is very short. In
the Verwey positions at a = 2.924 Å, the net interaction energies were
–18.16kT for positive ions, and –23.54kT for negative ions, with
inverse 12-power repulsions calculated from the minima equal to 18.6%
and 22.8% of the gross coulombic potentials respectively.

Positive ions in the dipole axis position have more negative
potentials than those in the Verwey position. The most negative
position should be favored, which would result in the Verwey position
for negative ions, and the dipole axis position for positive ions. This
would result in similar potentials for both negative and positive ions at
a = 2.924 Å. One of the reasons why the Verwey position is preferred
is the greater opportunity for retained hydrogen bonding, whether
complete or “bent”.103 The hydrogen bond is about –10kT (–5.95
kcal/mole, 24.9 kJ/mole103). It is usually assumed95 that two half
hydrogen bonds are broken per water molecule of solvation, so that on
the dipole axis positive and negative ions under the above conditions
will have effective partial solvation potentials of only about –13.11kT
and –9.99kT, before induction effects are taken into account. In the
Verwey positions, one half-bond is broken, giving –13.16kT and
–18.54kT. With a = 2.924 Å, the DP dipole centers in neighboring
Verwey positions of least repulsion at c = 4 (one cis and one trans pair)
are about 4.8 Å apart, which makes the dipole-dipole interaction a
reasonable approximation. These orientations give dipole-dipole
interactions of +0.88kT per dipole for positive ions compared with
+1.52kT when aligned along the dipole axis. The effect of this is likely
to be marginal.
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I. INTRODUCTION

By definition, electrochemical reactions involve charge transfer
through the electrochemical interface. Therefore, the charge flowing in
the elementary act is an important characteristic of a process. For a
simple electron- or ion-transfer reaction, this charge is always a
multiple of the unit charge: in the former case it is simply the number
of electrons exchanged between the reactant and the electrode, in the
latter case it is the valency of the ion that is incorporated into the
electrode. But in an adsorption reaction the adsorbate need not
exchange an integral number of electrons with the electrode. Since it
stays on the surface, it can share electrons with the electrode, forming a
polar or a covalent bond. However, the partial charge transferred by the
adsorbate to the electrode is not clearly defined, since the division of
the bonding electrons into parts pertaining to the adsorbate and to the
electrode is arbitrary to some extent. In spite of this, the amount of
charge flowing at constant potential can clearly be measured, and this
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quantity is used to define the electrosorption valency, in analogy to the
valency of a metal ion deposited on an electrode.

The definition of a quantity is one thing, its interpretation is
another, and in the case of the electrosorption valency the interpretation
has proved to be particularly difficult. Obviously, it must be related to
the charge exchanged between electrode and adsorbate, or to the partial
charge transfer. However, the latter cannot be measured and is only
defined within a particular model. Nevertheless, it can be a useful
quantity for understanding the meaning of the electrosorption valency,
and for the interpretation of experimental data. A quantity that can be
measured, though often with difficulties, is the dipole moment
associated with an adsorbate. Its definition is based on other concepts
than the electrosorption valency, but the two quantities are related, and
one can be expressed through the other.

In this review, we will consider the adsorption of a single species;
coadsorption phenomena will not be considered, since it is generally
impossible to divide the flow of charge among several species. We will
present the thermodynamics on which the concept of the
electrosorption valency is based, discuss methods by which it can be
measured, and explain its relation to the dipole moment and to partial
charge transfer. The latter can be explained within an extension of the
Anderson-Newns model for adsorption, which is useful for a semi-
quantitative treatment of electrochemical adsorption. Our review of
concepts and methods will be concluded by a survey of experimental
data on thiol monolayers, which nowadays are adsorbates of particular
interest.

II. THE ELECTROSORPTION VALENCY

When a species is adsorbed at an electrode surface, it may form a
purely physical bond (physisorption) or a much stronger chemical bond
(chemisorption). In the latter case the species may transfer a positive or
negative charge to the electrode, according to the formal adsorption
reaction:
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Here is generally a positive or negative fractional number and
denotes the negative electronic charge. This process is called a “partial
charge transfer” (pct) reaction. We will exclude the case in which a pct
step is followed by one or more further pct steps, ultimately resulting in
the overall transfer of a unitary charge with formation of a redox
partner of capable of existing in the bulk solution. The factor
called “partial charge transfer coefficient”, was first introduced by
Lorenz and Salié1 in connection with an experimental research on the

ion electrode reaction.
Subsequently, Lorenz2,3 correctly recognized that cannot be

estimated without having recourse to some modelistic assumption. In
this connection, he made a distinction between a “microscopic” pct
coefficient     and a “macroscopic” pct coefficient l’, which he regarded
as an experimentally accessible parameter. In what follows, the term
“experimentally accessible parameter” will be exclusively referred to
those parameters that can be determined without any modelistic
assumption and are, therefore, thermodynamically significant. Later we
will show that, strictly speaking, Lorenz’s macroscopic pct coefficient
l’ is not thermodynamically significant since it relies on some mild
modelistic assumptions. Subsequently, Vetter and Schultze4,5 defined a
different quantity:

where is the thermodynamic charge density on the metal, is the
surface excess of the given species S and E is the applied potential. As
shall be shown in Sec. II.3, this quantity, called “electrosorption
valency”, is formally equal and opposite to Lorenz’s macroscopic pct
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coefficient, l’, but has the advantage of being thermodynamically
significant by definition. Vetter and Schultze have also the further merit
of having pointed out various alternative contributions to in addition
to the possible contribution from pct.4,6

We can envisage the chemisorption of a species, with or without
pct, as follows. Imagine adding, say, a specifically adsorbing anion to a
solution containing a strong excess of a nonspecifically adsorbed
electrolyte and imagine following its adsorption at the metal/water
interface, at constant applied potential. If the anion were itself
nonspecifically adsorbed, and hence had not to be deprived of its
solvation sheath on the metal side in its position of closest approach to
the electrode surface, then it would be accompanied in this approach by
a nonspecifically adsorbed cation, and hence no flow of electrons along
the external circuit would be observed. This situation is depicted
schematically in Fig.1a, where x is the distance from the electrode
surface, and x = d is the distance of closest approach of the
nonspecifically adsorbed ions to the electrode. The potential-distance
profile is represented schematically by curve 1. Since, however, the
anion is specifically adsorbed, it will bring its center of charge at a
distance, from the electrode surface that is shorter than x = d, as
shown in Fig.1b, thus allowing its lone-pair orbitals to come in direct
contact with the electrode-metal surface atoms. This may require either
the complete removal of one coordinating water molecule or a simple
deformation of the solvation shell.8 As a rule, an increase of ionic
radius is accompanied by an increase of polarizability and electron-pair
donicity and by a decrease of solvation energy; this favors a simple
deformation of the solvation shell.8 The approach of the center of
charge of the anion to the electrode surface gives rise to a negative
potential drop between the and x = d planes, represented by curve
2 in Fig.1b. For a constant potential difference, across the inner
layer, this negative contribution to must be compensated for by
a positive contribution, which is produced by a positive shift, in
the charge density on the metal from to The contribution from
the new charge density to the potential drop between x = 0 and
x = d is represented schematically by curve 3 in Fig.1b, while the
overall potential-distance profile is represented by curve 1. If the anion
also transfers a fraction of its negative charge to the electrode upon
chemisorption, then the positive shift will be greater, but the two
contributions cannot be distinguished on the basis of purely
thermodynamic arguments.



Electrosorption Valency 307

Figure 1. Schematic picture of the metal/solution interphase in the
case of nonspecific (a) and specific (b) anionic adsorption. x = 0,

and x = d are the electrode surface plane, the plane of closest
approach for the specifically adsorbed anions, and that for the
nonspecifically adsorbed ions. Curve 1 represents the potential-
distance profile. In (b), curve 1 results from the combination of
curve 2, expressing the contribution from the charge density of
the specifically adsorbed anions, and curve 3, expressing the
contribution from the charge density on the metal. The potential
difference, across the inner layer is the same in (a) and (b).
(Reprinted from Ref.7 with permission from the Am. Chem. Soc.)
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1. Some Thermodynamic Considerations

The thermodynamics of electrified interfaces deals with “components”
of the overall system, namely species whose concentration in their
respective bulk phases can be varied independent of that of the other
species; these are necessarily neutral components, that is, metals in the
metal phase and salts and neutral molecular species in the solution
phase. Extrathermodynamic charged “constituents” of the system, such
as electrons and ions, can be temporarily introduced in the derivation
of the thermodynamic Gibbs adsorption equation, but the imposition
of the condition of electroneutrality of the interphase must ultimately
lead to an expression that only deals with the bulk chemical potentials
of neutral components. This is also the case for a bulk constituent
that is assumed to undergo a pct at the interface, leading to an adsorbed
species whose existence is only confined to the interfacial region.
In fact, the thermodynamic treatment of electrified interfaces compares
the real interfacial system with the ideal Gibbs model, in which the two
homogeneous and neutral bulk phases are separated by a purely
geometric “dividing surface”. It is evident that in the Gibbs model a
species assumed to exist only in the interfacial region has no right of
citizenship. The situation is different for a redox couple Ox/Red
undergoing a reversible electron transfer, because both Ox and Red are
present in the bulk solution phase.

That pct cannot affect the Gibbs adsorption equation can be
verified by applying a formal equilibrium condition to the pct reaction
of Eq. (1), yielding:

Here, and are the electrochemical potentials of S in the bulk
solution and in the adsorbed state. Let us apply the Gibbs adsorption
equation to the interphase between a pure metal M and an aqueous
solution containing molecular and ionic species denoted by the
subscript j, in addition to water w and the species S. Choosing the
neutral metal atoms M and the electrons in excess with respect to
metal atoms as the constituents of the metal phase, we may formally
write:
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Here, and are the surface excesses of nonspecifically
adsorbed S molecules and of those chemisorbed with pct, while is the
interfacial tension. Let us assume for simplicity that water is in such a
large excess with respect to the other components of the solution phase
as to allow us to set at constant temperature T and pressure P.
Noting that in the pure metal phase is also equal to zero at constant
T and P, and replacing       from Eq. (3) into Eq. (4), after
rearrangement we get:

Upon formally separating the electrochemical potentials into their
chemical and electrical contributions:

where and are the electric potentials in the metal and in the
solution phase, and taking into account the electroneutrality condition
for the whole interphase:

Equation (5) becomes:

Here we have set:

To complete the thermodynamic treatment of the interphase, one
should now eliminate the chemical potentials of any ionic species in
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favor of the chemical potentials of the corresponding salts. One should
also combine the ideal polarized electrode consisting of the interphase
under study with an indicator electrode reversible to one ionic species
of the solution phase, in order to eliminate the extrathermodynamic
potential difference in favor of the thermodynamic potential
difference E between the leads of the two electrodes. However, for the
present purposes, the still incomplete Gibbs adsorption relationship of
Eq. (8) is sufficient to show that any trace of the proposed pct has
disappeared. Thus, is the total surface excess of the species S,
independent of whether pct takes place or not. It should also be noted
that the term is thermodynamically significant and,
therefore, experimentally accessible without having recourse to
modelistic considerations. In fact, while the potential difference

between two phases of different composition is experimentally
inaccessible, its change can be measured experimentally
provided any change dE in the externally applied potential is entirely
located in the interphase under study, that is, provided the indicator
electrode is fully reversible. In this case we can set

where the constant depends on the choice of
the reference electrode. Therefore, the charge density,

is also thermodynamically significant. It can be

regarded as the charge to be supplied to the electrode to keep the
applied potential E constant when the electrode surface is increased by
unity and the composition of the bulk phases is kept constant. This
quantity is called “total charge density” by Frumkin9 and
“thermodynamic charge density” by Lorenz and Salié.10

The separation of into the two contributions and
is modelistic and, therefore, extrathermodynamic.11,12 However, it
allows us to view as the sum of a charge density, stemming
from pct to the electrode by the chemisorbed species S, and of the
charge density on the metal side of the interphase, due to the
surface excess of “free electrons”. The latter is called “free charge
density” by Frumkin9 and “true charge density” by Lorenz and Salié10;
in what follows it will be denoted by This separation of into two
extrathermodynamic contributions may provide us with a satisfactory
procedure to estimate the pct coefficient Thus, if we may estimate
the free charge density extrathermodynamically, say, by
using the modelistic Gouy-Chapman theory, then is obtained
by subtracting      from the thermodynamic total charge density
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From Eq. (3) it is apparent that a pct reaction can be conveniently
regarded as in equilibrium. It is therefore natural to provide some
qualitative evidence for the presence of pct by measuring a
thermodynamically significant, equilibrium quantity such as the
electrosorption valency l of Eq. (2) introduced by Vetter and Schultze.4

Strictly speaking, this quantity is thermodynamically significant only in
the presence of such a large excess of supporting electrolyte as to
justify the neglect of the contribution to from the nonspecific
adsorption localized in the diffuse layer. If this condition is not
fulfilled, Vetter and Schultze4,6 propose the definition:

where is the surface concentration of S in the inner layer,
is the potential difference across the diffuse layer

and is the applied potential at which equals zero in the absence of
specific adsorption. Even though is formally defined as the
“absolute potential difference across the inner layer”, it does not
include the surface dipole potential due to the anisotropy of the
interfacial forces, and is therefore an extrathermodynamic quantity, just
as is. In this respect, the definition in Eq. (10) is not strictly
thermodynamic. Henceforth, we will confine ourselves to the
thermodynamic definition of Eq. (2), tacitly assuming a strong excess
of the supporting electrolyte, and consequently

Equation (2) applies to both neutral and charged species. In the
case of an ionic species of charge number z, it can be written in the
form:

where is the charge density due to the specifically adsorbed
ions. The rationale behind this definition is the following: if the
chemisorption of the ion at constant applied potential is accompanied
by a flow of charge of equal magnitude but opposite sign along the
external circuit, then the electrosorption valency coincides with the
charge number z of the ion. This situation is encountered only under
very particular conditions.
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A further thermodynamic expression for l is possible.4 Since the
electrocapillary equation (Eq. 8) is a total differential equation, the
second cross-partial-differential coefficients of are equal:

Noting that depends upon at constant E via we may write:

Combining Eqs. (12) and (13) we get:

Noting that is a total differential, we can write:

Rearranging terms at constant i.e., for we obtain:

Comparing Eqs. (14) and (16) yields:

This equation provides an alternative definition of l, which can be
obtained as a function of E from a thermodynamic analysis of
adsorption data by using any of the two above definitions. Sometimes,
both alternative procedures for the determination of l have been
adopted in order to verify the self-consistency of data analysis.13,14

A further thermodynamic expression for l is obtained by writing
the total differential of regarded as a function of E and

Dividing by dE at constant (i.e. for we obtain:
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Another useful thermodynamic relationship that allows the
potential dependence of l to be determined from the differential
capacity of the interphase at constant is readily obtained from the
very definition of l. Choosing as the reference potential and denoting
by the electrosorption valency at the l value at any other applied
potential E is given by:

The quantity can be determined from a

thermodynamic analysis of adsorption data. It can also be determined
from direct differential capacity measurements at frequencies so high as
to prevent the surface concentration to follow the ac signal.
Naturally, any partial charge associated with chemisorption does
follow the ac signal, due to the extremely short relaxation time of
electrons.

It should be noted that l may depend appreciably upon the
value at which the derivatives of Eq. (17) are calculated. Thus,
adsorption isotherms can be expressed under the general form

where is the activity of the adsorbing

species in the bulk solution, is the standard Gibbs energy of

adsorption, and is some function of that measures the activity
of the adsorbed molecules. While the bulk activity of the adsorbing
species S can be identified with the corresponding bulk concentration

as a good approximation, can be approximated to only at



314 R. Guidelli and W. Schmickler

low coverages. With an increase in coverage, may deviate
appreciably from     due to the onset of strong interactions between the
adsorbed S molecules. The activity coefficient, may vary with
a change in the electric field even at constant the activity coefficient
of the residual adsorbed water molecules may also be affected. From
the definition of l in Eq. (17) it follows that:

At low coverages, practically coincides with and consequently
the second term in the last member of Eq. (21) vanishes. However, at
higher values, the activity coefficient of the adsorbed S molecules
may vary with E at constant to a different extent depending on the
chosen value. Therefore, a comparison between l values of different
adsorbed species, or even that between l values for the same adsorbed
species obtained by different procedures, should always be carried out
at low coverages.

2. The Extrathermodynamic Contributions to the Electrosorption
Valency

An insight into the extrathermodynamic, modelistic contributions to l
can be gained by regarding chemisorption as a displacement of a
number v of adsorbed solvent molecules from direct contact with the
electrode surface by the given adsorbing species S. In an aqueous
solution the adsorption equilibrium can be written:

where the subscript ads denotes species in the adsorbed state while its
absence denotes species in the respective bulk phases. The equilibrium
condition is:

where and are the chemical potentials of water in the bulk
solution and in the adsorbed state. The various chemical and
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electrochemical potentials of Eq. (23) can be formally separated into a
purely chemical and an electrostatic contribution:

Here, and are the electric potentials in the metal, in the bulk
solution and at the inner Helmholtz plane, is the surface
concentration of the adsorbed water molecules in the absence of
chemisorption and is their activity in the presence of
chemisorption. In Eq. (24) the electrostatic contributions of the
adsorbed molecules and S to their electrochemical potentials also
include the electrostatic potential energy of their dipoles in the
interfacial electric field, and are average values
of the normal components of these dipoles, regarded as positive when
their positive end is directed towards the solution. By substituting Eq.
(24) into Eq. (23), rearranging terms, and differentiating with respect
to we obtain:

This equation holds strictly only if the activity coefficients
and do not change with varying the

interfacial electric field at constant Assuming, for simplicity, that
the electric field is constant across the whole compact layer (0 < x < d),
the partial derivatives in Eq. (25) can be replaced by ratios of finite
increments, yielding:4,6
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with:

3. The Partial Charge Transfer Coefficient of Lorenz and Salié

In their pioneering work on pct, Lorenz and Salié1 adopted a kinetic
approach, suggested by their initial experimental research on the

ion electrode reaction. In this system, pct is assumed
to involve an adsorbed intermediate, while the reactant Ox and the final
product Red are both present in the bulk of their respective phases. This
led these authors to work out a general reaction scheme in which one or
more adsorbed intermediates are interposed between Ox and Red.

Confining ourselves to the reaction scheme of Eq. (1), in which the
intermediate exists only in the adsorbed state, Lorenz’s approach10

starts from the expression for the adsorption current density j, which is
given by By expressing as the sum of the two
extrathermodynamic contributions of Eq. (9), we get:

Considering that the free charge density is a function of both and
E, we can write:

Substituting             from Eq. (29) into Eq. (28) yields:

with:
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Lorenz refers to l’ as the “macroscopic pct coefficient” and regards it as
experimentally accessible. can be measured by the extrapolated
value of the differential capacity C at infinite frequency, when the
surface concentration is frozen, i.e., when it cannot keep up with the
ac signal. Since, however, the partial charge associated with
chemisorption does follow the ac signal, this is only true if can be
regarded as potential independent. It can be readily seen that l’ in Eq.
(31) is the opposite of the electrosorption valency l. In fact, replacing

from Eq. (9)  into Eq. (2) yields:

Equation (30) can be written in the form:

This equation can be used to determine l’ if the differential capacity C
is extrapolated to zero frequency, namely under the quasi-equilibrium
conditions required to apply the electrocapillary equation for a
thermodynamic estimate of         (see Eq. 12):

Whence:
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This kinetic determination of the electrosorption valency l is based on
the relatively mild assumption of a potential independent

Lorenz and Salié10 also propose an alternative kinetic approach to
the determination of l’; this assumes a potential dependence of the
adsorption and desorption rates of the pct process of Eq. (1) which is
entirely analogous to that of the Butler-Volmer equation:

Here and are potential-dependent rate constants, while and

are their values at E = 0. More precisely, Lorenz and Salié use l’ in
place of l, and obtain l’ from the relationship:

Let us see under which conditions this expression can be regarded as
acceptable. To this end we shall assume that the pct step proper is
preceded by a chemisorption step without pct, regarded as in
quasi–equilibrium:

We will have:

with:
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and the electrochemical potentials and still expressed by Eq.
(24). Equation (40) refers to very low surface coverages by the
adsorbing species S, and hence to For the rate-determining
pct step (Eq. 38b) we will write:

By expressing in Eq. (41a) as a function of via Eq. (39), with
and given by Eq. (40) and and given by Eq. (24),

the two rates of Eq. (41) take the form:

with:

and

By comparing this equation with Eqs. (26) and (27), it is readily seen
that:
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Moreover, by equating to at equilibrium, we get:

This equation is consistent with the definition of l, in that, by
differentiation, we obtain:

Conway and Angerstein-Kozlowska15 replace the last term in the
equilibrium relationship of Eq. (46) by (RT/Fl)
where is the surface coverage by the adsorbate molecules,
thus introducing the factor that accounts for the surface
coverage by free adsorption sites according to a Langmuir isotherm.
Differentiating the resulting expression for with respect to E they
obtain an equation expressing the adsorption capacitance C as a
function of E. This equation predicts an increase in the half-width of
the peak-shaped curves of C vs. E with a decrease in l, as a natural
consequence of the diminished sensitivity of C on E. If, in the absence
of total charge transfer to the metal, the repulsion between the
neighboring partially charged adsorbate molecules is accounted for, a
further increase in the half-width of the C vs. E curves is predicted.

In spite of the above justification for the kinetic approach to the
estimate of l, this has a number of drawbacks. First of all, there is no
point in using a kinetic approach to determine a thermodynamic
equilibrium quantity such as l. The justification of the validity of Eqs.
(42) and (45) by the resulting equilibrium condition of Eq. (46) is far
from rigorous, just as is the justification of the empirical Butler-Volmer
equation by the thermodynamic Nernst equation. Moreover, the kinetic
expressions of Eq. (41) involve a number of arbitrary assumptions.
Thus, considering the adsorption step of Eq. (38a) in quasi-equilibrium
under kinetic conditions cannot be taken for granted: a heterogeneous
chemical step, such as a deformation of the solvation shell of the
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adsorbing species S or a complete displacement of one of its
coordinating water molecule8, may partially control the adsorption
kinetics.

In addition, the condition of a low surface coverage required for
the validity of Eq. (40) is often not satisfied in the kinetic
measurements reported in the literature. Even the use of the equilibrium
condition of Eq. (46) suffers from this limitation, especially with
ordered and compact adlayers, which are difficult to investigate at low
coverages. Thus, the use of the kinetic approach of Eqs. (42) and (45),
and even that of the equilibrium relation of Eq. (46), at relatively high
coverages may yield l values very close to unity, independent of the
extent of pct. A slope of about (–RT/F) for the plots of E versus ln
at constant on polycrystalline Ag, with X = Cl and Br, led Schmidt

and Stucki16,17 to conclude that the electrosorption valency of these
anions equals -1 in view of Eq. (46). Analogously, the use of Eq. (36)
led Jovic et al.18 to conclude that chloride adsorption on the low index
faces of Ag occurs with an electrosorption valency of -1. These l values
for and adsorption on Ag are definitely higher than those
obtained at low coverages (see later). The reason for these unitary
values is as follows.7 From the properties of partial derivatives we
have:

Since the partial derivative for halide adsorption on the

low index faces of Ag in the presence of an indifferent electrolyte is
low19, the potential shift with varying log is expected to be
practically the same at constant and at constant
Cross–differentiation of the electrocapillary equation yields the
following expression for the Esin-Markov coefficient:

Now, it is well known that vs. plots at constant for adsorbing
anions are roughly linear, with slopes slightly < -1. The fact that
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tends to in dilute solutions of pure salts of a specifically adsorbed
anion is well documented20-22 and was also explained by Schmickler et
al.23 by simple model calculations. is relatively close to for
sufficiently high values of even in the presence of a constant
excess of another electrolyte. 13,14,24 In fact, in this case, the relatively
high ionic strength depresses the diffuse-layer charge, causing the
charge to be neutralized mainly by the charge density on the
metal. The slope of vs. plots at constant is slightly <–1 even in
mixtures of a salt of a specifically adsorbed anion with a
nonspecifically adsorbed supporting electrolyte at constant ionic
strength.19,21,25-27 In view of Eq. (49), the slope of E vs. ln   plots at
constant is therefore expected to be close to (RT/zF), independent of
whether pct takes place, and similar conclusions hold for E vs. ln
plots at constant

In conclusion, kinetic procedures based on Eqs. (42), (45) and (46)
for the estimate of the electrosorption valency l are often expected to
yield inaccurate results, especially if carried out at high surface
coverages.

4. Hard Sphere Electrolyte Model for Specific Adsorption

In the concept of the electrosorption valency, double-layer properties
and charge transfer are intricately mixed. This not only makes the
interpretation of experimental values so difficult, but it has also
prevented theorists from calculating the electrosorption valency of any
particular system. Indeed, our present understanding of the double layer
is only qualitative.28,29 While pct can be estimated by quantum-
chemical methods, these are really only suited to adsorption from the
vacuum, and the effect of the solvent, which favors ionic adsorption, is
hard to include. Therefore, simple models referring to limiting cases are
quite useful for understanding the electrosorption valency. Here we
consider the adsorption of charged hard spheres, which sheds some
light on the double-layer aspects.

Carnie and Chan30 treated an ensemble of hard-sphere ions and
dipoles in contact with a hard wall. Specifically, they considered
solvent molecules of radius with a point dipole at their center, and
two kinds of ions, positive and negative, both with the same radius
One kind of ion can be adsorbed on the surface of the hard wall by a
potential proportional to a Dirac delta function. Charge transfer
between the metal (i.e. the hard wall) and the adsorbate was not
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considered. When both the charge density on the metal and the
charge density due to the adsorbate are small, the following
approximate expression for the total potential drop between the
electrode and the bulk of the solution can be derived:

Here, is the Debye reciprocal length, is the bulk dielectric constant
of the solvent, and is determined by through the relation

and characterizes the dielectric response of the solvent
at the interface. For water at room temperature, and
The first term is the Gouy-Chapman term. As a rule, experiments are
either conducted at such high electrolyte concentrations that this term is
negligible, or else the data are corrected for double-layer effects;
consequently, we shall disregard this term in the following. Also, to a
good approximation, terms in can be neglected compared to terms
of the order of unity. Note that in Eq. (50) equals zero when
and are both equal to zero. In other words, the potential difference
across the metal/solution interphase in the absence of specific
adsorption and for is assumed to be zero, that is, no preferential
orientation of the solvent dipoles is assumed at the potential of zero
charge. In view of Eq. (11), differentiation of with respect to at
constant in Eq. (50) yields the following simple expression for
the electrosorption valency in the absence of pct:

This shows that, in the absence of charge transfer, l is determined
by the relative sizes (cf. the notion of the thickness ratio introduced by
Grahame31) of the solvent and the adsorbed ions, and by the dielectric
response at the interface. In essence, this equation shows how much
image charge flows onto the metal at constant potential when an ion is
adsorbed. When the solvent molecules are smaller than the adsorbed
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Figure 2. Schematic picture of the screening of an adsorbed cation by
solvent molecules of different sizes with respect to that of the cation.

ion they can screen the ionic charge well (see Fig. 2a), little
image charge flows, and l is small. Similarly, a large value for
indicates good dielectric screening and reduces l. Conversely, small
ions cannot be screened by the solvent (Fig. 2b), and hence they have
large l values.

Even though this equation is based on an overly simple model, it
illustrates well the double-layer properties that govern the
electrosorption valency in the absence of pct. In particular, it shows that
a fractional value of l need not necessarily indicate pct. We shall return
to the hard-sphere electrolyte model when we discuss dipole moments
of adsorbates.

5. Experimental Procedures for the Determination of the
Electrosorption Valency

Since l is a thermodynamic quantity, the most reliable procedures for
its determination are based on a thermodynamic analysis of adsorption
data, possibly at low coverages. Adsorption data to be analyzed by the
Gibbs adsorption equation can be obtained by measuring the interfacial
tension the charge density or the differential capacity C. Direct
measurements are equilibrium measurements that can only be carried
out on mercury. Direct charge measurements are conveniently carried
out by the potential-step chronocoulometric technique, which can be
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applied both on mercury32,33 and on solid metals.34,35 Direct differential
capacity measurements are performed by phase-sensitive ac techniques;
they are very accurate on mercury21,25-27 but, on solid metals, they are
hardly accurate enough to allow a thermodynamic analysis of the
adsorption data. In the presence of frequency dispersion, often observed
in connection with adsorption-desorption peaks of organic adsorbates,
an extrapolation to zero frequency is required. Once the
thermodynamic analysis of adsorption data is carried out, the same l
value is to be expected by using any of the equivalent thermodynamic
expressions for l in Eqs. (2), (17) and (21). However, this is true only if
these expressions are all employed over the same low range of surface
coverages.

When determining l as a function of potential, notable difficulties
are encountered at potentials at which satisfactorily low surface
coverages are only attained at very low bulk surfactant concentrations

where the accuracy of adsorption measurements becomes
dramatically low. As an example, Fig. 3 shows plots of versus at
constant potential for iodide adsorption on Ag(111) from
solutions, obtained from potential-step chronocoulometric
measurements of charge.7 The gradual increase in adsorptivity of
iodide ion with a positive shift in potential causes the accessible range
of values covered by the vs plots to shift towards higher
values. In view of the downward concavity exhibited by these plots, the
limiting slope of the experimentally accessible segment of the plots
decreases as this segment shifts towards higher values. This is more
evident if the experimental point corresponding to the lowest accessible

value at each potential is joined to the point on the axis at the
same potential, i.e. the point obtained from the vs. E curve of the
supporting electrolyte in the absence of iodide (see the dashed
segments in Fig. 3). If we plot the l values measured by the slope of the
plots in Fig. 3 against potential we obtain curve 1 in Fig. 4, which
attains a maximum value and then decreases as E is shifted towards
more positive values. The latter decrease is to be ascribed to the
inaccuracy in the estimate of the limiting slope of the vs plots at
constant potential for A similar decrease was observed for
bromide adsorption on Ag(111).7 It was also observed, albeit to a
lower extent, for chloride13 and bromide14 adsorption on Au(111),
where the slope of the vs. plots for the obtainment of l was
estimated by including the points on the axis.
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Figure 3. Plots of vs. at constant potential for iodide
adsorption on Ag(111) from    solutions. Numbers on
each curve denote potential values in V/SCE. (Reprinted
from Ref.7 with permission from the Am. Chem. Soc.)

Figure 4. Plots of l (curve 1) and of obtained from Eq. (53)
(curve 2) against E for iodide adsorption on Ag(111). The
horizontal arrow (curve 3) denotes the value obtained from
Eq. (52) over the potential range of stability of the iodide
adlayer. (Reprinted from Ref.7 with permission from the Am.
Chem. Soc.)
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In the case of strongly chemisorbed species, such as halide and
sulfide ions on Ag(111), the electrosorption valency as a function of
the applied potential can be conveniently estimated at low surface
coverages by a chronocoulometric procedure that avoids the difficulties
encountered with conventional adsorption measurements. It consists in
adopting bulk anionic concentrations in the range from  to
M in the presence of an excess of a nonspecifically adsorbed
electrolyte, and in jumping from a fixed initial potential negative
enough to exclude anionic adsorption, to a final potential E, where the
anion is strongly adsorbed.7 Under these conditions, the charge density
Q(t), following the potential jump, varies linearly with during the
first 30-40 ms. The slopes of the Q(t) vs. plots are proportional to
the bulk concentration as shown in Fig. 5 for sulfide, iodide and
bromide adsorption. The adsorption of the supporting anion takes
place in a few milliseconds after the potential jump, because of its
relatively high bulk concentration. Conversely, the adsorption of
sulfide or halide ions takes place more slowly, because of their low
bulk concentrations. The time dependence of the charge density Q(t) is
therefore determined by the slow adsorption of the latter anions.

Figure 5. Plots of on Ag(111) from solutions
of sulfide in 0.15M NaOH for a -1.40 V jump (a),
iodide in 0.15M NaOH for a–1.50 V jump (b), and
bromide in 0.1M for a -1.50 V jump (c).
(Reprinted from Ref.7 with permission from the Am. Chem.
Soc.)
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The fact that Q(t) satisfies the integral form of the Cottrell equation
indicates that, at least during the first 30-40 ms after the potential jump,
the adsorption of halide and sulfide ions is diffusion controlled under
limiting conditions, that is, with their volume concentration at the
electrode surface much smaller than the corresponding bulk value.
Under these conditions, the intercept of the Q(t) vs. plots on the
charge axis yields the charge density following the potential jump

in the absence of the chemisorbed anion. Moreover, the surface
charge density, of the chemisorbed anion at a given time t, as
expressed by the Cottrell equation, equals where is
its diffusion coefficient. In view of the definition of the electrosorption
valency l for an ionic species in Eq. (11), the corresponding “integral
value”, is given by the equation:

where is the charge density at E in the absence of the adsorbate.
The integral electrosorption valency is clearly proportional to the
slope of the Q(t) vs. plot:

Curve 2 in Fig. 4 shows a plot of for iodide adsorption on
Ag(111) against E, as obtained by this equation, using the diffusion
coefficient taken from the polarographic
literature.36 It is apparent that these values differ appreciably from
the l values obtained from the vs. plots at constant E of Fig. 3.
Both values increase rapidly over the potential range of the two-
dimensional disorder-order phase transition yielding the
iodide overlayer. However, when proceeding towards more positive
potentials, over the range of stability of the overlayer, attains a
roughly constant value of about 0.85 while l decreases progressively.



Figure 6. The upper curves are       vs. E plots on Ag(111) obtained from
solutions of 0.15 M NaOH containing KI of concentration

and M, when proceeding from right to left. The
lower curve is a plot of the charge density for aqueous 0.15
against E. (Reprinted from Ref.7 with permission from the Am. Chem.
Soc.)

This is due to the fact that the electrosorption valency, obtained
from diffusion-controlled adsorption relies on measurements
corresponding to the same small, initial amount of adsorbed material at
all potentials. Consequently, this procedure does not suffer from the
limitations involved in the use of Eq. (2) at high surface coverages.
In the case of chemisorbed ions yielding a well-defined ordered
overlayer structure on a single-crystal electrode, the electrosorption
valency, relative to the formation of the overlayer, can be obtained by
recording the chronocoulometric charge density, against E, both in
the absence and in the presence of the chemisorbed ion. Figure 6
shows plots of versus E on Ag(111) from aqueous 0.15 M NaOH in
the presence of different bulk iodide concentrations high enough to
reach the limiting surface concentration, corresponding to a
complete adlayer.7 For comparison, the figure also
shows a curve of the charge density of the nonspecifically
adsorbed electrolyte37 against E; the concentration is equal
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to the overall salt concentration in the corresponding vs. E curves.
Therefore, over the potential range of stability of the ordered overlayer,
the vertical distance between the versus E curves and the
corresponding versus E curve provides the difference between the
charge density in the presence of the overlayer and that in the absence
of specific adsorption, at the same applied potential and ionic strength.
In fact, in spite of the use of 0.15 M NaOH as supporting electrolyte in
order to shift hydrogen discharge to more negative potentials, the
formation of an ordered iodide adlayer prevents the chemisorption of
hydroxyl ions. In view of Eq. (52), the ratio of the constant difference

over the potential range of stability of the

iodide adlayer to the charge density of the iodide ion, estimated
from the adlayer structure, yields an value of 0.86, in good
agreement with that obtained from diffusion-controlled iodide
adsorption over the same potential range (see the horizontal arrow in
Fig. 4). The adsorption features of bromide and chloride ions on
Ag(111) are similar to those of iodide.7 The values for these two
ions, obtained by the same procedure, amount to 0.65 and 0.44, again in
agreement with the values obtained from diffusion-controlled
adsorption.

An increase in the bulk iodide concentration causes a gradual shift
of the sigmoidal curves in Fig. 6 towards more negative potentials,
while leaving the height of the plateau unaltered. In Fig. 7 this potential
shift at constant on Ag(111) is plotted against log for sulfide,
iodide, bromide and chloride. The slope of the resulting plots is just a
measure of the Esin and Markov coefficient where is

the bulk chemical potential of the adsorbed anion. This slope equals
–32 mV for sulfide, –74 mV for iodide, –64 mV for bromide and
–85 mV for chloride.7 We already pointed out in Section II.3 that, for
these systems, the slope of vs. E plots at constant is very close to
that at constant The same reasonable assumption was made by
Schultze38 for the evaluation of l in cationic electrosorption
systems. With this assumption, the reciprocal of the above Esin and
Markov coefficients allows an estimate of l on the basis of its
thermodynamic definition of Eq. (49). The resulting l values are –1.84
for sulfide, –0.81 for iodide, –0.94 for bromide and –0.70 for chloride.
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Figure 7. Plots of E vs. log     on Ag(111) from solutions of     M KCl +
at bromide in 0.1 M at

iodide in 0.15 M NaOH at
(3), and sulfide in 0.15 M NaOH at (4); the lower log

axis refers to plots 1, 2 and 4, the upper one to plot 3. (Reprinted
from Ref.7 with permission from the Am. Chem. Soc.)

The l values for bromide and chloride are higher than the corresponding
values, and much higher than the l values obtained from the

alternative thermodynamic definition of l in Eq. (11).
The reason for these discrepancies is quite probably to be ascribed

to a strong dependence of the activity coefficient of upon E
and at the high surface coverages employed for the estimate of l. In
particular, l values obtained from  versus E plots at constant are
affected by the potential dependence of the activity coefficient at
constant (see Eq. 21); conversely, the l values obtained from the
dependence of upon at constant E are affected by the
dependence of the activity coefficient at constant E. These different
dependences may have opposite effects on the l values obtained on the
basis of the two alternative thermodynamic definitions. This may also
explain the anomalously high l values for bromide and chloride
adsorption on polycrystalline Ag obtained by Schmidt and Stucki16

from versus E plots at constant For this reason, at high surface
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coverages, the procedures for the estimate of integral values are to be
preferred.

The determination of has often been carried out during the
underpotential deposition (upd) of a metal M from a solution of its ion

on a different metal of higher electronegativity. This is usually
marked by a sharp voltammetric cathodic peak. In some cases (e.g,
Pb10,39,40 and Tl41 upd on Ag(hkl)) the quantity –Q/(zF), where Q is the
negative charge density under the peak corrected for the charging
current in the pure supporting electrolyte, has been compared with the
surface concentration of the deposited metal, determined by some
independent means.42 An ingenious procedure for determining Q and

simultaneously makes use of a thin-layer cell, in which the
electrolytic solution is interposed between an “indicator” electrode,
where upd takes place, and a “generator” electrode, whose oxidation
provides the ions to be underpotential-deposited on the indicator
electrode. Indicator electrodes consisting of silver single-crystal faces
39,41,43 and Pb39,43 or Tl41 generator electrodes have been employed. The
oxidation current density, flowing at the generator electrode, and the
reduction current density, flowing at the indicator electrode, are
controlled independently by a bipotentiostat. The generator electrode is
kept at a constant potential, thus creating in the thin solution layer a
constant cation concentration expressed by the Nernst equation. On the
other hand, the potential applied to the indicator electrode is scanned
from an initial value, positive enough to avoid upd, to a final value,

lying within the upd region. The integral of over time, once
divided by yields the surface concentration of the cations
deposited on the indicator electrode. On the other hand, the integral, Q’,
of over time yields the negative charge transferred from the indicator
electrode to the metal ions, during their upd. To correct Q’ for the
capacitive charge flowing during the potential scan from  to the
same scan is carried out while keeping the generator electrode at a
potential negative enough to avoid its oxidation, and the resulting
charge is subtracted from Q’, yielding the corrected charge Q. Good
agreement between and –Q/(zF) has been found. Note that  is just
equal to in Eq. (52). In view of this equation, such an

agreement implies that equals z, namely that charge transfer is
complete.

The kinetic determination of l on the basis of Eqs. (37), (42) and
(45) has frequently been reported in the literature,38,44 often in
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connection with electrochemical impedance spectroscopy
measurements.45,46 As already pointed out, the l values obtained by the
kinetic approach are poorly accurate, since they involve a number of
arbitrary extrathermodynamic assumptions that are not required in the
thermodynamic approach. The kinetic approach is unavoidable only if
pct is assumed to involve an intermediate of an electrode reaction in
which both the reactant and the final product are present in the
corresponding bulk phases. In this case, however, fitting the kinetic
data to the electrode reaction mechanism requires several adjustable
parameters. At any rate, these systems are outside the scope of the
present chapter.

III. THE PARTIAL CHARGE TRANSFER

The extent of pct from a chemisorbed molecule to an electrode is
measured by the pct coefficient Unfortunately, the estimate of is
not straightforward, since it relies on more or less accurate modelistic
assumptions. Thus, for instance, screening of the charge of the
adsorbed ion by the inhomogeneous electron gas and by the solvent
molecules produces an effect analogous to that of pct.47-49

The most common procedure for estimating consists in
measuring the thermodynamically significant electrosorption valency l
and in evaluating its extrathermodynamic contributions and g of
Eqs. (26) and (27) in order to extract the value. A more direct
extrathermodynamic procedure that relies exclusively on the Gouy-
Chapman theory can be applied to the important class of self-assembled
thiol monolayers anchored to a metal surface.

1. Extrathermodynamic Estimate of the Partial Charge Transfer
Coefficient from the Electrosorpion Valency

The contribution to l in Eq. (26) from the desorbing water
molecules can be roughly estimated by assuming that the potential
varies linearly with the distance x in the compact layer enclosed
between the electrode surface plane x = 0 and the outer Helmholtz
plane x = d. In the presence of a strong excess of a nonspecifically
adsorbed supporting electrolyte or upon correction for the potential
difference across the diffuse layer, the electric potential in the bulk
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solution can practically be identified with that, at the outer
Helmholtz plane. The normal component of the water dipole can
be written as where e is the absolute value of the electronic charge
and is the length of the normal component, taken as positive or
negative depending on whether the dipole component is directed
towards the solution or towards the electrode. The contribution
can therefore be written as:

If the water dipoles are preferentially directed towards the solution,
is positive and the same is true for the contribution to l. In fact, in
this case the water dipoles make a negative contribution to the potential
difference across the compact layer; consequently, upon
their removal from the contact with the electrode by the adsorbing
species S, a flow of electrons to the metal surface along the external
circuit is required to keep the applied potential E constant. This implies
a negative contribution to and a consequent positive contribution to

in view of its definition. Naturally, if the water
dipoles are preferentially directed towards the metal surface, they make
a negative contribution to l. By analogous arguments, the contribution
to l from the dipoles of the adsorbed species S is written as:

If the adsorbate dipoles are preferentially directed towards the solution,
the length of their normal dipole component is to be taken as
positive and their contribution to l is negative. In fact, in this case they
make a negative contribution to the potential difference
across the compact layer; consequently, upon their adsorption a flow of
electrons away from the metal surface along the external circuit is
required to keep the applied potential E constant. This implies a
positive contribution to and a consequent negative contribution to l,
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in view of its definition. Naturally, an opposite effect on l is expected if
the adsorbate dipoles are directed towards the electrode.

Under the assumption of a linear dependence of upon the
distance x from the electrode surface, the g factor in Eq. (27) takes the
form:

The ratio was called “thickness ratio” by Grahame31, who
regarded as the only contribution to the thermodynamic
quantity subsequently called electrosorption valency by Vetter and
Schultze.4,5 The more deeply the center of charge of an ionic adsorbate
S of negative charge number z penetrates into the compact layer, the
closer the g factor approaches unity, and the more the adsorbing anion
shifts the potential difference across the compact layer in the
negative direction; consequently, upon anion adsorption, a flow of
electrons away from the metal surface along the external circuit is
required to keep the applied potential E constant. This implies a
positive contribution to and a consequent negative contribution, zg,
to l, in view of its definition. If the adsorbing anion S also transfers a
part of its negative charge to the metal, an additional flow of free
electrons away from the electrode is required to keep the applied
potential constant. This implies a further positive contribution to
and a consequent further negative contribution to l. This is accounted
for by the term in the expression of Eq. (26) for l, since is
positive for a negative charge transfer to the electrode in view of Eq.
(1). The transfer of a partial negative charge to the electrode makes a
negative contribution to l even if the adsorbate S is neutral
and zg equals zero. Naturally, opposite contributions to l are created by
an adsorbing cation or by the transfer of a partial positive charge from
the adsorbate to the electrode.

The various contributions to l can be envisaged from a somewhat
different viewpoint by expressing the potential difference
across the compact layer on the basis of a simple electrostatic model in
which the double-layer region enclosed between the electrode surface
plane, x = 0, and the inner Helmholtz plane, is ascribed a
distortional dielectric constant, while that between and the
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outer Helmholtz plane, x = d, is ascribed a generally higher distortional
dielectric constant with

Here is the surface dipole potential due to electron spillover, and
are the numbers of water and adsorbate molecules per unit

surface, and is the Avogadro number. The second term in Eq. (57)
is the potential difference across the compact layer (0 < x < d) due to
the free charge density, on the metal surface; the third
term is the potential difference across the layer due to the
residual charge density, of the adsorbate molecules at

the last two terms are the surface dipole potentials due to the
water and adsorbate molecules. Denoting by the number of
adsorbed water molecules per unit surface in the absence of adsorbate,
we have Taking this relationship into account and
assuming that and are practically
constant at constant potential, differentiation of with respect to at
constant yields:

with:

This equation practically coincides with Eq. (26) in view of the
expressions for and g in Eqs. (54)-(56) and of Eq. (59) with
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In the chemisorption of inorganic ions, the two dipole
contributions to l are generally regarded as negligible with respect to
the first two terms of Eq. (26), yielding the approximate expression:50

In the case of a nonzero pct, chemisorbed anions generally transfer a
negative charge to the electrode while chemisorbed cations
transfer a positive charge Moreover, the transfer of a negative
charge is favored by a positive shift in the applied potential E, while
that of a positive charge is favored by a negative shift. In both cases

is positive, while dl/dE is negative in view of Eq. (60). In this
respect, an appreciable negative value of dl/dE may be indicative of
pct.

According to Pauling51 the polarity of a chemical bond increases
with an increase in the difference in the electronegativity of the two
atoms involved in the bond formation. Pct is expected to increase with
the covalent nature of the metal-adsorbate bond, and hence with a
decrease in its polarity. Schultze and Koppitz50 plotted the l/z ratio for
different inorganic ions against the difference in the
electronegativities of metal and adsorbate, as shown in Fig. 8. These l
values refer to the potential of zero charge in the absence of
chemisorption, and to low surface coverages where the mutual
interaction between the chemisorbed ions is expected not to affect l.
For the scattered points of the plot tend to a minimum
limiting value of about 0.16. For these high differences in
electronegativities it is reasonable to exclude pct This leads to
the conclusion that g is 0.16. If g is identified with the thickness ratio,

this g value implies an improbable position of the
chemisorbed ion very close to the outer boundary, x = d, of the
compact layer. More probably, the approximation of a constant electric

within the whole compact layer does not hold. Thus, for
instance, if we regard as in the more general expression of Eq.
(59) for g, the electric field in the layer is higher than that

ion in the middle of the compact layer. For the l/z
values in Fig. 8 are very close to unity. These values suggest an almost

Electrosorption Valency 337

in the layer, and the 0.16 value for g may well be
consistent with a position of the center of charge of the chemisorbed



Figure 8. Plot of the l/z ratio against the absolute difference of electronegativities,
1 = Pt/H+,

The × markers are values taken from Ref.7. (Reprinted from Ref.50

with permission from Pergamon Press)

total charge transfer, i.e. In view of Eq. (60) a l/z ratio equal to
unity might also be explained by g = 1 in the absence of pct. However,
a g value equal to unity implies that the center of charge of the
adsorbing is on the metal side with respect to the compact layer. This
can only be justified in the case of when the chemisorbed ions
can be regarded as immersed in the inhomogeneous electron gas of the
metal. For 0.5 intermediate values of are expected.
Particularly significant is the trend in the l/z values of ions of similar
structure such as halide ions on mercury; this is suggestive of a
corresponding trend in their values. A similar trend of halide ions is
also observed on silver, once we exclude the unit values of l/z for
bromide and chloride reported by Schmidt and Stucki.16,17 The dashed
curve in Fig. 8 was obtained by using the expression for l/z of Eq. (60),
with g = 0.16 and The latter empirical
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relation, with a = 0.25, was proposed by Pauling51 for charge transfer in
a diatomic molecule in the gas phase; to account for the screening
effect of water molecules favoring ionization, the a value used for the
calculation of the dashed curve in Fig. 8 was set equal to 3. Better
agreement with experimental data was obtained by setting

in place of g = 0.16. This yields the solid curve in
Fig. 8. The above empirical relation for g postulates a progressive
immersion of the adsorbed ions into the inhomogeneous electron gas
with an increase in until ultimately, for the compact layer is
entirely moved to the solution side of the adsorbed ions. Plots similar to
that in Fig. 8 for aqueous solutions were obtained for methanol and
DMF as solvents.52,53 The main effect of the solvent is that of
influencing the compact-layer thickness and, therefore, the g factor.

The electrosorption valency of several neutral aliphatic molecules
on mercury was examined by Koppitz at al.54 As usual, the
experimental l values were referred to the potential of zero charge in
the absence of specific adsorption, and to low surface coverages.
With the remarkable exception of thiourea, all these molecules do not
undergo pct Since they are also neutral (z = 0), their
electrosorption valency is exclusively determined by the two dipole
terms:

The thickness d of the compact layer was estimated from the
differential capacity C at full coverage, which was set equal to
with dielectric constant The orientation of the adsorbed molecule
relative to the electrode surface was estimated from the d value and
from the maximum surface concentration This was about equal
to for a vertical orientation; lower values were
considered to denote a flat orientation. The number, of desorbed
water molecules was estimated from the ratio of the calculated
maximum surface concentration of water molecules

to  was found to be equal to 2 for
molecules in the vertical orientation and somewhat higher for those in
the flat orientation. Even though a reorientation of the adsorbed
molecules with an increase in or a tilted orientation at full coverage
cannot be ruled out, for simplicity only a flat orientation and two
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opposite vertical orientations were considered. For the flat orientation,
was set equal to zero and d in Eq. (55) was set equal to the

diameter of the flat molecule. For the vertical orientation, d was set
equal to the molecule length and was set equal to the total dipole
moment of the molecule, with the positive or negative sign depending
on whether the dipole was considered to point towards the solution or
towards the electrode.

Molecules adsorbed in a flat orientation, such as ethanenitrile,
propanenitrile, 2-butanol, 3-pentanol, dimethyl-formamide and several
bifunctional aliphatic compounds, have small values of the
electrosorption valency, l, in the range from 0.03 and 0.05, in spite of
their large total dipole moments. It is therefore reasonable to ascribe
these l values to the sole water dipole term, Monofunctional
aliphatic compounds with a vertical orientation and l > 0.04, such as n-
propanol and allyl alcohol, were ascribed a positive term, i.e. a
dipole pointing towards the metal. Molecules with a vertical orientation
and a negative l value, such as chloroform, dibutylsulfide, urea and
thiourea, were ascribed a negative term, i.e. a dipole pointing
towards the solution; all these molecules have a strong dipole capable
of interacting with the metal surface. The l values of the vertically
oriented molecules are plotted in Fig. 9 against the corresponding
terms, calculated as previously described. With the exclusion of
dibutylsulfide and thiourea, the experimental points lie roughly on a
straight line that crosses the vertical axis at l = 0.03. In view of
Eq. (61) this value is equal to Since for these compounds v equals
2, amounts to about 0.015. In other words, the water
molecules at the potential of zero charge in the absence of specific
adsorption are slightly oriented with the oxygen turned towards the
mercury surface, as expected.55

With the only exception of thiourea, all aliphatic compounds are
characterized by positive dl/dE values.54 Within the limits in which we
can exclude an appreciable reorientation of the aliphatic molecules with
a change in the applied potential E, the increase of l with an
increase in E is to be ascribed to a gradual reorientation of the
adsorbed water molecules. Water molecules have a particularly high
dipole moment per unit volume, and are known to be readily orientable
under the influence of an electric field. A progressive shift of E towards
more positive values causes to pass gradually from negative to
positive values. Consequently, the contribution to required to keep
E constant upon removing  adsorbed water molecules by one
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Figure 9. Dependence of the electrosorption valency l on the dipole terms The
inset shows the expectations from Eq. (61). Systems with expected charge transfer
are marked by vertical arrows. (Reprinted from Ref.54 with permission from
Elsevier Science)

adsorbing S molecule passes from positive to negative values with a
positive shift of E; this results in an increase of l, in view of Eq. (2).

The particular behavior of thiourea is to be ascribed to the transfer
of a partial negative charge from the sulfur atom to the mercury. Hence,
the more general expression of Eq. (58) for l must be applied, with
z = 0. Thiourea has practically the same size and dipole moment as
urea, which does not give rise to pct. Thus, these two molecules are
characterized by the same dipole terms and while their l values
differ by the quantity –0.17, which must be exclusively ascribed to the

term. Setting (a value close to that estimated from
adsorbed inorganic ions), a value of 0.2 is obtained for thiourea. As
opposed to all other aliphatic compounds, thiourea has a negative dl/dE
value, albeit small. This is probably due to an increase in the negative
charge transferred from the sulfur atom to the mercury with a
positive shift of E. The resulting increasingly positive contribution to
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required to keep the applied potential constant overcompensates the
opposite contribution due to the removal of adsorbed water molecules.

Many aromatic and heterocyclic compounds undergo a passage
from a flat to a vertical orientation with an increase in surface
coverage.56-61 A useful procedure for monitoring such a reorientation
consists in measuring the shift in the applied potential E with an
increase in the surface concentration, of the adsorbate, at constant
charge density, on the metal. Pyrazine, due to its rigid structure
with a zero dipole moment, is adsorbed in a flat orientation at all charge
densities. Consequently, the shift of E with at constant depends
exclusively on the orientation of the desorbing water molecules at the
given charge density. The E vs plots for pyrazine are linear, and
exhibit a slope that passes gradually from positive to negative values,
as passes from negative to positive values.57 This is due to the
desorbing water molecules passing from an average orientation with the
hydrogens preferentially turned towards the metal to an opposite
orientation, as is progressively increased. At low surface
concentrations, the behavior of the E vs plots for pyridine is similar
to that for pyrazine. However, at values that are higher the more
negative is, these plots exhibit an abrupt change in slope, which
becomes negative and practically constant at all charge densities.57

This negative slope is due to a passage of the adsorbing_pyridine
molecules from a flat to a vertical orientation, with the nitrogen
pointing toward the solution phase.

With aromatic and heterocyclic compounds undergoing a passage
from a flat to a vertical orientation, the analysis of the adsorption data
for the flat and for the vertical orientation provides two different l
values at The flat orientation is usually characterized by a
minimum differential capacity of and a maximum
surface concentration of while the vertical
orientation exhibits and values in the range of
and A neutral molecule in the flat orientation has a
zero value of z and of the dipole moment normal component
Hence, l is simply given by:

Setting and this equation provides
a rough estimate of This is practically zero for pyridine compounds,
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while it is appreciable for benzene derivatives, such as toluene and
phenol.

2. Partial Charge Transfer in Terms of the Anderson-Newns Model

As stated above, pct is only defined within a model since there is no
unique way of dividing the electronic density into parts pertaining to
the adsorbate and to the substrate. The Anderson-Newns model (for
reviews, see Muscat and Newns62 and Gadzuk63) offers a good way of
understanding the basis of this phenomenon, and it can also be used for
semi-quantitative estimates.64,65 Let us consider what happens when a
simple atom or ion approaches a metal electrode. When the particle is
in the bulk of the solution, its valence orbital has a well–defined
energy. As it moves towards the surface, several effects occur. (i) The
particle loses a part of its solvation sphere. For an ion, this implies that
the energy of the valence orbital is raised, since solvation favors the
ionic state. (ii) In the case of an ion, image forces come into play; these
lower the energy of the valence orbital, thus offsetting the effect of the
desolvation. (iii) As the particle gets very close to the surface, chemical
interactions come into play. These typically lower the energy of the
orbital, and broaden it at the same time. This energy broadening is a
result of the interaction with the conduction band of the metal. It can
also be thought of as a lifetime broadening: when an electron is placed
on the adsorbate orbital it can go over to the metal. Hence it has a finite
lifetime and according to the Heisenberg uncertainty principle, this
entails an energy uncertainty, or orbital broadening, of
Thus, the adsorbate orbital is characterized by a density of states of
width (see Fig. 10). This is filled up to the Fermi level by an
electronic density which the adsorbate shares with the metal.
Therefore, in general, the valence orbital is only partially filled, and
hence there is a pct as the particle is adsorbed. The situation in Fig.10,
for example, corresponds to the adsorption of a halide ion. When the
ion is in the bulk of the solution, the orbital lies below the Fermi level
and is filled. When the particle is adsorbed, the center of the density of
states lies still below the Fermi level, but its tail extends above.
Therefore, the orbital is only partially filled, as some negative charge
has been transferred to the metal. In passing, we note that the lower
adsorbate levels likewise mix with the metal states, and thus contribute
to the density of states; however, since they are filled, they do not
contribute to the pct, and have therefore not been considered here.
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Figure 10. Shift and broadening of a valency level as it approaches
the electrode surface; this schematic curve is for the adsorption of
an anion.

These ideas can be cast into an Hamiltonian based on the
Anderson-Newns model and extended to the electrochemical situation
by one of us.64 This Hamiltonian consists of several terms. We start
with the terms for the adsorbate orbital, which we label by a. This can
take up two electrons with opposite spins which interact through a
Coulomb repulsion of magnitude U:

where denotes an energy.
The electronic states on the metal are labeled by their

quasi–momentum k; they can exchange electrons with the adsorbate
orbital; the corresponding terms are:

344 R. Guidelli and W. Schmickler



where denotes the coupling between the metal and adsorbate states,
denotes a creation and c an annihilation operator for the indicated

states. The terms presented so far represent the Anderson-Newns model
as it is used for adsorption in vacuo. In order to describe electrosorption
from a solution, the interaction with the solvent must be introduced.
The latter can be conveniently described as a bath of phonons, which
couple linearly to the total charge:

Here, and denote the dimensionless momenta and coordinates of
the phonon mode with frequency and z is the charge number of the
ion when the valence orbital is empty. Thus, the first large bracket
contains the total charge on the adsorbate. Finally,     denotes the
coupling between adsorbate and solvent. Instead of using a phonon
bath, the solvent can also be modeled as an ensemble of dipoles; within
the linear response regime, this gives the same result.66 From this
Hamiltonian, two important quantities can be defined:

where denotes the width that the adsorbate level acquires through its
interaction with the metal, and characterizes the interaction with the
solvent, and has the same role as the concept of an energy of
reorganization in the theory of electron-transfer reactions.

This Hamiltonian can be treated at various levels of sophistication.
In the simplest approximation, the width which can be a function of
the electronic energy is taken as constant (wide–band
approximation),67 and the Coulomb interaction is treated at the
restricted Hartree-Fock level, so that both spin states have the same
occupation probability, In this case, the density

of states of the adsorbate takes the form of a Lorenzian:
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where the effective position of the adsorbate level is at:

As expected, the Coulomb repulsion raises the energy of the adsorbate
level. The interaction with the solvent is seen to favor the ionization of
the adsorbate. Thus, when the adsorbate is negatively
charged, and the solvation further lowers the orbital and hence
increases its negative charge. In contrast, when the

adsorbate is positively charged and the solvation effect raises the level
further.

The occupation probability has to be determined from the

self-consistency relation:

where is the Fermi-Dirac distribution. Kornyshev and
Schmickler65 used this formalism to estimate the charge transfer
coefficient in several simple systems. Naturally, a comparison with
experimental values is not possible, but their work can be used to
predict trends. In particular, for the adsorption of halides on mercury, it
predicts that the absolute amount of charge transferred increases from
fluoride to iodide, which is in line with experimental values of the
electrosorption valency.50

The best modern methods for calculating charge transfer combine
the Anderson-Newns model with quantum-chemical calculations,
which yield the density of states in the absence of solvation, and with
molecular dynamics simulations to obtain the interaction with the
solvent. A good example is the work of Nazmutdinov and Spohr,68 who
have studied the adsorption of the iodide ion on a Pt(100) electrode
from an aqueous solution. They have calculated the charge on the
adsorbate both in the presence and in the absence of the solvent. In
accord with the above considerations, they find that solvation favors
charged adsorbates. Thus, the valence level of the adsorbed iodide ion
is lowered by solvation, and the amount of electronic charge transferred
from the ion to the electrode is reduced. In addition, these authors study
the interaction of the ion with the metal and the solvent as a function of
the distance from the electrode, and thus map out the potential-energy
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surface for the adsorption process. Unfortunately this elegant work, just
like others in this field, is limited to the point of zero charge, since
there is still no quantitative method to calculate the potential in the
double-layer region other than at the potential of zero charge, where it
is constant by definition.

3. Dipole Moment and Electrosorption Valency

Electrochemistry shares many concepts with surface science, and for
the last two decades there has been an exchange of methods and ideas
between these two neighboring disciplines. However, the
electrosorption valency has no equivalent in surface science, since
experiments at the solid/gas or solid/vacuum interface cannot be
performed at constant potential. However, for low coverages, and near
the potential of zero charge, the electrosorption valency can be related
to the dipole moment of the adsorbate, which can be measured both in
surface science and, though with greater difficulty, also in
electrochemistry. In the following, we point out the relation between
these two quantities.

(i) Adsorption from the Gas Phase

We begin by considering adsorption from the gas phase. In this
case, the potential of the substrate is not a variable; the boundary
condition is zero surface charge. When a species is adsorbed on the
surface, any partial charge resident on the adsorbate is balanced by an
image charge, so that the charge distribution results in a dipole
moment, which can be measured by a change in the work function
Let be the dipole moment consisting of a single adsorbate molecule
with its image charge, and let be its surface concentration in
molecules per unit area. The change in the work function is then:

In the simplest interpretation, the dipole moment is caused by a partial
charge q sitting at a distance d from the metal surface:
However, the image charge does not reside on the geometrical surface
separating the substrate from the vacuum, but is spread out in front of it
and may partially surround the adatom.69 Therefore, it is difficult to
infer the partial charge from the dipole moment – just as, in
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electrochemistry, the partial charge on an adsorbate cannot be
measured.

At small coverages, the change in the work function is
proportional to the surface concentration. At higher coverages, the
variation of with becomes less rapid; in some cases it may even
pass through a maximum before reaching the value for a saturated
monolayer. This apparent decrease of the dipole moment is caused by
the Coulomb interaction between the adsorbed atoms, which makes
large dipole moments unfavorable.62

(ii) Adsorption from an Electrolyte Solution

The dipole moment of an adsorbate can only be defined for an
electrode at the potential of zero charge, where any excess charge
residing on the adsorbate is balanced by an excess charge on the metal.
A thought experiment for the definition and measurement of the dipole
moment is the following:49 before the adsorption, the electrode is kept
at the potential of zero charge; in the elementary act, an ion is
transferred from the bulk of the solution to the metal surface, while
simultaneously the image charge flows onto the electrode. If the ion is
partially or totally discharged, a fraction or all of the image charge is
transferred to the ion. After the experiment, the total surface charge is
zero; any excess charge residing on the adsorbate is balanced by the
image charge. Hence there is no excess charge in the diffuse part of the
double layer. The potential difference across the metal/solution
interphase following this experiment, as measured relative to the
potential of zero charge without adsorption, is equivalent to the change

in the work function during adsorption from the gas phase.
Consequently, the surface dipole moment per adsorbed particle is given
by:

In the interpretation of the electrochemical dipole moment, it must
be borne in mind that the adsorbate affects the surrounding solution.
Thus, in the vicinity of an adsorbate with a dipole moment, the solvent
dipoles will be oriented preferentially in the opposite direction,
partially canceling the effect of the adsorbate dipole. The
measurements give the total change in the surface dipole moment,
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containing the contributions from both the adsorbate and the solvent.
Therefore, in electrochemistry it is even more difficult to deduce the
partial charge on the adsorbate from the dipole moment than in surface
science, and we may expect the dipole moments of electrochemical
adsorbates to be substantially smaller. We shall return to this point
below.

Real experiments do not have to be performed in the same way as
the thought experiment described above. In the classical work of
Grahame and Parsons70 the electrode potential is plotted against the
formal charge on the adsorbate layer (assuming that the ions have
not been discharged) for various values of the total charge density
on the metal. The electrode potential for minus the potential
of zero charge without adsorption, gives the desired electrode potential
change

Unfortunately, this procedure sometimes requires an extrapolation
of the experimental data that limits its accuracy. Schmickler and
Guidelli48 have gathered data for a number of systems. We shall report
some of their data in the next section.

(iii) Relation to the Electrosorption Valency

The dipole moment is determined by the change of the potential at
constant charge, while the electrosorption valency gives the change in
the charge at constant potential. One might expect that the two
quantities are related. This is indeed the case, but only at the potential
of zero charge, since the dipole moment is not defined elsewhere. The
relation was derived by Bange et al.71 and by Schmickler.49 For obvious
reasons we follow the treatment of the latter author.

We consider a small amount of ions adsorbed at a potential close to
the potential of zero charge. The deviation of the potential
difference across the metal/solution interphase from its value at the
potential of zero charge in the absence of adsorption depends on the
total charge density on the metal and the adsorbed charge In the
linear response regime we may write:

Here denotes the Gouy-Chapman capacity, gives the first
order deviation from the Gouy-Chapman theory in the absence of
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specific adsorption, and is the potential drop caused by the
adsorbate layer. Note that this equation holds quite generally for small
charge densities, and does not depend on any model.

Setting we obtain where is the Helmholtz or
inner-layer capacity.72 By definition, this is the first-order correction to
the Gouy-Chapman theory. Setting with         from Eqs.
(71) and (72) we obtain for the dipole moment:

As mentioned before, the electrosorption valency is usually corrected
for double-layer effects. By disregarding the Gouy-Chapman term in
Eq. (72), the following expression for the electrosorption valency is
obtained:

Substituting B from Eq. (74) into Eq. (73), the following relationship
between the electrosorption valency and the dipole moment is obtained:

which is valid for small amounts of adsorbate near the potential of zero
charge. It follows that the dipole moment is zero if, and only if, z = l.

Table 1 summarizes a few values of the dipole moment and of
the electrosorption valency l of halide and alkali metal ions adsorbed on
mercury. The experimental values of l are relative to low coverages
near the potential of zero charge and are taken from Schultze and
Koppitz,50 while the corresponding values were calculated from Eq.
(75). The theoretical values in the last column are from a hard sphere
electrolyte model. Further data can be found in the article by
Schmickler49 Note that, in the electrochemical environment, the dipole
moments are much smaller than in vacuo, where they can reach values
of the order of 7 D for the alkali metal ions. No doubt, this difference is
caused by the screening of the adsorbate dipole by the solvent
molecules.
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(iv) Dipole Moments in the Hard-Sphere Electrolyte Model

The hard-sphere electrolyte model, presented in section II.4, can be
used to estimate the dipole moment in the absence of charge transfer.
The model can be improved by noting that, as mentioned before, the
effective image plane of a metal usually sits at a distance in front of
the geometrical surface. From Eq. (73), in which B and A are obtained
by comparing Eq. (72) with Eq. (50), we get:

Here, in the last step, terms of the order of have been neglected.
Once again this formula shows that a small solvent radius and a large
dielectric constant reduce the dipole moment considerably. Thus, this
model immediately explains why, in the electrochemical environment,
the dipole moments are so much smaller than in vacuo. For mercury as
a metal, the effective position of the image plane can be estimated
from the experimental Helmholtz capacity, and is about 0.28 Å from
the geometrical surface. The last column in Table 1 gives estimates for
the dipole moments based on this model. Considering the fact that pct
is disregarded in this model, these estimates are satisfactory in that they
give the right order of magnitude.
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IV. ELECTROSORPTION VALENCY AND PARTIAL CHARGE
TRANSFER COEFFICIENT IN SELF-ASSEMBLED THIOL

MONOLAYERS

Self-assembled monolayers (SAMs) of alkanethiols and their
derivatives on metal electrodes, especially gold and silver, have been
extensively investigated during the last decade, and have provided a
new class of materials with a wide range of applications (see Finklea73

and references therein). Alkanethiol monolayers on gold are the most
extensively studied group. Alkanethiol SAMs have a well-ordered
structure and long-term stability, and are easily prepared. An in-depth
understanding of the factors influencing the structure and stability of
these monolayers is central to their application in electrochemistry and
other areas. To gain insight into the interfacial processes leading to
monolayer formation, the reductive desorption and the oxidative
readsorption of alkanethiol SAMs have been investigated on gold
polycrystalline and single-crystal electrodes74-81 using cyclic
voltammetry67-70 and open-circuit potential measurements.78 The
influence of gold surface morphology, alkyl chain length and pH on the
reductive removal and oxidative redeposition of thiol monolayers have
been investigated and discussed in terms of compactness of the
alkanethiol monolayer, solubility of the thiol molecules and
intermolecular interactions between neighboring adsorbate molecules.

1. Self-assembled Alkanethiol Monolayers on Mercury

One important parameter of monolayers of alkanethiols, and more
generally of thiols, is the amount of charge transferred from the sulfur
atom of the sulphydryl group to the metal during their self-assembly.
On the basis of the suggestion of Kolthoff82 that thiols react very
rapidly with mercury surfaces to form mercurous and mercuric adducts,
it has often been taken for granted that the formation of thiol SAMs on
mercury involves the total transfer of an electron from sulfur to
mercury.83-85 Thus, Muskal et al.,84 by integrating the current under the
reductive desorption peak of a n-decanethiol monolayer on Hg in
acetonitrile, calculated a density of upon assuming
total charge transfer; the differential capacitance of their alkanethiol
films was anomalously high (3 to 6 Slovinski et al.,83 by
measuring the charge that accompanies the expansion of a mercury
drop at constant applied potential, obtained a charge density of 80±10
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from a n-octadecanethiol solution in methanol, and slightly
lower values for shorter-chain alkanethiols. The above values should be
regarded as true thermodynamic values of since the procedure
adopted is based on the thermodynamic definition of the total charge
density This procedure can only be applied in the presence of
surfactant concentrations high enough to ensure an almost
instantaneous adsorption equilibrium during drop expansion. Stevenson
et al.85 obtained three anodic voltammetric peaks on Hg from 0.5M
NaOH aqueous solutions of n-alkanethiolates with 2 to 8 carbon atoms;
the first, more negative peak was ascribed to oxidative physisorption of
a thiolate submonolayer, the second to a further oxidative
chemisorption leading to a compact monolayer, and the third to a bulk
film of either mercurous or mercuric thiolate complex. On the basis of
the negative shift in the midpoint between the peak potential of the
more negative anodic peak and that of its cathodic counterpart by 59
mV per each unitary increment in the logarithm of the bulk thiolate
concentration, these authors85 concluded that one electron is transferred
per thiolate physisorbed molecule, i.e. that total charge transfer takes
place. The charge under the anodic adsorption peaks of long-chain
alkanethiolates from aqueous 0.5M NaOH was reported to amount to

85 and that under the cathodic desorption peak of n-
decanethiol from acetonitrile was found to be equal to 84

Both charge values were not corrected for the capacitive contribution.
If this can be reasonably considered to be of the order of

in both cases is close to
The cross-sectional area of a linear hydrocarbon chain in

close–packed monolayers of aliphatic compounds is estimated at about
0.20 nm2.83 This value agrees with that estimated from grazing-
incidence X-ray diffraction and X-ray reflectivity measurements on
n–alkanethiol SAMs on Hg.86 Upon assuming the transfer of one
electron per n-alkanethiol molecule in the monolayer, this cross
sectional area corresponds to a total charge density of

Therefore, experimental values close to point
to a close-packed monolayer of perpendicularly oriented n-alkanethiol
molecules resulting from total charge transfer from the sulphydryl
group to mercury. These values are normally reported with monolayers
that are directly self-assembled from thiol solutions in organic solvents
such as methanol83 and acetonitrile,84 or with thiolates dissolved in
strongly alkaline aqueous solutions.85 In these solutions the solubility
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of mercury adducts is not entirely negligible. Thus, the dissolution of
mercury in organic solutions of thiols is significant, and can only be
reduced in acidic media.84 Strongly alkaline aqueous solutions may
also favor a modest solubility of mercury adducts, as indicated by the
formation of a massive deposit of mercury alkanethiolates from
aqueous 0.5M NaOH at potentials as negative as -0.6 V versus a
Ag/AgCl reference electrode.85 Since such dissolution involves total
charge transfer, values close to are neither surprising
nor particularly revealing for an estimate of the pct coefficient This
is more conveniently determined under conditions in which any
equilibrium between the surface compound resulting from an electron
transfer from the adsorbate to the metal and the corresponding oxidized
compound in the bulk solution can be excluded.

We shall, therefore, consider measurements on a mercury-
supported n-octadecanethiol monolayer immersed in aqueous solutions
of pH less than the of this thiol, where it is highly insoluble,
after self-assembling the monolayer from an organic solvent. In this
connection it is important to bear in mind that the only
thermodynamically significant charge in adsorption processes
involving partial or total charge transfer between the adsorbate and the
electrode is the total charge that is the charge to be supplied to the
electrode to keep the applied potential E constant when the electrode
surface is increased by unity and the composition of the bulk phases is
kept constant. The method of choice to measure both on solid and
liquid electrodes consists in starting with an uncoated electrode
immersed in a solution of the supporting electrolyte alone and in
stepping the applied potential from the potential of zero charge, to a
final potential negative enough to exclude the adsorption of the
adsorbate under investigation, provided such a potential is
experimentally accessible: the charge Q accompanying the potential
step is then just the common value, of the total charge
density both in the presence and in the absence of the adsorbate. The
charge accompanying a further potential step from any given initial
potential E to at an adsorbate-coated electrode, in the same
supporting electrolyte, will be equal to thus allowing
the estimate of the total charge density at E. Application of this
procedure to a n-octadecanethiol monolayer on a mercury electrode
immersed in aqueous 0.1M tetramethylammonium chloride, where this
monolayer is completely desorbed at V/SCE, yields a
value of over the whole broad potential range of
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stability of the monolayer.87 In fact, due to the very low differential
capacity of the n-octadecanethiol monolayer, the changes in over
this potential range lie within the limits of experimental accuracy.

The charge under the cathodic desorption peak of n–alkanethiols is
not a precise measure of since it includes the difference between
the capacitive charge at a potential just negative of the desorption
peak and that at a potential just positive of it. While the latter
capacitive charge is very small, the former is not negligible. As a first
approximation it can be identified with the charge density at on a
bare mercury electrode, even though at potentials just negative of the
desorption peak thiol desorption is not complete. In the case of a n-
octadecanethiol monolayer on a mercury electrode immersed in
aqueous 0.1M tetramethylammonium chloride, the charge under the
desorption peak amounts to while the value on bare
mercury at a potential just negative of the peak equals 87

This yields a total charge density of over the range of
stability of the n-octadecanethiol monolayer, in excellent agreement
with the value obtained by the more accurate potential-step
chronocoulometric procedure (vide supra).

2. The Integral Electrosorption Valency of Metal-Supported Thiol
Monolayers

Thiols are usually self-assembled on electrodes from solutions in which
they are present in the neutral form. Upon self-assembly with pct, it is
tacitly assumed that the sulphydryl groups that transfer a negative
charge to the electrode undergo deprotonation, although this cannot be
taken for granted. It is evident that, if such a deprotonation takes place,
the movement of protons across the thiol monolayer of low differential
capacity removes an appreciable positive potential difference across the
monolayer. This must be compensated for by a flow of electrons away
from the electrode surface along the external circuit in order to keep the
applied potential constant. In other words, the magnitude of the total
charge density depends to a large extent upon whether or not such a
deprotonation takes place.

To better appreciate this point, let us express the potential
difference across the interphase by taking into account
both the pct coefficient and the degree of dissociation of the
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sulphydryl groups of the thiols. In analogy with Eq. (57), can be
approximately expressed as follows:87

Here, is the charge density on the groups of a
hypothetical close-packed monolayer of thiolate anions, is the
distance of the center of charge of the sulfur atoms from the metal
surface, is the length of the thiol molecule, and and are
the dielectric constants accounting for the distortional polarization in
the and portions of the monolayer. Moreover,
is the surface dipole potential due to electron spillover and is that
due to any polar groups of the thiol molecule. For simplicity, the small
potential difference across the diffuse layer is disregarded.

Three values are particularly significant. If equals zero, the
transfer of a negative charge density to the metal leaves a positive
charge density in the sulfur atoms, and the diffuse-layer ions
experience the total charge density In the opposite case of
the charge density in the sulfur atoms is negative and equal to

and the diffuse-layer ions experience the charge as
in the case of anionic adsorption. The most interesting case is
represented by in this case the diffuse-layer ions experience a
charge density and, therefore, monitor the pct.

The potential difference across the interface of a thiol-free,
bare electrode in the absence of ionic specific adsorption at the same
applied potential, is likewise expressed by:

where is the charge density on the bare electrode at E and is the
surface dipole potential of the adsorbed water molecules. Even if the
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thiol monolayer is investigated in an aqueous electrolyte that is
specifically adsorbed to some extent, the value must refer to a
truly bare electrode, namely an electrode immersed in an aqueous
solution of a nonspecifically adsorbed electrolyte, such as NaF. This is
because the thiol monolayer is expected to displace any electrolyte
from direct contact with the electrode, independent of whether the
electrolyte is specifically adsorbed or not in the absence of the thiol.
Taking into account the definition of Eq. (52) for the integral
electrosorption valency and substituting and from Eqs. (77)
and (78), we obtain:

Here:

are the differential capacities of the bare and thiol-coated electrode.
Even though the thiol molecules before adsorption are neutral, has
been set equal to by definition of the latter quantity. The expression
of Eq. (80) for   is analogous to that of Eq. (58) for l.

If pct is not accompanied by deprotonation, equals zero and, by
momentarily neglecting the dipole terms in Eq. (79), we get:

On the other hand, if the pct is assumed to be accompanied by
deprotonation and by the movement of protons across the monolayer up
to the bulk solution, equals and becomes:
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This assumption is indeed generally accepted. However, it is interesting
to note that, since the ratio is usually much less than unity, the
movement of protons makes a major contribution to the positive charge
density following thiol self-assembly.

3. Absolute Potential Difference between Mercury and an Aqueous
Phase

To verify under which conditions the dipole terms in Eq. (79) can be
disregarded, the extra-thermodynamic “absolute” potential difference

must be estimated. On mercury an approximate estimate of

can be made by considering a mercury electrode coated
with a self-assembled lipid monolayer having a neutral polar head, such
as dioleoylphosphatidylcholine.87 In this case the extrathermodynamic

absolute potential difference across the whole mercury/solution
interphase can be approximately expressed by the equation:

Here and are the thickness of the hydrocarbon tail and of the polar
head region of the lipid monolayer, and are the corresponding
distortional dielectric constants, and are the surface dipole
potentials due to the electron spillover and to the oriented polar heads,
and is the potential difference across the diffuse layer. At ion
concentrations that are not exceedingly low, can be disregarded as a
good approximation. Moreover, the orientation of the polar heads of the
lipid film is hardly affected by changes in The differential capacity
C of the electrode can, therefore, be written:



Electrosorption Valency 359

Here, the contribution to the reciprocal of the interfacial
capacity from the inhomogeneous electron gas is expressed on the basis
of the jellium model by     88 is the “position of the effective
image plane”, i.e. the distance from the surface atoms of the metal at
which the idealized, perfectly conducting metal surface plane should be
placed to account for electron spillover; is always positive, ranging
from 0.3 to 1 Å, and hence makes a positive contribution to C. In the
presence of a lipid monolayer, whose hydrocarbon tail has a length of
about 20 Å and a dielectric constant of about 2, this contribution is
relatively small, and this is even more true for its possible changes with
a change in At any rate, this contribution is incorporated in the
experimental value of the differential capacity C. Within the limits in
which both the differential capacity C and the dipole potential due to
the orientation of the polar heads at a given applied potential E can be
regarded as independent of potential over the potential range from E to
the potential of zero charge, from Eqs. (83) and (84) it follows that the
absolute potential difference at E is given by:89

In deriving this equation, and were disregarded on the basis of
the previous considerations. As long as the metal is coated with a self-
assembled film, the dipole potential due to the electron spillover can
be regarded as constant for the given metal in view of its small rate of
change, with a change in the charge density on the metal.
However, in passing from the bare metal in contact with an aqueous
solution to the same metal coated with a self-assembled film, a certain
change in can not be excluded. For the present purposes, the dipole
potential for a given metal will be regarded as approximately
constant with varying the solution side of the interphase. Within the
limits of this approximation, the expression of in Eq. (85) can
be regarded as an extrathermodynamic absolute potential difference
across the whole interphase between the given metal and the bulk
aqueous phase; it will be denoted by Both and C in Eq. (85) are
experimentally accessible and thermodynamically significant. If can
be determined independently on the basis of extrathermodynamic
arguments, then the extrathermodynamic absolute potential value of

at the given applied potential E is obtained. Once is known,
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it holds independent of the particular nature of the interphase
interposed between the metal and the bulk aqueous phase. Moreover,
the absolute value of the potential at a different applied potential,
E’, differs from that, at E by the difference, (E’ - E), between the
two applied potentials relative to the same reference electrode.

Let us consider a bare mercury electrode in direct contact with an
aqueous solution of 0.1 M tetramethylammonium chloride (TMACl) at
the potential of zero charge, which equals –0.450 V/SCE.90 If this
electrode is coated with a self-assembled dioleoylphosphatidylcholine
(DOPC) monolayer, whose polar heads are directed toward the aqueous
phase, the charge density, passes from the zero value to

87 The latter value was determined by chronocoulometric
potential-step measurements carried out as already described. It was
also determined by an alternative procedure consisting in measuring the
charge following a small contraction of the DOPC-coated mercury drop
at –0.450 V/SCE, while keeping its neck in contact with the lipid
reservoir on the surface of the aqueous electrolyte:91 dividing this
charge by the corresponding decrease in area yields When applying
Eq. (85) to bare mercury at the surface dipole potential is that,

due to the preferential orientation of the water molecules in direct
contact with the bare mercury surface at the potential of zero charge.
On the other hand, when applying this equation to DOPC-coated
mercury at –0.450 V, we must consider that the differential capacity C
over a potential range of about 600 mV, straddling –0.450 V, is
practically constant and equal to Moreover, the dipole
potential due to the oriented polar heads of a DOPC monolayer, as
estimated by different procedures both on black lipid membranes
(BLMs)92-95 and on a mercury electrode,96 has been reported to assume
values ranging from +150 and +250 mV, positive toward the
hydrocarbon tails. Upon assigning to an average value of +200 mV,
application of Eq. (85) to both bare and DOPC-coated mercury yields:

It follows that the absolute potential difference between mercury and
the aqueous phase can be obtained by increasing the applied potential
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E, measured vs. the SCE, by about 250 mV. From Eq. (86) it also
follows that the surface dipole potential due to the water molecules
in direct contact with bare mercury at the potential of zero charge is
equal to –200 ± 50 mV. This value is somewhat more negative than
that, –70 mV, estimated by Trasatti55 from the shift, in the

potential of zero charge caused by the adsorption of a number of
aliphatic alcohols on Hg from aqueous solutions. However, the latter
value relies on a model-dependent extrapolation of to full

electrode coverage by the alcohol and on a scarcely accurate value of
the surface dipole potential of water at the water/air interphase. In this
respect, the value estimated herein seems more reliable. In fact, the
electrode coverage by the self-assembled DOPC monolayer is certainly
complete, as indicated by the differential capacity of this lipid film
being practically twice that of a solvent-free BLM; moreover, its
surface dipole potential is known with a fairly good accuracy.

This scale was confirmed by adsorbing purple membrane (PM)
fragments isolated from Halobacterium Salinarium on a mercury
electrode coated with a DOPC monolayer.97 Purple membrane
fragments contain the light-driven proton pump bacteriorhodopsin,
which pumps protons from the intracellular to the extracellular side of
the membrane. Illumination with green light causes a capacitive quasi-
stationary photocurrent that increases linearly from +0.030 to -0.200
V/SCE with a negative shift in the applied potential, attaining a zero
value at ~ +10 mV/SCE. In view of the previous estimate of the
absolute potential difference across the mercury/water interphase, the
potential of +10 mV/SCE at which the stationary photocurrent vanishes
corresponds to a value of (+250+10) Mv = 260 mV. This value
compares favorably with the transmembrane potential to be applied to
an oocyte plasma membrane incorporating bacteriorhodopsin in order
to annihilate its stationary photocurrent, which amounts to +250 mV.98

4. Electrosorption Valency of Three Mercury-Supported Thiol
Monolayers

After making an approximate estimate of the absolute potential
difference across the mercury/aqueous solution interphase, let us
determine the electrosorption valency of three mercury-supported thiol
monolayers for which was measured by potential-step
chronocoulometry. As already reported in Sec. IV.1, n-octadecanthiol
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self-assembled monolayer on mercury has a value of at
–0.450 V/SCE, where the supporting electrolyte has a zero charge
density 87 Assigning a calculated value of to

equals (56/80) = 0.7 according to Eq. (79). In this case,
the contribution of the dipole terms is entirely negligible. In fact, the
value of the largest of these two terms, as obtained by
setting and is

almost zero. If we assume that the value of 0.70 equals
according to Eq. (79). Unfortunately, we cannot confirm this
reasonable assumption because the charge experienced by the diffuse-
layer ions cannot be determined to an acceptable degree of accuracy by
evaluating the change in the diffuse-layer potential as the supporting
electrolyte concentration is varied. In fact, the lowest values attainable
by the diffuse-layer capacity, using very low electrolyte
concentrations, are still much higher than the capacity,

of the n-octadecanethiol monolayer, which is in series with
The situation is different with hydrophilic thiols forming self-

assembled monolayers tethered to mercury. These thiols are often used
to separate the metal surface from a lipid bilayer, self-assembled on top
of them. In this way, the lipid bilayer is in contact with a hydrophilic
region on the metal side and with an aqueous solution on the opposite
side, and may conveniently incorporate ion channels and integral
proteins in a functionally active state.99-113 The monolayers of these
hydrophilic “spacers” have a differential capacity close to

which allows any changes in the diffuse-layer capacity in
series with it to be detected by impedance spectroscopy. As an
example, Fig. 11 shows plots of the logarithm of the magnitude of
the electrode impedance versus the logarithm of the frequency f (Bode
plot) and of the phase angle vs. log f at –1.000 V/SCE for a mercury-
supported monolayer of a thiol-hexapeptide in contact with different
concentrations of aqueous KCl.114 The solid curves are least-
squares fits to the simple equivalent circuit illustrated in inset (1) of the
same figure: it consists of the electrolyte resistance with in series a

mesh representing the self-assembled thiol-hexapeptide
monolayer and a further mesh representing the diffuse layer. The
fitting was carried out by requiring the and circuit elements to
remain constant with varying the electrolyte concentration. The
resulting value equals while amounts to

Inset (2) of Fig. 11 shows the reciprocal, of the experimental
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Figure 11. Plots of  and f vs. log f for a thiol-hexapeptide-coated mercury
drop immersed in (a), (b), (c), and 0.1M (d) KCl, as
obtained at -1.000 V over the frequency range from 0.1 to Hz. At frequencies

Hz all Bode plots coincide; hence, only the experimental points for the lower
KCl concentration were reported. The solid curves are least-squares fits to the
simple equivalent circuit of inset (1), which consists of the electrolyte resistance
with in series a mesh representing the self-assembled monolayer and a further

mesh representing the diffuse layer.
4.53 (a), 4.17 (b), 1.27 (c) and (d). (a), 61 (b), 80 (c) and

(d). Inset (2) shows the reciprocal, of the experimental diffuse-layer
capacitance vs. the value corresponding to the same KCl
concentration, as calculated on the basis of the Gouy-Chapman (GC) theory. The
solid curves are plots calculated from the GC theory for
different charge densities on the metal, whose values are reported on each curve.
(Reprinted from Ref.114 with permission from the Am. Chem. Soc.)

diffuse-layer capacitance against the value corresponding
to the same KCl concentration, as calculated on the basis of the Gouy-
Chapman (GC) theory. The inset also shows vs.
plots calculated from the GC theory for different values of the charge
density on the metal. The experimental points are in fairly good
agreement with the vs. plot corresponding to a
charge density of experienced by the diffuse layer ions.
Note that this charge density is not the total charge density in
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particular, if it equals the free charge density as
pointed out in Section IV.2.

The total charge density on thiol-hexapeptide-coated mercury
in aqueous 0.1 M KCl amounts to while that, on
bare mercury at –1.000 V/SCE in a 0.1 M solution of the
nonspecifically adsorbed NaF is about equal to The
value calculated from a space-filling model is about equal to

Thus, the value amounts to (-17-10)/20 = –1.3 5. The value
being greater than unity is not surprising when we consider that in this
case the dipole terms cannot be neglected. At –1.000 V/SCE the
absolute potential difference across the interphase amounts to
~(–1.000 + 0.250) V= –0.750 V. At this applied potential which is
about equal to –200 mV at the potential of zero charge and decreases in
absolute value with a negative shift in potential, is negligible with
respect to while equals Consequently, the water
dipole contribution to equals –0.61 (see Eq. 79).
To estimate the contribution to from the thiol dipole, the dipole
potential of the thiol must first be determined. This can be obtained
by differentiating Eq. (77) with respect to under the assumption that

and that the dipole potential and the pct coefficient are
not appreciably affected by a change in

Combining Eqs. (77) and (87) yields:

Noting that and
from Eq. (88) it follows that The contribution to

from the thiol dipole, is therefore equal to +0.165. If
we subtract the sum of the above two dipole contributions from the
value and assume that we obtain a pct coefficient close to
unity in view of Eq. (79). In this case, the assumption of is
confirmed by the independent measurement of the charge density,
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experienced by the diffuse-layer ions. With this
assumption, this charge density is equal to

from which it follows that equals +1. Note that the latter is a
direct measurement of

Another hydrophilic thiol used as a spacer anchored to mercury is
triethyleneoxythiol.115 The total charge density of
triethyleneoxythiol-coated mercury, measured from 0.1 M KCl at
–0.780 V by potential-step chronocoulometry, equals
From the cross-sectional area of the triethyleneoxythiol molecule in its
most extended configuration a value of is obtained.
Noting that the charge density on bare mercury from 0.1 M NaF at
–0.780 V/SCE equals Eq. (79) yields a value of –0.28 for
the mean electrosorption valency The charge density experienced by
the diffuse-layer ions, measured by the same procedure as in Fig. 11,
amounts to Upon assuming that this charge equals

from which it follows that equals
+0.24. The slight difference between and is to be ascribed to the
dipole terms in Eq. (79), which cannot be neglected. Noting that
equals ~(–0.785 + 0.250) V=-0.535 V, that is negligible with respect
to at this negative applied potential, and that is about equal to

the water-dipole term, equals –0.13. Noting
that and from
Eq. (88) it follows that The contribution to from the
thiol dipole, is therefore equal to +0.053. Subtracting the
two dipole terms to yields a value of 0.21, to be compared with the
0.24 value obtained from the charge density experienced by diffuse-
layer ions. The fairly good agreement between the value obtained
from the electrosorption valency and that obtained from diffuse-layer
effects under the assumption that excludes the possibility that the
low value may be ascribed to namely to a lack of coupling
between deprotonation and pct.

V. CONCLUSIONS

It has often been stated that it is a unique advantage of electrochemical
reactions that they are accompanied by the flow of a current. In the
cases of electron-transfer reactions and of metal deposition and
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dissolution, the interpretation of this current is straightforward, and it
can be used to determine the reaction rate. For an adsorption process,
however, the situation is more complicated: although the charge that
flows in the elementary act can be measured, its distribution at the
interface remains unknown. Thus, while the electrosorption valency is a
useful and well-defined characteristic of an adsorption process, its
interpretation is difficult since pct and double-layer screening are
intricately mixed. It was the purpose of this review to present the
foundations of this concept, which rivals “underpotential deposition” in
the compctition for the ugliest name of all electrochemical quantities,
and to offer some ideas for its interpretation.
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I. INTRODUCTION

Now that phosphoric acid fuel cells are commercial, this review covers the
technology details for the electrochemical cells. It is concerned with the
applicability of phosphoric acid electrolyte fuel-cell systems towards
power generation for Utilities. Due to the constraints regarding the use of
an hydrocarbon fuel source and the high throughput of the air electrode,
aqueous alkaline systems are not viable. This leaves molten carbonate fuel
cells (MCFCs), solid oxide fuel cells (SOFCs), and acid systems as
candidates for Utility power generation. In the latter category, two
candidates are under production, those being phosphoric acid fuel cells
(PAFCs) and acidic solid-polymer electrolyte membrane (e.g., Nafion®)
fuel cells (PEMFCs) With each acid electrolyte system there is a high
degree of commonality regarding the structure of the electrocatalysts,
decay of catalyst activity, and poisoning problems. The various
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electrolytes dictate different operating characteristics in order to maintain
the most advantageous power regime.

The leading organizations in the United States for development of the
technology base in fuel-cell applications, as a viable, economic method of
generating electricity, has been aided by the research for large stationary
power generation funded by the U.S. Government, the Electric Power
Research Institute and the Gas Research Institute. Minimum lifetimes of
40,000 hours are required for stationary systems in order to compete with
conventional power generating methods. Since the generation of
electricity by fuel-cells occurs via electrochemical reactions, the
mechanical stability and maintenance of activity of the electrodes are the
most important factor in maintaining performance. The primary objective
of this review is to examine the most relevant fuel-cell literature to
determine those factors which contribute to the operation and, most
importantly, degradation of fuel-cell electrode and cell components.

Fuel-cells are inherently simple engines, where the only reactions of
significance are the oxidation of hydrogen molecules and the reduction of
oxygen molecules. At any one time, there are three driving forces that
must be met for commercialization of any energy product: they are high
performance, long life and low cost. The fuel-cell system can be designed
easily to achieve any two of these parameters, whilst sacrificing the third.
To achieve all three at the same time presents a challenge, which when
met, assures commercial success.

It is necessary to discuss four scientific topics for phosphoric acid
fuel cells. Those interconnected topics are: the design of the precious
metal electrocatalyst; properties of the phosphoric acid; properties of the
matrix, and those of the carbon catalyst support.

II. THE ROLE OF ELECTROCATALYSIS IN
PHOSPHORIC ACID FUEL CELLS (PAFCS)

In the gas-phase, catalysis is understood to be the maximizing of reaction
rates (by using highly dispersed materials) in difficult environments for
the production of preferred products. Anything else is the physics and
chemistry of metal surfaces. This gas-phase analogy to fuel-cells is seen
with the great advances for fuel-cells technology involving the preparation
of highly dispersed noble metal catalysts on specifically textured carbon
supports for both phosphoric acid and polymer electrolyte fuel-cells.
These ultra-fine materials, having metal crystallite and alloy dimensions
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of 1-2 nm, do not have the same metallurgical properties as bulk
materials. The principal reason for preparing ultra-fine catalyst materials
is to increase the heterogeneous catalyst reaction surface. Of secondary
importance, is the lowering of the apparent cost of the catalyst,
particularly where precious metals are being used. The latter point is
somewhat trivial since precious metal reclamation processes for spent
catalysts are now extremely efficient.

For fuel-cell technology development, it has been important to
understand the characteristics and operation of highly dispersed platinum
and platinum alloy electrocatalysts. A series of papers on platinum
crystallite size determinations in acid environments for oxygen reduction
and hydrogen oxidation was published together by Bert, Stonehart,
Kinoshita and co-workers.5 The conclusion from these studies was that
the specific activity for oxygen reduction on the platinum surface was
independent of the size of the platinum crystallite and that there were no
crystallite size effects.

A later paper by Bregoli6 on supported Pt electrocatalysts for PAFC
cathodes suggested that as the platinum became more highly dispersed on
the carbon support (i.e. the platinum crystallites becaming smaller), so
then the specific activity of those crystallites for oxygen reduction in
phosphoric acid became less but the mass activity appeared to be constant,
irrespective of the crystallite size. This argued against developing
techniques for more efficiently dispersing the platinum electrocatalyst for
the PAFC. It is important to examine this postulate.

III. SPECIFIC AND MASS ACTIVITIES FOR OXYGEN
REDUCTION ON PLATINUM IN PHOSPHORIC ACID

The most important operational features are the relationships between the
crystallite sizes of the platinum electrocatalysts to the specific (A.real

and the mass activities. These features are most directly
applicable to the efficiency and utilization of the catalyst in operating fuel-
cells.

As noted previously, the earliest paper to examine the specific
activities of platinum black and platinum supported on carbon was that of
Bett, and co-workers1 where they showed that over a large range of
crystallite sizes, the specific activity was constant at about real
of platinum at 900 mV in sulphuric acid at 50 and 70 °C.
There was no difference between the activities of unsupported platinum
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black and platinum supported on carbon up to a platinum surface area of
nearly

The aforementioned paper by Bregoli6 called these earlier results into
question, since it was implied from his paper that the mass activity
appeared to be constant and the specific activity decreased as the
crystallite size became smaller. Watanabe and co-workers;7 (their Figure
6) further examined this question and showed apparent constant specific
activities for supported platinum on carbon in hot phosphoric acid out to

The subsequent work of Buchanan, et al.8 showed a wide
variety in the mass activities for dispersed platinum crystallites in the
range of but they claimed they were not able to confirm
the earlier results of Watanabe, et al.7 A later paper by Buchanan et al. 9

identified mass activities for platinum in the range of
where they indicated a slope of the line for the mass activity versus the
electrochemical area to be exactly the same as the slope of the line
previously published by Watanabe, et al.7 i.e., the specific activity was
constant at surface.

In all experimental situations, some judgment must be made
concerning the quality of the results.10 In this, it is important to
understand the validity of the measurements, and the limits of error in the
analytical determinations. In the case of electrocatalysis, the reaction rate
on a catalyst surface is the most significant factor. Measurements of the
reaction rate can easily be lower than the true reaction rate value but never
higher. For this reason, the highest values must be given greater
consideration than the lowest values.

Reasons for low reaction rate values are manifold:

Poisoning of the electrocatalyst surface
Flooding of a porous electrode structure
Low utilization of the electrocatalyst
(not contacted by the electrolyte)

It is important then to re-examine the Buchanan et al. results8 and
identify those that are not reliable. There is a wide scatter of activity
results, particularly at higher dispersions. For this reason, the results have
been winnowed to exclude those obtained on catalyst dispersions greater
than or where the results have been obtained on similar
crystallite sizes where low reduction activities were obtained. Those
values are shown in Figure 1a.

It is also important to include the Bregoli6 results into this analysis,
since that work provided much of the impetus to resolve these issues.
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Again, careful examination of his data suggests that all of the values
below should be considered but, with higher surface areas,
there are large experimental errors. Accordingly, only those values lower
than have been inserted into Fig. 1a.

The results of Watanabe et al. and both sets of those of Buchanan et
al. are also shown in Figs, 1a and 1b. It can be seen that when the
supposedly dubious experimental values are excluded, the results agree

Figure 1. Compilation of platinum mass activities as a function of platinum B.E.T. surface
area: Watanabe et al.7; Buchanan et al.8; Buchanan et al.9; and Bregoli6. The
solid line is constant specific activity platinum. The broad arrow on the abscissa
denotes the maximum surface area for a platinum crystallite when all of the atoms are
located at the surface Phosphoric acid at 190 °C and 0.9 V vs. hydrogen in

the same electrolyte. (a) Data up (b) Data below
Bregoli6 results on unsupported platinum black.
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Figure 1. Continuation.

with the projections of Watanabe et al. and show that, over the total
crystallite size range, the specific activity is constant at at
190 °C for 1 atmosphere partial pressure of oxygen. All of the high data
conform to a linear relationship between the mass activities and the
platinum surface areas; which means that over the entire crystallite size
range, the specific activity is a constant. It is concluded that the published
results and conclusions of Watanabe, Sei and Stonehart7 are supported by
subsequent data from both of the Johnson Matthey group8,9 and from the
Bregoli results.6 It is further concluded therefore, that there are no
platinum crystallite size effects.11 The measurements below
are shown in Fig. 1b since there is such a large quantity of conflicting
information at these low surface area values. Included in this figure is the
dashed line denoting the average values as shown by Bregoli.6
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Further confirmation on the absence of crystallite size effects for
oxygen reduction was given by the work of Mizuhata et al.12 Here, they
examined the specific activities of highly dispersed platinum particles on
three carbon supports, viz. 560, 250, and It was found that for
polymer electrolyte membrane electrodes at 0.9 V and 90 °C using oxygen
at 5.84 atm. pressure; the specific activity for oxygen reduction, on a wide
range Pt crystallites supported on carbon, was invariant at a
value The Pt crystallite sizes ranged from 1.3 nm diameter
(lowest value) to 4.3 nm diameter (highest value). For platinum crystallite
diameters less than 3 nm, with increasingly closer packing for Pt
crystallites on the carbon surface, the apparent specific activities
progressively decreased. Correlating these results to mass activity
functions, the authors showed that the mass activities increased linearly
with crystallite size from to at both gas pressures
of 5.84 atm, and at 2.94 atm oxygen. The latter gas pressure gave a
constant specific activity of At atmospheric pressure, the
specific activities were for Pt crystallites up to
above which the mass activity was constant between and

i.e., the specific activities decreased with increased crystallite
packing on the carbon surface.

Notwithstanding the foregoing, there still is no universal agreement on
whether or not there are crystallite size effects for oxygen reduction.
Kinoshita13,14 and Giordano and Kinoshita and co-workers15,16 had
suggested that as the crystallite sizes change, so the surface morphology
changes in such a way that the specific activity changed as a function of
the crystallite size. Both Kinoshita14 and Mukerjee17 have provided
carefully worded reviews of the data and have concluded that there are
crystallite size effects based on the changing morphology of platinum
crystallites as they become larger. It is argued that the reduction of
oxygen may be different on the (100) and (111) crystallite faces, and that
the ratio of those faces in an individual crystallite changes with crystallite
size.

The subject of crystallite morphology in the real world is not so
simple. No matter how diligent is the skill for the catalyst preparation,
there is inevitably some broad distribution of crystallite sizes. Within
those sizes are crystallites having incomplete faces, initially producing an
excess of edge sites; an extensive discussion on these matters was made
by Bert et al.1

Under operation in a fuel cell, it is well known that, at short times, the
crystallites change in size, with growth of the largest crystallites being at
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the expense of the smallest crystallites. At short times (less than 50
hours,18 their Figure 10, admittedly under the more stressful conditions of
210 °C and 0.8 V) alloy components in the surfaces of the crystallites,
such as cobalt, lose 30 % of the cobalt content in the first 10 hours, after
which the residual cobalt content in the alloy appears to be constant. For
the platinum, however, there is conservation of electrocatalyst mass; i.e.
no platinum metal loss was detected from the electrocatalyst over this time
period.

Ito et al.19 were the first to recognize the problems of solubility of
platinum in hot phosphoric acid and a more detailed study was carried out
by Bindra et al.20 They found that in hot phosphoric acid, an equilibrium
of the type:

was obtained, where L is the complexing ligand and z, the valence state
of Pt in the complex. This gives rise to a Nernstian equation:

where is the activity of the ligand and and c are the activity constant
and the concentration of the platinum complex, respectively. At constant
phosphoric acid concentration and temperature, a plot of log versus E
must be a straight line with a slope of 2.303RT/xzF. The function is
shown in Fig. 2 with a slope of 49 mV/decade at 176 and 196 °C. From
the Tafel slopes at these temperatures. it was deduced that x = 1 and
z = 2, suggesting that the Pt is probably in a divalent state in the complex.

This study was on a smooth platinum foil using gravimetric analyses
and it was found that the equilibrium concentrations of platinum in the
phosphoric acid were achieved rapidly, i.e., within one hour. Since it is
to be expected that the kinetics of dissolution would be modified with
high surface-area platinum crystallites, this equilibrium would be achieved
more rapidly. Consequently, it is clear that, at the higher potentials,
dissolution of the platinum is of great concern so that operating
procedures must be established to prevent exposure under hot open-circuit
conditions.

Error bars in Fig. 2 for the data at the lowest potentials are indicated,
reflecting the limits for the gravimetric analyses but also it is realized that
at the 0.65 V operating potentials of the PAFC, platinum dissolution will
still occur with a projected equilibrium solubility of moles
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Figure 2. Platinum dissolution in 96 % phosphoric acid. 176°C        196°C

Pt, which is not trivial over the projected lifetime for a PAFC. Migration
of the platinum from the cathode towards the anode is due to the platinum
being deposited, not on the anode catalyst, but rather on the silicon
carbide matrix, adjacent to the anode, as a consequence of the small
solubility of hydrogen in solution at the electrode/matrix interface.

Initially, crystallite growth occurs rapidly either by ion
dissolution/reprecipitation (Ostwald ripening) or by surface atom
diffusion, due to the requirement for lowering the surface energy of any
individual crystallite. This thermodynamic driving force will tend to
eliminate the incomplete faces but with the drive to lower the surface
energy, the crystallites also will strive towards sphericity. This means, that
to all intents and purposes, the ratios of the (111) and (100) faces should
be approximately the same. Bett et al.1 noted that as the platinum
crystallite sizes grew, the size distribution increased. If this is so, then
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notwithstanding any difference in the specific activities for the individual
faces, the mean of any crystallite activity for oxygen reduction should stay
the same.

Clearly, there is great difficulty in preparing high surface area, mono-
dispersed electrocatalysts on carbon supports, when any electrochemical
process to diagnose the crystallite size or activity in these difficult
environments perturbs the very physical properties of the electrocatalysts.

IV. THE STONEHART THEORY OF CRYSTALLITE
SEPARATION

The early Bregoli work 6 was carried out on catalysts that preserved the
mass content of the platinum on the same Vulcan XC-72R carbon support
in the catalyst formulation. This meant that as smaller platinum catalyst
particles were produced, they were more closely situated in relation to
each other on the carbon surface. As the electrocatalysts lost surface area
(“sintering”) and grew larger, so the crystallite separations increased,
provided that no platinum was lost from the electrocatalyst (i.e., the
platinum mass was maintained). Stonehart and Baris21, 22 had examined
the problem of the apparently diminishing specific activities with
increasing platinum crystallite surface areas for oxygen reduction, shown
by Bregoli6 and concluded that the one critical feature that had been
overlooked was the changing distance between the platinum crystallites
(crystallite separation) on the carbon support surface.

A description of the rationale for the crystallite separation effect was
then given by Stonehart.23 In that work he described comparisons for the
oxygen reduction activity in phosphoric acid at 180 °C for equally loaded
platinum particles supported on Shawinigan acetylene black, to those on
Vulcan XC-72R. The only difference in the sets of experiments was the
difference in surface area of the carbon support. The apparent specific
activities for reduction of oxygen with the platinum on the acetylene black
were significantly lower than similarly sized platinum crystallites
supported on the Vulcan XC-72R shown by Bregoli.6 Extrapolation of the
medians for both sets of data to zero surface areas gave a similar specific
activity value of Pt. Extrapolation of the high points gave

Pt for the Vulcan XC-72R data and Pt for the
acetylene black.

Subsequently, an equation was provided7 to describe the uni-
dimensional intercrystallite distance on the carbon support surface; viz.



Phosphoric Acid Fuel Cells for Utilities 383

where : X = intercrystallite distance (nm); = density of supported
platinum catalyst particles d = mean diameter of platinum
catalyst particles (nm); = specific surface area of the carbon support

and y = platinum catalyst loading on the carbon black support
(wt%). These results show that when the crystallite separation was greater
than 17 nm, the apparent specific activity became a constant. The above
equation was used by Buchanan et al.,8 and by Giordano et al.,15,24 who

Figure 3a. Platinum on Carbon catalysts in 190 °C phosphoric acid. Compilation of specific
activities for oxygen reduction versus platinum crystallite separation from Watanabe7 et al.

Giordano et al. –maximum values only24 Buchanan et al.8 and Giordano et
al.15,16 Function of upper line is a best fit to the Buchanan values and the lower line is a
best fit to the Giordano values. (a) Data for crystallite separations up to 325 mn. (b) Data
below 60 nm crystallite separations.
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Figure 3b. Continuation.

were unable to support the veracity of the work by Watanabe, Sei and
Stonehart.7 In a separate development, Kinoshita13 postulated that the
changing crystallite facets for platinum with particle size might account
for the specific activity variations but none of the experimental results
agreed with that postulate.

Giordano et al.15 recognized the thrust of the Stonehart theory7,11,21,23

of crystallite separations, and increased the platinum distribution by
courageously increasing the carbon support surface areas to very large
values together with lowering the platinum loading on the carbon support,
as previously demonstrated by Watanabe et al.,7 with the concomitant
results shown in Fig. 3. Later work by Giordano et al.15 showed a
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comparison of their results to those of Buchanan et al.,8 who also tested
the crystallite separation theory. On plotting crystallite separation values
to over 300 nm, Giordano et al.l5 show a doubling in the apparent specific
activity compared to their crystallites with closest separation.

Figure 3 is shown as a compendium of these results, with the
individual computations for the best fit of the Giordano and Buchanan
results, compared to the Watanabe results. There will, of course, be some
activity, symptomatic of an ideal smooth platinum surface but with a
significantly reduced surface area. Based upon this analysis, and given
the uncertainty of analyzing the results from other workers, it would seem
that all of the data are bounded by the lower curve of Fig. 3 (best fit to the
Giordano et al. results) and the upper curve (best fit to the Buchanan et al.
results). There is reasonable agreement with the function by all of the
different results produced by this multiplicity of workers, bearing in mind
that it is a determination of the heterogeneous reaction rate on highly
dispersed catalyst surfaces, and incorporating all of the errors in materials
analysis, differences in electrode preparation, and testing.

V. CALCULATION FOR HEMI-SPHERICAL DIFFUSION TO
A CRYSTALLITE

Previously, Stonehart11 had described the mechanism for diffusion of
oxygen to an individual platinum crystallite on the carbon support surface.
In this instance, at low current-densities, it was anticipated that hemi-

spherical diffusion conditions operate, since the base of the platinum
crystallite is shielded by the carbon support and thereby is inactive.

The number of moles, diffusing across a boundary to a spherical
surface of in the time dt, is given by Fick’s First Law :

So the flux at r is:

The area at the exterior of the diffusion annulus surrounding the
crystallite at (r + dr) is and in time, t, the number of moles
diffusing across this surface in time dt is:
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The concentration gradient at the crystallite surface at any time t is:

so the steady value of the current to the crystallite is given by

where A is the area of the spherical crystallite,
Owing to the interference of the neighboring crystallites which limits

the availability of oxygen, then but is modified by the inter-
crystallite distance, as well as the electrode potential. Thence the
maximum diffusion radius; where X is defined above.
In this case

The indeterminate function, is not defined due to the open porous
electrode structure, and the gas-fed backing of the electrode, leading to
asymmetry, but it can be seen that as the inter-crystallite distance
increases, then the apparent specific activity for the platinum catalyst
becomes the true specific activity, and

Then we can expect a power function for the apparent specific
activity of the platinum catalyst, having the form:

where m is a representation of spatial three-dimensionality.
Although the above treatment has been developed for particles as

spheres, in reality, especially where diffusion is concerned, hemi-spheres
are the operands, with the characteristic X/2 between them.

Then at long times, or with attainment of steady-state,

When the dimensions of the crystallite are small compared to those
of the diffusion field, then the crystallite appears as a point source. As the
diffusion fields expand, they coalesce (as the current-density increases)
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Figure 4. Schematic of the development of the diffusion layer as a function of current
density and intercrystallite distance for the supported electrocatalyst particles.

until the composite electrocatalyst surface exhibits a quasi-planar semi-
infinite diffusion field, shown schematically in Fig. 4.

Figure 5 shows the influence for taking the logarithm of the specific
activity versus the logarithm of 1/X, so that the slope defines the value of
the exponent, m, which is of course, –3. All of the data fall in a linear
band, limited at the upper level by the results of Buchanan et al.,8 and at
the lower by the results of Giordano et al.15,16 The results of Watanabe-
Stonehart fit between the boundaries with a directive that indicates a
transition from spherical to semi-infinite diffusion due to closeness of
approach of the crystallites. The size of an individual platinum crystallite
also is indicated in Fig. 5. Extrapolation of the high points to zero
crystallite separation gives which is close to that value
obtained by Bett et al.1 in sulphuric acid.

Buchanan et al. and Giordano et al. demonstrate that as the crystallite
separation is increased to very large values, the apparent specific activity
for the Pt catalyst increases. These authors use the equations developed
by Watanabe, Sei, and Stonehart7 but an examination of the experimental
results of Buchanan et al. and of Giordano et al. show very great
variations. There was no theoretical support for the linear relationship of
crystallite separation with specific activity, drawn by Giordano et al., or
for the intercept at zero separation. From the analyses presented here,
measurements of oxygen reduction activity for platinum on porous
electrodes in PAFCs at 0.9 V are not always diffusion-free and cross
comparisons amongst all of the published experimental results shows
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Figure 5. Power function of log specific activities versus the reciprocal of the platinum
crystallite separation on the carbon surface. Watanabe et al.

7
 Buchanan et al.8 and

Giordano et al.15,16 The broad arrow on the abscissa denotes the average diameter of a
single platinum crystallite.

good agreement with the data of Watanabe, Sei, and Stonehart. A best fit
is obtained for a power function of the crystallite separation, in
accordance with that expected for hemi-spherical diffusion.

The theory of crystallite separation for oxygen reduction on platinum
was tested by Mizuhata et al.12 in PEMFC electrodes. They found that
there was universal agreement for carbon supports with surface areas of
560, 250, and and oxygen pressures of 5.84 atmospheres at
90°C, irrespective of the platinum crystallite size. When the platinum
crystallite separation was below 15 nm, the apparent specific activities
progressively declined (their Figure 11) and above 15 nm the specific
activities became effectively constant. This is in remarkable agreement
with the previous findings of Watanabe, Sei, and Stonehart7 (their Figure
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9) for oxygen reduction on platinum who found the critical platinum
crystallite separation value to be 17 nm in phosphoric acid at 190 °C,
below which the apparent specific activities progressively declined and
above which the specific activities became effectively constant.

For practical purposes, there is a trade-off between increasing the
inter-crystallite distance on the carbon surface (to maximize the platinum
crystallite specific activity by lowering the platinum loading in the
electrode) and the electrode thickness, since as the loading becomes
smaller, then the electrode thickness must increase to obtain a sufficient
mass of platinum electrocatalyst in order to achieve the required current-
density. Unfortunately, thicker electrodes then lead to progressive ohmic
losses within the electrode structures.

Again, notwithstanding these results, whether or not there are
crystallite separation effects is still a thorny problem. What is needed is
a further careful examination of high surface-area mono-disperse platinum
electrocatalysts on carbon surfaces where the separation of the crystallites
is controlled. This means making a series of electrocatalysts at different
loadings, establishing the crystallite sizes and evaluating the specific
activities for oxygen reduction. After cross-plotting the results to remove
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any ambiguities regarding crystallite separations and crystallite sizes,
there may be a further resolution to this quandary.

It is worthwhile to identify those different catalyzation techniques
employed by these workers, together with the carbon supports, as given
in Table 1.

VI. DEVELOPMENT OF PLATINUM ALLOY OXYGEN-
REDUCTION ELECTROCATALYSTS

As part of the early work to find alloys of platinum with higher reactivity
for oxygen reduction than platinum alone, International Fuel Cells (now
UTC Fuel Cells, LLC.) developed some platinum-refractory-metal binary-
alloy electrocatalysts. The preferred alloy was a platinum-vanadium
combination that had higher specific activity than platinum alone.25 The
mechanism for this catalytic enhancement was not understood, and post-
test analyses26 at Los Alamos National Laboratory showed that for this
binary-alloy, the vanadium component was rapidly leached out, leaving
behind only the platinum. The fuel- cell also manifested this catalyst
degradation as a loss of performance with time. In this instance, as the
vanadium was lost from the alloy, so the performance of the catalyst
reverted to that of the platinum catalyst in the absence of vanadium. This
process occurs fairly rapidly in terms of the fuel-cell lifetime, i.e., within
1-2000 hours. Such a performance loss means that this Pt-V alloy
combination may not be important commercially but it does pose the
question, why does the electrocatalytic enhancement for oxygen reduction
occur?

The next advance in development of PAFC binary-alloy cathode
electrocatalysts was the use of Pt-Cr alloys.27 In this patent, it was
disclosed that with the platinum-vanadium alloy in 99 % phosphoric acid
at 194 °C and at an electrode potential 0.9 volts, over 67 % by weight of
the vanadium had dissolved in the first 36 hours. In the case of Pt-Cr, only
37 % had dissolved under the same conditions. It is not clear from the
descriptions in these patents whether or not there is any unreacted
vanadium or chromium present in the catalyst because it is not identified
that all of the vanadium or all of the chromium was initially alloyed with
the platinum. It is conceivable that significant amounts of the non-noble
metal components are not fully reacted.

It was proposed by Jalan and Taylor28 that the improvement in
oxygen reduction activity for platinum by producing binary-alloys of
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platinum with non-noble metals, such as vanadium, carbon, silver, etc.,
lay with the changes in the inter-atomic distances as measured by X-ray
diffraction analyses. Luczak and co-workers expanded upon this concept
to include cobalt and ternaries of Pt-Co-Cr and Pt-Co-V. The results are
shown in Fig. 6. Since the alloying process requires that the electrocatalyst
be exposed to 900 °C, then inevitably the alloy crystallites become larger
due to crystallite growth during processing. It is particularly curious that
a long linear relationship for the specific activity over a large change in
the platinum nearest-neighbour dimension is observed.

Although interesting, the answer for the electrocatalytic enhancement
on alloys may lay elsewhere, since X-ray analyses are bulk analytical

Figure 6. X-ray diffraction platinum atom nearest neighbour distances versus specific
activity for oxygen reduction at 0.9 V in phosphoric acid at 200 °C: Jalan and Taylor28

and Luczak.
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techniques and give no information on the surface atom arrangements on
an individual crystallite. It is recognized that both surface segregation and
demetallization of the alloy by the least noble metal component in the
phosphoric acid environment occurs rapidly. It is, however, beyond the
scope of this review to cover platinum and platinum alloy crystallite sizes
growth (“sintering”) in fuel- cell environments at this time, or to go into
the surface structures of these nano-dimensioned particles.

A series of papers to understand the Pt-Cr alloy system were
published by Paffett, Gottesfeld and co-workers at Los Alamos National
Laboratory.29-32 These workers applied a series of sophisticated analytical
techniques to the study of Pt-Cr alloy electrodes that were well
characterized as bulk materials, as opposed to high surface-area particles.
The general conclusion from this work was that the surface of the Pt-Cr
alloy was rapidly leached with loss of the chromium, leaving behind a
roughened platinum surface. This roughened platinum surface then gave
a higher oxygen reduction rate than smooth platinum. It was concluded
that the “catalytic enhancement” for the Pt-Cr alloys was due to this
surface roughening of the platinum, rather like a “Raney” metal, so that
no other intrinsic catalytic improvement was involved.

Ross,33 and Beard and Ross34 had also been interested in
electrocatalytic properties of Pt-3d transition metal binary-alloys, with a
view that stable intermetallics could be formed. It was also their view that
the catalytic enhancement shown by Pt-V, Pt-Cr, and latterly Pt-Co was
due to the surface roughening of the platinum crystallites caused by
leaching of the non-platinum elements from the surface. In the case of the
Pt-Co alloy, they believed that a more stable alloy is formed that protects
against further alloy degradation.

In the patent area, the Pt-Cr binary alloy, referenced previously,27 was
followed by the first potential ternary alloy by the addition of cobalt to the
Pt-Cr.35 The addition of cobalt provided higher performance than that
exhibited by the Pt-Cr alone. It was recognized that high performance for
a short time was not sufficient for commercial utilization of alloys
(witness the higher performance but short life-time for Pt-V). A secondary
patent36 was issued to International Fuel Cells (IFC) (now UTC Fuel
Cells, LLC.) where the lifetime of the Pt-Co-Cr was extended by a long
heat treatment procedure during the catalyst preparation. It is dissolved
in the patent that due to this heat treatment, the ternary alloy becomes an
ordered structure and that the lifetime of the catalyst is extended beyond
9000 hours in hot phosphoric acid fuel-cell environments without the
catalyst degradation.
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In a related development, workers at Englehard had proposed Pt-Ga
as a binary alloy37 to enhance the catalytic activity of the platinum.
Although this patent application was in 1982, it took a long while to
appear, and the issue date is actually subsequent to many other patents that
were filed later and issued in the interim. Englehard also applied for a
European patent on a Pt-Fe combination.38 At this time there does not
appear to be a U.S. patent that is issued on a Pt-Fe binary formulation.
Nippon Englehard applied for new alloy patents, one of which was Pt-
Cu39 and the other was Pt-Fe-Co.40 It would appear that the development
of Pt-Fe-Co was spurred by the Pt-Fe patent applied for previously by
Englehard 38 and in view of the Pt-Cr-Co patent that had been
subsequently issued to IFC.35

In the case of the Pt-Cu39 patent, although the performances quoted
for oxygen reduction are high, this catalyst gives some pause for thought,
since it would be expected that copper could leach from the alloy and
dissolve in the phosphoric acid. In that event, it would be electrodeposited
at the fuel cell anode causing site selective poisoning for the hydrogen
molecule oxidation reaction. Copper is a well known poison for platinum
catalysts in hydrogen oxidation. It remains to be seen whether this
cautionary advice is borne out in actual fuel cell operation. Gallium
additions to the Pt-Cr-Co41 alloy combinations have been claimed by IFC
which are extensions of their Pt-Cr-Co36 issued previously. Further to this
is the Pt-Co-Ga ternary alloy42 that has been applied and assigned to IFC.

It would appear from this patent literature that the development trends
for PAFC cathode alloy electrocatalysts are from platinum, to Pt-
refractory metal (vanadium); to Pt-Cr, to Pt-Cr-Co through to Pt-Fe-Co
and then the various gallium additions to these combinations. It would
seem, particularly in the case of gallium additions, that the gallium should
induce porosity into the platinum alloys, since it would be expected to
leach out easily.

A summary of the PAFC cathode alloy patents is shown in Table 2.
It is difficult, however, to accept that the performance increase is

caused by a surface roughening of the metal alloy crystallite as proposed
by Los Alamos and Berkeley, since it would be expected that the surface
rearrangements at these temperatures would be very fast, particularly for
the nano-dimensions involved. It is a worthwhile exercise to translate the
dimensions for solid state diffusion of a metal atom in a metal matrix from
the usual to (i.e., is It is
clear that atomic rearrangements on a nanometer dimensioned metal
surface occur very rapidly, especially with the added inducements of
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liquid-phase enhanced surface diffusion. Moreover, considering the
previous discussion on crystallite sizes and growth of individual
crystallites in the phosphoric acid fuel-cell environment, it is clear that the
particles are rearranging rapidly,18 which precludes any long term atomic
dimensioned roughening on an individual crystallite surface. Nevertheless
the stabilities and performance enhancements for these alloys for oxygen
reduction are seen over the long term.

Gallium is a curious additive, since the element leaches out rapidly
and, after 168 hours, most of it is gone excepting a residuum of
0.7 atom % but the catalyst stability remains for over 2000 hours.41,42 In
this regard, it is reasonable to speculate on the mechanism by which the
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gallium affects the catalyst structure. It is more likely that the gallium is
incorporated into the carbon support in much the same way as boron is
known to do. This will provide trap sites for the alloy crystallites and
retard surface area loss.

In order to evaluate the performance advantages of alloying platinum
with 3d transition metals, Buchanan, Keck, et al.8 examined platinum with
first-row transition elements to examine whether or not there were
significant improvements in the performance of the alloys in hot
phosphoric acid as oxygen reduction catalysts. They concluded that
alloying platinum with the first-row transition elements significantly
increases the performances above that for platinum alone.

In their work they did not distinguish between the alloying elements,
since they expressed the view that, generally, the specific activities of all
these platinum alloys were similar. The superiority of the alloys that they
actually prepared, produced an improvement about 1.5 times the activity
of platinum alone. Of greater importance was their finding that the alloys
showed greater stability against “sintering” and degradation than did
platinum alone. This translated into an increased lifetime with higher
performance for the alloys. Although they tested their alloy combinations
for the critical intercrystallite distance referred to by Watanabe et al.,7

they were not able to determine that this effect was controllable under the
conditions used to prepare their catalysts.

Most recently, the preferred ternaries Pt-Ir-Cr and Pt-Ir-Fe 43 have
appeared. In the case of the alloy (the numerical subscripts
refer to the atom percentages of the elements), a mass activity of
under oxygen at 0.9 V in 99 % at 177 °C was achieved, compared
to for the and for the reference alloy

under the same conditions. More importantly, lifetimes for
fuel-cell catalyst and the abilities of the electrocatalysts to resist surface
area losses, are of overriding importance and in these cases, the

alloy showed greater stability than over 200 hours
at 200 ASF and 218 °C; the former losing only 51 % of the initial surface
area, whereas the latter loses 67 % under these stressful conditions. At
205 °C and 0.75 V in 99 % over 168 hours, the alloy
lost only 13 % of the original surface area, the lost 18.9 %
whereas the reference alloy lost 35.7 % of the original
surface area under the same conditions. This becomes understandable,
given that the platinum-iridium phase diagram shows mutual solubility at
all concentrations and no evidence of intermetallic phases. The surface
energy of iridium is compared to                            for
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platinum and thus it will harden (that is experience increase of the metal
interatomic bond energies) the alloys considerably over those other
patented alloy combinations without iridium, leading to greater
operational lifetime under fuel-cell conditions.

The mechanisms for electrocatalyst surface area loss are by a)
crystallite migration or b) atom or ion dissolution and reprecipitation,
either to the electrolyte or over the carbon surface. It is well known that
surface diffusion of atoms on the individual crystallites can provide for
mobility (much like the treads on a military tank). In either case, small
crystallite become annihilated and fewer but larger crystallites are
produced.18 In either event, these processes lead to demetallization of the
less noble components in the alloy.

Previously, the first reviews on alloy electrocatalysts for oxygen
reduction in phosphoric acid fuel-cells44-46 concentrated on those patents
that had been issued in the United States, since that was where most of the
early work had been done. Subsequently, similar alloy work has been
done in Japan, and that work is reflected in the Japanese patent literature
shown in Table 3, whence corresponding alloy-combination atom ratios
and the air/oxygen performance values are given in Table 3a.

It is not surprising that the alloy combinations being claimed as
improvements are similar to those that have been claimed in the United
States previously. In most instances, quaternary alloy combinations have
been claimed that utilize platinum with one or more of the 4th period–
group 8 transition metals, together with a 4th element that modifies the
metallurgical behavior of the alloy.
Alloy catalyst developments for oxygen reduction in phosphoric acid have
further concentrated on forming discretely ordered structures of the form
Pt-M or where M is a non-platinoid element, commonly identified
as Brewer-Engel materials. This is achieved by heat-treating the ternary
and quaternary alloys at specific elevated temperatures related to the bulk
phase diagrams for those alloys heating for an extensive period of time
with subsequent quenching to freeze the ordered structures, is employed.
The purpose for forming ordered alloys has been not so much to increase
the alloy performance but to increase the lifetime of the electrocatalyst.
On-going research is geared towards identifying the surface features of
these ordered alloys and the mechanisms of their operation.

Table 4 records the US patents that have been issued on various
PAFC cathode-catalyst ordered alloys.
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It became obvious that long-term stability of high surface area
electrocatalysts was as important, or even more important than short-term
activity. Luczak36 and Landsman pioneered the heat treatment of ternary
alloy electrocatalysts in order to provide an ordered crystallite structure.
This work was followed in Japan by Itoh and Katoh, and subsequently by
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Watanabe et al., also shown in Table 4. As is shown in Fig. 7, the
ordering of the Pt-Co-Cr alloy does indeed provide for an enhanced
electrode catalytic reduction of the oxygen molecule in operating PAFCs.

The stability of these alloys over long terms are of greater importance
and previously it was noted that the Pt-V alloy was particularly fugitive.
Analyses of the ordered Pt-Co-Cr alloy were obtained after 9000 hours of
testing in hot phosphoric acid at 200 °C. It is particularly significant that
even though the catalyst undergoes demetallization and surface area loss
(“sintering”), performance gains are maintained such that after 9000
hours, the ordered alloy electrocatalyst still outperforms the initial
performance of a pure platinum catalyst, as shown in Table 5.

The beneficial effects on the cathode performance by alloying and on
producing an ordered alloy structure are shown in Fig 7.

Here, the performances of cathodes operating on pure oxygen are
recorded at a potential of 0.9 V. The catalyst loadings are
electrode surface. It is symptomatic that the reaction rate increases with
temperature but the rate of increase is greater for the Pt-V alloy compared
to that for pure platinum alone, while that of the ordered ternary Pt-Co-Cr
alloy shows an even greater enhancement, shown in Table 5.

VII. THE MATRIX FOR PAFC’S

Phosphoric acid at 190-200 °C is a particularly ugly medium with respect
to materials stabilities. An inert matrix is thus needed to maintain a thin-
layer separation of the electrodes and many materials have been tested.
Fortuitously, it was found that silicon carbide was inert and sufficiently
stable to last for the lifetime of the fuel-cell. Since silicon carbide in the
fuel-cell is a micro-fine rubble, attempts to bond it into a porous matrix
structure using PTFE showed initial success. Over time, however, the cells
showed an increase in resistance, leading to a loss of performance.
Diagnostic tests showed that small bubbles of nitrogen were entrained
within the matrix, coming from the air feed and were causing the matrix
structure to have an effect comparable to deep sea diver’s “bends”, and
expressing the phosphoric acid from the matrix pores. This was due to the
wet-proofing nature of the PTFE. Substituting48 a binder of
polyethersulphone overcame this problem and showed improved strength,
wetability and bubble pressure (resistance to gas cross-over), compared
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Figure 7. Platinum, platinum alloy, and ordered platinum alloy catalyst mass oxygen
reduction activities at 0.9 V. 0.75 mg Platinum loading on the electrode. Influence of
temperature.
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Figure 8. Weight % unreacted silica in silicon carbide particles as a function of silicon
carbide volume.

to previous matrices. In the preferred formulation, the composite matrix
has at least 38 % porosity and contains between 70-90 wt% SiC, with the
balance being the hydrophilic polyethersulphone.

Traces of unreacted silica in the SiC will produce a fluffy
white precipitate, about which little is known. Certainly it is known that
when hot concentrated phosphoric acid is in contact with glass hardware,
the rapid formation of a fluffy gelatinous white precipitate is seen. From
an X-ray diffraction analysis of the precipitate from operating fuel-cells,
it was determined that the principal component was although
metallographic and SEM/EDS analyses support the presence of the other
silico-phosphate complexes in varying amounts.

The amount of silica present in the silicon carbide depends upon the
SiC particle sizes, these being and Washing the SiC
with HF removed most of the silica, resulting in soluble-silica analyses of
0.89, 0.10, and 0.05 weight percent respectively, shown in Fig. 8.
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Although there is a paucity of data, plotting a logarithmic function for
the reciprocal of the SiC particle volume versus the logarithm of
wt% silica found in the silicon carbide, provides a good linear relationship
as shown in Fig. 8, allowing for a predictive solution. The smaller the SiC
particle size the greater is the amount of free silica and the greater the
phosphate formation rate in hot phosphoric acid. It appears that the
selection and cleaning of the silicon carbide is critical to the long term
operation of PAFCs and further preparation of SiC particles containing a
minimum of silica is required.

VIII. CARBON ELECTROCATALYST SUPPORTS

There are many considerations that must be taken into account when
choosing a particular carbon, or carbon structure, as an electrocatalyst
support. In hot phosphoric acid at cathodic potentials, the carbon surface
is capable of being oxidized to carbon dioxide. The degree of oxidation
will depend on the pretreatment of the carbon (for instance, the degree of
graphitization), on the carbon precursor, and the provenance. There are
two important parameters that will govern the primary oxidation rate for
any given carbon material in an electrochemical environment. These are
electrode potential (the carbon corrosion is an electrochemical process and
therefore will increase rapidly as the electrode potential is raised) and
temperature.

An early detailed work in hot phosphoric acid is that of Kinoshita and
Bett49,50 who reported corrosion rates for four different carbons in
phosphoric acid at temperatures up to 160 °C. All of the carbons tested
showed similar behavior as a function of time. At constant potential the
corrosion currents were relatively large but declined rapidly with time.
These authors concluded that the rate of oxidation was dependent on the
surface micro-structure for each specific carbon sample. Graphitized
carbons showed lower specific oxidation rates than ungraphitized carbons.

Following from the previous work of Kinoshita and Bett,49,50 a
detailed analysis of carbon corrosion in hot phosphoric acid was carried
out by Stonehart and MacDonald.68

The reactions contributing to this oxidation current are the formation
of surface oxides on the carbon (quinones, lactones, carboxylic acids, etc.)
and the evolution of carbon dioxide. Binder et al.51 had previously
examined the oxidation of numerous carbons in KOH, and
but not at temperatures as high as those in the work of Kinoshita and Bett.
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Binder et al.51 had observed that the reaction products were carbon
dioxide and carbon surface oxides and that the reaction rate was
proportional to the BET surface area. These early results however, were
not substantiated by Kinoshita and Bett.

Recent trends in the studies of carbon surface oxides have been to
identify the specific properties of various oxygen complexes (e.g., acidic

complex; non-acidic complex; and CO complex) and how they
modify the carbon surface properties.52-54 It is considered that the
electrochemical corrosion of carbon electrocatalyst supports in phosphoric
acid proceeds through the formation of carbon surface oxides at preferred
sites. These sites on the basal plane are generally at edges, dislocations
and discontinuities in the layer planes of microcrystalline carbons. In
particular, reactive sites (usually referred to as unsaturated sites) have
been identified.55 It is thought that once an unsaturated site has been
formed, continuous propagation of the carbon corrosion (oxidation) will
proceed until the crystallite orientation has been consumed. The review by
Thomas56 deals with the subject of the influence of dislocations in
graphitic carbons on this oxidation. He points out that basal dislocations
do not influence the oxidation but non-basal dislocations are inextricably
associated with “active sites” in oxidation at the basal surfaces.

Heckman and Harling57 examined the gas-phase oxidation of carbon
black micro-structures and showed that oxidative attack of carbon
crystallites was concentrated on the small crystallites, at the edges of layer
planes and at lattice defects. Partial graphitization of a carbon black, so
that only the outermost surface layers are well-ordered, causes oxidative
corrosion within the core of the carbon particle, leaving an outer “shell”.
Consequently, similar behavior can be expected for ungraphitized and
partially graphitized carbons in electrochemical environments.

Donnet and Ehrbuger58 examined the solution oxidation of furnace
blacks by ozone in the absence of potential control. They concluded that
there were two simultaneous oxidation mechanisms: the formation of
carbon dioxide and the formation of partial oxidation products (essentially
poly-carboxylic acids). Later, Panzer and Elving59 reviewed the nature of
surface compounds on graphite electrodes (mainly pyrolytic graphite).
They pointed out that Levy60 had suggested that pyrolytic graphite become
oxidized preferentially on the c planes (basal) rather than at the ab planes
(edges). Later, Levy and Wong61 claimed that oxidation of the pyrolytic
graphite occurred in the a direction. Traces of both light and heavy metals,
causing dislocations, increase the rates of oxidation on pyrolytic graphites.
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The foregoing discussion serves to show that disordered carbon
structures are oxidized more readily than well-ordered graphite planes and
that dislocations and active sites provide nucleation points for attack of the
carbon crystallite. Another factor that must be considered is that dispersed
electrocatalysts, such as platinum, on the carbon surface are not benign.
The electrocatalysts interact with the carbon causing local oxidation or
corrosion, i.e., the platinum catalyzes the corrosion of the carbon itself. In
the presence of oxygen, which is the condition under which the
electrocatalyst will operate, reduction intermediates from the oxygen (e.g.,

can have an accelerated corrosion effect.
An alternative to using commercially available carbon for

electrocatalyst carbon substrates is to build a specific carbon structure
having controlled properties. Thus, carbons have been prepared by the
controlled pyrolysis of polyacrylonitrile (PAN) and contain surface
nitrogen groups that act as peroxide decomposing agents.62

Simple treatments, such as heating the carbon in steam or in an
oxidizing environment, change the surface structure. The surface porosity
increases 63 due to operation of the Boudouard reaction:

which is favored towards the right-hand side at temperatures below 700°C.
In this way, reactive end-groups would be removed and pores or

dislocations in the carbon surface enlarged.64 Other surface treatments
that have been considered are the introduction of carbon-sulphur surface
complexes. Puri and co-workers65 have shown that ungraphitized carbons,
after treatment with hydrogen sulphide or carbon disulphide at 600 °C,
develop porosity and, moreover, the catalytic activity for hydrogen
peroxide decomposition increases markedly on fixation of a small amount
of sulphur (about 5 %) in the carbon surface.

Once a carbon support has been prepared. it is desirable to post-treat
it to modify the surface structure in order to confer certain properties.
Since the electrocatalyst is to be platinum on the carbon, even dispersion
of the platinum crystallites over the carbon surface and minimal loss of
surface area during fuel cell operation are important concerns.

One mechanism for surface area loss is crystallite migration, for
which Kinoshita et al.66 concluded that the mechanism of surface area loss
was two-dimensional Ostwald ripening by means of ad-atom migration on
the carbon surface. Nevertheless, trap sites for the migrating ad-atoms on
the surface of the carbon can produce nucleation points for generation of
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new crystallites. In order to prevent crystallite migration, Bett and co-
workers67 had previously invoked the concept of trap sites on carbon
surfaces to retard platinum crystallite migration in the gas phase.

Physical properties of the carbon substrate, such as electronic
conductivity, surface area, and surface morphology are important, since
the former can contribute to resistive losses in the electrocatalyst structure
and the latter may determine the sites on which the platinum
electrocatalyst crystallites may be located. Both the initial deposition of
the platinum crystallites on the carbon substrate and the subsequent
surface area loss of the platinum crystallites under operating conditions by
a surface migration mechanism can be influenced by the surface carbon
structure.

There are several carbons that are candidates for PAFCs. Vulcan XC-
72R (Cabot), a furnace black, has a low resistivity and a specific surface
area of about Acetylene black (Shawinigan) is a very clean
carbon with a structure that is very different from Vulcan XC-72R. The
initial carbon content of the Shawinigan material is 99.5 % compared to
98 % for the Vulcan XC-72R. The initial specific surface area is lower

but this type of carbon has been used frequently in fuel-cell
electrode structures. Monarch 800 (Cabot), another furnace black, has a
BET surface area that is comparable with that of Vulcan XC-72R but has
a lower oxygen content. The greatest difference between the two is the oil
absorption number, which is a measure of the carbon structure. The di-
butylphthalate oil absorption for Vulcan XC-72R is against

for the Monarch 800. Darco KBB is an active carbon from
a cellulosic precursor, and has a very high BET surface area
A carbon material, BP800-1600C-C12 is made from “Black Pearls”
(Cabot Corp.) and has been treated in chlorine at 1600 °C. This procedure
removes all of the metals volatile chlorides that otherwise contribute to the
ash. Consequently, this carbon is very clean and has undergone some
slight degree of reorganization. The “Black Pearls” carbon is analogous
to the Monarch 800 except that it has been previously pelletized. Vulcan
XC-72R, after heat treatment to 2500 °C for two hours under argon, has
a BET surface area of and is used as a graphitized carbon. These
carbons provided a spectrum of specific surface areas which enable
diagnoses to be made of the mode of corrosive attack of the carbons in the
hot phosphoric acid; whether it is at disordered carbon groups, edge sites,
or incomplete faces. Kinoshita and Bett49,50, for Vulcan XC-72, found a
corrosion current of carbon surface at 1.0V and 135 °C
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after 100 minutes. Using a value of for the carbon surface area,
this becomes carbon.

In long time tests at 210 °C and 1.0V, for both the XC-72R and the
acetylene black in the as-received condition, the rate of corrosion of the
XC-72R is much greater than that of the acetylene black out to 500
minutes, then the Vulcan-XC72R corrosion current decreases below that
of the acetylene black. This is considered to be due to significantly greater
amounts of carbon being removed from the XC-72R, causing a decrease
in the measured current, equivalent to the corrosion reaction rate. The
acetylene black after 500 minutes, also exhibits the start of a steady
corrosion current that does not decrease with time. Since it appears that
the decrease in carbon corrosion with time is due principally to the
progressive removal of the most highly disordered carbon at the surface,
and attack at the micropores and dislocations, it should be surmised that
the activation energy of the reaction will appear to change and so will the
form of the corrosion equation. Thus, the steady corrosion currents at long
times will represent more closely to the fundamental underlying
characteristics of the carbon structure rather than will the ephemeral
results that are seen due to surface disorder.

The magnitude of carbon loss that is observed is of some concern,
since at 1000 minutes, which is only 16 hours, the Vulcan XC-72R shows
a weight loss of 7 % at open-circuit values. It was found that at the highest
potentials for studying the corrosion of the carbons, gas evolution within
the porous electrode structure was distorting the data.

Tafel slopes were obtained for the carbons at differing times. It was
found that, in general, the Tafel slopes became more acute as the carbon
was removed from the surface. (The value of dE/dlog i became less). In
addition, the Tafel slopes differed according to the type of carbon and the
history of the carbons. Heat treating Vulcan XC-72 showed a linear
weight loss with increase in heat-treatment temperature. At temperatures
of 750, 1350, 1800, and 2500 °C the weight losses were 0.75, 3.5, 5, and
8 wt%, respectively. This is due probably to removal of low molecular
weight fragments and reduction of surface oxide compounds (lactones,
phenols, carboxylic acids, etc.).

The corrosion currents for Vulcan XC-72R after heat treating at
2700 °C and 3000 °C are shown in Fig. 9. There is a continual decrease in
the corrosion currents over the first 4000 minutes to very low corrosion
values. Reduction in the corrosion rate is due both to the lower
specificsurface area of the carbon and the change in the Tafel slope. The
specific corrosion rate at long times suggests that the numbers of active
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sites on the surface are comparable on a per square cm basis. If a parallel
is drawn with the oxidation of carbon in the gas phase, which is by attack
at active sites, then there is no suggestion that atoms in the basal plane are
active. Corrosion attack must be at edges and dislocations.

The literature teaches that heat treatments of high surface-area
carbons produce significant changes in both the surface area and the
surface oxide content in the temperature range between 400°C and
1000 °C. For an oxidized carbon, significant increases in the BET surface
area are seen with heat treatments at 800 °C. It is thought that the removal
of oxide opens up micro-pores giving the surface area enhancement. The
removal of oxides improves the inter-particle contact and thus makes the
carbon more conductive. Restructuring of the carbon surface is expected
to occur at temperatures above 1400 °C with progressive graphitization at
higher temperatures.

Figure 9. Corrosion rates 1.0 V in 100 % phosphoric acid at 0.8 V for graphitized Vulcan
XC-72R carbon at two graphitization temperatures: 2700 °C and 3000°C
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The changes in the Tafel slopes observed during corrosion of the
Vulcan XC-72R are probably associated with the degree of disorder of the
carbon crystallite surfaces. Shawinigan acetylene black was also heat
treated at temperatures up to 2500 °C. but for such materials there were no
large changes in the Tafel slopes. By and large, the Tafel values were
close to 100 mV. Neither the Tafel slopes nor the corrosion currents
changed over long periods of time (out to 6000 minutes). It was concluded
that with heat treatment, the Shawinigan crystallites become more ordered
and probably had fewer dislocations. There is some evidence that slits and
dislocations in the carbon surface are opened up during the corrosion
process but further work is needed to confirm this.

Figure 10. B.E.T. Surface areas of heat treated Vulcan XC-72R and Shawinigan
acetylene black carbons.
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For Vulcan XC-72R, the specific corrosion rates (A.real at
1.0 V and 180 °C in were essentially independent of heat-treatment
temperature; however, since the Tafel slopes decrease with increasing
heat-treatment temperature, heat treatment affords increased life at the
fuel-cell cathode operating potential (0.7 V). Little difference in either the
Tafel slope or specific corrosion rate at 1.0 V was observed between as-
received and heat-treated samples of Shawinigan acetylene black.

From the plots of BET specific surface areas as a function of heat-
treatment temperature for both Vulcan XC-72R and Shawinigan acetylene
black, shown in Fig. 10, it is obvious that the latter black has experienced
a much higher temperature than that for Vulcan XC-72R. It is well known
that Shawinigan acetylene black is formed at a high temperature, which
leads to significant surface area diminution.

Differences in the electrochemical behavior of carbons are seen with
respect to their structural properties as reflected by lattice parameters.
Heat treatment was found to affect the structures of heat-treated samples
of Vulcan XC-72R: (the spacing between graphitic layers, c/2, where
c is the unit cell) was found to vary with heat-treatment temperature. In
Fig. 11, the lattice parameter, is plotted for the various heat-treated

Figure 11. Changes of Vulcan XC-72R lattice parameter with heat
treatment.
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Vulcan samples. Since for pure graphite is 0.335 nm, it is apparent that
heat-treated Vulcan never becomes fully graphitized but rather is
constrained due to carbon ribbon formation, much like that seen for glassy
carbons.

Figure 12 shows the change in the Tafel slope with lattice spacing.
This indicates the degree of disorder on the carbon surface--the larger the
Tafel slope, the greater the degree of disorder. The plot in Fig. 12 is linear
with the exception of the as-received material (The as-received Vulcan
XC- 72R is turbostratic, with little long range order).
If this plot is extrapolated to = 0.335 nm for a fully graphitic structure,
the Tafel slope is exactly RT/F, for this carbon, at this temperature. This
supports the belief that the Tafel slope is sensitive to the lattice
dimension of the carbon. For any carbon that is not fully graphitized, the
observed Tafel slopes result from mixtures of contributions of the two
types of surfaces, disordered and ordered. As the amount of disorder
decreases, the Tafel slope more closely approaches the expected values for
the basal structure of the carbon.

Figure 12. Carbon corrosion Tafel slopes versus for Vulcan XC-72R heat
treated (HT) at various temperatures. AR is “as received”.
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Since the process of corrosion of carbon is expected to have an
equation of the form:

Then, in non-aqueous electrolytes, the corrosion of carbon is
suppressed. Under conditions where the phosphoric acid concentration is
very high, it might be supposed that the electrolyte could be considered as
a non-aqueous solution, in which case the corrosion rate would be
kinetically limited by the water activity. Arrhenius plots of corrosion
currents at 1.0 V at various acid concentrations are shown in Fig. 13. It
can be seen that there are two distinct slopes, one for acid concentrations
greater than 97 wt% and one of acid concentrations lower than 93 wt%.

The preliminary results indicated that there is indeed a marked effect
of water concentration on the corrosion rate. In further experiments at 97,
93 and 85 % it appeared that the activation energies were one

Figure 13. Arrhenius plots for the corrosion rates of Shawinigan acetylene black at 1.0
V in phosphoric acid at various concentrations.
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Figure 14. Effect of water vapour pressure on the corrosion rate of Shawinigan acetylene
black as a function of phosphoric acid concentration.

value at acid concentrations of 97 % and above and
another value at concentrations of 93 % and
below. This is significant, since the change in phosphoric acid form from
ortho to pyro occurs at about 96 %. Corrosion rates for the Shawinigan
acetylene black at 150 °C as a function of the logarithm of the partial
pressure of water are plotted in Fig. 14. The break in the slope is
persuasive that the structure of the phosphoric acid electrolyte plays an
important role in the carbon corrosion kinetics. These results provide
further insight into the effect of electrolyte on the corrosion rate of the
carbon substrate. It appears that two effects are operating: the water
concentration in the acid, and the form of phosphoric acid.

IX.  DEVELOPMENT OF ALLOY ELECTROCATALYSTS FOR
HYDROGEN MOLECULE OXIDATION

Alloys for the oxidation of hydrogen in PAFCs are not as important as
advanced alloys for oxygen reduction. At the start of this review, it was
emphasized that cost of the catalyst is a large factor in translating
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materials from academic curiosities to commercial reality. Most of the
emphasis in reducing platinum electrocatalyst costs has been on increasing
the surface area. Substitution of the platinum for another, less expensive
material, is equally important.

Under concentration control, the reversible hydrogen electrode
exhibits Nernstian reversibility. This provides for a potential shift of 29.75
mV at room temperature, which translates to a shift of 46.8 mV at 200 °C
for each decade of change in hydrogen concentration. Under fuel-cell
operating conditions with highly dispersed electrocatalysts, it is possible
to approach the kinetic rate; determined by the dual-site dissociation of the
hydrogen molecule, viz.:

which is followed by the more rapid ionization step:

Whereas the rate-determining step for hydrogen molecule oxidation
now is recognized69,70 to be the dissociative chemisorption of the
hydrogen molecule on dual sites at the platinum surface, the rate of this
step is so high that in most electrochemical environments platinum
electrocatalysts are almost always operating under diffusion control.

There are no “Tafel Slopes” for hydrogen oxidation, since the rate
determining step shown above is a purely chemical reaction (dissociation)
and is the same as that measured for hydrogen-deuterium exchange in the
gas-phase. Under these conditions, therefore, blocked sites act as
inhibitors to the hydrogen molecule oxidation reaction. Hence, those sites
with adsorbed hydrogen atoms are denied for the hydrogen molecule
dissociation step. In this regard, the hydrogen molecule oxidation reaction
rate increases with potential due to the decrease in coverage by hydrogen
atoms in the equilibrium adsorbed hydrogen atom isotherm.

Carbon monoxide is produced from fuel processing of hydrocarbons,
e.g. reforming, and is strongly adsorbed as a surface metal carbonyl,
inhibiting the dual-site hydrogen molecule dissociation step.

Adsorption of carbon monoxide on platinum is not irreversible, since
on switching carbon monoxide gas concentrations or with switching to
pure hydrogen, the electrode potential rapidly relaxes and reverts to those
values previously obtained for the absence of carbon monoxide. This
shows that the kinetics of adsorption/desorption are rapid and reversible
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but the equilibrium is strongly favored to approach full coverage by the
carbon monoxide.

As the temperature of the phosphoric acid fuel cell increases, so the
oxidation rate for hydrogen in the presence of carbon monoxide increases,
by many orders of magnitude. This is not due to the rate of the hydrogen
oxidation reaction increasing with temperature but the equilibrium
adsorption isotherm for the carbon monoxide shifts to a situation where
more bare platinum sites become available for the dual site hydrogen
molecule dissociation step. The influences of temperature on the hydrogen
molecule oxidation rates are shown as Arrhenius plots in Figure 15 for
overvoltages of 10 mV and 25 mV from equilibrium in the same
electrolyte and at the same temperature. A voltage shift from equilibrium
is necessary to produce a concentration driving force for the oxidation
reaction to be observed.

The poisoning influence of carbon monoxide diminishes as the
temperature increases and at a 1 % and 2 % CO concentration, the
hydrogen molecule oxidation rate approaches that of an unpoisoned
platinum electrocatalyst at 200 °C.

The hydrogen fuel for the PAFC is produced from hydrocarbons by
fuel processing. It is worthwhile describing the gas-phase catalytic
processes used to generate the hydrogen for the PAFC since the product
compositions will determine how the PAFC anode operates. Methane or
methanol are the easiest fuels to process, since reforming does not require
breaking of a carbon-carbon bond.

There are three general catalytic processes that can be used to strip
hydrogen from single carbon molecules. These processes are known as
reforming reactions and they convert the hydrocarbon into a mixture
known as “synthesis gas”, where hydrogen and carbon monoxide
molecules contain the original fuel value. The principal reactions are:

a) Steam Reforming (SR), which is an endothermic reaction:

Steam reforming runs at 650-1000°C, typically on a nickel catalyst
supported on alumina and typically runs at about 95 % of
completion.
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Figure 15. Arrhenius plots for hydrogen oxidation and hydrogen oxidation in the
presence of carbon monoxide. A results at 10 mV; and B results at 25 mV polarization
versus the reversible hydrogen electrode in the same electrolyte and at the same
temperature. 0.5 mg Pt on carbon per square centimeter of electrode.

b) Partial Oxidation Reforming (POX) which is an exothermic
reaction:

c)

Partial oxidation runs at 700-1000 °C, typically on a platinum or
rhodium catalyst supported on alumina or other oxides; and
Autothermal Reforming (ATR) which combines steam reforming
and partial oxidation reactions to produce a roughly thermo-neutral
reaction:
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Auto thermal reforming has a theoretical thermally neutral value
for y = 1.115. auto thermal reforming typically runs at 700-1000 °C
on platinum or rhodium catalysts supported on alumina or other
oxides. Since auto thermal reforming reactions are thermally
neutral, then feeds must be pre-heated to within 200 °C of the
reactor outlet temperature.

In practice, all three reforming reactions are run with an excess of
water and/or oxygen, for a combination of kinetic and thermodynamic
considerations. Excess water reacts via the Water Gas Shift (WGS)
mechanism to produce more hydrogen:

Excess oxygen reacts to form fully oxidized products, thereby
reducing the ultimate hydrogen-yield. In the initial stages of both partial
oxidation and auto thermal reforming, there is a tendency to reduced
selectivity, i.e., generating more fully oxidized species. The best catalysts
show higher selectivity to less oxidized products:

Water gas shift reactions are typically in dynamic equilibrium at the
exit of all three reactors. As a result of thermodynamics, lower exit
temperatures favor lower CO and higher hydrogen in the product.

It can be seen from the above reactions, significant quantities of CO
are produced, which poison the anode platinum catalysts. As a result, one
or more dedicated water gas shift reactors always follow the reformer.
The water gas shift reactor converts most of the CO, thereby generating
more hydrogen. The CO conversion is limited by water gas shift
equilibrium, and conversion increases with decreasing temperatures.
When the reformer product has less than about 4% CO, a single stage
water gas shift reactor is sufficient. This low temperature water gas shift
typically operates at 180-230 °C on Cu/ZnO catalysts supported on
alumina. When the reformer product has more than about 4% CO, the low
temperature water gas shift is preceded by a high temperature reactor
stage and typically is conducted on a Fe/Cr oxide catalyst operating at
300-450 °C.
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Sulphur compounds in the fuel (0.05-0.01 %) must be removed
because they would poison the reformer catalyst. Sulphur compounds are
removed by using a hydrodesulphurization catalyst (HDS), typically noble
metals on alumina, to convert the organic sulphur to hydrogen sulphide.
Then a zinc oxide adsorbent bed is used to trap the hydrogen sulphide:

These gas-phase fuel processing reactions have significantly different
operating temperatures and thermal requirements (exothermic versus
endothermic), so that thermal matching of the various gas streams through
heat exchangers is an engineering requirement.

The methane feedstock after fuel processing entering the fuel cell
stack contains 19.2 % water; 63.6 % hydrogen; 0.9 % unreacted methane;
0.6 % carbon monoxide; and 15.2 % carbon dioxide, so that once the
PAFC operating temperature exceeds 165 °C, CO poisoning is a lesser
problem. The gas compositions exiting the PAFC stack are 26.8 % water;
32 % hydrogen; 2.1 % unreacted methane; 1.3 % carbon monoxide; and
37.9 % carbon dioxide. The hydrogen and methane in the exit gas are
recycled and burned to provide heat for the steam reformer.

The operating temperature of the PAFC stack has gradually evolved
from 165 °C; to 180 °C; and then to the present 190 °C. Several factors
favor operating the stack at higher temperatures:

a)

b)

c)

CO is concentrated at the end of the fuel cell stack, increasing CO
poisoning,
Water gas shift catalyst activity declines over time, increasing CO
in the PAFC feed.
Oxygen reduction activity is lower at lower temperatures.

The ability to operate the PAFC stack at 190 °C has in large part
enabled a reduction in Pt loading to 0.25 mg electrode area. In
addition, the efficacy for increasing the temperature removes the need for
producing more advanced alloy electrocatalysts to overcome the carbon
monoxide poisoning problem. That is not the case for PEMFCs operating
at lower temperatures below 100 °C.

Stonehart examined highly dispersed platinum and alloys of Pt-Pd70-73

and found that with sophisticated catalyst preparation techniques, it was
possible to maintain very small crystallites of these binary alloys on
carbon supports, and that the alloys were more active than Pt alone for
hydrogen oxidation in the presence of both carbon monoxide and
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hydrogen sulphide catalyst poisons. Not only was there a significant cost
advantage but also the resultant alloys were significantly harder than
either of the alloy components. This meant that the alloy particles were
resistant to surface area loss by surface atom migration or crystallite
migration. Further improvements are achieved by alloying the
electrocatalyst crystallite structure as shown with Pt-Co-Ni and the Pt-Ru-
Pd in Table 3.

X. CONCLUSIONS

This review identifies the progress that has occurred over many years for
developing the electrocatalyst and matrix technology towards commercial
realization of phosphoric acid fuel-cells.

For oxygen reduction, nano-dimensioned platinum electrocatalyst
particles supported on carbon are employed and have specific activities in
phosphoric acid at 190 °C of real Pt surface. Careful
examination of the literature shows that there is no “crystallite size effect”
in the catalyst activity. Loss of apparent activity is, however, seen when
the Pt crystallite separation on the carbon support surface becomes too
small. The critical separation between crystallites is 17 nm, below which
the apparent specific activity decreases. A similar result is seen in
PEMFCs. Dramatically increasing the separation leads to a slow increase
in the apparent specific activity due to the expansion of the three-
dimensional diffusional boundary layer to an individual crystallite.
Initially, binary and then ternary alloys for oxygen reduction showed
activity enhancements but the non-noble metal components become
progressively leached out, although these activity enhancements are
retained for many thousands of hours. The ternary alloys of Pt-Cr-Co
show sufficient lifetime to be commercially viable, although the more
advanced Pt-Ir-Cr and Pt-Ir-Fe ones do show increased stabilities beyond
that of Pt-Cr-Co. Attempts at understanding the mode of operation of
these alloys have come to the point of either treating it as a simplistic
“roughening” of the alloy surfaces, due to leaching of the non-platinum
elements, or in terms of the interatomic distances of the alloys, but these
aspects bear further examination. It is not reasonably expected that surface
roughening is a major operating principle for the explanation of the
observed enhanced electrocatalysis due to the dissolution of the non-noble
components and rapid rearrangements of the alloy surfaces (“sintering”)
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during fuel-cell operation. Dissolution of the platinum itself at cathode
potentials also limits the lifetime of the cells.

In the anode area, dilution of the platinum by any less expensive
catalyst material is attractive, especially since the performances of these
alloys in PAFCs have been demonstrated to be superior to platinum alone
in the presence of carbon monoxide. In addition, consideration must be
made for the fuel compositions and hydrogen utilizations arising from the
fuel processing chemistries. With regard to the matrix, silicon carbide of
a critical size can be bonded with polyethersulphone providing one answer
to the demand for long term stability, although new materials are
continually being sought.

Finally, the understanding of the chemistry of carbon and its stability
in hot phosphoric acid in relation to its use as electrocatalyst supports, has
led to the use of highly graphitic carbons, where the fundamental
electrochemistry now is well defined.
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I. INTRODUCTION

Electroplating processes are widely used in many branches of industry,
the most important of which are: the automobile industries, building
and construction industries and electrical and electronics industries.
These processes are often used for decorative purposes.

In order for metal coatings to be used for decorative purposes, it is
necessary that their surfaces be smooth and bright. In everyday
experience the optical properties of the metals are associated with high
reflectivity and low transmission. For this reason, the terms “mirror
bright”, “semi bright”, and “high bright” are often used when
considering electrodeposited-metal coatings.

However, it is known that there are no precise definitions of these
terms. Brightness of a metal surface is usually defined as its reflecting
power, measured by the amount of light specularly reflected off the
surface, i.e., at an angle equal and opposite to that of the incidence light
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with respect to the normal to the geometrical surface. A more precise
definition, not involving the actual reflectivity of the surface, would be
the ratio between specularly and diffusely reflected light.1,2 The ratio of
specular to total reflectivity can also be used for an estimation of the
brightness of a surface.3

Structural details which must be fulfilled in order for light from
metal surfaces to be to a high degree specularly reflected have not been
systematized yet. One of the reasons for the absence of systematized
criteria of these characteristics is, among other things, the lack of an
appropriate corresponding technique for the examination of the
structure of bright metal surfaces. The technique of scanning electron
microscopy (SEM), which is usually used for the examination of the
structure of metal coatings,2,4 gives only the information that bright
metal coatings have a smaller grain size than mat coatings obtained
from a plating bath in the absence of leveling and brightening agents.
Over the last few years, the techniques of scanning tunneling
microscopy (STM) and atomic force microscopy (AFM) have proven to
be very valuable techniques for the examination of metal deposits.5,6

The value of these techniques lies in their ability to provide local
information concerning the metal deposit, which is unsurpassed by any
other technique owing to the resolution. These techniques enable a
precise analysis of the topography of a metal surface, i.e., examination
of the submicro structures of metal surfaces to be made. Also, the
digital images obtained by these techniques can easily be analyzed by
powerful software packages.

II. REAL SYSTEMS

The (total) reflected light from an ideally flat (geometrical) surface is
exclusively mirror reflected light, i.e., the light is reflected at an angle
equal and opposite to that of the incident light with respect to the nor-
mal to the geometrical surface. On the other hand, any (every) real
surface possesses surface irregularities, which lead to scattering of the
light. Then, reflected light from a metal surface includes diffusely
reflected, not only specularly reflected light.

According to Bockris and Razumney,1 if the brightness of a
surface is defined as the ability to reflect light only in a direction
making an angle with the normal equal to that of the incident beam
(i.e., approach to an “ideal mirror”), then the surface will be
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increasingly bright as the scattering introduced in the reflected light by
surface irregularities decreases, that is, as deviations of the actual
surface from the ideal, geometrical boundaries are eliminated.

The system which is the nearest approximation to an ideally flat
surface, from which reflection of light is exclusively mirror reflection,
is the surface of a silver mirror or of mercury. For that reason,
reflection and structural characteristics of a silver mirror surface were
firstly examined in order to define the reference standard for the
comparison of reflection and structural characteristics of different metal
surfaces.7,8 Silver mirror surface is obtained by chemical deposition of
silver onto a glass by the silver mirror reaction.9

The opposite case of that of a silver mirror surface are metal
coatings obtained from solution without brightening addition agents.
These metal surfaces are usually known as mat surfaces.

1. Limiting Cases

(i) Silver Mirror Surface

(a) Reflection analysis

The ideal (theoretical) reflectance of silver10 and the degrees of
total, mirror and diffuse reflection as a function of visible light
wavelength for a silver mirror surface are given in Fig. 1. Figure 1
shows clearly that the reflection of light from this surface is mostly
mirror reflection and the degree of diffuse reflection is very small (up
to 2 %). The degree of mirror reflection from a silver mirror is also
very close to the ideal reflectance of silver.

(b) Structural analysis

The 3D (three-dimensional) STM image (700 x 700) nm of a silver
mirror surface is shown in Fig. 2, from which it can be seen that the
surface of such a mirror is very smooth.

The line section analysis of this surface is shown in Fig. 3, which
indicates that this surface consisted of relatively flat and mutually
parallel parts. The STM software measurements showed that distances
between adjacent, relatively flat, parts were several atomic diameters of
silver.11
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Figure 1. The dependence of the degrees of reflection on the visible light
wavelength for the ideal reflectance of silver the total mirror

and diffuse (o) reflections of a silver mirror. (Reprinted from Ref.7

with permission from the Serbian Chemical Society.)

Figure 2. 3D STM image of a silver mirror surface. Scan size: (700
x 700) nm. (Reprinted from Ref.7 with permission from the Serbian
Chemical Society.)
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Figure 3. Line section analysis of a portion of the STM surface
shown in Fig. 2. The vertical distance between the markers
represents 1.246 nm. (Reprinted from Ref. 7 with permission
from the Serbian Chemical Society.)

The line section analysis of a relatively flat part of the surface is
shown in Fig. 4. It was shown by STM software data processing that
the roughness of the flat part of the surface is less than the atomic
diameter of silver, i.e., the flat parts are smooth on the atomic scale.
The atomic arrangement of a flat part of a surface is shown in Fig. 5.

Finally, the reflection of light from the silver mirror surface is mostly
mirror reflection which is very close to the ideal reflectance of silver. The
structural characteristics of this surface, which enable a high degree of

Figure 4. Line section analysis of the flat part of the surface
shown in Fig. 3. (Reprinted from Ref. 7 with permission from
the Serbian Chemical Society.)
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Figure 5. 3D STM image of a silver mirror surface. Scan size:
(3.50 x 3.50) nm. (Reprinted from Ref.7 with permission from
the Serbian Chemical Society.)

mirror reflection, are that the surface should have flat and mutually
parallel parts which are smooth on the atomic scale, with adjacent flat
parts being separated by several atomic diameters of silver.

(ii) Mat surfaces

(a) Reflection analysis

Figure 6 shows the ideal reflectance of copper10 and the degrees of
total, mirror and diffuse reflection as a function of visible light wavelength
for the copper coating obtained from a pure sulfate solution (composition:

It can be seen from Fig. 6 that the
reflection of light from this coating is mostly of the diffuse kind. The extent
of mirror reflection from this coating reaches a maximum of 6 %.

(b) Structural analysis

It can be seen from Fig. 7 that surface of the copper coating
obtained from a pure sulfate solution is relativelly rough.

It can be observed from Figs. 8a and 8b that she surface areas of
lateral parts of the surface are larger than the surface areas of flat parts
of the same surface.
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Figure 6. The dependence of the degrees of reflection on the wavelength of vi-
sible light for the ideal reflectance of copper the total (o), mirror and
diffuse reflections of the copper coating electrodeposited from a pure acid
sulfate solution. (Reprinted from Ref.12 with permission from Elsevier.)

Figure 7. 3D STM image of the copper coating
electrodeposited from a pure sulfate solution. (Reprinted
from Ref. 13 with permission from Elsevier.)
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Figure 8. The line section analysis of the copper coating
obtained from a pure acid sulfate solution. Scan sizes: a) (300
x 300) nm, b) (80 x 80) nm. (Reprinted from Ref. 12 with
permission from Elsevier.)

Finally, the reflection of light from the copper coating obtained
from a pure sulfate solution is mostly diffuse reflection. The structural
characteristics of this copper surfaces which enabled a high degree of
diffuse reflection with a negligible degree of mirror reflection are that
the lateral parts of the surface were larger than the flat parts.

2. Systems in Metal Finishing

(i) Polished Copper Surfaces

(a) Reflection analysis

The reflection characteristics for the copper surface polished
mechanically and the copper surface polished both mechanically and
electrochemically12 are shown in Fig. 9a.
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The degrees of mirror and diffuse reflection of the same copper
surfaces as a function of wavelength of visible light are shown in Fig.
9b. It can be seen from this figure that electropolishing of the
mechanically polished copper surface led to an increase of the degree of
mirror reflection and a decrease of the degree of diffuse reflection. The
degree of mirror reflection of the copper surface, polished both
mechanically and electrochemically, is approximately 15 - 20 % greater
than the degree of mirror reflection of the copper surface polished only
mechanically, while the degree of diffuse reflection is smaller by 2-10 %
than the degree of diffuse reflection of the mechanically polished copper
surface. Also, it can be seen from Figs. 9a and 9b that the degrees of
mirror reflection of the copper surface, polished both mechanically and
electrochemically, approach very nearly the ideal reflectance of copper.

(b) Structural analysis

Figure 10 shows the copper surface polished mechanically (Fig.
10a) and the copper surface polished both mechanically and
electrochemically (Fig. 10b).

Figures 10a and 10b show that the topographies of these copper
surfaces differ from one another. Electropolishing of the copper
surface, first polished mechanically, led to a decrease of the roughness
of this copper surface (Figs. 10a and 10b). Analysis of the topographies
of the copper surfaces and the dependences of the degrees of mirror and
diffuse reflection as a function of the wavelength of visible light
showed that a decrease of the roughness of copper surfaces is
accompanied by a decrease of the degree of diffuse reflection and by an
increase of the degree of mirror reflection.12

It can also be seen from Fig. 10b that the topography of the copper
surface, polished both mechanically and electrochemically, consists of
small and mutually parallel parts of the surface.

Figure 11 shows the line sections analysis of regions of the copper
surfaces shown in Fig. 10. It was shown by the STM data processing
that the distance between two flat parts of the copper surface, polished
both mechanically and electrochemically, is several atomic diameters
of copper.11 The same distance for the copper surface polished only
mechanically is approximately 70 atomic diameters of copper. Also, it
can be seen from Figs. 11a and 11b that these relatively flat parts of the
surface are to a higher degree mutually parallel for the copper surface
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Figure 9. The dependence of the degrees of reflection on the wavelength
of visible light for: a) the ideal reflectance of copper and the total
reflections of the copper surface polished mechanically (o), the copper
surface polished both mechanically and electrochemically b) mirror
(+) and diffuse (x) reflections of the copper surface polished
mechanically; mirror (*) and diffuse (-) reflections of the copper surface
polished both mechanically and electrochemically. (Reprinted from Ref.
12 with permission from Elsevier.)
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Figure 10. 3D STM images of: a) the copper surface polished
mechanically, b) the copper surface polished both mechanically and
electrochemically. Scan size: (880 x 880) nm. (Reprinted from Ref.12

with permission from Elsevier.)
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Figure 11. The line sections analysis from the regions of the STM surfaces shown in Fig.
10: a) the copper surface polished mechanically, b) the copper surface polished both
mechanically and electrochemically. The vertical distances between markers represent: a)
16.780 nm, b) 2.394 nm. (Reprinted from Ref. 12  with permission from Elsevier.)

polished both mechanically and electrochemically than for the copper
surface polished only mechanically.

The line sections analysis of the flat parts of the copper surfaces is
shown in Fig. 12. The roughness of the flat parts of the copper surface,
polished both mechanically and electrochemically, is very small and
less than the atomic diameter of copper. For this reason, it can be said
that these flat parts of the surface are smooth on the atomic level. The
roughness of the flat parts of the copper surface, only polished
mechanically, is less than 2 atomic diameters of copper.12
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Figure 12. The line sections analysis of the flat parts of surfaces: a)
the copper surface polished mechanically, b) the copper surface
polished both mechanically and electrochemically. The roughnes-
ses of the observed surfaces were: a) 0.444 nm, b) 0.111.
(Reprinted from Ref.12 with permission from Elsevier.)

The atomic arrangement of a flat part of the copper surface
polished both mechanically and electrochemically is shown in Fig.
13.14

X-ray diffraction (XRD) analysis of the copper surface, polished
both mechanically and electrochemically, is shown in Fig. 14. As can
be seen from Fig. 14, a relatively disordered structure of this copper
surface arises, with an increased ratio of copper crystallites oriented in
(200), (220) and (311) planes.
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Figure 13. 3D STM image of the copper surface polished both mecha-
nically and electrochemically. Scan size: (5.0 x 5.0) nm. (Reprinted
from Ref.14 with permission from the Serbian Chemical Society.)

Figure 14. XRD pattern of the copper surface polished both mechani-
cally and electrochemically. (Reprinted from Ref. 12 with permission
from Elsevier.)
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(ii) Copper Coatings

(a) Reflection analysis

The total reflection as a function of the wavelength of light in the
visible range for the copper coating obtained in the presence of thiourea
(solution
thiourea) of thickness15 and the copper coating obtained in the
presence of modified polyglycol ether (Lutron HF 1), PEG 6000 and 3 -
mercapto propane sulfonate (solution

modified polyglycol ether
poly(ethylene glycol)

-mercapto propane sulfonate) of the same thickness15 are
shown in Fig. 15a. The degrees of mirror and diffuse reflections of the
same copper coatings as a function of wavelength of visible light are
shown in Fig. 15b.

Figure 16 shows reflection characteristics of the same copper coa-
tings, but having a thickness. 12, 13

It can be observed from Figs. 15 and 16 that the reflection
characteristics of these copper coatings were very similar to the same
characteristics of the copper surface polished both mechanically and
electrochemically. Both the copper coatings exhibited high degrees of
mirror reflection which approach very nearly the ideal reflectance of
copper for the wavelengths above 600 nm. The degrees of diffuse
reflection of these copper coatings have approximately the same values.

(b) Structural analysis

The 3D STM image of the thick copper coating obtained
from solution Cu II is shown in Fig. 17. Figure 18 shows 3D STM
images at higher magnification (i.e., smaller scan size) of the copper
coating obtained from solution Cu I and the copper coating obtained
from solution Cu II, thicknesses of (Figs. 18a and 18b,
respectively) and (Figs. 18c and 18d, respectively).
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Figure 15. The dependence of the degrees of reflection on the wave-
length of visible light for: a) the ideal reflectance of copper and the
total reflections of the copper coating electrodeposited from solution Cu
I (O), the copper coating electrodeposited from solution Cu II b)
mirror and diffuse reflections of the copper coating electrodepo-
sited from solution Cu I, mirror and diffuse reflections of the
copper coating electrodeposited from solution Cu II. (Reprinted from
Ref. 15 with permission from Springer–Verlag.)
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Figure 16. The dependence of the degrees of reflection on the wavelength
of visible light for: a) the ideal reflectance of copper and the total re-
flections of the copper coating electrodeposited from solution Cu I (O),13

the copper coating electrodeposited from solution Cu II 12 b) mirror
and diffuse reflections of the copper coating electrodeposited from

solution Cu I,13 mirror and diffuse reflections of the copper coa-
ting electrodeposited from solution Cu II.12 (Reprinted from Ref. 12 and
Ref. 13 with permission from Elsevier.)
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Figure 17. 3D STM image of thick the copper coating
electrodeposited from solution Cu II. Scan size: (880 x 880) nm.
(Reprinted from Ref. 12 with permission from Elsevier.)

Figure 18. 3 D STM images of copper coatings electrodeposited
from: a) solution Cu I, thickness of the coating: 15 b)
solution Cu II, 15 c) solution Cu I, 13 d)
solution II, 16 (Reprinted from Refs.13,15,16 with
permission from Elsevier, Springer–Verlag and Union of
Engineers and Technicians for Protecting of Materials of Serbia,
respectively.)
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Figure 18. Continuation
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Figure 19 shows the line sections analysis of portions of the copper
surfaces shown in Fig. 18, while the line sections analysis of the flat
parts of these copper surfaces are shown in Fig. 20.

Figure 19. The line sections analysis from the portion of the STM surfa-
ces of the copper coatings shown in Fig. 18 electrodeposited from: a) so-
lution Cu I, 15 b) solution Cu II, 15 c) solution Cu I,

13 d) solution Cu II, 12 The distances between mar-
kers represent: a) 1.656 nm, b) 2.136 nm, c) 1.443 nm, d) 1.177 nm.
(Reprinted from Refs.12,13,15 with permission from Elsevier and
Springer–Verlag.)



Nanostructural Analysis of Bright Metal Surfaces 445

Figure 19. Continuation

Similar reflection and structural characteristics to them showed and
thick the copper coating obtained from solution Cu I. The line

section analysis of this copper coating is shown in Fig. 21. The
atomically flat parts of these copper coatings are shown in Fig. 22.

The mean size of these atomically flat parts was estimated by STM
software measurements, using option of the determination of the
autocovariance (ACVF) and power spectral density (PSD) functions.
The estimated mean sizes of the flat parts are given in Table 1.

Structural characteristics of the formed copper coatings were very
similar to the same characteristics of the copper surface polished both
mechanically and electrochemically. The surfaces of these copper
coatings consisted of flat and mutually parallel parts of the surface. The
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Figure 20. The line sections analysis of the flat parts of surfaces of the copper
coatings electrodeposited from: a) solution Cu I, 15 b) solution Cu II,

15 c) solution Cu I, 13 d) solution Cu II, 12

(Reprinted from Refs.12,13,15 with permission from Elsevier and Springer–Verlag.)
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Figure 20. Continuation

Figure 21. The line section analysis from a portion of thick the
copper coating electrodeposited from solution Cu I. (Reprinted from
Ref. 16 with permission from Union of Engineers and Technicians for
Protecting of Materials of Serbia.)
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Figure 22. STM images of copper coatings electrodeposited from: a)
solution Cu I, 15 b) solution Cu II, 15 c) solution Cu I,

13 d) solution Cu II, 17 (Reprinted from Refs.13,15 with
permission from Elsevier and Springer–Verlag, respectively.)
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Figure 22. Continuation.

distances between adjacent flat parts were several atomic diameters of
copper.11 The flat parts of the surfaces were smooth on the atomic scale.

X-Ray diffraction (XRD) patterns of thicks copper coatings
obtained from from solution Cu I and solution Cu II are shown in Figs.
23a and 23b, respectively. From Figs. 23a and 23b can be seen that the
copper surfaces exhibited different a preferred orientation. The copper
coating electrodeposited from solution Cu I showed (111) preferred ori
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entation (Fig. 23a) while the copper coating obtained from solution Cu
II showed (200) preferred orientation (Fig. 23b).

Finally, it can be concluded on the basis of structural analysis of
these copper coatings that structural characteristics did not depend on
thickness of the coatings or preferred orientations.

(iii) Zinc Coatings

(a) Reflection analysis

The reflection characteristics for the zinc coatings,18 having
thicknesses of 20, 25 and electrodeposited onto copper cathodes,
obtained from the acid sulfate solution containing the dextrin/salicyl
aldehyde mixture (solution

salicyl aldehyde), are shown in Fig. 24. The degree of mirror
reflection reached 85 %, while the degree of diffuse reflection from these
coatings is quite small (up to 5%). Also, it can be observed from this
figure that the degree of mirror reflection increases with increasing
thickness of the zinc coatings.
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Figure 23. XRD patterns of   thicks copper coatings
electrodeposited from: a) solution Cu I, b) solution Cu II.
(Reprinted from Ref. 15 with permission from Springer–
Verlag.)
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Figure 24. The dependence of the degree of reflection on the
visible light wavelength for zinc coatings obtained from
solution containing the dextrin/salicyl aldehyde mixture
(solution Zn I). M: mirror reflection, D: diffuse reflection.
(Reprinted from Ref.18 with permission from the Serbian
Chemical Society.)

(b) Structural analysis

It can be seen from Fig. 25 that the zinc coating obtained from
solution Zn I is relativelly smooth, but without large flat and mutually
parallel parts of the surface, which were characteristic of the previously
observed copper surfaces (see Section II.2(i) and Section II.2(ii). The
surfaces of zinc coatings of thicknesses 20 and were very similar
to that of the zinc coating of thickness and, consequently, the
STM images of these zinc coatings are not presented.

Analysis of the zinc coatings at even higher magnification led to
the morphologies shown in Fig.26, where the light tones represent high
areas in the STM images. The analyzed surface was (50 x 50) nm. As
can be seen from Fig. 26, surfaces of these zinc coatings are covered
with hexagonal zinc crystals.

The line sections analysis of these later morphologies are shown in
Fig. 27, from which it can be observed that the top surfaces of the
hexagonal zinc crystals are relatively flat and mutually parallel.

K. I. Popov
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Figure 25. 3D STM image of the zinc coating obtained from
solution Zn I. Scan size: (880 x 880) nm. (Reprinted from Ref.18

with permission from the Serbian Chemical Society.)

Figure 26. STM images of zinc coatings and the
average roughness of the observed hexagonal zinc
crystals: a) b)

c) Scan size: (50 x 50) nm.
(Reprinted from Ref.18 with permission from the
Serbian Chemical Society.)



454 K. I. Popov

Figure 26. Continuation
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Figure 27. Typical surface profile of zinc coatings from (50 x 50) nm
STM images: a) b) c) (Reprinted from Ref.18

with permission from the Serbian Chemical Society.)
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Figure 28. The line sections analysis a surface of hexagonal zinc crystal. (Reprinted from
Ref.15 with permission from Springer–Verlag.)

Figure 29. STM image of zinc coating obtained from solution Zn I; cathode: zinc. Scan
size: (60 x 60) nm. (Reprinted from Ref.19 with permission from Union of Engineers and
Technicians for Protecting of Materials of Serbia.)

It is also shown by the STM software measurements that the
roughness of the hexagonal zinc crystals from Fig. 28 is on the atomic
level, i.e., less than the atomic diameter of zinc.11

The mean size of this hexagonal zinc crystal (estimated by the
STM software data processing) was by approximately by
the ACVF and about 20 nm by the PSD functions.

Figures 29 and 30 show structural analysis of the thick zinc
coating electrodeposited in the presence of the same brightening
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addition agents, but onto a zinc cathode.19 The degrees of mirror and
diffuse reflection of this coating were very close to the same degrees
for the zinc coating electrodeposited onto a copper cathode. It can be
seen from Fig. 29 that the surface of this zinc coating is again covered
with hexagonal zinc crystals. From Fig. 30 it can be seen that the top
planes of these zinc crystals are flat and mutually parallel. These zinc
crystals exhibit a smoothness on the atomic scale.

Structural STM analysis of the zinc coating obtained from solution
containing the dextrin/furfural mixture are shown in Figs. 31 and 32.13

Reflection characteristics of zinc coating obtained from the solution Zn
II (solution Zn II:

furfural)
were very close to reflection characteristics of the zinc coating obtained
from solution containing the dextrin/salicyl aldehyde mixture. The
surface of this zinc coating is relativelly smooth (Fig. 31), covered by
zinc crystals, the top planes of which are flat and mutually parallel (Fig.
32). These zinc crystals were smooth on the atomic scale. The
estimated mean size of these atomically flat zinc crystals was
approximately according to the ACVF function and
approximately 31.35 nm by the PSD function.13

Figure 30. The line section analysis from the portion of the STM surface shown in Fig. 21.
(Reprinted from Ref.19 with permission from Union of Engineers and Technicians for
Protecting of Materials of Serbia.)
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Figure 31. STM image of zinc coating obtained from solu-
tion containing the dextrin/furfural mixture (solution Zn
II). Scan size: (300 x 300) nm. (Reprinted from Ref.13 with
permission from Elsevier.)

Figure 32. The line section analysis from the portion of the STM
surfaces shown in Fig. 31. The vertical distance:
(Reprinted from Ref.13 with permission from Elsevier.)
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(iv) Nickel Coatings

(a) Reflection analysis

The ideal reflectance of nickel10 and the degrees of total
reflection as a function of wavelength of visible light for a nickel
coating electrodeposited in the presence of the basic brightening
addition agent and the nickel coating electrodeposited in the
presence of both the basic and the top brightening addition agents20

are shown in Fig. 33a. The degrees of mirror and diffuse reflections
of the same nickel coatings as a function of wavelength are shown
in Fig. 33b.
It can be seen from Fig. 33b that the addition of the top brightening
addition agent to a nickel plating bath containing the basic
brightening additive led to an increase of the degree of mirror
reflection and a decrease of the degree of diffuse reflection. The
degree of mirror reflection of the nickel coating obtained in the coa-
ting obtained in the presence of the basic brightening addition agent
only. Also, it can be observed from Fig. 33 that the degree of mirror
reflection of the nickel coating obtained in the presence of the basic
and top-brightening-addition agents approaches very nearly the
ideal reflectance of nickel. Although the degree of mirror reflection
of the nickel coating, obtained in the presence of the basic and top
brightening addition agents, was only 3 - 6 % greater and the degree
of diffuse reflection was only 4 % smaller than the same degrees of
the nickel coating obtained in the presence of the basic brightening
addition agent alone, a visual difference between these nickel
coatings was apparent.

(b) Structural analysis

The addition of the top brightening addition agent to the plating
bath containing only the basic brightening addition agent led to a
decrease of the roughness of the nickel coating, as illustrated by Fig.
34.
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Figure 33. The dependence of the degrees of reflection on the wa-
velength of visible light: a) the ideal reflectance of nickel and
the total reflections of the nickel coating electrodeposited in the
presence of the basic brightening addition agent (O) and the nickel
coating electrodeposited in the presence of both the basic and the
top brightening addition agents b) mirror and diffuse
reflections of the nickel coating electrodeposited in the presence of
the basic brightening addition agent alone; mirror and diffuse

reflections of the nickel coating electrodeposited in the pre-
sence of both the basic and the top brightening addition agents.20

(Reprinted from Ref.20 with permission from the Serbian Chemical
Society.)
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Relatively flat parts of the surface can be observed both for the
nickel coating obtained in the presence of the basic brightening
addition agent only and the nickel coating obtained in the presence of
both the basic and top brightening addition agents (Fig. 35). From Fig.

Figure 34. 3D STM images of the nickel coatings electrodeposited
with: a) basic brightening addition agent, b) both basic and top
brightening addition agents. Scan size: (880 x 880) nm. (Reprinted
from Ref.20 with permission from the Serbian Chemical Society.)
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Figure 35. The line sections analysis from the portion of the STM
surfaces shown in Fig. 34: a) the nickel coating obtained in the
presence of the basic brightening addition agent, b) the nickel
coating obtained in the presence of both the basic and the top
brightening addition agents. The distances between the markers
represent: a) 11.650 nm; b) 2.335 nm. (Reprinted from ref. 20 with
permission from the Serbian Chemical Society.)

35b it can be seen that the nickel coating obtained in the presence of
both the basic and top brightening addition agents consisted of flat and
mutually parallel parts of the surface. It was shown by the STM
software that the distances between adjacent flat parts of the nickel
coating obtained in the presence of the basic brightening addition agent
only are several times greater than the same distances of the nickel
coating obtained in the presence of both the basic and the top
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brightening addition agents. The distance between adjacent flat parts of
the nickel coating obtained in the presence of both the basic and the top
brightening addition agents is several atomic diameters of nickel.11 The
same distance for the nickel coating obtained in the presence of the
basic brightening addition agent only is approximately 40 atomic
diameters of nickel.

The line section analysis of the flat part of the nickel coating
obtained in the presence of both the basic and the top brightening
addition agents is shown in Fig. 36. The roughness of this flat part of
the surface is very small and less than the atomic diameter of nickel.
For this reason, it can be said that the flat parts of the surface are
smooth on the atomic level.

(v) Discussion of presented results and the model

On the basis of reflection and structural analyses of the silver
mirror and other different metal surfaces, it can be concluded that the
light from flat parts of surface is mirror reflected light. The diffuse
reflection arises from the parts of the surface between the flat parts of
surface. Hence, these parts of a surface scatter light.

Figure 36. The line section analysis of the flat part of the nickel co-
ating obtained in the presence of both the basic and the top brighte-
ning addition agents. The roughness of the observed surface was
0.220 nm. (Reprinted from Ref.20 with permission from the Serbian
Chemical Society.)
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Reflection analysis of a silver mirror surface taken as a reference
standard showed that the reflection of light from this surface is mostly
mirror reflection and that the degrees of mirror reflection are very close
to the ideal reflectance of silver. The structural characteristics of this
surface, which provide a high degree of mirror reflection, are flat and
mutually parallel parts which are smooth on the atomic level, with
adjacent flat parts being separated by several atomic diameters of
silver.

Hence, the conditions which must be fulfilled in order for metal
surfaces to be mirror bright are: (i) flat parts of the surface which are
smooth on the atomic level and (ii) distances between adjacent flat
parts are comparable with the distances between the adjacent flat parts
of a silver mirror.

Similarity of structural characteristics were shown by the the
copper surface polished both mechanically and electrochemically, the
copper coatings obtained from solutions Cu I and Cu II, the zinc
coatings obtained from solutions Zn I and Zn II and the nickel coating
obtained in the presence of both the basic and the top brightening
addition agents (see 2.2.1–2.2.4). For that reason, these metal surfaces
can be classified as mirror bright. On the other hand, the copper coating
polished mechanically only and the nickel coating obtained in the
presence of the basic brightening addition agent only, can be
considered as semi-bright metal surfaces.

The variety of results presented can be illustrated by a simple
model which treats brightness from the point of view of geometrical
optics only.12 The proposed model will be valid if the following
assumptions are fulfilled:

Metal surfaces are divided into equal elementary parts for which
the surface area is n;
the flat parts are smooth;
the light falls onto the surface at a determined angle, and is
reflected from the surface only in the direction making an angle
with the normal equal to the angle of incidendce;
the upper flat parts of a surface area parts) reflect light
completely; and
the parts of the lower flat parts of a surface area parts) do
not reflect light completely because they are screened by the
height of the lateral parts of a surface area parts). The
screened zones are made by both incident and reflected lights.
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In total, the brightness of a surface is determined by the ratio of flat
parts to the surface between adjacent flat parts. Increasing the distance
between adjacent flat parts leads to a decreasing brightness of the
surface.12

The parts of the surface which are not able to reflect light, depend on
the angle of incidence angle and the height of the lateral part of the sur-
face. The effect of these factors is illustrated in Figs. 37a, 37b and 37c
show that there is an additivity of the parts of the surface which are not

Figure 37. Schematic representation of line section showing the effects of dif-
ferent factors on the reflection of light from a surface: a) the angle of
incidence and the height of a lateral part of a surface, b) and c) additivity of
the parts of a surface which do not have the ability to reflect light. (Reprinted
from Ref.12 with permission from Elsevier.)
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able to reflect light, i.e., the screened part of the surface shown in Fig.
37b (denoted as is equal to the sum of screened parts of the surface
shown in Fig. 37c (denoted as and Hence,

where i = 0,1, 2, 3.....
Then, mirror bright surfaces can be simulated by Fig. 38a,

semibright surfaces by Fig. 38b and a surface which would show a
small degree of mirror reflection (i.e., a metal coating obtained from a
solution in the absence of brightening addition agents) by Fig. 38c (see
Figs. 8a, 11, 19, 21, 27, 30, 32 and 35).

Figure 38. Schematic presentation of the different metal surfaces: a) mir-
ror bright metal surfaces, b) semi-bright metal surfaces, c) a surface
which would show a small degree of mirror reflection. (Reprinted from
Ref.12 with permission from Elsevier.)
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Figure 39. Line-section simulation of one surface of unit a metal surface.

These metal surfaces can be represented by one equivalent surface
which consists of row elmentary surface units. One such surface unit is
represented in Fig. 39.

It can be shown by simple mathematics that the part of the surface
which is screened, and so cannot reflect light is given, for an angle
of incidence, by Eq. (2),

where i = 0, 1, 2, 3.......
Then, having in mind fact that the screened zones are made by

both incident and reflected lights, the brightness of a surface, defined as
the ratio of the geometrical minus the screened surface and the
geometrical surface, can be given by Eq. (3):
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Hence, according to Eq. (3), the brightness of a surface is a
function of the incident angle and the ratio between the flat parts,

and the lateral parts, Increasing the lateral parts of a surface,
leads to a decrease in the brightness of the surface. Therefore, when

then the brightness of the surface approaches that of a mirror.
The boundary conditions of Eq. (3) depend on the expression in the

bracket in the following way:

Hence, the lower flat parts of a surface area will reflect light only
if the condition (4a) is fulfilled, i.e., if tangent of an incident angle of
light is smaller than the ratio On the other hand, for larger
incident angles or an incident angle equal to this ratio, the lower flat
parts of a surface area will not be able to reflect light (the condition
given by Eq. 4b).

Then, the consequences will be:

where
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This means that the brightness of a surface decreases from 1 to some
value given by Eq. (4d) with increase of the angle of incident light from
0 to some critical value.

It is necessary to note that an increase of the lateral parts of a
surface, is accompanied by an increase of the “degree of development
of the surface.” The later quantity, S’, defined as the ratio of the real
(actual) to geometrical surface, is given by Eq. (5):

Then, according to Eqs. (3) and (5), the brightness of a surface can
be defined by Eq. (5),

or, in %, by Eq. (6a)

where S = (S' – 1) – a quantity experimentally measurably by STM
data processing as the surface area diff.

The degrees of development of a surface, determined by the STM
analysis as the surface area diff., for the silver mirror surface, the
copper surface polished mechanically only and the mirror-bright copper
coating obtained from solution Cu II of thickness, calculated
from an area are given in Table 2.12

The results presented and the model can be verified in the
following way. According to this model, the brightness of a surface
depends on the angle of incidence and the ratio between the flat,

and the lateral parts,

and
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The effect of the incident angle of light is illustrated by the results
of the measurements of the mirror-reflected light from copper surfaces
which were illuminated at 5° and 30° with respect to the normal to the
surface. It should be noted that these results cannot be compared
directly with the ones from Figs. 1, 6, 9, 15, 16, 24 and 33. Table 3
gives the values of the amount of mirror reflected light, in %, with
respect to a mirror as the reference standard, from the copper coating
obtained from solution Cu II of thickness and the copper surface
polished only mechanically. A value of 100 % means that the reflection
of light approaches that from a mirror. Smaller values of the amount of
mirror reflected light correspond to a decrease of the reflection of light
with respect to that from a mirror.
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It can be seen from Table 3 that increasing the angle of incidence
leads to a decrease of the degree of specular reflection of a surface. The
reflection of light from the copper coating obtained from solution Cu II
of thickness approaches that from a mirror. On the other hand,
the reflection of light from the copper surface polished only
mechanically is smaller than that from a mirror and the difference in
the light reflection increases strongly with increasing incident angle.

Brightness of copper and silver mirror surfaces, calculated
according to Eq. (6b), using values of degrees of development of
surfaces determined by STM data processing (Table 2) and the degree
of development of the silver mirror surface, for the same incident
angles are given in Table 3. Table 3 shows that there is agreement
within the limits of the experimental error, between experimentally
obtained values of mirror reflected light and those of brightness
obtained according to the proposed model (Eq. 6b).

The effect of the ratio between the flat and lateral parts can be
verified easily by comparative analysis of reflection and structural
characteristics of metal surfaces that were considered in Sections II. 1 and
II.2. Increasing the ratio of flat to lateral parts of surface areas from
values corresponding to mat surfaces to those of metal surfaces denoted
as mirror bright lead to increasing degrees of mirror reflection, i.e., the
reflection of light approaches that of a mirror. This obviously cannot be
estimated from measurements of reflection at low light incident angle,
because as the role of the lateral parts of surfaces becomes
negligible. Hence, in order to define a metal surface as mirror bright by
measurements of reflection, it is necessary to perform the determination
of reflection at in order to determine the quality of the flat parts of
surfaces and at least at one relatively large angle (as, for example, 30°) in
order to determine the role of the lateral parts in light reflection. Hence, if
reflection at both incident angles (0 and, for example, 30°) approaches
that of a mirror at the same incident angles, the surface can be denoted as
mirror bright. Hence, these results represent a good semi-quantitative
affirmation of the proposed mathematical model.

Also, the brightness of a metal surface depends on the mean size of
atomically flat parts. The difference in the maximum degrees of mirror
reflection between the copper coatings (above 85 %) and the zinc
coatings (below 85 %) can be ascribed to the different mean size of
atomically flat parts of the copper and zinc coatings (see Figs. 22 and
29). The smaller mean size of atomically flat parts of a surface, the
greater is the ratio of screened parts which do not have the ability to
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reflect light. In both cases, the distances between adjacent flat parts are
approximately same, and comparable with the same distances between
adjacent flat parts of a silver mirror surface.15

Finally, the different preferred orientations of copper coatings, as
well as the copper surface polished both mechanically and
electrochemically, which are characterized as mirror bright metal
surfaces, clearly indicate that mirror brightness of a surface is not
associated with a preferred orientation. Also, the preferred orientations
of the copper coatings did not depend on type of electrodes used.21

The properties which determine whether the metal surface is
mirror bright are precisely determined by STM investigations. It is also
shown that mirror bright metal surfaces can be obtained only by
electrochemical polishing or electrochemical deposition in the presence
of brightening addition agents. Hence, the next step in investigations of
bright metal surfaces should be the determination of the mechanisms by
which they are formed during corresponding electrochemical processes.
For example, the mechanism of formation of bright copper surfaces can
probably be easily done by correlating the results of Nichols and
coworkers5 on the structure of the copper surfaces obtained in the
presence of additives, with their reflection characteristics.
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Electroplating of Metal Matrix Composites by
Codeposition of Suspended Particles

Arjan Hovestad and Leonard J. J. Janssen

Faculty of Chemical Engineering, Eindhoven University of Technology, Eindhoven, The
Netherlands

I. INTRODUCTION

It is well known that insoluble substances present in an electroplating bath
codeposit with the metal and become incorporated in the deposits.1 In
conventional electroplating processes various bath purification methods,
like continuous filtering and anode bagging, are employed to avoid
incorporation of insoluble anode debris (oxide, alloying elements),
airborne dust and solid drag-out from pre-treatment baths. These
incorporated substances generally have a strong adverse effect on the
deposit properties. The advantages of second phase material incorporated
in metallic deposits were realized only later.

In electrochemical composite plating inert particles are deliberately
added to the plating bath to obtain metal matrix composite coatings.
Figure 1 shows an example of metal matrix composite coating of
electroless nickel-phosphorous in which silicon carbide particles are
incorporated. The particle materials used should be inert to the bath in the

Modern Aspects of Electrochemistry, Number 38, edited by B. E. Conway et al. Kluwer
Academic/Plenum Publishers, New York, 2005.
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sense that they do not dissolve into the bath. Different types of particles
with a variety of properties, for example pure metals, ceramics and
polymers, can be used. Combined with the variety of metals, which can be
electrodeposited, electrochemical composite deposition enables the
production of a wide range of composite materials. Compared to the plain
metal coatings the composite coatings have improved physical and
(electro)chemical properties.

Electrochemical composite plating combines the advantages of metal
electroplating with those of composite materials. It requires only minor
adjustments of proven and economical viable electroplating technology.
Ideally, addition of particles to a standard electroplating bath suffices.
Particularly in the field of composite coatings it compares favorably to
other methods to produce composite materials with a metallic matrix. The
most widely used methods are powder metallurgy, metal spraying and
internal oxidation or nitridation.2-4 Disadvantages of these techniques are
that they need to be performed at high temperatures and often necessitate
complicated and expensive equipment, which are not viable on industrial
scale for numerous applications.

In recent years several excellent review papers on electrochemical
composite plating have been published by Celis et al.5-8 The uses and
mechanism of the composite plating process are the main topics discussed

Figure 1. Cross-section of an electroless nickel-phosphorous
coating on aluminium 6063-T6 with incorporated silicon carbide
particles.
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in these papers. Hovestad and Janssen9 published a review paper in 1995,
which also includes the experimental facts reported in literature. The
present chapter is an updated and extended revision of this earlier paper.

II. PROPERTIES AND APPLICATIONS

The first application of electrochemically deposited composites dates
back to the beginning of this century. Sand particles held by a nickel
matrix were utilized as anti-slip coatings on ship stairs. In 1928 Fink and
Prince10 investigated the possibility of using electrochemical composite
deposition to produce self-lubricating copper-graphite coatings for use in
car engines. Apart from these early attempts until about forty years ago
little research was done in the field of electrochemical composite plating.
In the early sixties the interest in the technique grew and new applications
of electrodeposited composites were found. Particularly, the use of Ni-SiC
and Ni-PTFE coatings in the automotive industry has accelerated the
research in the last 15 to 20 years. The increasing demand for new
materials having precisely defined properties offers a promising
perspective for further applications of electrodeposited composites.

Applications of electrodeposited composites are generally
determined by properties exhibited by the particles. The metal matrix
merely serves as a dispersing medium for the particles. Frequently used
particle materials like SiC, and diamond can be applied as a single
coating on a metal substrate by vacuum deposition techniques, but it is
difficult to deposit uniform and cohesive coatings and to coat complex
shaped products. The difference in physical properties, like the coefficient
of thermal expansion, between ceramics and metals often requires one or
more intermediate layers are required to obtain a good adhesion to the
metallic substrate. In a metal matrix composite the metal provides the
adhesion to the substrate and keeps the particles together. The
applications of electrochemically deposited composites can be divided
into three main categories: Dispersion hardening, wear resistance and
electrochemical activity.

1. Dispersion Hardening

Electrochemically deposited composites containing particles of refractory
compounds, like oxides,4,11-16 nitrides,15,17,18 carbides14,15,19-23 or borides24
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are dispersion hardened compared to the plain metal as evidenced by
improved mechanical properties. The micro hardness, ultimate tensile
strength and yield strength are considerable higher and the elongation
percentage is reduced. For example, the micro hardness of a composite of
Ni with 2.4 vol% particles is a factor of 1.5 higher than that of pure
Ni.19 Note that the hardness of the composites is still of the same order as
that of the metal and that the particle materials are very much harder.16

The incorporation of soft materials, like graphite14 or PTFE25 has
the reverse effect on the mechanical properties, that is it reduces hardness
and strength.

Dispersion hardening or strengthening of a material means an
increased resistance to deformation. The movement of dislocations in the
metal facilitates metal deformation. Incorporated particles block the
dislocation movement and thus strengthen the metal.4,11,12,21 Grain
refinement of the metal due to the codeposition of particles has also been
thought to contribute to the hardening effect, but this is not supported by
experimental evidence. For several composites it was found4,12,13,26 that
the grain structure of the metal matrix was not altered by the codeposition
of particles.

In most investigation4,11,15-18,20,22,23 enhanced hardening was observed
with an increase in the volume fraction incorporated particles,4,11,20 a
decrease in particle size4,11 and a reduction in particle agglomeration.4 A
linear relationship between the composite hardness and the square root of
the volume fraction incorporated particles has been reported.4,22 The
effect of composite deposition conditions, like particle bath concentration,
current density or pH, on the dispersion strengthening can all be related to
changes in the particle composite content.4,15–18,22,23,25 Hence the
effectiveness of the dislocation movement blockage increases with
decreasing (effective) interparticle distance.4,15 A high volume fraction of
small particles finely dispersed through the metal matrix will therefore
yield optimal hardening. It should be mentioned that there is no unlimited
increase in dispersion strengthening with the volume fraction incorporated
particles.13,14 Brown and Gow13 found a maximum ultimate tensile
strength and hardness for composite at approximately 10 vol%

A heat treatment of as-plated composites is sometimes5,19 considered
necessary to achieve maximum hardening. Reported investigations4,11,12,23

do not show a significant improvement in the mechanical properties of
annealed composites, but composites do retain their strength up to higher
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temperatures. This makes the composites suitable for high-temperature
applications. Nickel looses it mechanical strength when annealed above
700 K, whereas the strength of composites is lost above 1300
K.12 Just as the strengthening, the strength retention of composites can be
attributed to the blockage of dislocation movement by incorporated
particles.12 The loss of strength of a metal at high temperatures is due to
the recrystallization of the metal, which is accompanied by the
annihilation of dislocations. Verelst et al.11 showed that grain refinement
during recrystallization and some unknown process are also involved.

Dispersion hardened composites are mainly applied as free-standing
structures, like bearings, die cavities or nozzles21 and not as coatings.
Electrodeposition is therefore not the most suitable preparation method
for dispersion hardened composites. In specialized applications, like the
electroforming of hollow balls with high thermostructural stability as
described by Verelst et al.,11 electrochemical composite plating is a useful
alternative. The potential use of electroformed parts in microtechnology
and the increasing availability of nano-sized particles might lead to a
renewed interest into electrodeposited dispersion hardened composites in
the future.

2. Wear Resistance

Particularly in the field of wear resistant coatings appear the advantages of
electrochemical composite plating. The actually realized industrial
applications of composite coatings are found in this field.2,3,5,6

Incorporation of particles of either hard or low-friction materials strongly
enhances the wear resistance of a metal coating. A coating of
electrodeposited composite can considerably extend the lifetime of
surfaces of tools, engine parts and machine parts that are in moving
contact. Gages, dowel pins, saw blades, wood chisels and stamping
mandrels coated with Ni-SiC last up to 10 times as long as tools made of
hard chrome plated tool steel.21 The effectiveness and lifetime of dentist
drills is considerably enhanced by Ni-diamond coatings. Abrasion
resistant Ni-SiC coatings are employed as cylinder lining or on piston
rings in motor blocks of aluminum alloys22,27 and coatings of Ni-PTFE are
applied among others to reduce the wear of threads and low water
adhesion coatings in condenser pipes.



480 A. Hovestad and L.J. J. Janssen

(i) Abrasion Resistance

Coatings of composites containing particles of hard materials, like
BN,17 diamond,20,28 WC,21 SiC,21,22,27,29 21,26,30 and TiC23 were shown
to have much higher resistance to abrasive wear than plain metal coatings.
Composites of Ni-3vol%TiC have a factor of 4 lower weight loss than Ni
in a cyclic Taber wear test.23 Similar to the dispersion hardened
composites wear resistant coatings require a high concentration of small
particles.17,23,27,30 A high and uniform surface coverage of particles
provides a large contact area and the smaller the particle size the more
difficult they are removed during abrasion. However, investigations30 on
Cr- and CrNi- coatings indicate that a too high amount of
incorporated particles should be avoided, because the composites become
brittle. In general a particle volume fraction of 0.1 can be considered
optimal. Composite coatings containing hard particles require careful and
extensive grinding and polishing. Hard particles sticking out from the
composite surface can dramatically increase the wear of opposite surfaces.

(ii) Lubrication

Another way of reducing the wear of metal surfaces in moving
contact is through augmented lubrication. Nickel-SiC coatings have a
factor 2 to 3 higher lubricated wear resistance than Ni, because the
protruding SiC particles retain an oil film on the composite surface.22

Otherwise, particles of low friction materials like PTFE,19,25,31 graphite29,
BN or 29 included in a metal coating are used to reduce the friction
between sliding metal surfaces.

Electrodeposited Cu-graphite coatings show a substantial lower
coefficient of friction and rate of wear than Cu/Sn alloys or sintered
bronze PTFE composites.29 In frictional contact Ni-PTFE composites act
as self-lubricating coatings, which slowly erode away thus releasing
incorporated particles, which are smeared out over the surface.25 In a
similar manner a recent development32 in electrochemical composite
plating allows wet lubrication of metal surfaces. Microcapsules containing
a liquid lubricant are incorporated in a metal. During use the
microcapsules gradually wear away, thereby releasing the liquid lubricant.
Since, electrochemical composite plating is practically the only method
where liquids can be incorporated in metals, it opens up a new range of
potential applications.5
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3.  Electrochemical Activity

A prerequisite for any application of a metal is a sufficient resistance to
corrosive attack under operating conditions. Since a good resistance
against corrosion does not naturally accompany favorable functional
properties of a material, protective coatings are routinely applied. Certain
composite coatings are suited for corrosion protective coatings of, among
others, automotive body panels.33 The improved corrosion resistance is
achieved either directly by the composite itself or indirectly, that is as part
of multiple-component coating system. In the first case corrosion
resistance of the composite is due to the dispersed phase changing the
electrochemical activity of the metal matrix. Otherwise composites
containing (electro)chemically active particles could be used as catalytic
electrodes in, for example, fuel cells.

(i) Corrosion Resistance

Composites of Ni and 33,34 l5 SiC,15 15 33 and
33 show decreased corrosion rates under certain conditions compared

to Ni. The dissolution rate of Ni-6 vol% is a factor 3 lower than
that of Ni in l5 The electrochemical mechanism
responsible for this reduced corrosion has not yet been elucidated. The
effects of composite composition and the type of corrosive environment
on the corrosion resistant of a composite are not straightforward. For
some composites33,35 the corrosion rate decreases with particle content,
whereas for others17,33 the opposite is observed. Ramesh Bapu et al.36

reported that at pH 3 in a NaCl solution a composites corrodes
faster than Ni, but at pH 6.5 the corrosion rate is similar. The
electrochemical activity of the particles, the presence of a metal/particle
interface and changes in the metal matrix structure due to particle
codeposition seem to be the main factors contributing to the corrosion
resistance of composites.

Enhanced oxidation resistance was also found at elevated
temperatures for 35 l5 and 15 composites. In
contrast Ni-SiC15 and Ni-TiC23 composites have a higher hot oxidation
rate than nickel. During hot oxidation porous metal oxide scales are
formed at the metal-air interface. At elevated temperature interdiffusion
between the particles and the metal in composites affects the formation of
these scales. The break down of TiC particles in Ni-TiC composites
accelerates corrosion by favoring the formation of nickel oxide.23 In
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35 composites the carbide particles supply chromium to a mixed
cobalt/chromium oxide scale, which improves corrosion protection. If
these composites are heat-treated in the absence of oxygen, a
homogeneous cobalt-chromium alloy is formed showing an even better
corrosion resistance than conventional cobalt-chromium alloys.35

Similarly, Stainless steel type anti-corrosion coatings are obtained by
subjecting Ni-Cr37 or Fe/Ni-Cr38 composites to a homogenizing heat-
treatment.

Takahashi et al.39 used particles to obtain coatings
exhibiting excellent corrosion resistance. The particles themselves
hardly affect the corrosion rate, but they promote codeposition of
chromium, which reduces the susceptibility to corrosion. Tomaszewski et
al.34 reported enhanced corrosion protection by nickel composites, with
various submicrometer particles, covered by a thin chromium finish. The
fine dispersion of particles in the nickel matrix makes the composite
porous and this porosity is retained in the thin chromium layer. Numerous
tiny chromium cathodes surrounded by numerous tiny Ni anodes are
formed, which reduces the net corrosion current. Finally, a composite
coating can be used to reduce corrosion by enhancing the adhesion of a
protective lacquer to a metal substrate.5 On the metal substrate the
composite, a primer and the lacquer are successively applied. The metal
matrix provides the adhesion to the substrate and holds the particles.
Functional groups of the primer adhere to the lacquer and the particles.

(ii) Electrocatalysis

In chloralkali cells, electro-organic oxidation processes and batteries
there is a need for electrodes with a high electroactive area. Relatively
new is the use of electrochemical composite plating in the preparation of
these electrocatalytically active electrodes.40,41 Powder of the electroactive
material is kept together by the metal matrix, which serves as the current
collector. A composite41 was found to be an effective and
stable electrocatalyst for hydrogen evolution. Compared to sintered or
electrodeposited Ni the polarization curve in alkaline solutions is shifted
to lower potentials. If this due to an increase in surface area or an
electrocatalytic effect of the is not clear. Keddam et al.40 prepared

composites to investigate the electrochemical activity of
particles used in Ni-Cd battery. Since here the particles and not

the composite are the object of study, it was verified that the activity of a
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composite electrode is fully determined by the particles.
These two examples show that composites can be suitable electrocatalytic
electrodes. Though it is clear that more research has to be done to find out
the full potential of electrochemical composite deposition in the
preparation of electroactive electrodes.

III.  PROCESS PARAMETERS

The amount of incorporated particles is the parameter characterizing a
metal matrix composite. As discussed in the previous section it largely
determines the composite properties. In order to obtain a composite
exhibiting certain properties, the effect of process parameters on the
particle composite content has therefore to be known. Apart from the
practical significance knowledge of these effects is also a prerequisite for
the understanding of the mechanism underlying particle codeposition.

Through the years it has been found that numerous process
parameters directly or indirectly affect the particle composite content.
These parameters can be divided into three main categories:

1)

2)

3)

particle properties:
particle material
particle size
particle shape

bath composition:
constituents
pH
additives
aging

deposition variables:
particle bath concentration
current density
electrolyte agitation
temperature

A straightforward effect of a single parameter on the particle
composite content can not always be given, because the influence of
several parameters is interrelated. The fact that some parameters have
been investigated extensively, whereas others were hardly examined even
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adds to this difficulty. If possible a general effect of a certain parameter
will be given, else the various effects reported will be discussed.

The mechanism of particle incorporation is treated extensively in the
next section, but a generalized mechanism is given here to better
comprehend the effects of the process parameters. Particle incorporation
in a metal matrix is a two step process, involving particle mass transfer
from the bulk of the suspension to the electrode surface followed by a
particle-electrode interaction leading to particle incorporation. It can
easily be understood that electrolyte agitation, viscosity, particle bath
concentration, particle density etc affect particle mass transfer. The
particle-electrode interaction depends on the particle surface properties,
which are determined by the particle type and bath composition, pH etc.,
and the metal surface composition, which depends on the electroplating
process parameters, like pH, current density and bath constituents. The
particle-electrode interaction is in competition with particle removal from
the electrode surface by the suspension hydrodynamics.

1. Particle Properties

The particle properties are the least controllable process parameters. The
choice of particle material is limited by the desired composite properties.
The chosen particle material and (commercial) availability again restrict
particle shape and size. Consequently the particle properties set the limits
for the attainable particle composite contents.

(i) Particle Material

Comparison of different particle materials is very difficult, because
generally particle shape and size will also vary, but it is clear that
differences in particle density and surface composition will affect particle
incorporation. Greco and Baldauf4 noticed that three times as much
is incorporated in a Ni matrix as under the same deposition
conditions. Moreover, SiC42and 43,44 particles of different crystal
structure yield composites with different particle content. The apparent
impossibility of incorporating particles in Cr45 and in Cu43

was overcome by changing the particles surface composition by means of
dry grinding and calcining respectively.46 Similarly, for Ni-SiC
composites42 it was shown that the surface composition of the particles
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that is the SiO/SiC ratio at the surface plays determines the particle
codeposition.

Due to their hydrophobic character BN particles strongly aggregate
in electrolyte solutions as is shown for an electroless Ni(P) bath in Figure
2.107 Particle aggregation results in low particle incorporation in the Ni(P)
coating. Particle codeposition is inhibited either by a reduction in particle
bath content, because of particle flotation accompanied by strong foaming
on top op the plating bath or dominant particle removal by hydrodynamics
at the composite surface due the large size of the aggregates. Addition of a
surfactant (see Section III.2.iii) facilitates suspension of BN particles and
increases the composite particle content from around 1 to 15 vol%.
However, Fig. 2 shows that also an oxide modification of the BN-particle
surface can prevent particle aggregation and result in a Ni(P) composite

Figure 2. Optical microscope pictures of an electroless Ni(P) bath with
suspended BN particles of mean diameter (a,c) and a cross-section of
the composite deposited from these baths (b,d);; untreated (a,b) and oxide
treated (c,d) particels.107
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with 15–20 vol% of finely distributed particles. The oxide modification
changes the surface composition of the particle from mainly BN with
about 3% to a high oxide content.

The discussed examples clearly point out that the different interaction
of for example particle surface oxides compared to particle surface
nitrides and carbides with the electrolyte and the metal surface
significantly affects particle incorporation. Note that, although it is often
observed, it should not be concluded from the presented examples that
oxide or oxide-covered particles will always codeposit more easily than
non-oxides. Changing the surface of the BN particles to a silicon oxide
does not prevent aggregation or enhance codeposition.107

Though it was stated that composite plating involves particles inert to
the bath, particles do always interact with the electrolyte. Chemical and
physical adsorption of electrolyte ions onto the particle occurs.47 This
adsorption and the initial particle surface composition determine the
particle surface charge, which induces a double layer of electrolyte ions
around the particle. In electrolytes double layers play a major role in the
interactions between particles and between particles and the electrodes.
According to the DLVO theory48,49 surfaces in electrolytes interact
through the competitive action of attractive and repulsive forces. Overlap
of double layers results in the electro-osmotic force, which is repulsive for
surfaces of like charge and attractive for surfaces of unlike charge. In an
electroplating bath the applied electrical field will also exert an
electrophoretic force on the particle double layer.

In view of this Tomaszewski et al.50 proposed that particles with a
positive charge codeposit more easily, because they are attracted to the
negatively charged cathode. It was noticed that in a sodium sulfate
electrolyte negatively charged particles move much more difficult to
the cathode than the positively charged particles. Lee and Wan51

quantified this by determining the which is a measure for the
double layer interactions. Corresponding to their respectively high and
low particle composite content, the of is positive and
that of is negative in a dilute copper sulfate bath. In contrast
measurements under practical conditions, that is in concentrated copper
sulfate52 and chromium/nickel chloride53 baths, yield a negative

for particles due to strong anion adsorption. Despite
the negative charge codeposit readily from these baths.

As will also be shown later for charged surfactants adsorbed on
codepositing particles, it can be concluded that the particle material
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influences the particle composite content through the particle surface
composition, but that this is not determined by the particle charge. Other
interaction forces, like the London-Van der Waals force or hydration
force, dominate and are responsible for the effect of particle material on
particle composite content as will be discussed further in the Section IV.

Apart from the surface composition the bulk properties of a particle
material will affect composite deposition. Particle mass transfer and the
particle-electrode interaction depend on the particle density, because of
gravity acting on the particles. Since the particle density can not be varied
without changing the particle material, experimental investigations on the
effect of particle density have not been performed. However, it has been
found that the orientation of the plated surface to the direction of gravity
combined with the difference in particle and electrolyte density influences
the composite composition. In practice it can be difficult to deposit
composites of homogeneous composition on products where differently
oriented surfaces have to be plated.

A horizontal cathode facing upward results in a high particle
composite contents of particles denser than the electrolyte, because
gravity causes the particles to settle on the cathode.54 Using a
mathematical model (Section IV.3.iii) Fransaer55,56 calculated a maximum
particle density of for a rotating disc electrode facing
downward, because gravity imparts heavier particles to come in contact
with the electrode. In reality denser particle can be codeposited on a RDE,
because particle-particle collisions allow heavier particles to reach the
electrode and become incorporated.

Tacken et al.57 showed that magnetically charged Ni particles retain
their magnetization, when they are suspended in a zinc deposition
electrolyte. This remanent magnetization attracts the particles to the steel
cathode, where up to three times as much magnetically charged as
uncharged particles are incorporated. Figure 3 clearly shows that the
magnitude of the remanent magnetization determines the amount of
incorporated Ni particles. The electrical conductivity of particles can not
be controlled, but conductive particles behave different in composite
plating from isolating ones. Conductive particles tend to agglomerate on
the composite surface during deposition.58 Rough and porous deposits are
obtained,14,57 because as soon as the particles adsorb on the deposit
surface metal deposition and hydrogen evolution occurs on them.
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Figure 3. Mass fraction of Ni particles incorporated in Zn against the current
density at and three remanent magnetizations of the particles:

and 57

(ii) Particle Size

Regarding the effect of particle size on codeposition various results
have been reported. For 45 Ni-SiC42 and Ni-Cr58 an increase in
the particle composite content was reported, if the particle size was
increased. It was shown59 that the amount of P codeposited with Cu
increases linearly with the median volume size of the particles. Yet
negligible influence of particle size for was observed11 and for

60 and 36 a lower deposition ratio for larger particles
was reported. The latter behavior agrees with the obvious thought that
smaller particles are more easily incorporated.

The inconsistency in these various investigations is possibly due to
the choice of the units in which the particle content is expressed. Just as
ion concentrations are expressed in moles, that is the number of ions per
volume, the parameter to be considered is the number of particles
suspended and incorporated.61 Volume or weight particle bath and
composite content in fact yield an erroneous comparison of data obtained
at different particle sizes. It was found62 that the weight percentage of SiC
particles incorporated in Ni increases, whereas the number of SiC particle
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incorporated decreases with increasing particle size. Even in this
investigation the particle bath concentration is not expressed in numbers,
however. It can be calculated from the presented data that if this done the
difference between the SiC particle sizes considered is negligible. Further
investigations, which take into account the particle number contents are
required to unravel the exact effect of particle size on particle
codeposition.

A negligible effect of the particle size would confirm the theoretical
work of Bozzini et al.,63 where it is predicted that instead of the absolute
particle size the particle size distribution determines the particle
composite content. This theoretical work is based on the discovery53,63,64

of preferential codeposition due to particle parking problems. Parking
problems arise, because particles can not deposit onto particles already
present on the cathode surface. Depending on the particle surface
coverage there is a limiting particle size above which newly arriving
particles can not find a site to deposit. Consequently a fraction of the
particles does not contribute to particle incorporation. For 53

the finer 50 % of the particles in the bath accounts for at least 80 % of the
particle composite content. In current practice the particle size distribution
is generally neglected, but a careful choice of the particle size distribution
could be an prerequisite for operating a successful composite plating
process.

(iii) Particle Shape

To the knowledge of the authors only one investigation on the
influence of the particle shape on particle codeposition has been reported
in the open literature.108 It was found that codeposition of particles
in electroless Ni(P) increases in the order fiber, irregular and spherical
shaped particles. Again it should be noted that these results were obtained
for similar particle mass bath load and not particle number bath load. The
fiber shaped particles are the largest in size and therefore had the lowest
number content, which could also explain their lower codeposition. The
particle shape influence was not further investigated, but considering the
particle incorporation mechanism several possible effects of particle
shape can be imagined.65

The particle shape determines the particles specific surface area and
the observed order in increasing codeposition of the particle shapes
corresponds to a decrease in the specific surface area.108 The amount of
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electrolyte ions adsorbed on the particles and thereby the strength of the
cathode-particle adsorption will differ for the different particle shapes.
Referring to the detailed discussion of the mechanism in section IV this
might be related to a higher ratio of the hydration force to particle
adhesion force for a larger particle specific surface area. Although it has
not been reported until now anisotropy of particles could give rise to a
preferred orientation of incorporated particles. For example, needle-like
particles are expected to adsorb perpendicular and not normal to the
growing metal surface.

2. Bath Composition

Although less constricted than the particle properties the electrolyte
composition is also largely determined by the desired composite. The bath
constituents and pH can be varied only within certain limits to ensure a
metal matrix of sufficient quality. Additives present an effective way of
regulating the particle composite content, but can have adverse effects on
the deposit quality. Consequently, also the electrolyte composition poses
restrictions on the attainable particle composite contents

(i) Bath Constituents

The influence of the main bath constituents on the incorporation of
particles is evident. For different types of baths different incorporation
rates are reported, when the same kind of particles are used. For example,

particles codeposit in Cu- and Ni-baths, but not in a Cr-bath45 and
deposits could be produced in a copper cyanide bath, but not in

a copper sulfate bath.45 Quantitative investigations29,66 show that an
increase in concentration of the main metal salt results in enhanced
particle codeposition. Likewise, incorporation in Zn-Co, Zn-Ni or
Zn-Fe alloy increases with increasing concentration of the Fe group metal
salt.39

Since the particle surface composition is determined by the
adsorption of electrolyte ions, changes in surface composition of the
particles are expected to play a role in the effect of the bath constituents.
Kariapper and Foster67 found that the amount of metal ions adsorbed on a
particle increases with increasing metal ion concentration in the
electrolyte. For SiC particles this was again related to the of
the particles, because it was found68 that the increases with
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increasing electrolyte concentration. It should be mentioned that this was
not a metal plating electrolyte. So a higher metal ion concentration is
expected to increase the and consequently enhance the
particle-cathode attraction and particle incorporation. As already
discussed an electro-osmotic or electrophoretic attraction between the
particles and the cathode, due to cation adsorption, is not essential for
particle incorporation. In fact for in a copper sulfate bath it was
found that about 7 times as much is adsorbed on the particles as

It was concluded that indeed ions are adsorbed on the
particles, but that their positive charge is more than compensated for by
adsorbed ions, resulting in a negative

Figure 4 shows that in an electroless Ni(P) bath the bath
concentration reduces on addition of SiC or particles. The bath
concentration and pH, not shown in Fig. 4, in contrast is not affected by
particle addition. Very likely a negative charge is inferred on the particles

Figure 4. Nickel and sodium hypophosphite concentration in an electroless
nickel plating solution at pH 5 as a function of the volume fraction suspended

and particles.107
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by strong adsorption of anions instead of cations. The
of the growing Ni(P) layer is unknown, but taking into account

the fairly cathodic potential of –0.5 V vs. NHE measured for Ni(P)
deposition it seems unlikely that the high particle incorporation, i.e.,
10 – 20 vol%, even at low particle bath contents, is caused by electro-
osmotic interactions.

An adverse effect of adsorption of which is the reducing
agent in the bath, is a decrease in plating speed in the presence of
suspended particles. Additionally, adsorption of stabilizers results in a
reduced stability of electroless bath containing suspended particles.
Typically, the life-time of a Ni(P) bath is reduced from 1 0 – 1 5 metal
turn-overs in a particle-free bath to around 5 in a particle-containing bath.
Hence, through adsorption bath constituents do not only affect particle
incorporation, but suspended particles also influence the metal deposition.

In metal plating baths often brighteners or wetting agents are present
to improve the appearance of the deposit. Some of these additives act as
surfactants, which can strongly affect particle incorporation as will be
discussed in Section III.2.iii. Tomaszewski et al.34 stated that brighteners
can have several effects, but generally enhance particle codeposition.
Greco and Baldauf4 confirmed this and named the use of wetting agents as
a tool to increase the particle composite content. On the other hand, a
decrease in particle content on addition of wetting agents has also been
observed.44,45 It was suggested45 that this is due to an increase in micro-
throwing power, which leads to metal deposition behind the particles
adsorbed at the cathode surface.

The metal surface properties also change with the bath constituents
and thereby affect the particle-electrode interaction. Metal deposition
constitutes a multi-step reaction mechanism that depends on the bath
composition. In quite a number of reaction mechanism adsorbed
intermediates, e.g. the presence of chromium and catalyst polyoxides on
the metal surface during chromium plating, are involved. Not the metal
surface, but the adsorbed intermediates will determine the particle-
electrode interaction and might even compete for adsorption sites on the
electrode surface with the particle. Although the reverse, i.e., the change
in metal deposition mechanism due to the presence of particles has been
investigated (see Section 3.ii), no studies on the effect of the deposition
mechanisms on particle codeposition have been reported.
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(ii) pH

Investigations11,12,16,17,34,36,44,45,47,50,53,62,69 concerning the effect of bath
pH on the particle content of various composites give comparable results.
Particle incorporation decreases sharply below pH 2 to 3 and is practically
constant or decreases slightly above this value. An exception is the
deposition of Ni-TiC composite,23 where TiC codeposition reduces
continuously with increasing pH. As evidenced by changes in bath pH on
particle addition, adsorption of ions on the particles is considerable,.
Together with the other electrolyte ions adsorbed ions, determine the
particle surface composition and thus particle adsorption to the electrode.
Besides the objections raised elsewhere, particle charge effects are
certainly not involved. It was shown68,70 that in the absence of metal ion
adsorption the iso-electric point, where the equals zero, of SiC
particles is reached at pH 2. Although the iso-electric point will be
different in a plating bath due to the adsorption of other ions, the

increases with decreasing pH, whereas particle incorporation
decreases.

The amphoteric nature of oxide particles or oxide covered particles
allows both adsorption and desorption. Due to the relatively high
surface area of suspended particles adsorption or desorption can
significantly alter the bath pH. Depending on the initial bath pH and the
pretreatment of the particles, that is their initial surface composition, the
bath pH either decreases or increases with time on addition of SiC71 or

47,52 particles. The magnitude of the change in bath pH on particle
addition decreases with increasing metal ion concentration due to the
competitive adsorption of metal ions and ions.47,71 Since adsorbed
metal ions are by some (Section IV) considered essential for particle
incorporation the decrease in particle composite content is attributed47 to
prevalence of adsorption at low bath pH. It has indeed been found70

that metal ion adsorption increases with increasing bath pH.
Otherwise changes in metal deposition behavior with pH could be

involved. Due to the competition between reduction of metal ions and
hydrogen ions at the cathode the pH affects metal deposition. The current
efficiency70 of nickel deposition was seen to decrease markedly below pH
2 in the presence of SiC particles. Unfortunately, it was not determined if
this effect is accompanied by a decrease in particle content below pH 2.
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(iii) Additives

In order to enhance particle incorporation numerous additives for
composite plating electrolytes were investigated. The addition of small
amounts of monovalent cations, like and or amines,
like tetra-ethylene pentamine (TEPA), alanine and ethylenediamine tetra-
acetic acid (EDTA) promotes particle codeposition. 44,50,51,67 The
particle content in a copper matrix increases from 0.5 to 4.5 wt% on
addition of EDTA.50 Although the promoting effect is caused by
the monovalent cations the anions of the added salts also play a role. For
example, yields a higher composite content than An
additional advantage of these additives is that they are not incorporated in
the composite.44,50,72 The addition of TEPA or EDTA raises the
amount metal ions adsorbed on the particles,67 but the additives
themselves are not adsorbed on the particles.44,72

It is assumed that the these additives catalyze particle incorporation
by enhancing metal ion adsorption. The relation between adsorbed metal
ions and particle codeposition is still controversial (Section IV), so it can
not be excluded that other processes play a role. The additives will also
affect the metal deposition behavior through complexation of metal ions
(EDTA, or adsorption at the metal surface amines). These
processes have to be investigated to obtain a definite explanation for the
promoting effect of these additives.

Another class of additives, which were found10,30,31,42,65,68,73,74 to
promote particle incorporation, are surface-active molecules or
surfactants. Surfactants are usually employed to stabilize suspensions that
are to prevent particle aggregation. In highly concentrated electrolytes the
double layer of suspended particles is strongly compressed by the
electrolyte ions. The repulsive electro-osmotic force between particles
becomes negligible compared to the attractive London-van der Waals
force and particles aggregate. Surfactants preferentially adsorb on
particles and through mutual electro-osmotic or steric repulsion oppose
particle aggregation. Despite the high electrolyte concentrations used in
composite deposition baths particle aggregation was hardly found to be a
problem. Only certain hydrophobic particles, like graphite,10

polystyrene54,75,76, BN107 and PTFE31,73,74 require surfactant to prevent
their agglomeration in a composite deposition bath.

For PTFE incorporation in Ni non-ionic fluorosurfactants were used
to obtain a agglomerate-free suspension. Combined with a cationic
fluorosurfactant they allow the deposition of composites containing up to
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70 vol% PTFE particles.31,73,74 Here, the use of surfactants is particular
successful, because PTFE particles are very hydrophobic and the affinity
of fluorocarbon surfactants to the fluoropolymer PTFE is large. However,
Helle31,73 showed that cationic fluorocarbon surfactant also produce a
dramatic increase in particle composite content for SiC and diamond par-
ticles. It is assumed that the beneficial effect cationic surfactant is due to
the positive charge they infer on the particles, which results in an electro-
osmotic and electrophoretic attraction to the negatively charged cathode.
It was already discussed though that the significance of these interactions
in composite plating is doubtful. Hu et.al.74 measured that the
of PTFE becomes increasingly positive on addition of cationic
fluorosurfactants, but contrary to their conclusions the obtained PTFE
composite content does not vary correspondingly.

Other investigations also prove the assumption of an influence of
surfactant charge wrong. The incorporation of polymeric microcapsules in
Ni32 is enhanced by addition of sodium dodecyl sulfate, which is an
anionic surfactant. Figure 5(a) and 5(b) show that for polystyrene
incorporation in zinc54,75,76 in the presence of surfactant concentrations
lower than 0.005 mol per kg of particles the volume fraction of
incorporated polystyrene is equal to that without surfactant, namely 0.06 ±
0.02, independent of surfactant type. In the presence of the cationic
surfactant cetylpyrridinium chloride a strong increase in polystyrene
incorporation is found at higher concentrations.

At higher concentration of other cationic surfactants, cetylammonium
chloride and bromide, the anionic surfactant sodium dodecylsulphate or
the nonionic surfactant
polystyrene incorporation is reduced and becomes practically zero. It is
clear that there is no correlation between the change in polystyrene
incorporation and the surfactant charge. Increased wetting of the particles
due to adsorbed surfactants does also not contribute to promotion or
inhibition of particle codeposition by the surfactants. Aggregation of
polystyrene particles is prevented at high surfactant concentrations,54,75,76

for all investigated surfactants but

The surfactants only slightly affect polystyrene incorporation up to
the surfactant concentration where surfactant adsorption on the particles is
maximal,54,76 that is At higher surfactant concentrations the
amount of free surfactant that is surfactants not adsorbed on the particles
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Figure 5. Volume fraction of polystyrene (PS) particles in zinc against
the concentration of various surfactants at

54,76 (a): Cetylpyrridinium chloride Sodium dodecylsulphate
and (b):

Cetylpyrridinium chloride Cetyltrimethylammonium bromide
and Cetyltrimethylammonium chloride

becomes significant. It was found54,76 that at these high concentrations the
free surfactant alters the morphology of the deposited zinc matrix.
Therefore it was proposed54,76 that the effect of surfactants on the
polystyrene incorporation in zinc is related to the changes in surface
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roughness of the deposit. In Section IV.3.iv this will be discussed in more
detail. Further investigations are necessary to see if such correlations are
also found for other composites.

A peculiar effect of composite electrodeposition in the presence of
surfactant is the formation of a so-called “white layer”. The exact
conditions, which lead to white layer formation have not yet been
established, but it does require hydrophobic particles and surfactants. The
white layer is a layer of particles that remains on the surface of the
composite after removal from the composite plating bath. The layer
adheres to the composite surface, but is not strongly bonded and can be
rinsed off. Figure 6 shows that BN particles from a white layer can
become incorporated in a Cu layer deposited on top of a Ni(P)-BN
composite from a particle-free bath. The distribution of the particles
through the Cu matrix suggests that the white layer is not overgrown by
the Cu layer. The Cu deposits below the white layer, which remains on the
surface steadily releasing particles into the growing Cu layer. The white
layer formed on Ni-PTFE composites has been used to create PTFE film
on the composites by sintering the particles in the white layer particles in
a post heat-treatment.31,73

Figure 6. Cross-section of a copper layer deposited from a
particle-free bath on an electroless nickel-phosphorous
coating with incorporated BN particles.107
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(iv) Aging

In practice aging of the composite deposition electrolyte will be a
major factor in deciding on the feasibility of industrially producing a
certain composite. Aging was found to influence only particular
composite deposition baths. Narayan and Chattopadhyay46 reported no
aging effect up to 18 days for except under certain conditions,
where the particle composite content increases until it reaches a limiting
value after 10 days. For Cu-SiC composites2,77,78 the SiC composite
content fluctuates between 1 and 0.3 wt% during a period of 50 days. It
was suggested that this is due to a time-dependent adsorption-desorption
process of the electrolyte ions on the particles. However it was also
noticed78 that the changes in SiC composite content are accompanied by a
change in surface morphology of the deposit.

The continuous decrease in incorporation in copper is also
explained by a change in particle surface composition.43 Chloride present
as an impurity forms CuCl, which adsorbs on the particles and thereby
inhibits the adsorption of copper ions on the particles. This is an effect
characteristic for a copper sulfate bath and was not found in nickel or
cobalt baths. A different type of aging was reported for the codeposition
of aggregated polystyrene particles with zinc.54,76 Polystyrene
incorporation increased continuously in successive experiments, where
the rotation speed of a cylinder electrode was randomly varied.
Thixotropic viscous behavior of the aggregated suspension causes
changes in aggregate size and suspension viscosity with rotation speed of
the same time-scale as the experiments.

3. Deposition Variables

The deposition variables are the process parameters most suited to
regulate the particle composite content within the limits set by the particle
properties and plating bath composition. Particle bath concentration is the
most obvious process variable to control particle codeposition. Within the
limits set by the metal plating process and the practical feasibility also
current density, bath agitation and temperature can be used to obtain a
particular composite. Consequently the deposition process variables are
the most extensively investigated parameters in composite plating. The
models and mechanisms discussed in Section IV almost exclusively try to
explain and model the relation between these process parameters and the
particle codeposition rate.
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(i) Particle Bath Concentration

Sautter16 found that the volume percentage of particles in a Ni-
matrix increases with particle bath concentration. In further investiga-
tions4,9,11,23,26-30,33,42,44,46,52,53,55,56,58-60,62,63,66,69,72,75,76,79-82 this behavior was
confirmed for a wide range of metal particle systems (Fig. 7). With a few
exceptions the particle composite content increases with decreasing rate
until a limiting value is reached at high particle bath concentration. As
will be discussed in the next section this behavior points to particle
adsorption at the electrode surface according to a Langmuir adsorption
isotherm (Section IV).

For incorporation of polystyrene particles in copper55,56 and
zinc54,75,76 a deviation from the Langmuir adsorption behavior at high
particle bath concentration was observed (Fig. 7). The obtained particle
composite content is higher than expected from the extrapolated curve at

Figure 7. Volume fraction of incorporated polystyrene particles against the volume
fraction of suspended particles at and several concentrations of
surfactant (cetylpyrridinium chloride): 0 and
Dotted lines are fits with a Langmuir isotherm.54,76
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lower particle bath concentration. Hydrodynamic effects,55,56 due to
particle-particle interactions becoming significant at high particle bath
concentrations, or additional particle adsorption54,75,76 at sites, which were
not accessible at low particle concentrations, were named as cause for the
augmented particle composite content. Occasionally, a decrease in
particle composite content is reported17,23,36,69 at higher particle bath
concentrations due to settling and agglomeration of the particles.

(ii) Current Density

Composites are deposited using both electroless62-64 and electrolytic
plating processes. In the latter case composite deposition occurs in the
presence of an applied electrical field, which is characterized by the
cathodic potential or current density. The current density is the most
extensively investigated process parameter. Roughly two types of current
density dependencies can be distinguished. The particle composite
content against current density curve either decreases or increases
continuously 4,11,16,24,27,30,42,59,66,67,79,82,83 or exhibits one or two
peaks14,17,22,29,33,41,42,44,46,54,67,69,72,75,76,80,84-87 (Figs. 4 and 8). It can not be

Figure 8. Current density variation of Si particle incorporation in Fe54,83 at
and of polystyrene (PS) incorporation in Zn54,75,76 at
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excluded that in the first cases peaks were not detected due to a too low
accuracy of the data, a limited number of measurements or a too small
current density range considered. The shape of the particle composite
content against current density curves depends on other process
parameters. The peak height and position change with agitation,42,81

particle bath concentration,14,46,69,80,81 and particle type.42 For Ni-SiC
composites42 the curve of the SiC composite content against the current
density shifts from a continuous decreasing curve to a curve with a
maximum when the electrode rotation speed or particle size is decreased.

Recently, it was found88 that the use of pulse-reverse plating can
significantly increase the incorporation of nano-sized particles in
a copper matrix. Instead of depositing at a constant cathodic current
density the current density is periodically set at an anodic value, resulting
in composite dissolution. The highest particle composite content is
obtained when the thickness of metal deposited in one cycle equals the
particle diameter. Four times as much particles are incorporated as
compared to a constant current density. So pulse-reverse plating could
present a very effective way of enhancing the particle composite content.
Though it has to be established if the method is applicable for other
composites, particularly when larger particles are used. An explanation
for the codeposition enhancement has not yet been found. Particle
parking problems related to preferential codeposition might play a role
here.

The nature of the current density dependence of particle codeposition
is the most disputed aspect in the mechanism of composite plating
(Section IV). In the simplest case the particle deposition rate is not
affected by the current density, either because of particle mass transfer
limitations or a current density independent particle-electrode interaction.
Since the metal deposition rate increases with current density, this results
in a continuously decreasing particle composite content. In other cases the
particle-electrode interaction has to be current density dependent. An
unambiguous explanation for this dependence has not yet been found, but
it is apparent that the metal deposition behavior is involved.

The peaks in particle incorporation often55,56,77,85,89 occur at the same
current density as kinks in the polarization curve for metal deposition. For

composite deposition77 the peaks and kinks also correlate with
the preferred orientation of the Au crystallites. Similarly, for zinc-
polystyrene composites54,76 the peak in polystyrene codeposition
corresponds to a change in morphology of the zinc deposit. Polarization
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curves were not recorded, but the peak appears around the current density,
where Wiart et al.90,91 found a ‘S'-type kink in galvanostatic polarization
curves for zinc deposition.

The presence of particles in the plating bath also changes the
polarization behavior of the metal deposition. For silver deposition in the
presence of particles92 the polarization curve shifts to lower current
densities at low overpotentials and to higher current densities at high
overpotentials. Generally, for the same cathodic potential a higher current
density, that is a depolarization, is found44,58,77,83,85,89,93 in the presence of
particles. In contrast for composite deposition a large
polarization accompanied by a sharp decrease in the nickel deposition
current efficiency was observed89 at the current density, where a peak in

incorporation occurs. It should be mentioned that contrary to other
investigations the particles used were very fine, that is Such
small particles could disturb the electrical double layer at cathode and the
reduction reactions occurring there.42 Moreover, the results could be
obscured by the presence of surfactant in the plating bath, a fact which
was not considered by the authors.

A depolarization up to 20 mV is shown in Fig. 9 for iron deposition
in the presence of Si particle.83 The depolarization is accompanied by an

Figure 9. Modified Tafel plots for Fe deposition on a Pt-RDE from a 3 M
solution at 363 K containing various amounts of Si particles.

0.004 (+), 54,83
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Figure 10. Concentration normalized limiting current density for
reduction at a Pt-RDE in a 3 M solution at 363 K as a function of

at different RDE rotation speeds,
and 54,83

increase in the current efficiency for iron deposition from 90 to 95%. The
magnitude of the depolarization changes with the Si particle bath
concentration, but not with the applied current density. The slope of the
Tafel curve in Fig. 9 is independent of the particle bath concentration,
whereas the exchange current density increases. Since, in Fig. 8 the
particle composite content is seen to increase strongly with current
density, it is concluded83 that suspended Si particles and not the actually
codeposited particles enhance the rate of iron deposition. The mechanism
behind this catalytic effect was not elucidated.

For deposition the polarization found at low overvoltages
is attributed92 to blockage of the cathode surface by the adsorbed particles
and the depolarization observed at high overvoltages is explained92 by
mass transfer enhancement of the ions by the particles. Yet
investigations on other composite systems do not support these
explanations. A simple calculation shows that in deposition the
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observed polarization leads to unrealistically high particle cathode
coverages close to 100%, when blockage is assumed. Mass transfer
enhancement of ions by suspended particles is a well-known
phenomenon,94-97 but in metal plating baths, due to the high metal ion
concentrations, mass transfer limitation of the metal ions becomes
significant only at very high current densities. Figure 1054,83 shows the
variation in limiting current density for ferric ion reduction in a 3 M
iron plating bath as function of the amount of suspended Si particles. If
the diffusion coefficient of a ferrous ion is taken equal to that of a ferric
ion it can be calculated from Fig. 10 that the limiting current density for
iron deposition is reached around A depolarization is already
found at much lower concentrations (Fig. 9). Furthermore, Si particles
only marginally enhance mass transfer of ferric ions. Only at high rotation
rate of the RDE a slight increase in the limiting current density for
reduction can be seen in Fig. 10.

From impedance measurement70,89,93 in nickel composite baths it was
concluded that SiC and Cr particles cause a depolarization by catalyzing
the formation of adsorbed nickel intermediates. Under certain
conditions70,89 formation of adsorbed hydrogen intermediates is catalyzed
even more, resulting in a decrease in current efficiency for nickel
deposition. On the other hand the current efficiency for iron deposition
increases with increasing Si particle bath concentration.54,83 Figure 9
shows that the Tafel curve54,83 for Fe deposition corrected for the current
efficiency shifts to lower potentials in the presence of Si particles, but that
the slope is not affected. Based on these facts it was suggested54,83 that the
Si particles increase the iron deposition rate, but do not interfere in the
deposition mechanism. The nature of this catalytic effect is however not
clear.

(iii) Electrolyte Agitation

The primary purpose of electrolyte agitation is to keep the particles
suspended and prevent them from settling or floating. Agitation is
achieved by stirring, air bubbling, recirculation of the electrolyte and, on
labscale, by a rotating electrode. The rate of agitation affects particle
codeposition in two opposite ways. Increased agitation results in a larger
particle composite content,4 because particle transfer from the bulk of the
electrolyte to the cathode surface is augmented. Too much agitation29

decreases the particle composite content, because the particles are ejected
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Figure 11. Volume fraction of polystyrene particles incorporated in Zn against the
rotation speed of a cylinder electrode at and
cetylpyrridinium chloride.54,76

from the cathode surface before being incorporated. This is evidenced by
the occurrence of a maximum in the particle composite against agitation
rate curve.51,60

The balance between particle mass transfer and particle removal
depends on the agitation type and the particle properties as is shown for
Fe-Si and Zn-polystyrene composites in Table 1. Under the turbulent flow
conditions of the stirrer and the RCE particle removal is stronger than
under the laminar flow conditions of the RDE and consequently Si
codeposition is lower. For the polystyrene particles the agitation type has
less effect, because particle removal is low at the agitation rates
considered and particle mass transfer is not rate determining. Figure 11
54,75,76 shows that at low rotation speeds of the RCE the effect of electrode
rotation speed on the polystyrene incorporation is negligible and at high
rotation speeds polystyrene codeposition is reduced due to particle
ejection. The content of a Cu matrix composite deposited on a
rotating disc electrode (RDE) varies in a similar way, that is no effect at
low rotation rates and a decrease in content at high rotation
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rates.77,92 Here the two cases correspond to different flow regimes,
respectively laminar and turbulent flow. In the transition flow between
these regimes the particle content successively decreases and increase
with increasing rotation speed. The formation and incorporation of
particle agglomerates explain this.

As for an electrode in channel flow98 and a RDE,42,51,55,56 the
hydrodynamic conditions vary over the electrode surface, particles do not
become homogeneously dispersed through the metal matrix. Different
zones of hydrodynamic flow along a channel electrode98 give rise to a
distribution of particle contents over the cathode. On a RDE the
centrifugal force, which is the removal force, exerted on a particle at the
electrode surface increases radially. Accordingly at high rotation speeds
and high particle bath concentration, where particle removal dominates,
the SiC incorporation in Ni42 decreases going from the center to the edges
of the electrode. The mean size of incorporated particles also decreases
radially, because larger particles are removed more easily. In contrast
under mass transfer control that is at low rotation speeds and low particle
bath concentration SiC incorporation is constant over the electrode, due to
the uniform mass transfer to a RDE. It can be concluded that the
electrolyte agitation is one of the main process parameters governing
particle incorporation.

(iv) Temperature

Electrochemical composite deposition is usually performed at
temperatures typical for the utilized metal plating bath. It has been shown
that the bath temperature can have a pronounced effect on the particle
composite content, but the effect varies considerably per composite. For
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no effect of the temperature on the particle composite content
was found.11,16 On the other hand a continuos decrease of the particle
content of copper matrix composite deposition57 and a continuous
increase of TiC incorporation in nickel23 with increasing temperature have
been reported. A maximum particle composite content at 50 °C was
observed for Ni-PTFE,69 36 and Ni-BN.17 In a like manner a
limiting particle incorporation in Cr above 50 °C preceded by either an
increase66 or a decrease46 below this temperature was found.

This diversity in effects of bath temperature is a result of the various
temperature dependent parameters affecting particle incorporation. The
particle surface composition, electrolyte viscosity and density and metal
deposition reaction all change with temperature. Ion adsorption on the
particle and particularly lowered adsorption was named46 as a cause of
the reduction in incorporation in Cr with temperature. However, the
effect of changes in ion adsorption are small compared to the changes in
particle mass transfer due to lowered electrolyte density and viscosity56

and changes in metal surface composition and morphology. The
augmentation in TiC incorporation in Ni23 with temperature is for
example accompanied by the occurrence of dull and gray deposits.

IV. MECHANISMS AND MODELS

In the previous section it was shown that a generalized mechanism
underlying particle incorporation in a metal matrix allows some insight
into the effect of process parameters on the particle composite content.
However, it is evident that a more elaborate mechanism is required to
fully comprehend the processes involved. A detailed mechanism is also a
prerequisite for the development of a mathematical model describing the
particle codeposition behavior. Ideally, such a model should be able to
predict the particle composite content from a given set of process
parameters. This would facilitate screening composite types and
optimization of process conditions for industrial applications.

Several attempts have been made to elucidate the mechanism and to
develop models based hereupon. Although an increased insight into
composite deposition has been obtained, there still remains some
ambiguity. This is partly caused by the tedious and time-consuming work
necessary to acquire a set of experimental data sufficient to validate a
proposed model and the numerous interrelated process parameters
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involved. The evolution of the understanding of the mechanism through
the years and the models proposed at certain stages are discussed in this
section.

1. Early Mechanisms

Simultaneously with the growing interest in composite deposition the first
explanations for particle codeposition with a metal were reported in the
early sixties. Whithers99 proposed that the particles having a positive
surface charge are drawn to the cathode by electrophoresis. Williams and
Martin29 suggested that in addition the particles are transported to the
cathode by bath agitation and are mechanically entrapped by the growing
metal layer. Based on mechanical entrapment only Saifullin and
Khalilova100 presented the first model to calculate the amount of
incorporated particles. The idea of mechanical entrapment was rejected
by Brandes and Goldthorpe,45 because it signifies that particle
incorporation is independent of electrolyte composition and particle
properties, in contrast to observations. They suggested the existence of an
attractive force, for example an electro-osmotic one, holding the particles
at the cathode surface long enough to be incorporated by the growing
metal layer. Correspondingly Bazzard and Boden58 proposed that
particles collide with the cathode surface due to the bath agitation and
should stay at the cathode surface a certain time to become incorporated.
A simple equation to calculate the particle composite content was
developed, but it was rightly stated that it lacks any physical significance.
These first attempts can be summarized to the generalized two step
mechanism involving particle mass transfer to the cathode followed by a
particle cathode interaction.

2. Empirical Models

After the first initiatives, more extensive mechanisms and
consequently more realistic models were developed. The break-through
came with the model put forward by Guglielmi82 in 1972. It presented the
basis for various models, which have in common that they are highly
empirical. A mechanism is deduced from experimental data and
mathematical equations describing these data are developed. Like this
relatively simple models containing several fit parameters of sometimes
limited physical significance were obtained.
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(i) Guglielmi82

From experimental data Guglielmi82 inferred two fundamental
phenomena comprising the particle electrode interaction. The
resemblance between the particle composite content versus particle bath
concentration curve and a Langmuir adsorption isotherm (Section III.3.i)
implies adsorption of particles on the cathode. Additionally, to account
for the observed current density dependence of the particle composite
content the electrical field at the cathode has to play a role. An
electrophoretic interaction is rejected, because the high electrolyte
concentration in metal plating baths completely shields the particle
charge. Therefore, a field-assisted adsorption mechanism consisting of
two steps is proposed. In the first step, which is of a physical nature,
particles approaching the cathode become loosely adsorbed on the
cathode surface. The loosely adsorbed particles are still surrounded by a
cloud of adsorbed ions. In the second step the particles loose the ionic
cloud and become strongly adsorbed on the cathode. This step is thought
to be of an electrochemical character, i.e., it depends on the electrical field
at the cathode. Finally, the strongly absorbed particle is incorporated in
the growing metal layer.

The loose adsorption step is described by a Langmuir adsorption
isotherm, taking into account the cathode area available for this loose
adsorption:

where is the particle bath volume fraction, is the loose adsorption
surface coverage, the strong adsorption surface coverage and k is a
measure for the intensity of the particle cathode interaction. Obviously the
second step depends on and Guglielmi considers this dependence linear.
Together with a factor to describe its postulated dependence on the
electrical field at the cathode, represented by the cathode overpotential

the following equation for the strong adsorption rate is obtained:
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where and B are constants.
The deposition rate of the metal is found using Faraday’s law.

Taking into account the area of the cathode available for metal deposition,
that is for non-conducting particles the current density is related to
the overpotential by the Tafel equation:

where is the exchange current density and A is the Tafel slope.
Assuming that the volume fraction of embedded particles these
expressions give:

The constants k, and B depend on the type of composite considered and
have to be determined from experimental data using Eq. (5). A plot of

against at constant j gives a straight line, from whose intercept at
can be calculated. Plotting the logarithm of the slope of this

line at different j against j will also yield a straight line, whose slope gives
the ratio B/A and from whose intercept can be calculated. Other
parameters can either be measured, that is A and or are known
constants, like and

Guglielmi validated his model for and Ni-SiC composite
deposition. From the obtained values for k it was found using Eq. (1) that

and it was concluded that the strong adsorption step is rate
determining. The model was also successful in describing the variation of
the particle composite content with the particle bath concentration and
current density of several other composites.57,59,60,66,79,84 For example,
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Tacken et al.57 adapted the model for conducting particles by leaving out
the term in Eq. (4). From the modified Eq. (5) it was found that the
increased incorporation of magnetically charged Ni particles in Zn is
reflected in an increased k and (Table 2). Ramasubramanian et al.101

used Guglielmi’s mechanism for particle deposition to model the
deposition of composites. Equation (2) was introduced in a
material balance for the electrochemical reaction kinetics in order to
describe the competition for adsorption sites on the cathode surface
between particles and intermediates in the alloy deposition reactions.
Like this the reduction in incorporation with increasing deposition
potential and the decrease in Ni and Fe partial current densities with
increasing bath concentration were successfully modeled.

Despite these successes, important process parameters, like bath
agitation, bath constituents and particle type are disregarded. The
constants k, and B inherently account for these constants, but they have
to be determined separately for every set of process parameters.
Moreover, the postulated current density dependence of the particle
deposition rate, that is Eq. (2), is not correct. A peak in the current density
against the particle composite content curve, as often observed (Section
III.3.ii), can not be described. The fact that the peak is often accompanied
by a kink in the polarization curve indicates that also the metal deposition
behavior can not be accounted for by the Tafel equation (Eq. 4).
Likewise, the term in this equation signifies a polarization of the
metal deposition reaction, whereas frequently the opposite is observed
(Section III.3,ii). It can be concluded that Guglielmi’s mechanism
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presented an important step in the understanding of composite deposition,
but that his model has only limited validity.

(ii) Kariapper and Foster67

Regarding the role of the ionic cloud surrounding the particles some
obscurity can be noted in Guglielmi’s model.82 It is stated that loosely
adsorbed particles are surrounded by an ionic cloud indicating that the
particles are adsorbed on the cathode through their ionic cloud. This is
contradictory to the definition of k as the intensity of the particle cathode
interaction. Kariapper and Foster67 noted the importance of adsorption of
ions on the particles and concluded that adsorbed metal ions play a
twofold role. Firstly, the positively charged metal ions cause an
electrostatic attraction of the particles to the negatively charged cathode.
Secondly, the adsorbed metal ions are reduced at the cathode and create a
physical bond between the particle and the cathode. It is striking that
Guglielmi82 inherently took into account this second phenomenon by
using a Tafel-type of equation to describe the particle deposition rate (Eq.
2).

Kariapper and Foster derived a simple model considering the effect
of several process parameters. The particle deposition rate is again
defined as a Langmuir adsorption isotherm, where the measure of the
particle cathode interaction k depends on:

The electrostatic interaction, which is determined by the charge q
adsorbed on the particles and the potential field at the cathode E.
The physical bond, which depends on the rate at which metal is
deposited, that is the current density j. When L is the physical bond
strength per unit area, the physical bond is a function of
Mechanical factors, like the particle properties a and the agitation
rate b.

Taking N* as the number of particle collisions with the cathode suitable
for particle incorporation, which is affected by the agitation rate, the
particle deposition rate is given by:
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where k* is a constant. The resulting equation was not verified with
experimental data, but it was shown that theoretically it is able to predict a
peak in the particle composite content versus current density curve. It is
evident that the factors in this equation can hardly be measured or
evaluated, and has to be fitted with experimental data. Due to the large
number of fit parameters an extensive set of experimental data is
necessary to obtain a reliable fit. Despite the academic value of the
equation Kariapper and Foster introduced important mechanistic
concepts.

(iii) Buelens and Celis et al.72,77

Celis et al.44,72,77,84 also noticed the inability of Guglielmi’s model to
describe the variation in particle composite content with current density.
Two current density ranges have to be distinguished to explain the peak in

incorporation in copper, when using this model. In the low current
density range the particle deposition rate increases faster with increasing
overvoltage than the metal deposition rate, that is B > A in Eq. (5), and the
particle composite content, increases with j. In the high current density
range on the other hand B < A and decreases with j.

At the transition between the two current density ranges, the
polarization curve for Cu deposition starts diverging from the calculated
Tafel curve. This divergence was attributed to the transition from charge
transfer to concentration overvoltage control of the copper reduction. It
was concluded from these results that the reduction at the cathode surface
of metal ions adsorbed on the particles plays a fundamental role in the
codeposition mechanism.

Based on this postulate and the pronounced effect of agitation on
particle incorporation Buelens et al.72,77 proposed a five-step mechanism
for composite deposition. In the first step particles in the bulk of the
electrolyte obtain an ionic cloud by adsorbing ions from the electrolyte. In
the second and third step the particles are transported by bath agitation to
the hydrodynamic boundary layer and by diffusion through the diffusion
layer to the cathode surface. Finally, the particles adsorb on the cathode
surface still surrounded by their ionic cloud and are incorporated by the
reduction of some of the adsorbed ions. A model for the calculation of the
weight percent of incorporated particles was developed consistent with
this mechanism. The basic hypothesis of the model is that a certain
amount, x, out of X ions adsorbed on a particle must be reduced at the
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cathode for the particle to become incorporated. Hence not all particles
present at the cathode surface are incorporated, but a minimum residence
time for a particle adsorbed on the cathode surface is assumed.

The mass fraction of embedded particles is defined as follows:

where is the particle mass, is the number of particles crossing the
diffusion layer at the cathode per unit of time and surface area and P is the
chance of a particle to become incorporated. Faraday’s law gives the
weight of deposited metal. From the basic hypothesis it follows that P
depends on the probability that at least x out of X adsorbed ions are
reduced. Hence, if is the chance that one ion is reduced at current
density j:

To calculate a new assumption is made, that is no distinction is made
between the adsorbed ions and free ions and thus:

Where is the diffusion layer thickness and and are respectively
the bulk concentration and the concentration at the cathode surface of the
metal ions. It is not clear why in Eq. (9) a time factor, which would make
it dimensionless, is neglected. Buelens et al.72,77 just state that a negligible
error is created. A factor H is introduced to take into account bath
agitation:
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From experiments with varying bath agitation it was obtained that H = 1
under laminar flow conditions, 0 < H < 1 under transition flow conditions
and H = 0 under turbulent flow conditions.

Finally, is related to the number of ions crossing the diffusion
layer per unit time and surface area and to the type of overvoltage con-
trol:

where is the transition current density from charge transfer to con-
centration overvoltage control and and are respectively the
number of particles and the number of ions in the bulk. Under charge
transfer overvoltage control because the ion-reduction is rate deter-
mining, while the diffusion rate is high enough for both particles and free
ions. However, under concentration overvoltage control, because
diffusion of ions is rate determining, which is obviously much slower for
adsorbed ions than for the free ions.

The authors obtain a good agreement between the model and
experiments for and composite deposition, but some
assumptions in the model can be questioned. The cathodic overvoltage at

corresponds to the value where Degrez and Winand102 observe a change
in the reduction mechanism of It was found that the cathodic charge
transfer coefficient is 0.5 in the low overpotential region and 0.1 in the
high overpotential region. This indicates that the change in codeposition
behavior at is associated with a change in the metal deposition behavior
and not with a transition from charge transfer to mass transfer overvoltage
control of metal deposition. In general the peak in particle incorporation
appears at current densities smaller than about which in the
concentrated plating electrolytes is much smaller than the limiting current
density for metal ion reduction. For example, the peak in polystyrene
incorporation in zinc54,75,76 is found at whereas composites can
be deposited at least up to The reduction of x out of X adsorbed
ions is also difficult to imagine55,56 considering that the particles are a few
orders larger in size than ions. Only very few adsorbed ions will be close
enough to the electrode surface, i.e., in the inner Helmholtz plain, to be
reduced. Hence the ratio x/X is either very small or the metal has to grow
around the particle to reach a larger ratio. In the latter case it seems
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improbable though that a partly incorporated particle will leave the
electrode surface again if the required amount of reduced ions is not
reached.

(iv) Hwang and Hwang86

Hwang and Hwang86 proposed an improvement on Guglielmi’s
model by adapting it to the mechanism put forward by Buelens et al.72,77

For three current density ranges the particle deposition rate is determined
by the electrode reactions for ions adsorbed on the particles, whose rates
are determined by kinetic and/or diffusion parameters. A diffusion layer
and concentration profile equivalent to that at an electrode are thought to
develop at the particle surface. Since, Co-SiC composite deposition was
experimentally investigated, the starting point is the reduction of and

adsorbed on the particles. Three different current density ranges for
the reduction of these ions are distinguished:

Low current density were only ions are reduced
Intermediate current density, where the reduction rate has
reached its limiting value and also is reduced.
High current were for both ions the reduction rate is at its limiting
value.

Similar to Guglielmi’s model the metal deposition rate is defined as:

where is the current efficiency. The factor in Eq. (2) is similar to the
exchange current density in electrochemical reactions. Since, depends
on the concentration of reacting species, depends on the concentration
of reacting species in particle deposition that are the adsorbed ions. In the
low current density range the particle deposition rate is determined by
the reduction of the adsorbed ions:
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where is the concentration of ions adsorbed on the particle

surface, which decreases with increasing reduction:

In the intermediate current density range the particle deposition rate
due to reduction is at its limiting value whereas the contribution
of the metal reduction is similar to that of in the low current density
range. Consequently, the equation for in this range is given by:

where is the limiting particle deposition rate due to the metal
reduction and is the metal ion concentration in the bulk. Finally, in

the high current density range the particle deposition rate is solely
determined by diffusion and is independent of the current density and the
adsorbed ions concentration. Equation (13) is simplified to:

The volume fraction of embedded particles can now be calculated using
Eq. (12) and, depending on the current density range, Eq. (13), (15) or
(16). The deposition of Co-SiC composites, including the peak in SiC
incorporation, can indeed be described by the model.

The model presents an improvement of Guglielmi’s model, but it also
suffers from the same limitations. Process parameters, like bath agitation
and particle properties, are not taken into account and even more fit
parameters have been introduced. The reduction of adsorbed ions again
leads to some debatable assumptions. Inherently the reduction of adsorbed

where is the maximum particle deposition rate due to reduction
ion concentration in the bulk solution.and is the
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ions is supposed to differ completely from that of free ions. The efficiency
of the metal deposition, that is the competition between the reduction of
free and is considered to be independent of current density,
whereas for adsorbed ions different regimes are distinguished. The
authors do not discuss the validity of this assumption. Besides it is
difficult to imagine how reduction of adsorbed ions can create a bond
between the metal matrix and a particle.

3. Advanced Models

Considering the mechanisms treated so far in view of the generalized two
step mechanism it is noticed that the nature of the particle-electrode
interaction is based on disputable hypotheses, particularly the necessary
reduction of adsorbed ions for which only indirect evidence exists. The
particle mass transfer step has just been globally treated. This is related to
the empirical character of these mechanisms and models. From other
fields of research detailed descriptions of mass transfer of solid particles
and particle-surface interactions are known.61,103 Recently, researchers’
tried55,56,79,104 to develop a model for composite deposition using such
descriptions. In comparison to the earlier models these models are much
more elaborated. They are building up of various often interrelated
equations containing numerous parameters, which necessitate the use of
extensive computer calculations. Although this renders it difficult to get
an easy insight into the effect of a particular process parameter, the
number of questionable assumptions and fit parameters without physical
meaning is greatly reduced.

(i) Valdes104

In 1987 Valdes104 developed a model for composite deposition at a
RDE taking into account the various ways in which a particle is
transported to the cathode surface. As starting point an equation of
continuity for the particle number concentration, based on a differen-
tial mass balance was chosen, that is:
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where the particle flux, is composed of expressions for the different
mass transfer processes, which is Brownian diffusion and convection. The
convection term takes into account all the forces and torques acting on a
particle due to hydrodynamic migration, electromigration and
diffusiomigration. Together with expressions for the local electrical field
and the local electrolyte concentration for a binary electrolyte a highly
coupled set of transport equations is obtained.

Next the difficulties in obtaining a good description of the particle
electrode interaction are noticed. For non-electrochemical systems several
particle surface interaction models exist of which the ‘perfect sink’, that is
all particles arriving within a critical distance of the electrode are
captured, is the simplest one. However, the ‘perfect sink’ condition can not
be used, because it predicts a continuous increase in particle codeposition
with increasing current density, which contradicts experimental
observations. Therefore, an interaction model based on the assumption
that the reduction of adsorbed ions is the determining factor for particle
deposition is proposed. This electrode-ion-particle electron transfer
(EIPET) model leads to a Butler-Volmer like expression for the particle
deposition rate:

where is an electrochemical rate constant, is the concentration of
ions adsorbed on the particles, is the overpotential and is the
cathodic transfer coefficient. Using this model a peak in the particle
inclusion versus current density curve is predicted, but it is found close to
the limiting current density instead of at low current densities. It can be
concluded that Valdes model uses a far better description of particle mass
transfer than previous models, but the particle-electrode interaction again
relies on the controversial necessity of the reduction of adsorbed ions

(ii) Guo et al.79

Guo et al.79 proposed a model based on a description of the mass
transport by so-called similitude numbers. Similitude numbers are
dimensionless numbers determined by factors influencing mass transfer.
A standard description of the Sherwood number for mass transfer of solid



520 A. Hovestad and L.J. J. Janssen

particles in a dilute suspension to a fixed plate was modified for
composite deposition. If certain parameters, like temperature and bath
constituents are considered to be constant, the particle deposition rate can
be calculated from the similitude number Sh’:

where Re is the Reynolds number describing mass transfer and Co, c, d, e
and f are constants, which have to be determined by fitting the model with
experimental data. Co contains among others the Van der Waals attraction
that is the physical adsorption of particles on the cathode. Electro-osmotic
interactions between particles and the cathode are accounted for by the
electrical double layer number Dm. The factor Sx is introduced for the
effect of the particle bath concentration and comprises a Langmuir
adsorption isotherm. The factor Gq describes the incorporation process of
the particles in the metal matrix. It is determined by the ratio of the
particle diameter and the thickness of metal deposited during the resi-
dence time of a particle at the cathode surface. This residence time is
obtained from the electrolyte flow velocity at the center of a particle on
the electrode surface. Hence, Gq accounts for the removal of particles
from the electrode surface by electrolyte agitation (Section III.3.iii).

Satisfactory agreement with experimental data was obtained for Cu-
SiC composite deposition in a channel flow. Because of the limited range
of experimental data it is not clear if the model is also able to describe
important features, like the peak in the particle composite content versus
current density curve. In comparison to Valdes model, the particle mass
transfer is poorly taken into account by using the Reynolds number. The
particle-electrode interaction on the other hand is treated much more
adequately by the balance between particle adsorption (Co, Sx and Dm)
and particle ejection due to hydrodynamics (Gq). For example, a small
value for d is obtained, indicating that, in accordance with experimental
data (Section III), electro-osmotic interactions between particles and the
cathode (Dm) are negligible.
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(iii) Fransaer et al.55,56

Fransaer et al.55,56 adapted both existing particle mass transfer and
particle-electrode interaction descriptions to composite deposition at a
RDE. A trajectory description for a particle was developed based on all
the forces and torques acting on it. This comprises the forces due to fluid
convection and particle motion and the forces acting directly on the
particle. Expressions for all these forces were developed and lead to a set
of equations describing the particle trajectory. The particle volume flux to
the cathode is determined by calculating the limiting particle trajectory
that is the particle trajectory separating the trajectories of particles
reaching the electrode from those passing by.

Close to the electrode surface the trajectory description fails, because
it leads to the ‘perfect sink’ condition, which was seen to be wrong. A
reaction term characterizing the particle electrode interaction is
introduced. A force balance on the particle gives an equation for the prob-
ability that a particle at the electrode surface is incorporated (Fig. 12). A

Figure 12. Forcticle adsorbed on the electrode; is the
friction force, is the adhesion force and is the removal
force.55,56
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friction force, which results from forces responsible for particle
adhesion, counteracts forces tending to remove particles from the
electrode, The adhesion forces consists of particle-electrode
interaction forces, like the London-van der Waals force, the electro-
osmotic force and the electrophoretic force. Depending on the electrode
geometry, forces acting only on the particles, like gravity, buoyancy and
hydrodynamic forces, contribute to The removal forces, , are of
hydrodynamical origin, for example due to electrode rotation. Using the
adhesion force determined from Cu-polystyrene codeposition data, the
trajectory model gives a good description of the variation of the
polystyrene composite content with the polystyrene bath concentration.

The trajectory model does not predict the maximum in the particle
inclusion versus current density curve. Experiments indicate that this
maximum is related to the potential of zero charge of the copper
electrode, which suggests that the electro-osmotic force is responsible for
the maximum. Calculations of the adhesion force dependence on the
current density from experimental data do not support this last suggestion.
It is concluded that the electro-osmotic and electrophoretic force do not
affect particle incorporation in agreement with several experimental data
discussed in Section III. The electrical double layers of the particles and
the electrode are strongly compressed due to the high electrolyte
concentration. Another strong repulsive force between the particle and the
electrode has to be present at short distances. Therefore, the structural or
hydration force is introduced, which is a short range repulsive force
arising from the work required to remove the ordered hydration layers at
the solid/liquid interfaces of solids coming into close contact in
concentrated electrolytes.105,106 This hydration force will be minimal if the
electric field at the electrode is minimal, that is at the potential of zero
charge (p.z.c.). The occurrence of a maximum in the particle inclusion
versus current density curve is attributed to changes in the ordering of the
water dipoles due to changes in electrode charge. Plausible explanations
for the effect of particle type, monovalent cations and surfactants on the
codeposition rate can be given using the hydration force.

In contrast to earlier models the trajectory model is based on widely
accepted descriptions of particle mass transfer and particle-substrate
interactions and does not heavily rely on assumptions, like the reduction
of adsorbed ions, for which only indirect evidence exists. The extensive
mathematical calculations and the complexity of an adaptation to other
electrode geometries than a RDE have prevented further quantitative
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investigations. In spite of that from a mechanistic point of view the
trajectory model offers a very good description for gaining a better insight
into composite deposition. Particularly, the force balance depicted in Fig.
12 is a very powerful, but relatively simple, tool for the understanding of
particle codeposition phenomena. It was, for example, successful in
qualitatively explaining experimental data for and Zn-
polystyrene54,76 composite depositions. Nevertheless the particle-electrode
interaction forces and their relative importance remain a point of
discussion.

(iv) Hovestad et al.54,76

A description of the effect of surfactants on zinc polystyrene
composite deposition54,76 using the hydration force is not entirely
satisfactory. Fransaer proposed that the changes in hydrophobicity of the
particles, and thus the hydration force, due to surfactant adsorption
determine the effect of surfactants on particle codeposition. As discussed
in Section III.2.iii up to the concentration of maximum surfactant
adsorption 54,76 surfactants hardly affect polystyrene
codeposition, although the particles become increasingly hydrophilic.
Figure 13 indicates that the variation in polystyrene incorporation in zinc
due to the surfactant addition correlates with changes in the zinc
appearance and surface morphology.54,76

Figure 14 shows a generalized picture of the main types of growth
morphologies which can be encountered for zinc deposition from acid
solutions.109,110 Zinc deposits as hexagonal platelets, which are oriented at
different angels to the substrate depending on the plating conditions. At
intermediate current densities the platelets are stacked at random angles to
the substrate as observed for deposition from a particle-free electrolyte. At
high current densities a vertical type of deposit is formed where the
platelets make an angle of 90° with the electrode surface. A basal type of
deposit characterized by the platelets lying parallel to the electrode
surface is formed at low current densities.

A basal type of deposit is also obtained in the presence of impurities
like Co, Ni and Sb, which deposit in between the stacks of platelets
resulting a nodular structure.109,110 Such morphology is found in the
presence of high concentrations cetylpyrridinium chloride.
Cetylpyrridinium chloride produces basal type deposits (Fig. 13), because
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Figure 13. Electron microscope picture of the
surface morphology of zinc polystyrene composites
deposited from, from top to bottom, surfactant-free,

CTAC, and
CPC.
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Figure 14. Growth morphologies of zinc deposits; (a) intermediate
type, (b) basal type, (c) vertical type; Black spots represent
particles.

it can be reduced at the cathode to a dimer, which deposits in between the
nodules. Addition of organics, like glue, changes the morphology to the
vertical type. Cetylammonium chloride has a similar effect on the
composite deposits (Fig. 13), although the platelets are changed into
needle-like crystallites. In the presence of polystyrene particles and low
surfactant concentrations the intermediate type of growth is observed
(Fig. 13).

It is obvious that there is a difference in surface roughness between
the different morphology types. Therefore, it was proposed54,76 that a
change in surface roughness is responsible for the differences in
polystyrene codeposition. For example glue is used, because the vertical
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type morphology yields smooth deposits. The friction force, which
prevents a particle from being removed from the surface before being
incorporated depends on the local surface roughness around the particle.

Particles are depicted in Fig. 14 to show how they can be adsorbed
onto the deposit. A particle adsorbed in a recessed area has a much larger
probability of becoming included than one adsorbed on a flat surface.
Particularly if particles are able to move along the surface due to shearing
forces or Brownian rotation to recessed areas, a rough surface leads to
higher amounts of embedded particles. Comparing the roughness
associated with the growth morphologies of zinc, particle incorporation
will decrease in the order: basal, intermediate and vertical type.
Correspondingly polystyrene codeposition is the largest at high
concentrations of cetylpyrridinium chloride, the lowest with high
concentrations of cetylammonium chloride or the other surfactants and in
between for suspensions containing up to 0.02 mol kg-1 surfactant.

A similar reasoning could explain the peaks at low current density in
the polystyrene codeposition versus current density curves (Fig. 8). A
deposit consisting of mossy nodules was found at the peak in the presence
of cetylpyrridinium chloride. Similar to composites
prepared at high cetylpyrridinium chloride concentrations this is a basal
type of morphology, where particles deposit in between nodules.
Consequently increased codeposition compared to the intermediate type
of morphology obtained at higher current densities is expected. For Au-

codeposition an equivalent correlation between the orientation of
Au crystallites and peaks in codeposition with current density were
reported. Also the maximum in the particle incorporation versus current
density curve for Cu-matrix composites is accompanied by a morpho-
logical change of the Cu deposit.102 As discussed in Section III.3.ii these
peaks occur at the same current density as kinks in the polarization curves.
Similarly, Wiart et. al.90,91 found a kink in polarization curves at low
current density for Zn deposition from acidic ZnSO4 electrolyte, where
the morphology changes from the mossy basal type to the compact
intermediate type.

LIST OF SYMBOLS

a
A

particle properties parameter (-)
constant in Tafel equation for metal deposition



Electroplating of Metal Matrix Composites 527

b
B,

C*
Co

Dm
E
F
F
Gq
H

j

jo

k

k*

L
M
n

N
N*
P

q
Re
R
r
Sh’
Sx

t

agitation rate parameters (-)
constant in Tafel equation for particle deposition
concentration of species i
amount of surfactant per unit weight of particles (mol

ion or particle number concentration
dimensionless constant (-)
binomial constant (-)
double layer dimensionless number
electrode potential (V)
Faraday constant
force (N)
particle incorporation dimensionless number (-)
hydrodynamic coefficient (-)
current density
limiting current density
exchange current density
transition current density
Langmuir adsorption constant (-)
constant (-)
electrochemical rate constant
rate constants for particle deposition
physical bond strength
molecular weight
number of electrons transferred for the oxidation or
reduction of an ion (-)
flux of ions or particles
number of particle collisions
particle incorporation probability (-)
probability for an ion to be reduced at current density j
(-)
charge (C)
Reynolds number (-)
gas constant
radial distance (m)
modified Sherwood number (-)
dimensionless number for particle bath concentration
(-)
time (s)
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V

W
X
x

deposition rate
constant for particle deposition
weight (kg)
amount of ions adsorbed on a particle (-)
amount of ions adsorbed on a particle that need to be
reduced (-)

Greek letters

volume fraction of incorporated material (-)

charge transfer coefficient (-)
mass fraction of incorporated material (-)
diffusion layer thickness (m)
volume fraction of suspended particles (-)
current efficiency (-)
overpotential (V)
measure of interaction between free and adsorbed ions
due to current density (-)
strong adsorption coverage (-)
density
loose adsorption coverage (-)
angular velocity of rotating electrode

Subscripts

a
f
M
p
r

adsorbed
friction
metal
particle
removal

Superscripts

b
s

bulk
surface
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electron-transfer
treatments, 176

Holes and electrons, in solids,
9

Hovestad et al., for composite
plating, 523

Hwang and Hwang, for
composite plating,
516
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Hydrogen molecule oxidation,
alloy catalysts for,
414

Induction effects, in
polarization, 221

Inner and Outer sphere
concepts, 179

Inner and Second-sphere
energies, 230

Inner sphere rearrangement,
186

Inner-sphere solvation, at
multivalent cations,
228

Integral electrosorption
valency, 355

Interactions, between defects,
36

Interfacial defects,
thermodynamics of,
70

Interphase, 309
Iodide adsorption, 325, 327–

330
Ion solvation and dielectric

saturation, 196
Ion solvation, in polar media,

196
Ion transfer, and electron

transfer, 175
Ion, solvation energies, 248
Ionic conductivity, in solids, 5
Ionic states, in silver chloride,

5

Japanese alloy-catalyst
performances,
tabulated, 399

Kariapper and Foster, for
composite plating,
512

Kinetics of charge transfer, in
solids, experimental,
84

Kinetics, of surface processes
in solids, 113

Lifetimes, of fuel-cell
electrodes, 374

Lorenz and Salié, partial
charge transfer
coefficient, 316

Lubrication, 480

Mass activity of catalysts, and
specific surface areas,
377, 378

Mass fraction, of composite
components, 488

Mat, metal surfaces, 430
Materials strengthening, in

codeposition of
composites, 478

Matrices, for phosphoric acid
fuel-cells, 400

Mechanisms, of composite
plating, 507

Mercury / water, absolute
potential difference
at, 358

Mercury, thiol layers at, 352
Metal composites,

electroplating of, 475
Metal finishing, systems, 432
Metal surface, of silver, 426
Metal surfaces, mat, 430
Metal surfaces, nanostructure

of, 425
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Metal surfaces, reflectivity of,
425

Mirror reflectivity, and
brightness, 470

Mobility, of states in solids, 96
Multivalent cations, inner-

sphere interactions at,
228

Nanodimensional Pt catalysts,
420

Nanoionics, 75
Nanostructure of bright metal

surfaces, 425
Nickel coatings, 459
Non-Franck–Cordon redox

electron transfer, 270
Non-linear processes, in solids,

152

Optics, geometrical, of
reflectivity, 464

Orientation of adsorbates, and
electrosorption
valency, 339

Oxides, redox chemistry in, 20
Oxygen catalyst activities,

temperature effects
on, 402

Oxygen reduction at Pt, in
phosphoric acid, 375

Oxygen reduction catalyst
patents, tabulated, 394

Oxygen reduction Pt,
crystallite size effects,
379

Oxygen-reduction catalysts,
Pt-alloy, 390

Partial charge transfer
coefficient, definition,
303, 316

Partial charge transfer, 304
Partial charge transfer, basis

of, 333
Partial charge transfer, relation

to electrosorption
valency, 333

Particle bath cocentration, 499
Particle properties, in

composite plating,
483–484

Particle shape, in composite
plating, 489

Particle size factor, in
composite plating,
480, 488

Patents, for catalysation of C
by Pt, 389

Patents, for cathode catalysts,
394

Patents, Japanese, for
phosphoric acid fuel
cells, 397

PEM, fuel-cell, membrane
type, 373

Phosphoric acid fuel cells,
Japanese patents for,
397

Phosphoric acid fuel -cells,
matrices for, 400

Phosphoric acid fuel cells,
operating
temperatures of, 419

Phosphoric acid, fuel-cell type,
373

Phosphoric acid, hot, corrosion
in, 404
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Phosphoric acid, Pt solubility
in hot, 380

Platinum alloy catalysts, for
oxygen reduction, 390

Platinum alloy electrocatalysts,
various works on, 392

Platinum catalyst, in
phosphoric acid, 375

Platinum loading, for fuel-cell
catalysts, 389

Platinum loading, optimization
of, 389

Platinum particles,
intercrystallite
separation on C, 382

Platinum particles, on C
support, 375

Platinum solubility,
temperature effect on,
381

Platinum, complexation by
ligands, 380

Platinum, solubility in hot
phosphoric acid, 380

Platinum, solubility,
dependence on
potential, 381

Point defects, as charge
carriers, 5

Polar solvents, ion solvation
in, 196

Polarization, “ut” type, 221
Polarization, electrostatic, 202
Polystyrene, as a plated

composite, 494–499,
501, 505, 506, 515,
522-6

Potential distribution, in
double-layer, 306

Process parameters, in
composite plating,
483

Proton transfer and solvation,
274

Proton transfer, Franck–
Condon condition,
265

Proton transport, in solids, 99

Quadrupole interactions, 224

Rate constants, for transfers
processes in solids, 89

Reactions, in solid phases, 149
Redox chemistry, 20
Redox processes, Franck–

Condon, 262
Redox processes, Tafel plots

for, 280
Reflectivity factors,

diagrammatic, 465,
466

Reflectivity of metals, wave-
length effect, 440

Reflectivity, components of, at
silver, 428

Reflectivity, diffuse, at metals,
426

Reflectivity, of metal, 425
Reflectivity, of nickel coatings,

460
Reflectivity, specular, at

metals, 426
Reforming of carbonaceous

fuels,415–418
Reforming, autothermal

processes, 417
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Refractorycompounds,
composite plating of,
477

Reorganizational energy, 183

Screening, of adsorbed
charges, 333

Self-assembled thiol
monolayers, 352

Silicon carbide, electroplated
composite, 476

Silver chloride, ionic states in,
5

Silver mirror surface, 426
Silver mirror, STM image of,

428, 430
Silver mirror, STM line

analysis, 429
Sintering effect, with small Pt

particles, 382
Size-effects, in nanoionics, 75
SO, solid-oxide fuel cell type,

373
Solid state electrochemistry, 1
Solid vs liquid state,

comparisons, 2
Solids, bulk processes in, 95
Solids, charge-transfer kinetics

in, 84
Solids, conductance at

interfaces of, 65
Solids, defect concentrations

in, 10, 13
Solids, doping effects in, 22
Solids, electrical conduction in

bulk, 95
Solids, electrochemical

potentials for, 16
Solids, electrode kinetics in,

145

Solids, equivalent circuits for
processes in, 147

Solids, non-linear processes in,
152

Solids, proton transport in, 99
Solids, rate constants for

transfer processes, 89
Solids, reactions in or between,

149
Solids, surface kinetics at, 113
Solid-state reactions, 149
Solvation shells, outer, 241
Solvation energies, of ions,

248
Solvation of ion, 253,

259
Solvation of ions, and charge

transfer, 262
Solvation shell assembly, 269
Solvent, screening effect of,

339
Space-charge capacitance, 48
Space-charge conductance, 54
Space-charge profiles, 48
Specific adsorption, model for,

322
Specular reflexion, 426
STM image, of copper

electrodeposited from
various solutions, 449

STM image, of thick,
electrodeposited film,
442

STM images, of
electrodeposited
nickel, 461

STM images, of
electrodeposited zinc,
453, 456, 458
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STM imaging of copper,
mechanically and
electrochemically
polished,

STM imaging, line analysis in,
429, 432, 436

STM imaging, of metal
imaging, 428, 430,
431, 435

Stonehart theory, of crystallite
separation, 382

Structural analysis, of surfaces,
427, 430, 433, 439,
452, 459

Structure, of water, 251
Sulfide adsorption, 327–330
Surface diffusion on Pt

electrocatalysts, 396
Surface excess, in adsorption,

309
Surface irregularities, and

reflectivity, 426
Surface kinetics, in solid-state

processes, 113
Surfactant effect, in composite

plating, 522–526
Suspended particles, composite

electroplating of, 475
Symbols, in solid state

electrochemistry, 162

Tafel plots, for redox
processes, 280

Tafel plots, linear, 283
Tafel plots, non-linearity of,

195
Tafel slopes, and electron

transfer, 194

Temperature effects in
composite plating,
506

Ternary alloy electrocatalysts,
396

Ternary electrocatalysts,
lifetimes, 402, 420

Thermodynamics, of
interfacial defects, 70

Thiol monolayers,
electrosorption
valency in, 352, 355,
361

Thiols at Hg drop,
experimental, 363

Third shell, modeling, 244
Time-scales, in Franck–

Condon principle, 267
Topography, digital imaging

of, 426
Tracer diffusion methods, 103
Transport kinetics, in solids,

84
Transport processes in solids,

formalism for, 87
Transport, thermodynamics of

irreversible transfer
processes, 95

Underpotential deposition, and
electrosorption
valency, 332

Valdes, for composite plating,
518

Vetter and Schultze, definition
of electrosorption
valency, 335
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Water molecule orientation,
288

Water structure, modeling, 254
Water, dielectric constant of,

208
Water, structure of, 251
Wave-length effect, on

reflectivity of metals,
440

Wear resistance, by composite
electroplating, 479

XRD pattern, of polished
copper surface, 438

XRD patterns, of thick copper
deposits, 450

Zinc coatings, 450
Zinc coatings, wave-length

dependence of
reflectivity, 450
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