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Preface

Sustainable development, with its dual emphasis on the most recent concerns—

development and environment—has different implications for several sections of

society, professions, and practitioners in different fields of human endeavor and

survival. It requires an extensive application and interdisciplinary method that

should form the ingredients of comprehensive approaches to sustainable develop-

ment. Rigorous theories have been advanced, relatively recently, in response to a

growing trend and challenges posed in public policy in economic and environmen-

tal development. Economic science recognized nonlinearities in economic growth

and environmental conservation and the critical role of environment and ecology in

the managing of economic systems. It is therefore necessary to examine more real-

life solutions to identified and potential problems that affect the welfare of the

human society. However, sustainable development draws much of its significance,

influence, and innovation from its very ambiguity. The concrete challenges of

sustainable development are at least as heterogeneous and complex as the diversity

of human societies and natural ecosystems. A dynamic and evolving idea that can

be adapted to fit very different conditions and contexts across space and time allows

redefining and reinterpreting the salient features of sustainable development.

New findings of extensive empirical research have posed several new challenges

to our basic understanding of how regions develop, change, and grow. This book

focuses on lately developed pioneering analytical tools for sustainable development

with the application of regional economic and environmental issues in Korea. With

a range of case studies, the authors here embraced a series of theoretical models and

empirical methods including spatial CCE model, multiregional input–output and

econometric analysis, logit model, GIS, contingent valuation method, sample

selection model, machine learning technique, stochastic frontier analysis, Markov

chain model, and panel analysis. These models and methods are tailored to spatial

development and policy issues such as agglomeration, clustering and industrial

innovation, human capital and labor market, education and R&D investments,
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regional economic resilience for unexpected disaster, quarantine system and dis-

ease, and environmental degradation. These studies contribute to advocate alterna-

tive interpretations and policy guidelines and allow to observe changing patterns

and binding constraints of sustainable development transition in Korea.

Seoul, Korea Euijune Kim

Brian H. S. Kim
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The Role of Cities in Sustainability
Transitions: New Perspectives for Science
and Policy

Marc Wolfram

Abstract Sustainable development at a global and local scale heavily depends

upon the pathways taken by cities in the near future. Within scientific research, this

frequently identified “urban challenge” has been recognized and addressed increas-

ingly in urban studies, as well as in transformation studies. However, while both

fields clearly overlap and effectively complement each other in this regard, the

respective epistemic communities have largely remained separate so far. Therefore,

this paper elaborates on the core concepts and approaches that dominate the

emerging scientific debate on the role of cities in sustainability transitions. Based

on a methodic literature review, it delineates the progressive convergence of the

diverse disciplines involved over four major research perspectives. It equally

derives key conclusions for future research and policy, highlighting the urgent

need to connect the four fields identified, to link socio-technical and social-

ecological system (SES) perspectives, to conceive of holistic innovations for

developing new planning approaches, and to fully embrace transdisciplinarity by

practicing science in society.

Keywords Urban studies • Transformation studies • Sustainability •

Epistemology • Transdisciplinarity

1 Introduction

For about a decade, a gradual convergence has taken place between the two

interdisciplinary research fields of urban studies and transformation studies.

While the former is dedicated to the understanding of cities and their development,

the latter explores and explains profound societal and environmental change. With

the steady growth of sustainability problems and under the pressure of complex

challenges such as climate change and post-fossil energy supply, this convergence

of the two research fields increasingly reflects what may turn out to be a necessary
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symbiosis: urban studies need to conceive of transformation dynamics, while

transformation studies in turn require a better understanding of the role of cities.

In order to underpin this basic hypothesis, the essential features of both research

fields will first be briefly outlined.

1.1 Understanding Cities: Urban Studies

Constituted only by its shared subject – cities – the scientific field of “urban studies”

is a highly interdisciplinary one with fuzzy edges. It comprises all scientific

perspectives on cities, examining their condition and development across time

and space. Thus, there has been a corresponding epistemological and methodolog-

ical diversity from the outset, since the discursive construction of cities as a subject

of science was driven by individual disciplines. This included not only a concern for

analysis and interpretation but also for developing and implementing new forms of
intervention, represented by the subfield of planning (cf. Fainstein and Campbell

2012; Harding and Blokland 2014). It is here that the evolving modes of urban

governance and requirements for steering urban development have been discussed

extensively (see, e.g., Healey 1992; Albrechts 2004; de Roo and Silva 2010).

Since the 1970s and informed by poststructuralist thinking, urban studies have

gradually started to develop a more widely shared ontology, based on the perspec-

tive of relational geography. Cities became increasingly framed as local nodes

within multiple overlapping social, economic, ecological, political, and physical

networks, continuously shaping and shaped by flows of people, matter, and infor-

mation across scales (Murdoch 2006; Davoudi and Strange 2009).

This poststructuralist shift acknowledged for the crucial role of places in (re)

configuring “glocal” power relations and patterns of exploitation (Sassen 1991;

Castells 2000; Brenner 2004). It has also been an important catalyst for a broader

engagement with the normative concept of sustainability, following the 1992 Rio

summit. Central epistemological axes in urban studies appeared to resonate partic-

ularly well with key tenets of sustainability that demanded holistic thinking and

action, including the basic concern for human needs and justice (“inter-/intragen-

erational equity”); for social, ecological, and economic dynamics (“triple bottom

line”); for power and institutions (“good governance”); as well as for place,

communities, and culture (“Local Agenda 21”) (UN SDSN 2013; Vojnovic

2014). Hence, a broad diversity of boundary disciplines, a relational understanding

of space and place, and an orientation at intervention for sustainability are main

characteristics of the field that have become important for a growing engagement

with transformation studies.

4 M. Wolfram



1.2 Understanding System Change: Transformation Studies

Transformation studies are an equally interdisciplinary field, although a consider-

ably smaller and younger one. Its emergence in the early 2000s has been strongly

driven by sustainability concerns from the outset. Recognizing the systemic char-

acter of societal sustainability problems, its subjects are fundamental changes in

human-environment (sub)systems that alter ways of thinking (cultures), organizing

(structures), and doing (practices). Transitions are understood as coevolutionary

processes through which complex adaptive systems transform, thus involving

multiple actors and action domains. The field is demarcated by a range of concep-

tual frameworks that theorize on the particular dynamics of transformations, orig-

inating from different ontological and epistemological backgrounds (Gunderson

and Holling 2002; Folke et al. 2010; Elzen et al. 2004; Markard et al. 2012).

One constitutive strand has been the historical study of large-scale socio-tech-

nical systems (STS), unpacking the path-dependent patterns that shape their crea-

tion and evolution (Bijker et al. 1987). This has given rise to the multilevel
perspective (MLP), a heuristic framework that maps interactions between incum-

bent socio-technical configurations (regimes), alternative solutions in their infancy

(niches), and developments in the system environment (landscape) (Geels 2002).

Drawing on a variety of related science fields, new frameworks have been con-

ceived to inform policy intervention for sustainability, each engaging progressively

with the specificities of the local scale: transformation management (TM) builds on

the enabling role of governance, foresight, experimentation, and learning in transi-

tion processes (Rotmans et al. 2001); strategic niche management (SNM) targets

the formation, selection, and empowerment of promising niches (Kemp et al. 1998);

and technological innovation systems (TIS) focus on understanding the actor

constellations, institutions, and processes that help or hinder technology break-

through and mainstreaming (Bergek et al. 2008).

A different constitutive strand forms the study of social-ecological system (SES)

and their de- and restabilization, elaborating on the concept of resilience (Holling
1973). Similarly, these studies have recognized the need for governance innova-

tions, foresight, knowledge transfers, and learning-by-doing across scales, increas-

ingly linked to urban contexts (Ernstson et al. 2010). Therefore, transformation

studies to date offer a range of perspectives on societal change that emphasize

different system types (STS, SES), forms of agency, scales, and dynamics of

change while reflecting a growing concern for cities as strategic hotspots.

2 Urban Transformation Studies: Epistemological
Trajectories

Against this backdrop, the following sections trace the trajectories along which a

convergence between the two research fields outlined above has taken place so far

and identify common orientations for understanding and shaping urban

The Role of Cities in Sustainability Transitions: New Perspectives for. . . 5



transformation. To this end, first their mutual engagement is briefly reviewed,

highlighting epistemological, empirical, and methodological characteristics

(Sect. 2). Next, four principal perspectives are identified that currently appear to

dominate and structure the emergent field of urban transformation studies (Sect. 3).

Building on these perspectives, conclusions are drawn regarding future require-

ments in research, policy, and practice (Sect. 4).

The corpus for the literature review has been identified on the basis of a keyword

search (Scopus, Web of Science, Google Scholar), concluded in November 2014.

Search terms were formed combining core terminology from both fields (“system

transition,” “system transformation,” urban, city, region, space, spatial, place,

scale). Pertinent references were selected by reviewing abstracts and conclusions,

thereby excluding divergent understandings (e.g., “urban transition” as urbaniza-
tion). Further relevant sources have then been identified successively through the

reference lists included, finally retaining a total of 115 references for analysis

(93 journal articles, 18 books, 4 book chapters). These have each been reviewed

independently by at least two different researchers to specify five basic character-

istics: (1) normative position (sustainability), (2) interdisciplinarity, (3) main con-

cepts and theories used, (4) methodology, and (5) empirical sources. On this basis,

further subcategories could be established for the second and third review, thus

creating a more differentiated typology from the bottom up (Table 1).

2.1 Transformation Studies and the City

The epistemological concern of transformation studies for system dynamics has

increasingly also triggered research dealing with the role of cities. Most references

analyzed adopt system transformation theory frameworks and concepts as a heu-

ristic to explore patterns and dynamics of urban change. But also a normative use to

develop new forms and methods for steering and intervention is frequent, given the

orientation at sustainability.

The most widely used conceptual frame is the “multilevel perspective” (MLP),

followed by “transition management” (TM), “resilience,” and “innovation systems”

(Table 1). “Coevolution” and “social innovation” concepts are hardly employed

independently from these (Roggema et al. 2012; see, e.g., Mader 2013), with the

combination between “social innovation” and “strategic niche management”

(SNM) forming a more persevering pattern. Also, very few researchers draw on

both the MLP and “resilience” (see, e.g., Newton 2008; McCormick et al. 2013),

which reflects a clear divide between the respective epistemic communities rooted

in either STS or SES scholarship. Thus, apart from the prevailing use of the MLP,

two related trajectories are informed by TM or SNM/“social innovation” and two

more independent ones build on “innovation systems” or “resilience” theory.

The MLP maps out how niche-regime interactions affect the creation and

unfolding of pathways for socio-technical transitions that lead to new system

configurations. By adopting the MLP, new basic questions have thus been raised

6 M. Wolfram



Table 1 Bottom-up categorization of references and total incidence (n¼ 115)

The Role of Cities in Sustainability Transitions: New Perspectives for. . . 7



for urban policy and planning that address the role of cities as purposeful actors in
socio-technical transitions and their possible influence on (national) regime trans-

formation and/or as seedbeds for local innovation niches (Geels 2011; Raven et al.

2012), especially with a view to urban infrastructures (Bulkeley et al. 2011). But

also cities themselves have been interpreted as urban regimes, configured through

strategic work by incumbent urban actors (Quitzau et al. 2013). However, the MLP

has only rarely served to directly derive new approaches for urban policy and

planning that address niche-regime constellations (see, e.g., de Graaf and van der

Brugge 2010), but mostly required a combination with other transformation and/or

urban theory to meaningfully address intervention options (cf. Burch et al. 2014).

Here, especially TM has been helpful as a heuristic to examine the characteristics

of urban governance and planning processes. Based on its postulations concerning

actor types (frontrunners, border crossers, incumbents), interaction forms (transi-

tion arena), and activities (orientating, agenda setting, activating, reflecting)

(Rotmans 2006; Loorbach and Rotmans 2010), TM has been largely employed

for empirical assessment and/or development of urban policy guidance. Focused on

single domains such as water management (Brown et al. 2013) or information

infrastructures (Wolfram and Vogel 2012), or regarding broader development

strategies such as waterfront regeneration (Frantzeskaki et al. 2013), this has

provided deeper insights concerning the role of agency and leadership, as well as

pilots and experiments for enabling transformative governance and social learning

in urban contexts. It has equally informed the conception of action research in

“urban transition labs,” i.e., transdisciplinary interaction spaces that complement

existing governance arenas (Nevens et al. 2012). Moreover, the specific design of

foresight processes within TM has generated suggestions for modifying urban

planning methods (Wiek et al. 2003; Eames and Egmose 2011).

Other studies have invoked SNM as a conceptual reference in order to “zoom in”

on the requirements of local niches and their relations to socio-technical regimes.

While this has largely confirmed the importance of general success factors identi-

fied in the SNM literature such as shared stakeholder expectations, enabling actor

networks and experiential learning (Bai et al. 2010; Schreuer et al. 2010), it has also

illustrated the need for a better understanding of locally embedded niches. Some

scholars have therefore linked SNM with social innovation theories in order to also

trace the implications of practical know-how, physical activities, and cultural

meanings for the transformative impact of community initiatives and “grassroots

niches” (Davies 2012; Seyfang and Haxeltine 2012; Smith and Seyfang 2013) – yet

often without a clear differentiation of their urban and spatial contexts. By contrast,

others have strongly underlined the need to acknowledge for the place-specific
constitution of niches and related options for strategic urban planning (Quitzau

et al. 2012) or a less antagonistic but more relational understanding of locally

shaped niche-regime configurations (Maassen 2012). Furthermore, the focus on

urban niches has also led to recognize the necessity to develop new approaches to

public participation in urban planning with a view to enable civil society and private

sector actors to effectively contribute to urban transformations (Aylett 2013).

8 M. Wolfram



A different direction has been pursued by those drawing on (technological)

innovation systems studies and their concern for the institutions and actor networks
that shape the creation, adoption, and diffusion of new technologies (cf. Hekkert

and Negro 2009). As recognized by earlier approaches to managing the transfor-

mation of local socioeconomic systems (Wiek et al. 2003), embedded actor strat-

egies and institutional structures can become vital factors for the breakthrough of

“green” technologies, industries, and markets (Coenen et al. 2012). Empirical

studies illustrate this for specific technologies (Carvalho et al. 2012; Dewald and

Truffer 2012) or clusters of eco-innovation (Cooke 2010; Cooke 2011; Lahlou

2011; McCauley and Stephens 2012) while simultaneously highlighting the

multilevel character of the processes observed. This underlines the unique position

of cities as the places that connect consumers, producers, and policy, shaping global

consumption patterns through urban lifestyles (Reusswig 2010).

Last but not least, resilience theory has generated another rich strand of research
addressing urban sustainability transitions, yet starting from an understanding of

cities as social-ecological systems to identify vulnerabilities, unsustainable perfor-

mances, and dynamics of change. Based on the adaptive renewal cycle and the

concept of panarchy, there is a very similar concern for governance innovations,

experimentation, and social learning (Ernstson et al. 2010; Folke et al. 2010). This

is reflected in a comparable spectrum of research interests with a view to interpret

overall urban transformation dynamics and identify options for steering (Pincetl

2012; Wilson 2012; Pickett et al. 2013; Cole et al. 2013), develop orientation and

practical guidance for urban planning and design (Desouza and Flanery 2013;

Jabareen 2013; Lu and Stead 2013) and related foresight (Van der Voorn 2012),

and explain the emergence and impact of local innovations (Boyd and Ghosh 2013),

as well as related lifestyle changes (Peters et al. 2012).

2.2 Urban Studies and Transformative Change

Inversely, a number of researchers have used urban theory to explore the role of

cities and regions in relation to transformations thus engaging critically with

concepts from both STS studies and resilience theory. This has allowed to not

only substantiate a call for better recognizing the crucial role of space in main-

stream conceptions of socio-technical transitions. More importantly, it has enabled

a differentiated account for the specific dynamics resulting for and from cities with

a view to sustainability transitions. Four main strands need to be distinguished here

by the nature of their concerns and the theoretical references used, respectively

rooted in economic geography, political ecology, sociology and anthropology, or
planning studies.

Research informed by economic geography has been particularly instrumental to

acknowledge for the spatial implications of transitions and to also provide adequate

concepts to capture these. Following earlier calls for a “geography of sustainability

transitions” (Smith et al. 2010), the endeavor has here been to foreground the role of

The Role of Cities in Sustainability Transitions: New Perspectives for. . . 9



place and scale in transitions, thereby enhancing the utility of the MLP. Drawing on

relational geography, regime and niche actors have thus been framed within cross-

scale spatial and institutional contexts that produce enabling and constraining

effects for socio-technical transitions in terms of identity, legitimacy, actor coali-

tions, and resources. Consequently, the impacts of embeddedness and territorial

power relations on creating multi-scalar trajectories and patterns of uneven distri-

bution have been disclosed (Coenen et al. 2012; Truffer and Coenen 2012),

especially looking at energy systems (Essletzbichler 2012; Bridge et al. 2013).

Regarding cities, this has served to illustrate their ambivalent role in shaping

transitions both as places of innovation and as a local manifestation of multi-

scalar socio-technical regimes.

A second central motive for using urban theory in transformation studies has

been the political ecology of resource flows underpinning urban development.

Through the lens of urban governance and regime theory, new insights have been

obtained into the ongoing reconfiguration of the networked infrastructures that

mediate those flows (Guy et al. 2001; Monstadt 2009). Focused on the public and

private key stakeholders, their interactions, and the institutional shifts they create,

this perspective has illustrated the multilevel and multi-sectoral character of urban

socio-technical change (Späth and Rohracher 2012; Uyarra and Gee 2012; Burch

et al. 2013), but also the crucial role of strategic local planning processes and new

intermediaries (Truffer et al. 2010; Hodson and Marvin 2010; Guy et al. 2011;

Bulkeley et al. 2011, 2012; Hamann and April 2012). It has equally underlined how

urban experiments and civil society participation contribute to articulate new

system configurations in concrete settings (Castán Broto and Bulkeley 2013;

Rydin et al. 2013). In order to orient transitions toward sustainability and avoid

new elitist forms of steering (Khan 2013), different new requirements have been

identified for urban governance and planning (Domènech and Saurı́ 2010; Young

2010; Scerri and Holden 2013). Especially participatory foresight and novel forms

of intermediation turn out to be critical elements in transition processes grounded in

urban contexts with a view to their contribution to create shared visions, operational

capacity to act, and opportunities for social learning (Späth and Rohracher 2010;

Hodson et al. 2013).

Third, increasing attention has been paid to the influence of social practices,

communities, and grassroots initiatives on socio-technical transitions, drawing on

sociology and anthropology. While recognizing the steering attempts of urban

regime actors, this perspective acknowledges especially for the time- and space-

specific constituents of everyday practices as equally basic conditions for system

innovations (Shove and Walker 2010). Hence, differences between places in terms

of discourses, cultural frames, and identity result to be critical factors for transfor-

mative governance that require attention through foresight, community participa-

tion, and empowerment approaches (Mulugetta et al. 2010; Cooke and Rehfeld

2011; Marsden 2012; Späth 2012). The case of the UK Transition Town movement

and its diffusion has received much attention from this perspective, giving rise to

critical questions regarding transition visions, politics, and culture (Brown et al.

2012; Mason andWhitehead 2012; Neal 2013). These studies clearly recognize that
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cities provide far better opportunities for scaling up the impacts of grassroots

initiatives than the villages and small towns that currently prevail in this particular

movement. Especially the capacity to empower communities and to draw on

translocal and cross-scale networks appears to be a crucial asset of cities (Taylor

2012; North and Longhurst 2013).

Finally, planning studies have increasingly turned toward urban transformations

as well, both conceptually and empirically. Starting from earlier engagements with

complexity theory and its lessons for planning in terms of handling uncertainty,

thresholds, and emergence (Innes and Booher 1999; de Roo and Silva 2010),

requirements for planning processes to explicitly address transitions have gradually

become further specified. This has underlined the pertinence of the theoretical

debates on collaborative, adaptive, and/or strategic urban planning, especially

regarding their emphasis on participation, knowledge co-creation, long-term fore-

sight, experimentation, and flexibility (Healey 2007; Truffer et al. 2010; Rauws and

de Roo 2011). While some authors have sought to substantiate their conceptual

considerations through the strategies and measures recognized in current planning

practice (Portney 2009; Hagelskjær Lauridsen and Stissing Jensen 2013), others

have discussed conceptual ambiguities when applying transformation theory to

cities. This concerns especially the constitution of cities out of multiple coalescing

subsystems, both socio-technical and social-ecological, that require to conceive of

“multi-regimes” and to develop different strategies for managing place-based

niches in a highly inert built environment (Næss and Vogel 2012; Quitzau et al.

2012).

2.3 Methods, Empiricism, and Transdisciplinarity

Regarding the research designs used across all references analyzed, it is first of all

the high proportion (1/3) of purely deductive and/or hermeneutic approaches that

calls the attention, apparently reflecting lively and ongoing theory development in

this field. The empirical work is almost exclusively based on qualitative case

studies, with only a few methodological exceptions (surveys, modeling, data

mining). Although the majority of these case studies focus on the scale of the

city, there are also a number of cross-scale studies that address either relations

between the urban/regional and urban/national scales or relations within cities and

their subscales of districts, blocks, or buildings. To speak of “urban” transforma-

tions is therefore by no means an attempt of spatial delimitation, but rather a

necessary focus in the perspective of relational geography, which recognizes the

particular importance of cities.

However, there are a number of significant empirical gaps emerging. The case

studies invariably deal with individual cities – comparative research dealing with

several cities has hardly been undertaken, although this would be particularly

informative (esp. if realized within the same nation-state to control context vari-

ables). Also studies on translocal relations of cities and the role of city networks
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have been rare so far. Moreover, regarding the geographical location of the cities

studied, the empirical basis appears to be largely concentrated in Western Europe,

thus (implicitly) assuming specific political, cultural, and socioeconomic condi-

tions. Likewise, despite all interdisciplinarity, there is still a lack of genuine

contributions from key fields in urban studies such as planning, engineering,

political science, economics, or sociology. These disciplines could however con-

tribute to examine important facets of urban transformations in more depth (or have

already done so – yet without invoking transformation theory).

Above all, the proportion of transdisciplinary research – i.e., interdisciplinary

studies defined and realized together by science and society stakeholders – is

surprisingly low. Although the crucial importance of transdisciplinarity for collec-

tive knowledge production and learning processes in transitions has been repeatedly

emphasized and illustrated (Wiek et al. 2006; Scholz 2011; Mieg and T€opfer 2013;
North 2013), and although the urban context provides ideal conditions for trans-

disciplinary research, practical implementation falls short of meeting this require-

ment. The case of an international “network for sustainable urban development”

recently formed by research institutes and cities represents a pioneering exception

here (Childers et al. 2014), but also points to the continued lack of adequate concern

in mainstream policy and research.

3 Mapping Perspectives on Urban Transformations

Drawing on the trajectories outlined above, this section provides a more foresighted

reading of the references analyzed with a view to inform a future agenda for

research, policy, and practice. It highlights four research perspectives that have so

far dominated the debate and are therefore also well substantiated both empirically

and conceptually. These perspectives are characterized by their emphasis on dis-
tinct drivers of change (cf. McCormick et al. 2013; Mieg 2013) and their role in

shaping urban transformations which implies a particular epistemology (questions,

subject, theory, methods). By focusing on a consistent combination of drivers in

terms of agency (public sector, civil society, private sector) and system dynamics
(social, economic, ecologic), each perspective thus anticipates a distinctive urban
transformation pathway, identifying pertinent action domains, stakeholders, and

interactions that in turn require corresponding forms of intervention. Without

claiming comprehensive coverage or unique attribution of references, the following

four salient research perspectives and related pathways have been identified.
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3.1 Transforming Urban Metabolisms and Political
Ecologies

This perspective highlights the strategic responses that powerful urban actors create

to the challenge of a shifting political ecology and economy of cities in times of

global resource scarcity and climate change. It recognizes that especially local

governments and major infrastructure and technology providers increasingly

engage in novel forms of place-specific interaction and socio-technical experimen-

tation concerning urban energy, water, waste, or transport. To secure long-term

access to vital resources for continued economic growth and safeguarding local

assets and living standards, these actors form new alliances that aim to significantly

reduce a city’s carbon and ecological footprints. New technologies, services, and

usages are therefore trialed in urban settings, involving various stakeholders – from

industry to NGOs and citizens. Studies adopting this perspective are also wary of

scalar relations and multilevel interactions in this, with a view to state institutions,

resource markets, or (inter)national companies, and often account for the role of

intermediaries and their capability to facilitate change by supporting new visions,

discourses, networks, and coalitions. Particular attention is paid here to emerging

deficits in terms of legitimacy, accountability, and openness. Hence, this research

strongly focuses on STS that condition the urban metabolism and its changing

(multilevel) governance. Drawing on the MLP, cities represent complex socio-

technical niches that can challenge large-scale resource regimes, but also place-

based urban regimes for small-scale experiments. Together, the forms of agency

involved in both constellations are deemed to enable or constrain wider sustain-

ability transition dynamics. This also suggests particular forms of intervention, like

strategic networking, intermediation, and/or participatory foresight in order to

influence or counterbalance the direction and speed of these processes.

3.2 Configuring Urban Innovation Systems for Green
Economies

While the central motif of the key actors in this perspective is similar to the previous

one (i.e., adjustment to global environmental change in order to stay competitive),

“transitions” primarily concern production and consumption patterns here, not

(only) infrastructures. Yet, cities are equally vital for this: the focus is on private

companies, consumers, and markets for high-/low-carbon products and the place-

specific requirements, strategies, and networks for “greening” the related parts of

the economy. Actor constellations are recognized that bring together government

agencies, industry, SMEs, and academic institutions, jointly initiating and driving

innovation processes that improve their competitiveness, while also contributing to

reduce the resource intensity of certain products and services. In this, knowledge

transfers and innovation activities are conditioned by the formal and informal
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networks among these actors and the associated formation of shared value systems

and cooperation cultures. However, issues of legitimacy or accountability are not

necessarily a particular concern here. In this perspective, change for sustainability

thus takes place through innovation systems for selected markets and socio-

technical practices anchored in cities. This points toward a proactive pursuit of

local “public-private-research” cooperations facilitated through certain types of

intermediaries (e.g., economic promotion agencies, cluster managers), as well as

specific forms of experimentation and open innovation (e.g., Living Labs).

3.3 Building Adaptive Communities and Ecosystems

Climate change, resource scarcity, and biodiversity loss form the combined drivers

in this perspective, yet especially with a view to the resulting vulnerabilities of

cities. Diverse urban stakeholders respond to this challenge, aiming to create a

dynamic social-ecological system balance while controlling the local impacts of

global environmental change. System relations and contexts considered are thus

defined essentially through ecosystem services. Therefore, water supply and catch-

ment areas, building material imports and exports, food provision and agriculture,

or green infrastructures and their different functions (carbon sink, water resorption,

species protection, shading, recreational space, etc.) are important starting points

for future pathways. In this, also a broad variety of locations and typologies needs to

be considered (e.g., for green infrastructures: riverbanks, parks, gardens, brown-

fields, roofs, facades, streets, squares). Correspondingly, the social-ecological

interactions and actor constellations are rather diverse but highly inclusive, ranging

from the vegetable garden at the scale of the block to material recycling and urban

mining in metropolitan areas. Pertinent communities may thus include citizens

(as dwellers, owners, users) and civil society groups (local), government agencies

as well as private companies, and research institutions. New system configurations

can be enabled through fostering self-organization capabilities and creating diverse

and redundant solutions. Thus, participation, knowledge, co-production, learning

by doing, and adaptive governance become necessary cornerstones of urban policy

making and planning.

3.4 Empowering and Harnessing Urban Grassroots Niches

In this perspective, change for sustainability is driven by heterogeneous approaches

and initiatives of civil society actors in cities. Global environmental change plays

an equally crucial role, but responses are rather justified ethically and also need to

be seen in relation to other individual and group-specific needs (e.g., employment,

housing, mobility) and motives (e.g., identity, self-achievement, recognition, cohe-

sion, solidarity). Correspondingly, there is a wide range of activity fields addressed,
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including food, education, health, and also green space or renewable energy. This

implies that characteristics of urban structure and design such as density, typology,

functional mix, and accessibility are of considerable importance since they have a

direct or indirect bearing upon stakeholders’ means and ends. On the other hand,

this interweaving with the built environment also conditions an integrated handling

of socio-technical and social-ecological problem dimensions (e.g., as in street

rehabilitation or residential- and roof gardens). The focus is on the ability and

opportunity of the respective initiatives to promote and scale their innovative

practices, both through replication and through translation into policies and regu-

lation, or new markets. The transformative potential of such urban niches is seen to

depend on the local institutional cultures and practices, but also translocal relations

(peer to peer). Cities may thus appear as innovation incubators, actively

empowering and promoting grassroots initiatives and networks, or as regimes that

offer structural resistance, and most likely are both at once.

4 Conclusions and Outlook

Based on a methodic literature review, this chapter has discussed why and how the

two interdisciplinary fields of urban studies and transformation studies are con-

verging toward research into the urban dimension of complex system changes for

sustainability. It has described the emergence of a certain range of epistemological

trajectories that have required and fostered an increasing interconnection between

both fields. These underline the need to conceive of and study urban sustainability
transformations with a view to both the characteristic immediacy, imbrication, and

variety of innovation dynamics in cities and their strong implications for global (un)

sustainability on a fast urbanizing planet. However, it has also recognized a

predominant orientation of research at four salient pathways and the corresponding

combinations of agency and system dynamics. Based on these findings, and con-

sidering earlier roadmap suggestions for transition studies (STRN 2010), future

action in science, policy, and practice dealing with urban sustainability transfor-

mations would strongly benefit from addressing the limitations and gaps of the

pattern identified. Hence, the following issues should inform a shared future agenda

in order to move from convergence to synergy and to focus limited resources on

high-impact challenges:

1. Studies that have engaged with urban transformations have so far largely drawn

on selected theoretical constructs to conceive of and explain change. This

necessarily implied a more fragmented account for the urban and its role in

transformations. While these perspectives remain valid and useful, much could

be gained from conceptualizing and exploring interdependencies between the

different change dynamics they address, without aspiring to create a “great

unified theory.” For this, relational geography and (multilevel) governance

theory provide shared frameworks that enable a crossover, including between
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the various underlying ontologies (cf. Geels 2010). Such a multifaceted theoret-

ical framework could help to create a more adequate understanding of how

“places produce transitions and transitions produce places” (STRN 2010, 18).

Particular attention should then be paid to emerging synergies and conflicts

between pathways and their respective drivers, between orientations at resilience

or transformation (cf. Smith and Stirling 2010), and between phasing out old and
building up new regimes (Loorbach 2014). It would equally allow to identify

new tipping points that effectively couple various innovation dynamics.

2. Knitting the above theoretical framework necessarily entails a shift in terms of

the subjects and questions dealt with. As recognized by various authors, looking

at cities requires to acknowledge for “multi-regime” configurations that inter-

connect various STS. However, cities can equally be depicted as a set of

coalescing SES that govern diverse stocks, flows, and ecosystem services.

Therefore, it becomes crucial to empirically explore how institutions, dis-

courses, actor constellations, and practices avoid or embrace this “hybrid”

reality of cities as social-ecological-technological systems (SETS)

(cf. McGinnis and Ostrom 2014) – and with what implications for transforma-

tions. More emphasis needs to be put on the role of urban place as a key entity in
this, since it is through particular physical landscapes, built environments,

identities, and sociocultural practices that such hybrid configurations become

manifest in cities. Across the spectrum of epistemological trajectories identified,

this raises new questions about how multiple transformation dynamics play out

in different places, accounting for their local constitution, as well as translocal

and scalar relations.

3. Having recognized the critical role all pathways attribute to agency, leadership,

and intermediation, particular efforts need to be undertaken with a view to

develop suitable urban approaches for intervention to help initiate, accelerate,

and navigate sustainability transformations. Transition management and its local

adaptations provide only first orientations here. In addition, capacity building

and civil society empowerment form equally important approaches, especially

considering the diversity of context conditions and starting points of cities from

across the globe. Most importantly, the gap toward urban planning and policy

making must be closed in theory and practice. Instruments and techniques

applied in this domain (e.g., strategic planning, SEA, foresight, community

participation, urban regeneration) offer considerable potential regarding their

integrative, governance, and experimental functions, but would require more

tailored modifications. Therefore, transcending the available approaches to

develop new forms of transdisciplinary “up-down” governance, intermediation,

and institutional entrepreneurship in cities is a necessity that would also help in

facing the legitimacy challenge of transformation-oriented intervention.

4. The current empirical basis and range of research methods require strategic

extensions in various directions. Identifying lessons and patterns regarding the

multitude of individual case studies carried out so far seems an immediate

requisite. Correspondingly, more emphasis needs to be put on comparative
research, including both qualitative case study and quantitative analysis of
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larger urban data sets, while also looking at failed or locked-in transition

pathways. This should be included to widen and balance the empirical basis

toward the global South and East, enabling an exploration of the influence of key

context variables, but also interconnections between cities and/or regions. Last

but not least, the role of transdisciplinarity needs to be strengthened substan-

tially, using especially research policy and programs as a lever to codevelop and

mainstream (new) methods for targeted urban interaction between science and

society.
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Exploring the Geography of Educational
Segregation in Seoul, Korea

Up Lim, Ye Seul Choi, Chanyong Kim, and Donghyun Kim

Abstract This chapter examines changes in the spatial patterns of human capital

segregation across neighborhoods in the Seoul metropolitan area during 2000–2010

and investigates the following three questions: (1) to what extent are highly

educated individuals segregated from less-educated individuals across neighbor-

hoods, (2) to what extent do highly educated and less-educated individuals live in

isolated neighborhoods with individuals of similar educational status, and (3) to

what extent can spatial clusters of highly educated or less-educated individuals be

isolated across neighborhoods? Four major findings were obtained. First, the

number and proportion of people with at least a college education increased

markedly over time. Second, according to results of the dissimilarity index and

the generalized dissimilarity index, the degree of segregation is highest for the

group with more than a college education vis-�a-vis the group with less than a high

school education. Additionally, it is lowest for the group of high school graduates

vis-�a-vis the group with less than high school education in the Seoul metropolitan

area over time. Third, the information theory index shows that the degree of

diversity and human capital segregation steadily increased over time. Fourth, highly

educated individuals tend to be clustered in the southern parts of the Seoul metro-

politan area. By contrast, less-educated individuals were more likely to be concen-

trated in the mid-northern parts of the metropolitan area. The results of the

empirical analysis in our study have implications for regional policies and can

inform future research on the social processes and mechanisms of polarized edu-

cational segregation.
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1 Introduction

Korea has experienced rapid economic growth and development in the past

decades. Historically, it has long been recognized that the higher level of human

capital is the main engine of Korea’s economic growth, because well-educated

human capital resources are central for the absorption and application of advanced

technologies from the developed countries. Moreover, from the beginning of the

1990s, increasingly keen competition for knowledge creation, changing job condi-

tions in an environment of uncertain technological changes, and a rapid transition to

a knowledge-intensive society have widely extended the concern for educational

participation and investment in Korea. This tendency is emphasized by the educa-

tion data from the Organization for Economic Cooperation and Development

(OECD). According to the data recently announced by the OECD (2014), the

college enrollment rate of high school graduates in Korea is 69% in 2012, which

is significantly higher than the OECD average of 58%. Particularly, among the

34 member nations of the OECD, Korea’s tertiary graduation rate of youth popu-

lation between the ages of 25 and 34 years maintained its top position during the

period 2007–2012 (OECD 2014).

While every corner of Korea benefited from an overall rapid growth of educa-

tional attainment, Seoul, the capital of Korea, has attracted far more college

graduates than other metropolitan areas. The city of Seoul provides a powerful

competitive advantage in attracting qualified human capital. This phenomenon is

based on abundant job opportunities and outstanding residential and educational

environment, infrastructure, and amenities. According to the 2010 Census of

Population, 45.3% of the population aged 25 years and over in Seoul is college

educated, exceeding the national average of 35.3%. Furthermore, in keeping with

the increasing awareness about the benefits of educational attainment, the percent-

age of college-educated persons in Seoul has sharply increased from 23.0% in 1990

to 45.3% in 2010. However, the geographical concentration of highly educated

groups in Seoul has both positive and negative effects. Although they have signif-

icantly contributed to stimulate Seoul’s economic growth, the concentration of

highly educated groups in Seoul has also led to neighborhood residential segrega-

tion by educational attainment. This has generated patterns of spatial imbalance and

created disadvantaged neighborhood, which can be described with the figurative

term “urban mosaic.”

How does neighborhood residential segregation arise and how is it maintained or

reinforced? One of the important areas of research in the field of social science has

been the exploration of the relevant determinants of residential segregation. There-

fore, a substantial body of research has attempted to discover which factors drive

residential segregation across neighborhoods and has concluded that it is influenced

by contextual factors specific to metropolitan areas (e.g., Mayer and Jencks 1989;

Crane 1991; Massey and Denton 1993). Existing studies in residential segregation

have mainly focused on the issue of residential segregation in racial/ethnic groups

because these groups generally form distinct spatial patterns of over- and
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underrepresentation across residential areas. In the same vein, a large number of

studies argue that mounting racial/ethnic inequality inherently deepens residential

segregation as people sort across neighborhoods based on their education and

income (e.g., Bayer and McMillan 2012; Bayer et al. 2014; Grigoryeva and Ruef

2015).

However, this general intuition still misses an important aspect of the effect of

educational inequality on neighborhood residential segregation and the spatial

dimension of educational segregation. Indeed, while racial/ethnic characteristics

exacerbate residential segregation, educational attainment can also have a signifi-

cant effect on residential segregation. For example, people of the well-educated

class are likely to live in desirable areas that are distant from the neighborhoods

occupied by their lower-class counterparts. In such circumstances, increased

between-group disparities based on educational attainment can plausibly lead to

greater levels of residential segregation and to the formation of highly educated

residential enclaves within the metropolitan area. In particular, it is recognized that

there has been a positive correlation between educational attainment and income

level, which has significant implications for social and economic inequality across

neighborhoods. In the same vein, Orfield and Lee (2005) noted that it is important to

examine the dynamic aspect and the spatial dimension of educational segregation to

explore the determinants of residential segregation. In response, we argue that the

geography of educational segregation should be given considerably more attention.

Our focus on the spatial dimension of educational segregation as a channel

deepening neighborhood residential segregation is motivated by two effects,

human capital externalities and neighborhood effects, which have been widely

discussed in the field of urban and regional studies. Educational segregation

influences economic performance through the effect of neighborhood human cap-

ital externalities (Lim 2008). For example, segregation by educational attainment

and the level of human capital might impede the sustainable cycle of economic

growth by preventing knowledge transfers or other types of human capital exter-

nalities generated by formal and informal interaction between distinct classes of

people. In particular, when residential segregation is substantial and the highly

educated group (or the high-income group) is concentrated in residential enclaves

across the neighborhoods, it is impossible for the less-educated group (or the

low-income group) to settle in those neighborhoods. In such circumstances, the

rise of educational segregation has the potential to diminish the economic oppor-

tunity of the less-educated group, which is generated by their highly educated

counterparts.

Another reason that educational segregation has significant consequences is

because of the residential neighborhood effects. People are more likely to be

more influenced by their neighborhoods than by people who live at a greater

distance from their residence. Most notably, increasing educational segregation

appears to generate new inequalities in social and economic opportunity, creating a

radical change in the geographic basis of human society. Due to the influence of

adult role models, residing in socially isolated and disadvantaged neighborhoods

has a negative effect on child and adolescent development. By contrast, the children
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of the highly educated persons will socialize increasingly with other children of

well-educated and successful parents. As Brooks-Gunn et al. (1993) argued, we

need to view neighborhoods as a potent source of unequal opportunity since

neighborhoods impart considerable advantages and disadvantages to the children

growing up in them (e.g., Vartanian and Gleason 1985; Wilson 1987; Crane 1991;

Duncan and Raudenbush 1999; Leventhal and Brooks-Gunn 2000).

Despite the richness of the theoretical arguments about the various aspects and

the geographical patterns of residential segregation, they are seldom captured in the

dominant genre of empirical research. In particular, the issues of the spatial

dimension of educational segregation have received only slight attention compared

to that of racial/ethnic segregation (Schlitte 2012). While most highly developed

countries’ labor markets are marked by rising levels of segregation by human

capital, analyses on residential segregation by disparate education levels are scarce,

and empirical evidence on the possible effects and the spatial dimension of educa-

tional segregation is lacking. Particularly, previous research on residential segre-

gation overlooks the geography of educational segregation and residential enclaves

of human capital that are fixed in space and reinforce patterns of spatial inequality

that shape and reshape the residential distribution of social classes.

Given the aforementioned concerns over the importance of the geography of

educational segregation, this study explores changes in the spatial patterns of

human capital segregation across neighborhoods in Seoul during 2000–2010.

Using 2000, 2005, and 2010 census data, this paper improves our current knowl-

edge of the geography of educational segregation by addressing the following

questions: (1) to what extent are the less educated segregated from the highly

educated, (2) to what extent do the less educated live in isolated neighborhoods

with persons of similar status, and (3) to what extent can spatial clusters of the less

educated as well as the highly educated be isolated across neighborhoods? To recast

these questions, we use the dissimilarity index, the generalized dissimilarity index,

and the information theory index to measure the level of residential segregation and

to describe the distribution of residential segregation across different educational

groups in neighborhoods within Seoul. We also use Moran’s I statistics and a LISA
cluster map to examine whether the level of educational attainment in a neighbor-

hood is spatially correlated with the level of educational attainment in neighboring

areas within the metropolitan area from 2000 to 2010.

2 Neighborhood Residential Segregation of Educational
Attainment

The framework presented in this paper is theoretically based on the notion that

educational inequality creates a divergence in the willingness to pay for neighbor-

hood attributes. Distinct education groups have different preferences of the physical

and social environments of neighborhoods, thereby inducing the phenomenon of
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neighborhood residential segregation by educational attainment. If so, why does

neighborhood residential segregation of educational attainment matter? Many

scholars in urban and regional studies have hypothesized that the issues of educa-

tional segregation and regional growth and development are closely connected. For

instance, the increasing level of educational segregation has an impact on regional

economic growth by spurring unemployment of the less educated. This phenome-

non is closely related to the overall decline in the productivity levels of the educated

group. This is because residential segregation by educational attainment reduces

human capital externalities and neighborhood effects that bring positive social

returns on the group with relatively insufficient schooling.

Localized human capital externalities, generated by the aggregate accumulation

of human capital, are widely recognized as a key source of regional productivity.

This argument is rooted in the seminal work of Lucas (1988), who provided a

fundamental account of the role of knowledge spillovers. Lucas (1988) highlighted

that social interaction between various groups gives rise to knowledge spillovers,

and it persists with disparities in the economic development across regions. In line

with this argument, Benabou (1993) and Durlauf (2004) also suggest that the

aggregate accumulation of human capital can induce long-term growth of metro-

politan areas because of the spillover effects of human capital externalities on

economic growth. In order to investigate the complex mechanisms of economic

growth, these studies explore human capital accumulation and its externalities,

which contribute to the proliferation of new knowledge and technology. More

recently, Schlitte (2012) suggested that localized human capital externalities that

stem from the geographical accumulation of well-educated groups have a signifi-

cant positive effect on the metropolitan economic productivity and outcomes.

According to these works, economic development depends on advances in tech-

nology and scientific knowledge, and therefore, development depends on the

accumulation of qualified human capital.

It is also possible that the spatial dimension of educational segregation influ-

ences individual economic performance through the effect of localized human

capital externalities because educational attainment sorting strongly affects the

geographical distribution of economic activities and social interactions. Given

that economic networks and social interactions tend to be more intense between

individuals located near one another than between individuals separated by long

distances, people tend to be influenced by the composition of their neighborhoods

(e.g., Quercia and Galster 2000; Sampson et al. 2002; Moretti 2004). Several

studies have noted that the knowledge transfer occurring between highly and less-

educated persons is a key source of human capital externalities and the likelihood of

knowledge transfer rapidly decreases with distance (e.g., Audretsch and Feldman

2003; Ramos et al. 2010). In the same vein, Jovanovic and Rob (1989) and Glaeser

(1999) theoretically argued that the geographical segregation between the highly

and less-educated and skilled human capital decreases the chances for the latter to

learn from the former. Additionally, Acemoglu (1996) showed that the presence of

a large proportion of qualified local workers in a neighborhood encourages firms to

increase its investment in the production of knowledge, which may increase the
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productivity of other workers. These arguments share the common consensus that

the average level of human capital is a local public good (Lucas 1988; Schultz

1988; Azariadis and Drazen 1990).

Despite similar institutions and the same macroeconomic environment, the

degree and the consequences of human capital externalities vary substantially

across neighborhoods within the highly developed metropolitan areas. This is

because human capital externalities and the consequent economic outcomes are

strongly dependent on the distinct contexts of educational structure in the labor

supply and the level of human capital segregation. Given the existence of localized

human capital externalities, workers who live in labor markets with higher average

levels of human capital tend to earn higher wages than workers in less-educated

labor markets do, even after controlling for the characteristics of individual workers

and dwellings (Rauch 1993). Consequently, we suggest that the productivity level

of less-educated workers is positively influenced by human capital externalities

arising from local human capital derived from highly educated and skilled workers.

Hence, the spatial dimension of human capital segregation, including educational

segregation, might affect economic performance of each neighborhood. Although

the bulk of literature theoretically argues for the existence of a link between

educational segregation and economic performance across the neighborhoods,

only a few works have empirically explored the answer to the underlying question:

how are people, who have different levels of educational attainment, spatially

distributed across the neighborhoods in the metropolitan area? In the course of

our discussion, we recast this question by using several segregation indexes.

Additionally, a part of our discussion involves understanding the perspective that

each index brings to the discussion on educational segregation.

Another explanation of the link between educational segregation and individual

economic performance is the neighborhood effect on individual social and eco-

nomic outcomes. However, there is currently no precise and uniform definition of

the concept of the neighborhood and neighborhood effects. Referring to the defini-

tion by Galster (2001), a neighborhood can be defined as “the bundle of spatially

based attributes associated with clusters of residence, sometimes in conjunction

with other land uses.” As a multidimensional bundle consisting of everything from

structures and topography to demography, public services, and social interactions,

the unifying feature of these attributes is that they are spatially based and measured

only after a particular location has been specified (Galster 2001). The neighborhood

environment is crucial to the well-being of households and is of comparable

importance to the dwelling itself in shaping expressions of residential satisfaction.

As Galster and Killen (1995) argued, the spatially variant geography of metropol-

itan opportunity has an important effect on youth’s decisions regarding education,

fertility, work, and crime.

Historically, urban scholars have tended to establish whether geography and the

spatial dimension of individuals are related to the individuals’ outcomes and, if so,

what the nature of this relationship is. Over the years, various attempts have been
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made to recast this question, and it is noted that the effect of metropolitan-wide

residential segregation on individual outcomes is one effective description. In the

same vein, residential segregation has been the topic of several past studies (e.g.,

Mayer and Jencks 1989; Crane 1991; Massey and Denton 1993 among others). In

broad terms as an outcome, residential segregation simply implies the uneven

distribution of different population groups within a local and regional housing

system (Gordon and Monastiriotis 2006). The classic literature by Massey and

Denton (1993) demonstrated the mechanisms of the formation of concentrated

poverty in minority neighborhoods. They argued that residential segregation,

most notably racial segregation, reinforces the effects of social and economic

deprivation in each community. In this context, residential segregation, as a

metropolitan-wide phenomenon, is thought to be the instrument through which

neighborhood disparities are created and maintained.

The central theme in the residential segregation literature is that there are certain

social processes or mechanisms that take place at the neighborhood level that affect

outcomes for individuals. The theme is primarily rooted in William Julius Wilson’s
seminal book The Truly Disadvantaged (1987). The book fueled a lively scholarly

controversy on how living in disadvantaged neighborhood has negative effects on

human development. A number of social scientists began to explicitly theorize and

directly measure the bearing of neighborhood social processes or mechanisms on

the well-being of individuals, particularly children and adolescents (Sampson

et al. 2002). Concern over residential segregation has motivated empirical research

geared toward distilling and analyzing the determinants of the dynamics of neigh-

borhood inequality (Massey 1996; Timberlake 2002; Sampson 2009). Expanding

Massey’s (1996) argument on the age of extremes, Swanstrom et al. (2002) main-

tain that growing class segregation in metropolitan areas has enormous negative

social and political consequences.

The main consensus of the previous empirical literature on neighborhood resi-

dential segregation is that racial/ethnic inequality has played a key role in deepen-

ing residential segregation. Despite a strong influence of educational segregation on

the geographical segregation and spatial inequality across the neighborhoods, few

scholars have investigated the geography and the spatial dimension of educational

segregation. In this way, there are only very few empirical investigations that

explore how residential enclaves of human capital can be identified across neigh-

borhoods in a metropolitan area. In this paper, our argument is based on the work of

Sampson (2009), who stated, “disadvantage is not encompassed in a single char-

acteristic but rather is a synergistic composite of social factors that mark the

qualitative aspects of growing up in truly disadvantaged neighborhoods.” This

matter is especially relevant because the geography of educational segregation

tends to be fixed in space and reinforces patterns of spatial inequality that shape

and reshape the residential distribution of social classes. This study will provide

new insights into social processes or mechanisms underlying the residential land-

scapes of segregation.
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3 Data and Methods

This study uses 424 dong areas in 25 districts of the Seoul metropolitan area, as

shown in Fig. 1. The data for the educational attainment for the population aged

25 years and above was gathered from the 2000, 2005, and 2010 Census of

Population files. To capture the patterns of educational segregation in Seoul, this

study divides educational attainment into four mutually exclusive educational

groups: less than high school (<HS), high school graduate (HS), college graduate

(CG), and more than college (>CG). This study considers college-educated indi-

viduals as the population of high-human capital individuals because the recent

empirical literature on human capital externalities has focused on these highly

educated groups as key actors in creating spillover effects (Rosenthal and Strange

2008). Therefore, the two college-educated groups (i.e., college graduate and more

than college) are considered as the group of highly educated individuals in our

study.

Fig. 1 424 dongs in 25 districts of the Seoul metropolitan area in 2010. (1) Jongno, (2) Jung, (3)

Yongsan, (4) Seongdong, (5) Gwangjin, (6) Dongdaemun, (7) Jungnang, (8) Seongbuk, (9)

Gangbuk, (10) Dobong, (11) Nowon, (12) Eunpyeong, (13) Seodaemun, (14) Mapo, (15)

Yangcheon, (16) Gangseo, (17) Guro, (18) Geumcheon, (19) Yeongdeungpo, (20) Dongjak, (21)

Gwanak, (22) Seocho, (23) Gangnam, (24) Songpa, and (25) Gangdong
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The evaluation of the level of residential segregation of different educational

groups has long been a major issue for social researchers involved in urban and

regional policies and, to a greater extent, urban studies. Residential segregation has

been extensively studied with various measures in the existing literature (Duncan

and Duncan 1955). Most measures of residential segregation, including aspatial

(Massey and Denton 1988) and spatial (Reardon and O’Sullivan 2004; Reardon

et al. 2008) indexes, are based on the premise that equates proximity with potential

interaction between individuals from different groups. As one of the aspatial

segregation indexes, the index of which is a measure of evenness and is the most

widely used measurement of residential segregation. The dissimilarity index mea-

sures the fraction of the two educational groups that would need to change resi-

dence for each neighborhood to have the same fraction of the group as the overall

metropolitan area (Duncan and Duncan 1955; Cutler et al. 1999). This index

permits the comparison of two educational groups’ spatial distributions across the
spatial units of a metropolitan area (Apparicio et al. 2013). The dissimilarity index

is defined as

D ¼ 1

2

Xn
i¼1

xi
X
� yi

Y

��� ��� ð1Þ

where xi and yi are the numbers of individuals in a specific educational group in

neighborhood i and X and Y are the total number of individuals in a specific

educational group in the metropolitan area as a whole. According to Massey and

Denton (1988), evenness is maximized and segregation is minimized when all

geographic units have the same relative number of minority and majority members

as the city as a whole and vice versa. This index varies between 0 (no segregation)

and 1 (perfect segregation).

However, D has severe limitations in reflecting the spatial dimension of resi-

dential segregation. A major problem with the formulation of D is that it treats

enumeration unit boundaries as actual boundaries separating people across units

and thus considers these boundaries as inhibiting interaction or mixing among

groups (Wong 2005). Thus, by adjusting the index of dissimilarity, we try to capture

the interaction information indirectly by using the concept of composite population

counts, which treat different population groups in neighboring areas as if they are in

the same area (Wong 2005). The composite population count of the specific

educational group in geographic unit i is defined as

c xi ¼
Xn
j¼1

d xj
� � ð2Þ

where xj is the specific educational group population count in geographic unit j, d(�)
is a function defining the neighborhood of i, and j can be the same as i. c_xi is the
composite-specific educational group population count of xi in geographic unit i.
Similarly, we can define c_yi, the composite population count of another
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educational group in geographic unit i, in the same manner as in Eq. (2). The

traditional approach to specifying the function of neighborhood relies on the spatial

arrangement of the geographic units, designing geographic units as neighbors when

they share a common border. For example, d(xj) has a value of 1 if geographic units
i and j share a common border, and 0 otherwise. These composite counts involve

populations in the neighboring unit i such that people in different educational

groups within the neighborhood of i can interact as if they are in the same

geographic unit i. Based on these composite population counts, the index of

generalized spatial segregation GD as a spatial segregation index, proposed by

Wong (2005), can be defined as

GD ¼ 1

2

Xn
i¼1

c xiXn

i¼1
c xi

� c yiXn

i¼1
c yi

�����
����� ð3Þ

where the denominators are the total composite population counts of two different

educational groups for the metropolitan area. The GD index is bounded between

0 and 1, indicating no spatial segregation and perfect spatial segregation, respec-

tively. By using this index, we can account for the potential spatial interaction

between educational groups among neighboring units.

Although the dissimilarity indexes (D) are most widely used in the segregation

literature, it is limited to the traditional dual-group context because it calculates

segregation for only two groups at a time (e.g., Duncan and Duncan 1955; James

and Taeuber 1985; Massey and Denton 1988; Massey and Denton 1993). In

addition to looking at the segregation of each educational group separately, this

study also examines educational segregation in the multigroup context by using the

information theory index because the information theory index can measure the

spatial distribution of multiple groups simultaneously. Compared to the dissimilar-

ity index, the information theory index can also be decomposed into its components

(Hårsman and Quigley 1995; Reardon and Firebaugh 2002). For these reasons, we

use the information theory index for this study. Theil’s information theory index is

the weighted average deviation of each neighborhood’s entropy from that of the

metropolitan-wide diversity, expressed as a fraction of the metropolitan area’s total
entropy:

H ¼
Xn
i¼1

ti E� Eið Þ
ET

ð4Þ

where ti represents the total population aged 25 years and above in neighborhood

i and T is the metropolitan area population aged 25 years and above. E and Ei refer

to metropolitan area entropy and neighborhood i’s entropy, respectively. Metropol-

itan area entropy is calculated as E ¼
X

πr ln 1=πrð Þ, where πr refers to the

proportion of a particular educational group in the whole metropolitan area
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population. A neighborhood within the metropolitan area would analogously have

its entropy score defined as Ei ¼
X

πriln 1=πrið Þ, where πri refers to the proportion

of a particular educational group in the population of neighborhood i. Using the

information theory index, we measure how evenly educational groups are distrib-

uted across neighborhoods within the metropolitan area and can decompose it into

its components. The information theory index ranges from 0 (when each neighbor-

hood has the same educational diversity as the entire metropolitan area) to 1 (when

each neighborhood contains members of only a single educational group).

Although the dissimilarity index and the information theory index show the

extent to which educational groups are evenly distributed across neighborhoods in

the metropolitan area, they provide no spatial information on the geography of

educational segregation in the metropolitan area, masking considerable underlying

spatial complexity. There is a rising need to explore the spatial correlation between

educational groups and the patterns of residential clustering in the metropolitan area

over time to broaden our understanding of the spatial structures of educational

segregation. In this context, the current study applies the methods of exploratory

spatial data analysis (ESDA) to investigate whether the concentration of a specific

educational group in a neighborhood is spatially correlated with the concentration

of the same educational group in the neighboring areas and to further examine

whether spatial clusters of a specific educational group can be isolated across

neighborhoods in the metropolitan area. This study first considers a global measure

of spatial autocorrelation, which is typically based on Moran’s I statistic (Cliff and
Ord 1981; Upton and Fingleton 1985). Moran’s I statistic is the most commonly

used method of spatial autocorrelation and is defined as follows:

I ¼ n

s0

� �Xn

i¼1

Xn

j¼1
wijzizjXn

i¼1
zi2

ð5Þ

where zi and zj are the deviation of an attribute for the geographic unit i and unit

j from its mean ( xi � X ), respectively, wij is the spatial weight between the

geographic units i and j, and n is equal to the total number of geographic units.

The element of spatial weight wij is 1 if the geographic units i and j have a common

border, and 0 otherwise, and s0 is a normalizing factor that is equal to the sum of the

elements of the weight matrix (i.e., s0 ¼
PP

wij) (Anselin 1995). Moran’s
I statistic varies from -1 to 1, indicating negative spatial autocorrelation and

positive spatial autocorrelation, respectively. If Moran’s I statistic has a positive

value, then similar values are more likely to cluster themselves, and vice versa.

Moran’s I statistic provides insight into the degree of spatial clustering. How-

ever, it does not fully identify the local structure of spatial autocorrelation because

it is a measure of a global statistic that is calculated as the sum of values for an

entire study area. Thus, we focus on a local indicator of spatial autocorrelation

(LISA), the local version of Moran’s I statistic, to identify local spatial clusters (i.e.,
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hot spots of human capital) in the metropolitan area. The local Moran’s Ii statistic
for each neighborhood i can be defined by the following formula:

Ii ¼ zi
Xn
j¼1

wijzj ð6Þ

where zi and zj are the deviation of an attribute for the geographic units i and j from

its mean (xi � X ), respectively. wij is the spatial weight between the geographic

units i and j. The element of spatial weight wij is 1 if the geographic units i and
j have a common border, and 0 otherwise. n is equal to the total number of

geographic units, and the summation over j is such that only neighboring values

of j are included. A positive Ii value, which is known as spatial clustering of similar

values, indicates that similar values are spatially clustered, whereas a negative Ii
value indicates that the geographic unit is surrounded by its neighboring areas with

dissimilar values, that is, there is spatial clustering of dissimilar values (Anselin

1995).

The local Moran’s I statistic can be visualized in the form of a LISA cluster map.

A LISA cluster map is classified into four types of local spatial association between

the geographical area and its neighbors: (1) HH, high-high association (high values

surrounded by high values); (2) LL, low-low association (low values surrounded by

low values); (3) HL, high-low association (high values surrounded by low values);

and (4) LH, low-high association (low values surrounded by high values). The HH

and LL associations refer to a positive spatial autocorrelation, and the HL and LH

associations indicate a negative spatial autocorrelation. Our study uses a LISA

cluster map to show the changes in spatial clustering patterns in Seoul during

2000–2010.

4 Empirical Findings

Table 1 provides some basic statistics for educational attainment in the Seoul

metropolitan area over the 2000–2010 period. As shown in Table 1, the total

population aged 25 years and above increased from 2000 to 2010. During the

study period, while the number and proportion of individuals with less than a

college education steadily decreased, the number of college-educated individuals

and the proportion of college-educated individuals in the population aged 25 years

and above increased significantly. Table 2 presents both the dissimilarity indexes

(D) and the generalized dissimilarity index (GD) for all pairs of educational groups
in the metropolitan area from 2000 to 2010. The dissimilarity indexes for all pairs of

educational groups measure the degree of evenness of distribution for the all pairs

of educational groups in the metropolitan area over the 2000–2010 period.

The dissimilarity indexes for all pairs of educational groups as shown in Table 2

reveal that segregation is highest for the group of more than college vis-�a-vis that of
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less than high school, followed by the group of more than college vis-�a-vis that of
high school graduates and the group of college graduates vis-�a-vis that of less than
high school. Compared to this result, the lowest dissimilarity index score, which

indicates a relatively even distribution, is for the group of less than high school

vis-�a-vis that of high school graduates. As the dissimilarity index increases, the

degree of segregation increases. Thus, the findings reveal that the degree of

segregation is highest for the group of more than college vis-�a-vis that of less

than high school (0.433 in 2000, 0.421 in 2005, and 0.417 in 2010) and is lowest for

the group of high school graduates vis-�a-vis that of less than high school (0.104 in

2000, 0.094 in 2005, and 0.094 in 2010) in the metropolitan area for the entire

period.

However, people in neighboring geographic units can interact and are not

perfectly segregated by administrative boundaries if there are no effective physical

or administrative barriers stopping people from interacting. To capture the potential

spatial interaction between educational groups among geographic units explicitly

and the spatial dimension of segregation effectively, we use another index, the GD,
which adjusts the level of D by using the concept of composite population counts

(Wong 2005). As shown in Table 2, the values of GD are lower than the dissim-

ilarity index, which refers to the aspatial D. This is because the potential interaction
between the two educational groups is accounted for by GD. Moreover, similar to

the results for D, the values of GD also show that the degree of segregation is

Table 1 Basic educational attainment statistics in Seoul, 2000–2010

2000 2005 2010

Less than high school 1,638,880 (26.1) 1,421,961 (21.4) 1,346,647 (19.4)

High school graduate 2,576,291 (40.9) 2,511,960 (37.8) 2,416,483 (34.7)

College graduate 1,862,149 (29.6) 2,414,289 (36.3) 2,744,879 (39.5)

More than college 214,051 (3.4) 305,922 (4.5) 448,907 (6.4)

Total 6,291,371 (100.0) 6,654,132 (100.0) 6,956,916 (100.0)

Note: Percentages are in parentheses

Table 2 Summary of dissimilarity indexes and generalized dissimilarity indexes, 2000–2010

(a) Dissimilarity indexes (D)

2000 2005 2010

HS CG >CG HS CG >CG HS CG >CG

<HS 0.104 0.278 0.433 0.094 0.260 0.421 0.094 0.258 0.417

HS 0.201 0.371 0.190 0.367 0.185 0.360

CG 0.189 0.200 0.199

(b) Generalized dissimilarity index (GD)

2000 2005 2010

HS CG >CG HS CG >CG HS CG >CG

<HS 0.079 0.217 0.341 0.067 0.204 0.342 0.060 0.175 0.299

HS 0.157 0.291 0.154 0.298 0.125 0.258

CG 0.147 0.157 0.144

Note: <HS less than high school, HS high school graduate, CG college graduate, >CG more than

college
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highest for the group of more than college vis-�a-vis that of less than high school

(0.341 in 2000, 0.342 in 2005, and 0.299 in 2010). The results also show that the

degree of segregation is lowest for the group of high school graduates vis-�a-vis that
of less than high school (0.079 in 2000, 0.067 in 2005, and 0.060 in 2010) in the

metropolitan area for the entire period.

Table 3 includes the results for the diversity and multigroup segregation mea-

sures. The diversity and multigroup segregation measures show that diversity

increased over the period by 0.038 and the degree of segregation remained the

same or changed slightly. When decomposing the multigroup segregation index

into the component groups, we find that segregation is greatest for the group of

more than college over the period. That is, when looking at the segregation of

people of each educational group vis-�a-vis the rest of the population, segregation is
highest for the most educated group. In contrast, the group of high school graduates

was less segregated than other educational groups. Moreover, the groups of less

than high school, high school, and more than college are more unevenly distributed

across neighborhoods in the metropolitan area in 2010 than in 2000. The results

reveal that overall increases in segregation over the period are mainly due to

increases in segregation of the group of more than college, the group of high school,

and the group of less than high school, while the degree of segregation in the group

of college educated decreased.

Table 4 presents the results of the segregation decomposition into the 25 com-

ponent districts of Seoul. As shown in Table 4, the values of information theory

index remained the same or changed slightly for nearly all of the districts in the

metropolitan area. These results reveal that overall educational segregation in the

metropolitan area remained the same or changed marginally over the 2000–2010

period. By decomposing the information theory index of Seoul into the 25 compo-

nent districts, we find that educational segregation is greatest for Yangcheon over

the period under consideration, followed by Jongno and Yongsan in 2000,

Yeongdeungpo and Jongno in 2005, and Songpa and Yeongdeungpo in 2010.

Among the top ten districts along with educational segregation in 2010, Songpa,

Gangnam, and Guro have experienced upward movement, while Yangcheon,

Jongno, Yongsan, Gangdong, and Seocho experienced downward movement over

the period. The Spearman’s rank-order correlation coefficient, rs¼ 0.933, of

Table 3 Entropy and Theil’s information theory indexes, 2000–2010

2000 2005 2010

Entropy diversity score 1.191 1.207 1.229

Multigroup information theory index 0.021 0.021 0.022

<HS information theory index 0.023 0.022 0.027

HS information theory index 0.006 0.010 0.012

CG information theory index 0.026 0.020 0.016

>CG information theory index 0.045 0.045 0.047

Note: <HS less than high school, HS high school graduate, CG college graduate, >CG more than

college
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educational segregation between 2000 and 2010 suggests a very high stability over

time in the hierarchy of educational segregation among all districts in the metro-

politan area. On the other hand, it is still worth paying attention to several upward

and downward movements among the districts. In line with the results, this analysis

casts new light on the changing geographical patterns of segregation of educational

attainment among the districts within the metropolitan area during 2000–2010.

To gain a deeper understanding of the changes in the spatial geography of

educational segregation in the Seoul metropolitan area over time, we examine

whether the clustering of highly educated and less-educated individuals in a

geographic area was spatially correlated with that of the same educational group

in neighboring areas. Table 5 provides information on Moran’s I statistics and

spatial clustering patterns of educational attainment by district over the 2000–2010

period. Moran’s I statistic is calculated to explore the residential patterns of

segregation and spatial clustering for each educational group in the Seoul metro-

politan area during the 2000–2010 period. Moran’s I statistic for all educational

groups in the metropolitan area as a whole increased during 2000–2005, while

Table 4 Decomposition of Theil’s information theory index, 2000–2010

2000 2005 2010

Seoul 0.021 0.021 0.022

Yangcheon 0.062 (1) 0.060 (1) 0.057 (1)

Jongno 0.047 (2) 0.044 (3) 0.043 (4)

Yongsan 0.047 (3) 0.043 (4) 0.039 (6)

Songpa 0.044 (4) 0.042 (5) 0.046 (2)

Yeongdeungpo 0.044 (5) 0.045 (2) 0.044 (3)

Gangdong 0.035 (6) 0.028 (9) 0.020 (10)

Seocho 0.033 (7) 0.031 (8) 0.026 (8)

Gwangjin 0.032 (8) 0.033 (7) 0.031 (7)

Gangnam 0.030 (9) 0.039 (6) 0.041 (5)

Dobong 0.029 (10) 0.022 (10) 0.019 (11)

Nowon 0.023 (11) 0.019 (14) 0.017 (14)

Jung 0.021 (12) 0.021 (12) 0.015 (15)

Gwanak 0.021 (13) 0.021 (13) 0.018 (12)

Guro 0.019 (14) 0.022 (11) 0.022 (9)

Mapo 0.018 (15) 0.012 (18) 0.011 (18)

Seongbuk 0.018 (16) 0.016 (16) 0.018 (13)

Seongdong 0.016 (17) 0.019 (15) 0.015 (16)

Gangbuk 0.012 (18) 0.007 (24) 0.010 (19)

Gangseo 0.011 (19) 0.014 (17) 0.014 (17)

Seodaemun 0.011 (20) 0.011 (19) 0.010 (21)

Dongdaemun 0.009 (21) 0.008 (23) 0.007 (25)

Jungnang 0.009 (22) 0.010 (20) 0.008 (23)

Eunpyeong 0.008 (23) 0.005 (25) 0.009 (22)

Dongjak 0.007 (24) 0.008 (22) 0.009 (24)

Geumcheon 0.007 (25) 0.010 (21) 0.010 (20)
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Moran’s I statistic for all educational groups in the metropolitan area decreased

during 2005–2010. As seen in Table 5, the residential pattern of segregation for

each educational group in the metropolitan area as a whole is spatially clustered and

tends to be more clustered during 2000–2005. On the other hand, the residential

pattern of segregation for each educational group tends to be less clustered during

2005–2010.

Another interesting finding is the trend in spatial clustering of human capital

over the 2000–2010 period as suggested by the LISA cluster map. We compute the

local Moran’s Ii statistic for each neighborhood to determine the local spatial

clusters of a specific educational group across neighborhoods and visualize it in

the form of a LISA cluster map. A positive local Moran’s Ii statistic value refers to
spatial clustering of similar values, whereas a negative value indicates spatial

clustering of dissimilar values between areas. As previously mentioned, significant

HH quadrants or LL quadrants indicate a local spatial cluster. Figure 2 shows that

the significant HH neighborhoods for the highly educated groups are located in

southern areas, such as the Seocho, Gangnam, and Songpa districts, whereas the

significant LL neighborhoods are located in the midwestern portion of the metro-

politan area, such as the Jung, Dongdaemun, Jungnang, and Gangbuk districts. For

the highly educated groups, Mokdong located in the Yangcheon district, which is

one of the significant HH neighborhoods, emerged as a hot spot of human capital

over time.

Compared to these results, the spatial clusters of significant HH for the less-

educated groups are concentrated in the northern area, such as the Jungnang,

Gangbuk, Dobong, and Nowon districts. These clusters are maintained or

reinforced over time. In contrast, the significant LL neighborhoods for the less-

educated groups are spatially clustered in the mid-southern area of Seoul, such as

the Jongno, Yongsan, Seocho, Gangnam, and Songpa districts from 2000 to 2010.

These results for the spatial patterns of educational segregation in the Seoul

metropolitan area show a highly uneven geographical distribution of educational

attainment. Similarly, the highly educated groups tend to be spatially clustered in

certain parts of the southern areas, such as the Seocho and Gangnam districts. In

contrast, the group of less-educated individuals has concentrated in the northern

parts of the Seoul metropolitan area, such as the Dongdaemun, Jungnang, Gangbuk,

Dobong, and Nowon districts during this period. As this spatial trend persisted over

time, the geographical polarization of human capital was markedly fixed, as shown

in Fig. 2.

Based upon these findings, the spatial segregation of human capital seems

systematically linked to other dimensions of socioeconomic isolation and residen-

tial separation, and these patterns of spatial segregation may be associated with

uneven urban development policies for the southern parts of Seoul metropolitan

area, such as the Gangnam, Seocho, and Songpa districts (Lim 2008). This spatial

segregation of human capital is closely associated with the behavioral pattern of the

highly educated. The highly educated individuals tend to be attracted to the most

desirable environments, where affluent social and educational resources tend to

aggregate, especially in the Gangnam, Seocho, and Songpa districts, thereby
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reinforcing the spatial segregation of human capital. This uneven pattern of urban

development and growth is regarded as a major cause of the social stratification and

differentiation of groups in urban spaces and is thus a fundamental contributor to

the segregated landscape (Smith 1991).

5 Conclusions

This study investigates changes in the spatial patterns of educational segregation

across neighborhoods in the Seoul metropolitan area during 2000–2010 and exam-

ines whether each educational group in a neighborhood is spatially correlated with

the same groups or isolated across neighborhoods within the metropolitan area. To

gain a better understanding, we first analyze educational segregation from a neigh-

borhood perspective over the 2000–2010 period. The major finding is that both the

number of college-educated individuals and the proportion of college-educated

individuals in the population aged 25 years and above increased significantly over

time. According to the results of the aspatial dimension of segregation measured

using the dissimilarity index, the generalized dissimilarity index, and the informa-

tion theory index, the degree of segregation is highest for the group of more than

college vis-�a-vis that of less than high school, followed by the group of more than

college vis-�a-vis that of high school graduates. In contrast, the degree of segregation
for the group of less than high school vis-�a-vis that of high school graduates is

lowest.

In addition, we conduct spatial analysis to further examine the spatial distribu-

tion of human capital in the metropolitan area using Moran’s I statistic and a LISA

cluster map. The results of the spatial analysis show a residential pattern with

spatial clustering in certain areas. Another interesting finding is that most of the

HH neighborhoods for the group of highly educated individuals are located in the

southern parts of Seoul, such as the Seocho, Gangnam, Songpa, and Yangcheon

districts during the period. By contrast, the HH neighborhoods for less-educated

groups (i.e., less than high school and high school graduates) tend to be located in

the northern parts of the Seoul metropolitan area, such as the Jungnang, Gangbuk,

Dobong, and Nowon districts.

The results suggest that highly educated or less-educated individuals might have

lived in educationally segregated enclaves and were therefore more exposed to

similarly educated people, as shown by the geographic polarization of educational

landscape in the results. The polarized geography of educational segregation,

creating a deeply divided social world, can cause intergroup disparities across

neighborhoods in a metropolitan area (Galster 1992). Separate informal networks

and formal institutions serving the less-educated community may have fewer

human resources. Thus, they will offer inferior options for the development of

human capital (Lim 2010). Based on the context of human capital, recent studies

pointed out that segregation between the highly educated and the less educated

increased dramatically in the late twentieth century and has had crucial social
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consequences (Orfield and Lee 2005; Domina 2006; O’Nions 2010). Even though

educational segregation is perceived as one of the most serious problems in the

metropolitan area, a number of previous empirical studies on residential segrega-

tion have still focused on racial, ethnic, and income segregation. In this context, our

empirical findings contribute by providing information on residential segregation

according to educational attainment. This can inform future research on mecha-

nisms of residential segregation in terms of educational attainment or human capital

in the context of growing concerns about educational segregation in recent urban

and regional studies. Even though we have not attempted to explain another

dimension of residential segregation, such as income, occupation, and housing,

our findings can contribute toward providing a valuable policy lesson to lessen

uneven patterns in neighborhood and community development.

Moreover, educational segregation may be systematically linked to various

dimensions of residential segregation, especially in terms of the limited access to

the social networks that link individuals to opportunities. In this context, our

discussion of the geography of educational segregation can shed light on the

establishment of comprehensive regional policies to lessen socioeconomic inequal-

ities across neighborhoods and enhance social integration. Particularly, a polarized

educational geography, as discussed in this paper, may contribute to increasingly

uneven patterns in neighborhood and community development. This is because the

spatial dimension of human capital segregation affects individual performance

through the effect of neighborhood externalities. From this perspective, our discus-

sions on the geography of educational segregation should be expanded to form a

more comprehensive approach to understanding inequality in the socioeconomic

status of neighborhoods and thereby enhancing our understanding of neighborhood

residential segregation, its consequences, the behavioral decisions that underpin it,

and the policy options for effectively altering it.
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Labor Market Distortion with Discouraged
Worker Effects in Korea

Jaewon Lim

Abstract This paper examines skill mismatch problems in regional labor markets

due to discouraged worker effects in South Korea. In Seoul metropolitan areas

(SMAs), supply surplus for highly educated workforce among the youth is evident

and causes serious distortion not only in SMA but also in national labor market. On

the contrary, the shortage of low-skilled workers in Korea due to overinvestment in

human capital forces out establishments to other countries with cheaper labor costs.

Proposed regression models in this study specify how the share of discouraged

workers in a regional labor market can be determined by various factors such as

demographic structures, labor market conditions, and migration pattern with

regional and/or temporal fixed effects. The regional-temporal fixed effect model

found to be the most important factor in explaining how these factors determine the

relative stock of discouraged workers in a region. Among the variables describing

regional labor market conditions, only two, labor force participation rate of young

cohort (aged between 15 and 29) and that of highly educated population (college

graduate or higher), directly influenced regional labor market distortion by deter-

mining the regional stock of discouraged workers. With more active participation of

these groups in a labor market, the overall discouraged worker effect in a region

reduces, leading to enhanced labor market efficiency. Migration pattern does not

play any role on regional discouraged workers. This indicates the limited role of

interregional migration on factor price equalization among regional labor markets

in Korea.
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1 Introduction

Unemployment and underemployment among young labor force emerges as one of

the main causes that distorts the overall labor market efficiency in advanced

economies. Among other factors, unstable macroeconomic condition, rapidly

aging population, and skill mismatch problems in labor market directly affect the

unemployment and underemployment of young adult. First, fluctuation in macro-

economic condition, like great recession (2007–2009) in the USA and subsequent

economic downturns among other advanced countries, causes the structural shift in

labor market demand, with relatively inelastic supply of labor with respect to

external economic shock. Moreover, even with rapid economic recovery in recent

years, expanded job opportunities are still limited to and available only for certain

groups of labor force with specific skillsets. Young labor force with the lack of work

experience has mostly suffered from the unemployment during recession and

underemployment during recent recovery. Especially, many young and highly

skilled workers have lost opportunities to enter official labor market as full-time

employees for jobs that require relevant skill level. This forgone opportunity delays

their successful transition to stable labor market status in contrast to underemploy-

ment, unemployment, and, more importantly, forced dropout from labor force

(though this can be counted as voluntary dropouts from labor force due to economic

conditions). However, this can be a temporary distortion in labor market during

recession in a country like the USA with highly mobile young labor force and

regionally diversified labor market conditions. In other words, young and skilled

workforce can and tends to broaden job search nationwide. This process contributes

to factor price equalization in labor market across the USA, resolving labor market

distortion in the long run. In contrast, young and highly mobile workforce of a

country like Republic of Korea (Korea, hereafter), with highly concentrated econ-

omy in its economic heart, Seoul metropolitan area (SMA), tends to stuck, and their

mobility toward factor price equalization is largely limited. Second, aging popula-

tion in many advanced economies translates into (1) delayed retirement and (2) con-

traction in consumption. Hence, even with the smaller share of young labor force, it

is expected to be tougher for them to enter full employment, mainly due to

demographic transition. Compared to the macroeconomic fluctuation, this will

last longer causing chronic distortion in national and local labor markets. Last but

not least, skill mismatch is another factor causing unemployment and underem-

ployment of young labor force. One good example is Korea that suffers from

bipolarized labor market distortion. On the one hand, supply surplus of highly

educated young workforce is mainly concentrated in the SMA of Korea even with

much higher competitions than the rest of Korea (ROK). With limited demand for

highly skilled workforce, a growing portion of highly educated young workforce

voluntarily drops out of labor force. This discouraged worker effect in Korea is

mainly driven by overinvestment in human capital, causing serious distortion in

national and regional labor markets. In addition, the supply shortage of low-skilled

workers in ROK due to voluntary dropouts associated with overinvestment in
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human capital forces out establishments to other countries where they can easily

access more abundant cheaper labor supply. Theoretically, supply shortage of

low-skilled labor force in ROK can be resolved by filtering down process, the

inflow of young highly skilled labor force surplus from SMA to the employment

opportunities in ROK. This process further aggravates labor underutilization but

helps maintain overall efficiency in national labor market. However, in reality this

rarely happens for two reasons: (1) young labor force migration from the ROK to

SMA is very rare, and (2) highly educated young workforce in Korea is very

reluctant to be underemployed. In the long run, the limited filtering down across

regional labor markets in Korea may proliferate discouraged workers, resulting in

overall distortion in labor market. Labor market in the USA is relatively free from

these issues with the diversified regional labor market providing a variety of

destination choices for younger workforce migrants. The skill mismatch problem

caused by overinvestment human capital in Korea significantly distorts labor

market among regions, and it is very challenging to resolve with policy instruments.

This paper examines labor market distortion due to the skill mismatch problems

and limited mobility across 15 regions1 in Korea. A set of proposed panel data

regression models describe how discouraged workers in regional labor markets can

be estimated by regional demographic structure, regional labor market conditions,

and migration efficiency of a region.

The following section summarizes the previous studies on the topics of discour-

aged worker effects and underemployment, human capital investment for regional

economic development, and migration of high-skilled workers. In Sect. 3, data and

analytical approach for empirical model is introduced. Section 4 shares empirical

results and major findings, followed by conclusion and further discussion on policy

implications in Sect. 5.

2 Theoretical Review

2.1 Discouraged Worker Effects and Underemployment

According to the Bureau of Labor Statistics (BLS) in the USA, marginally attached

individuals are not counted as unemployed since they are not part of a labor force

due to inactive job search efforts for the very previous 4-week period prior to

survey. However, they are still available for work and willing to work and have

searched for jobs in the prior 12-month period. Discouraged workers are defined as

a part of those who are marginally attached to labor force. The reason for quitting

1The fifteen regions include seven metropolitan areas, Seoul, Incheon, Busan, Daegu, Gwangju,

Daejeon, and Ulsan, and eight provinces (excluding the seven metropolitan areas). The eight

provinces are Gyeonggi, Gangwon, Chungbuk, Chungnam, Jeonbuk, Jeonnam, Gyeongbuk, and

Gyeongnam.
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job search distinguishes discouraged worker from all the other types of marginally

attached individuals. Discouraged workers believe either there are no jobs available

for them or they would not qualify for none of the available jobs. Among other

types of marginally attached workers, part-time workers for economic reasons serve

as a major source for labor underutilization. BLS releases annualized alternative

measures of labor underutilization among US states taking into account the pres-

ence of marginally attached workers. Specifically, three alternative measures (U-4,

U-5, and U-6) are more inclusive and serve as comprehensive measures for labor

underutilization (Haugen 2009). In contrast to the official unemployment rate

measure (U-32), these three alternative measures count the following two groups,

(a) the part-time workers for economic reasons and (b) those who quit job searching

within the last 4 weeks because they believe either there are no jobs available for

them or they would not qualify for none of the available jobs, as part of unemployed

labor force. During the recent recession, diminishing labor market efficiency

captured by the outward shift of Beveridge curve3 one occurred over a short period

(less than 1 year), as compared to the roughly 8 years it took for the Beveridge curve

to shift out in the recession of the 1970s (Ghayad and Dickens 2012). Among

others, Kroft et al. (2014) found that the increasing long-term unemployment

during the most recent recession was causing labor market inefficiencies associated

with the negative duration dependence in the job-finding rate. With empirical

evidence, David et al. (2015) showed that additional months out of the labor

force have a negative effect on the probability of transition into employment.

Their empirical work proved how the delayed processing time for Social Security

Disability Insurance (SSDI) affected the employment and earnings of SSDI appli-

cants in subsequent years. Earlier studies by Okun et al. (1973) and Blanchard and

Diamond (1994) formulated the models of queuing and ranking to explain negative

duration in the job-finding rate for nonparticipants in the labor force. These models

put marginally attached workers at the end of the queue for job-finding activities.

More recently, Barr and Turner (2013) found that some adult workers returned to

school and/or job training in part attributed to the negative duration dependence in

job-finding rate for nonparticipants. For any reason, lower-than-expected

job-finding rate of nonparticipants during and in the aftermath of great recession

is known to be the primary source of increasing long-term unemployment. Elsby

et al. (2013) noted that the variation in labor force participation represents one-third

of the cyclical variation in the unemployment rate. Hence, ignoring the fluctuation

in labor force participation leads to substantial underestimates of the overall

unemployment rate during the great recession. As a consequence, flows between

“unemployed” (U) and “not-in-labor force” (NILF) provide the basis for

2Official unemployment rate (U-3) is defined as a ratio of the number of unemployed to the total

labor force, where the total labor force is composed of unemployed and employed.
3Beveridge curves describe the negative relation between unemployment rates and job vacancy

rates in labor markets. Outward shift of Beveridge curve indicates increasing inefficiency due to

potential mismatch between those unemployed and job openings.
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understanding long-term unemployment and the movement of labor market effi-

ciency indices. Coibion and Gorodnichenko (2013) summarized the factors raising

persistency in unemployment during the recession periods in the USA, including

rising cyclicality in long-term unemployment, rising cyclicality in disability claims,

missing disinflation, and lower regional convergence after the downturn. Among

these four factors, lower regional convergence draws special attention since this

may presage a diversified recovery path by region with the emerging importance of

labor force participation in the aftermath of great recession. Regional diversity in

labor market conditions, considering the potential role of rising long-term unem-

ployment, can be analyzed from both the demand and supply sides. Some regions

may suffer from the prolonged shortage of labor demand, while other regions may

have much quicker increases in labor demand. One of the frequently found supply-

side issues is the negative duration dependence in the transition from the unem-

ployed to the employed. Populations classified as NILF (including all marginally

attached workers) are another source for supply-side problems since this population

may further slow down the recovery due to the higher negative dependence with a

longer period of unemployment. The issue here is that the distinction between

“unemployed” and “not-in-labor force” is not always clear.

Much economic analysis is based on the “unemployed” (U) versus “not-in-labor

force” (NILF) distinction, with those classified as U often modeled as being

engaged in optimal search behavior and those classified as NILF as being engaged

in household production. Most models of labor market behavior treat those classi-

fied as U as being willing to work at the market wage (and thus at an interior

solution in terms of desired hours of work), while those classified as NILF are

modeled as being at a corner solution, thus requiring a higher offered wage to entice

them into the labor market. Finegan (1978) and Sorrentino (1995) attempted to

solve the issues on how to treat the non-searching unemployed for labor statistics at

national level. Regarding labor supply estimates in the USA, Finegan (1978) points

out the potential problems with a job-seeking test due to the discouraged workers

causing losses for society and for themselves. Much research verified the potential

distortion of labor statistics due to the discouraged worker effect, represented by the

decreasing number of unemployed actively searching jobs facing adverse economic

conditions (Blundell and Bond 1998; Tachibanaki and Sakurai 1991; Kuch and

Sharur 1978; Ondeck 1978). Previous empirical studies tested the vague distinction

between U and NILF focusing on job-searching behaviors (Clark et al. 1979; Flinn

and Heckman 1983; G€onül 1992; Jones and Riddell 1999) with the comparison of

the two groups’ transition probabilities from the unemployed to the employed.

Within advanced economies in Europe and North America, there is significant

empirical evidence about the presence of spatial differentials in unemployment

rates (see, for example, López‐Bazo et al. 2002). Elhorst (2000) recommends

analyzing unemployment and labor underutilization in a regional context for the

following reasons: the varying regional differences within countries, the lack of

theory for the existing regional disparities in macroeconomics, and the inefficiency

caused by regional unemployment disparities. Most of the empirical studies in

Korea mainly focus on the nationwide temporal transition, rather than on the spatial
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aspects of labor market conditions. However, both supply- and demand-side con-

ditions vary by subnational regions depending on the regional economic structure

and the regional efforts to improve labor market conditions. Regional labor market

conditions can be more accurately described by considering labor underutilization

caused by discouraged workers due to economic conditions. Since young workforce

even with a higher level of human capital suffers from a higher barrier to entry for

labor market, it is critical to understand how the regional distribution of young

and/or highly educated workforce contributes to the accumulation of discouraged

workers among Korean regions.

2.2 Human Capital Investment for Regional Economic
Development

Endogenous growth models attribute long-run economic growth to the accumula-

tion of knowledge and of human capital (see Romer 1989; Lucas 1988). Bal and

Nijkamp (1997) describe human capital investment as endogenous driving force

further extending neoclassical Solow-Swan model to new growth theory. Endoge-

nous technological change can be initiated and advanced by both public and private

investment for human capital and R&D activates (Nijkamp and Poot 1998). Factor

mobility in an advanced and open economy plays a critical role for technological

advancement through spatial interaction. Other forms of spatial interaction include

knowledge diffusion and trade. Factor mobility foresees factor price equalization

through the flow of human capital from a region with surplus (at a lower price) to a

region with shortage (at a higher price). Instead, the exact reverse flow, brain drain,

is more evident in reality at international setting (Lucas 1988). Even at the

subnational level, “cumulative causation” is more evident rather than regional

convergence (Van Dijk et al. 1989). This is largely due to asymmetric information,

imperfect labor markets, and adjustment cost associated with migration (Barro and

Sala-i-Martin 1995; Gordon and Bovenberg 1996). Reallocation of human capital

and accompanying diffusion of knowledge is a critical factor for economic growth

of a region that may reduce regional disparities. However, certain regions are not

prepared to adopt diffused knowledge including human capital mainly due to a

local condition (Nijkamp and Poot 1998). Consequently, relevant policy instru-

ments for regional knowledge accumulation may greatly vary depending on local

conditions. Public investment cannot solely deal with regional knowledge accumu-

lation; rather it should be combined with private investments focusing on region-

specific attribute of technology and innovation structure. Cross-national compari-

son by Kubo and Kim (1996) clearly identified a robust complementary association

between human capital accumulation and technology adoption and in their case

study for Korea and Japan.
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2.3 Migration of High-Skilled Workers

Empirical studies on migration and education indicate that highly educated are the

most mobile among the US population and they are less reluctant to migrate

repeatedly and willing to move long distances (Basker 2002; Kodrzycki 2001).

Mobility of highly educated may create a concentration of human capital in certain

regions attracting more human capital, and this serves as a driving force for regional

economic growth (Mathur 1999). Waldorf (2009) found that the highly educated

tend to locate in large-scale metropolitan areas forming agglomeration economies

(Waldorf 2009). Others pointed out that the abundant managerial and professional

jobs worked as pulling factors for the highly educated (Costa and Kahn 2000;

Schachter et al. 2003). Among many potential pulling factors, regional human

capital stock pulls highly educated migrants and discouraged out-migrants of the

highly educated (Gottlieb and Joseph 2006). As a consequence, metropolitan areas

which fail to accumulate the critical mass of highly educated are more likely to fall

behind in knowledge-based economy (Waldorf 2009). As Kaldor (1970) discussed,

cumulative causation in regional economic growth strengthens the reinforcing

linkages between specialization and competitive advantage at regional scale.

Regional disparity further aggravates due to the spatial concentration of highly

educated workforce. Waldorf (2009) analyzed the stock-flow relationships of the

highly educated utilizing a series of regression models that control for the degree of

rurality, spatial (geographical) trends, and other sociodemographic characteristics.

The empirical results confirm that the migration pattern of highly educated popu-

lation aggravates disparities among the regions with different levels of human

capital endowment, leading to “divergence of human capital levels” across space

as defined by Berry and Glaeser (2005). Earlier migration literature indicates that

highly educated and specialized human capital tends to migrate longer distance to

exploit larger financial rewards in a more spatially extensive labor market (Sjaastad

1962; Schwartz 1973; Greenwood 1975). This finding reveals that regional devel-

opment policies with human capital investment without the proper local employ-

ment opportunities retain highly educated human capital in the region. Faggian

et al. (2006, 2007) classified the sequential migration of higher education institution

(HEI) graduates into five types, namely, repeat migrants, return migrants, late

migrants, university stayers, and nonmigrants. Two major findings from their

proposed model indicate that, first, university graduates are highly mobile and

most students do not enter employment in the same area and, second, knowledge

spillover effects of universities are very limited and largely determined by the

strength of local economy as a whole, rather than by the quality of university.

3 Data and Model Specification

This paper specifies estimation models for discouraged worker effects among

15 Korean regional labor markets using annual labor market data from 2003 to

2014. Subnational regions for this study include seven metropolitan areas and eight
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provinces (see Fig. 1). Data source for labor statistics is the Korean Ministry of
Employment and Labor (MOEL)4, and it produces four major types of survey data:

(1) Labor Force Survey at Establishments, (2) Labor Cost of Enterprise Survey,

(3) Labor Demand Survey, and (4) Survey on Labor Conditions by Type of

Employment.

Variables for model specification are collected under panel data structure at the

regional level for a 15-year period (2003–2014) on annual basis. All the variables

fall into one of the following three categories: (1) demographic structure (age and

education attainment), (2) labor market conditions by age and education attainment

(reasons for NILF, labor force participation, unemployment rate, job openings, and

job seekers), and (3) migration efficiency (region-specific migration efficiency).

Descriptive statistics of variables is outlined in Table 1.

Under panel data structure, there are a total of 180 observations over a 12-year

period for 15 regions. For model specification, this paper specifies four types of

linear regression models for panel data: pooled OLS model, two fixed effect

models, and random effect model, as shown in Eqs. (1), (2), (3), and (4),

respectively.

• Pooled OLS Regression

yit ¼ x0itβ þ εit ð1Þ

where

y¼ share of not-in-labor force (NILF) population for economic reasons out of the

total population aged 15 years or older

x¼ set of explanatory variables (described in Table 1)

β¼ estimated coefficients for explanatory variables

aNewly created metropolitan area, Sejong city (17) and Jeju Province
(not shown on map) are omitted due to the lack of data for analysis.

Region 
ID Type Name Region 

ID Type Name

1 Metro Seoul 8 Province Gyeonggi

2 Metro Busan 9 Province Gangwon

3 Metro Daegu 10 Province Chungbuk

4 Metro Incheon 11 Province Chungnam

5 Metro Gwangju 12 Province Jeonbuk

6 Metro Daejeon 13 Province Jeonnam

7 Metro Ulsan 14 Province Gyungbuk

15 Province Gyungnam

Fig. 1 15 subnational regionsa in Korea

4For more detail on the Korean labor statistics, visit the following link, http://laborstat.moel.go.kr/
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i¼ subnational study region in Korea (i¼ 1, 2,. . ., 15)
t¼ year for study period (t¼ 2003, 2004,. . ., 2014)
εit¼ error term

• Regional Fixed Effect Model

yit ¼ x0itβ þ αi þ εit ð2Þ

where

αi¼ regional fixed effect term (region-specific constant term)

All other terms are the same as in Eq. (1)

• Regional-Temporal Fixed Effect Model

yit ¼ x0itβ þ αi þ γt þ εit ð3Þ

where

γt¼ temporal fixed effect term (time-specific constant term)

All other terms are the same as in Eqs. (1) and (2)

• Random Effect Model

yit ¼ x0itβ þ α þ ui þ εit ð4Þ

where

ui¼ region-specific random element

All other terms are the same as in Eqs. (1), (2), and (3)

Proposed models are designed to estimate the share of “NILF” due to economic

conditions out of the total population aged 15 and over. This group of population

would have attached to labor force unless there is no negative economic condition.

Though classified as marginally attached workers, this group of NILF population

does not fall into labor force or unemployed. For this reason, official unemployment

rate5 tends to underestimate labor underutilization in Korea. This is also a well-

known issue in labor statistics in many countries including the USA; however,

specific reasons for voluntary dropouts from labor force are usually aggregated.

From the Korean labor statistics, reasons for not participating labor force among

population aged 15 and over are summarized in six categories: child care, home-

maker, studying, retired, sick, or other reason. The last category, “other reason,”

includes the population who are out of labor force due to economic condition. The

time series data is available at national level. But at regional level, the “other

5Official unemployment rate in Korea is the share of unemployed out of the total labor force,

which is composed of employed and unemployed. Those who voluntarily drop from labor force

due to economic condition are not taken into account.
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reason” is aggregated with “retired” and “sick” categories. For this reason, it was

required to decompose under the following two assumptions. First, the share of

“retired” in a region is proportional to the share of population 65 years and older.

Second, the share of “sick” in a region follows the same share at national level. So,

the dependent variable in this study represents the share of discouraged workers

(currently not-in-labor force) due to economic condition among population 15 years

and older.

To estimate the regionally varying discouraged worker effects, the proposed

models employ a set of explanatory variables on regional demographic structure

(the share of young age cohorts and share of highly educated population), another

set of variables on labor market conditions (job opening to job seeker ratio, labor

force participation rate, and unemployment rate of the young age cohort and/or of

the highly educated), and, finally, a variable showing regional migration (migration

efficiency rate of a region).

4 Estimation Results

Estimation results are summarized for four model specifications in Table 2. Depen-

dent variable is “SH_NILF_EF_POP” (the share of NILF for economic reason of

the total population aged 15–64), and this is observed among 15 subnational Korean

regions from 2003 to 2014, annually. Among the four models, regional-temporal

fixed effect model (3) is the best fit under panel structure. Model (3) considers both

regional and temporal fixed effects for panel data.

A series of test statistics to identify the best-fit model is performed among the

four models. The test statistics results are summarized in Table 3. The first three

tests are designed to compare models (1), (2), and (4), and the results indicate that

fixed effect model (2) is superior to random effect model (4). Compared to pooled

OLS model (1), F-test supports fixed effect model (2) with significant individual

effect from subnational regions in Korea. Consequently, fixed effect model (2) with

regional fixed effect is the best model specification among the three models. For the

following three test statistics listed in Table 3, another fixed effect model (3) with

two fixed effects, namely, regional and temporal, is tested against all three other

models. Hausman tests support for both fixed effect models, (2) and (3), against

random effect model, (4). Finally, two fixed effect models are compared against

using F-test statistics for individual (regional) effects. Test result supports model

(3) (regional-temporal fixed effect model) against model (2) (regional fixed effect

model). Adjusted R-square of fixed effect model significantly improves from model

(2) at 0.4311 to model (3) at 0.6647.

All the coefficients for regional fixed effects are statistically significant as

summarized in Table 4 for two fixed effect models (2) and (3). Additionally,

regional fixed coefficients of the subnational regions are compared to that of

Seoul, and this can be found in the column with heading, “compared to Seoul.”

Interestingly, when temporal fixed effect is not considered (model (2)), all
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14 regions show lower coefficient (impacts) on the “share of not-in-labor force

population for economic reasons” than that for Seoul; however, taking into account

both regional and temporal fixed effects in model (3), only seven regions read lower

coefficient (impacts) compared to Seoul. This indicates that all other variables

being constant, these seven regions have lower share of NILF for economic reasons

out of the total population aged between 15 and 64 due to the regional fixed effects.

Among six metro areas (MAs) other than Seoul, three MAs, Incheon, Daejeon, and

Ulsan, have lower impact, whereas four of eight provinces show lower impact and

these are Chungnam, Jeonbuk, Jeonnam, and Gyeongbuk provinces. The biggest

gap compared to Seoul was found in Chungnam province, followed by Daejeon

metro area. These two regions are the direct beneficiaries from the relocation of

executive branch of the Korean government to Sejong city since the Korean

government first announced its plan for relocation in 2002. The actual relocation

has started since 2012, to Sejong city, next to Daejeon MA, the state capital of

Chungnam province.

For the best-fit model (3), additional tests to check the validity of linear model

have been made and the results are in Table 5. First, cross-sectional dependence in

panel data has been tested using Breusch-Pagan LM test of independence. Null

hypothesis of no cross-sectional dependence cannot be rejected for the regional-

temporal fixed effect model. Secondly, serial correlation in idiosyncratic errors is

tested with Breusch-Godfrey/Wooldridge test and serial correlation is evident.

Thirdly, Breusch-Pagan test checks homoscedasticity and indicates the presence

of heteroskedasticity.

In order to control the identified serial correlation and heteroskedasticity, Sand-

wich estimator, a robust covariance matrix estimation method, is employed. More

Table 3 Test statistics

Test Pooled
(1) vs.
Random
(4)

Fixed
(region)
(2) vs.
Poole (1)

Fixed
(region)
(2) vs. Ran-
dom (4)

Fixed
(region)
(3) vs. Ran-
dom (1)

Fixed
(region)
(3) vs. Ran-
dom (4)

Fixed
(region)
(3) vs.
Random
(2)

LM Test
(Breusch-
Pagan)

F-test Hausman-
Test

F-test Hausman
Test

F-test

F 14.553 30.922 23.169

Chi-2 103.490 17.571 52.101

df 1 7 7

df1 14 25 11

df2 158 147 147

p-value < 2.22e-

16***

< 2.22e-

16***

0.000263*** < 2.22e-

16***

5.578e-

09***

< 2.22e-

16***

Support Random
(4)

Fixed (2) Fixed (2) Fixed
(region-
time) (3)

Fixed
(region-
time) (3)

Fixed
(region-
time) (3)
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specifically, Arellano estimator, a heteroskedasticity-consistent covariance estima-

tor, can be used to control serial correlation for fixed effect model. The t-test

statistics using Arellano estimator still estimates same coefficients, but the t values

are different from original coefficients (Table 6).

All the significant coefficients from original model specification are still signif-

icant even when using Arellano estimator. Test statistics shown in Table 2 for

model (3), regional-temporal fixed model, report the heteroskedasticity-consistent

coefficients (from Arellano estimator).

The largest effect on regional discouraged worker effect (dependent variable) is

from regional demographic structure measured by age (SH_POP1529) with statis-

tically significant coefficient of 0.1136. A higher share of young working popula-

tion in a region leads to a higher discouraged effect in the region. In other words,

Table 4 Coefficient for regional fixed effect

ID Region

(2) Fixed effect (Region) (3) Fixed effect (Region & Time)

Coefficient

Compared

to Seoul p-value Coefficient

Compared

Seoul p-value

1 Seoul 0.1687 1.0000 < 2.20E-

16***

0.0830 1.0000 1.43E-

09***

2 Busan 0.1652 0.9792 < 2.20E-

16***

0.0876 1.0557 1.01E-

11***

3 Daegu 0.1624 0.9631 < 2.20E-

16***

0.0833 1.0029 3.21E-

10***

4 Incheon 0.1650 0.9782 < 2.20E-

16***

0.0825 0.9941 1.58E-

09***

5 Gwangju 0.1680 0.9962 < 2.20E-

16***

0.0854 1.0290 5.94E-

10***

6 Daejeon 0.1616 0.9582 < 2.20E-

16***

0.0772 0.9302 2.38E-

08***

7 Ulsan 0.1625 0.9635 < 2.20E-

16***

0.0811 0.9768 1.87E-

09***

8 Gyeonggi 0.1660 0.9840 < 2.20E-

16***

0.0847 1.0208 1.86E-

10***

9 Gangwon 0.1631 0.9670 < 2.20E-

16***

0.0902 1.0869 4.74E-

13***

10 Chungbuk 0.1613 0.9565 < 2.20E-

16***

0.0843 1.0154 6.72E-

11***

11 Chungnam 0.1510 0.8952 < 2.20E-

16***

0.0751 0.9046 6.50E-

09***

12 Jeonbuk 0.1545 0.9159 < 2.20E-

16***

0.0825 0.9932 4.74E-

11***

13 Jeonnam 0.1467 0.8699 < 2.20E-

16***

0.0803 0.9666 5.09E-

11***

14 Gyungbuk 0.1539 0.9123 < 2.20E-

16***

0.0795 0.9575 6.46E-

10***

15 Gyungnam 0.1586 0.9403 < 2.20E-

16***

0.0832 1.0017 9.34E-

11***
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10% increase in population aged between 15 and 29 returns to 1% increase in

discouraged worker effect across all 15 study regions on average. The second

largest effect on discouraged effect is found from regional fixed effect listed in

Table 4 for model (3) that ranges from 0.0751 in Chungnam to 0.0902 in Gangwon.

It was expected to show that improving labor market conditions could reduce

discouraged worker effects. For instance, decrease in unemployment rate of

young workers and/or that of college graduate (UEMR_1529_LG and/or

Table 5 Coefficient for regional fixed effect

Test Breusch-Pagan LM test B-G/W test for serial correlation Breusch-Paga test

Chi-2 1125.56 40.515

bp 44.926

df 105 12 21

p-value 0.08366 <2.22e-16*** 0.001771**

Table 6 Coefficient for regional fixed effect

Variables

Original coefficient

Heteroskedasticity-consistent coefficient

(Arellano)

Coefficient p-value Coefficient p-value

RJAS_all_LG 0.0076 0.27398 0.0076 0.33980

SH_POP1529 0.1136 0.00055*** 0.1136 0.00005***

LFPR_1529 �0.0567 1.36E-05*** �0.0567 1.57E-05***

UEMR_1529_LG �0.0176 0.45566 �0.0176 0.32680

LFPR_CG �0.0575 2.96E-07*** �0.0575 3.52E-05***

UEMR_CG_LG �0.0396 0.27245 �0.0396 0.31340

MIGER_all �0.0017 0.75860 �0.0017 0.77340

factor(YEAR_2004) 0.0048 3.26E-07*** 0.0048 2.20E-16***

factor(YEAR_2005) 0.0123 < .22e-16*** 0.0123 2.20E-16***

factor(YEAR_2006) 0.0119 < .22e-16*** 0.0119 2.20E-16***

factor(YEAR_2007) 0.0116 < .22e-16*** 0.0116 2.20E-16***

factor(YEAR_2008) 0.0112 6.31E-15*** 0.0112 2.20E-16***

factor(YEAR_2009) 0.0131 < 2.22e-16*** 0.0131 2.20E-16***

factor(YEAR_2010) 0.0128 1.79E-14*** 0.0128 2.20E-16***

factor(YEAR_2011) 0.0161 < .22e-16*** 0.0161 2.20E-16***

factor(YEAR_2012) 0.0122 3.43E-11*** 0.0122 2.20E-16***

factor(YEAR_2013) 0.0113 2.68E-09*** 0.0113 2.20E-16***

factor(YEAR_014) 0.0101 3.87E-07*** 0.0101 1.00E-11***

Note: signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Dependent variable: “SH_NILF_EF_POP” (share of NILF for economic reason of total population

aged 15–64)

R¼ 15 (# of regions) and T¼ 12 (# of annual periods)

N¼ 180 (¼15� 12)
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UEMR_CG_LG) and increase in new hires standardized by job openings

(RJAS_all_LG) are expected to improve labor market efficiency by reducing

discouraged worker effect of a region. However, proposed regional-temporal

fixed effect model does not support this idea; none of the unemployment variables

and new hires variable is statistically significant. Expected sign for temporally

lagged unemployment variables of young workforce (UEMR_1529_LG) and/or

that of highly educated workforce (college graduate, UEMR_CG_LG) is positive.
Though not significant, the coefficients for all unemployment variables are negative

for model (3). The only significant coefficient for unemployment rate for a fixed

model is from variable, UEMR_CG_LG, in model (2) at 5% level. This can be

interpreted as follows: improving labor market condition for highly educated

workforce further increases overall discouraged workers in a region. In other

words, filtering process and/or ripple effect in a regional labor market is not in

place. Rather, this may contribute to increasing competition in a labor market;

accordingly those with relatively lower skill level and/or education attainment tend

to be pushed out for economic reason, too much competition. Other significant

variables include labor force participation rate for young workers (LFPR_1529) and
that for college graduate or higher, highly educated workforce (LFPR_CG), and
these have a negative sign as expected. For the former, 10% increase in labor force

participation rate of population aged between 15 and 29 translates into 0.567%

decrease in the share of discouraged in a regional labor market. For the latter, 10%

increase in labor force participation rate of population with education attainment of

college graduate or higher reduces 0.575% of discouraged worker share in a region.

This is intuitive and, more importantly, among all other age cohorts and groups of

people with various education attainments, only these two groups, young workforce

and/or highly educated workforce, can have verified impact to resolve discouraged

worker effects. Their active involvement in labor market can improve overall labor

market efficiency by reducing discouraged workers in a region. Migration does not

play an important role on discouraged workers of a region. With pooled OLS, the

coefficient of migration efficiency variable (MIGER_all) is positive, 0.0150, and
significant at 5% level. This reveals that a region with higher positive net migration

tends to have a higher share of discouraged workers. In line with higher net

migration and migration efficiency in SMA (especially with increasing population

through migration in Incheon MA and Gyeonggi province), discouraged worker is a

growing concern. However, there is no clear evidence between migration efficiency

and discouraged worker in a regional labor market when controlling regional and

temporal fixed effects. Temporal dummy variables for model (3) are all significant.

Their impact on discouraged workers is bigger for 2004 through 2014, compared to

that for 2003. Noticeable temporal effect is between 2009 and 2012 during which

coefficients are much higher than other years. This is the period when Korean labor

market had struggled facing global economic downturn.
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5 Conclusion

Most conventional labor underutilization measures tend to underestimate labor

underutilization by excluding discouraged workers due to economic condition

from labor force. Korea is not an exception and has growing concerns on lower

labor force participation of younger and/or highly educated workforces. This is

partly due to the structural change in Korean economy, such that it has transformed

from labor-intensive industrial structure to knowledge-based and less labor-

intensive one. Domestic consumption in Korea composes only 50% of the total

GDP, while the rest is from trade with open market economy. For this reason,

Korean economy is vulnerable to external shocks and domestic consumer market is

closely linked. Labor force with relatively lower skill level from lower education

attainment is mainly concentrated in service industries that require lower skill level.

More importantly, those young workforces even with higher level of education

attainment suffer from the lack of relevant types of employment opportunities with

much higher barriers to enter job market. For these workforces, two options are

available: (1) underemployed/unemployed or (2) withdrawal from labor force

(discouraged workers). Both greatly hamper labor market efficiency in Korean

economy. Moreover, the excessive concentration of various opportunities including

jobs within SMA makes matters more complicated. The limited job opportunities

for experienced high-skilled workers center on SMA, and this greatly discourages

younger workforces in ROK even with relatively high education attainment level.

The proposed models in this study specify how the share of discouraged workers in

a region is determined by various factors such as demographic structures, labor

market conditions, and migration pattern with regional and/or temporal fixed

effects. The regional-temporal fixed effect model found to be the best in explaining

how these factors determine the relative stock of discouraged workers in a region.

Among the demographic structure variables in a region, the higher concentration of

young population aged between 15 and 29 in a region increases the overall

discouraged workers in the region, whereas all the other variables including higher

education attainment level do not explain the regional stock of discouraged

workers. From labor market condition variables, better labor market conditions

measured by a lower unemployment rate and the higher ratio of new hires to job

seekers of a region do not reduce the stock of regional discouraged workers. Only

two factors describing regional labor market conditions, labor force participation

rate of young cohort (aged between 15 and 29) and that of highly educated

population (college graduate or higher), show direct influence on a regional stock

of discouraged workers. If these groups more actively participate in labor market,

the overall discouraged worker effect in a region reduces, leading to enhanced labor

market efficiency. Migration pattern does not play any role on regional discouraged

workers. This indicates the limited role of interregional migration on factor price

equalization among regional labor markets in Korea. Regional and temporal fixed

effects are found to be important. Especially, temporal effect was greater and

evident from 2009 to 2012 due to global economic crisis. Regional fixed effect
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clearly reveals the list of regions performing better or worse than labor market of

Seoul. About half of the regions perform better than Seoul including Daejeon MA

and Chungnam province, the direct beneficiaries from relocation of executive

branch of the Korean government into a newly planned city of Sejong. Also,

regional economy in Chungnam province has grown due to the presence of strong

R&D sectors and the increasing trade with China. Among the regions that perform

worse than Seoul, Busan MA and Gangwon province are noticeable. Especially,

Busan, the second largest city and the closed port city to Japan, has been signifi-

cantly suffered from the decline of labor-intensive manufacturing activities since

the mid-1980s. Gangwon province traditionally lacks sustainable industrial base

and instead is known to be tourist destination with the concentration of seasonally

varying service industries.

National policies to enhance overall efficiency of labor market should be

designed to directly increase labor force participation of younger population and

highly educated workforces. These are the two key groups of population to reduce

the discouraged worker effects. Even with improving labor market conditions for

these groups, these groups are not easily motivated to go back to labor force.

Variables to measure improving labor market conditions do not consider the quality

of jobs; instead these only focus on the number of jobs. For these groups, it is

critical where to start their career paths when entering labor market. Especially,

those younger populations with higher education attainment are reluctant to be

underemployed and/or unemployed. Rather, they tend to stay away from labor force

by quitting job search, and this is the typical case of NILF (not-in-labor force) due

to economic reasons. Accordingly, policy instruments should focus on identifying

growing issues of skill mismatch between overqualified labor supply and limited

labor demand for these groups. From a regional perspective, policies to attract

and/or locally grow highly skilled workers among young population may further

aggravate regional labor market efficiency. It is strongly required for regional

government to closely supervise regional industries and businesses if they provide

adequate levels of salaries for younger population. Heightened barriers for these

young and highly educated populations to enter labor market should be

restructured. It is critical to broaden opportunities without sacrificing their returns

to labor, since not just the number of jobs, but the quality of jobs matters.

Empirical models in this study utilize data from the KoreanMinistry of Employ-
ment and Labor (MOEL) with many labor statistics, somewhat limited for various

age groups and education attainment levels. Regional job openings, new hires, and

job seekers statistics by age and education are relatively new, only available since

2008, and MOEL quits releasing data on job openings by age groups since 2013.

With more data accumulation, the panel data regression with fixed effect as

suggested in this study will be able to investigate a wider variety of factors from

labor market conditions. Though controlled by regional and temporal fixed effects,

other model specifications directly considering regional industrial structures and

interregional migration may have higher explanatory powers on discouraged

worker effects. This extension of this study can be made on how regional and
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temporal fluctuation of discouraged workers contributes to regional and national

labor market efficiency.
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Innovation of ICT Manufacturing
and Agglomeration Economies: Evolution
over the Life Cycle

In Kwon Park and Gyuhwan Kim

Abstract Innovation is one of the most important driving forces of ICT industries,

the leading industry of the Korean economy, and agglomeration economies are

known to have positive impacts on innovation. The evolutionary agglomeration

theory, however, suggests that the effects of agglomeration economies may vary

depending on the life cycle of an industry. This study investigates how agglomer-

ation economies have affected the innovation of the ICT manufacturing sector over

its life cycle in the Seoul Capital Area (SCA), South Korea. A panel data set for

patent applications during the period 2001–2013, which falls into the birth stage

(2001–2003), the growth I (2003–2006) and II (2006–2009) stages, and the matu-

rity stage (2009–2013), is used to model innovation in terms of various types of

agglomeration economies. The results show that the types of agglomeration econ-

omies that have significant impacts on innovation vary over the life cycle of the

industry: while local industrialization has a positive impact only in the birth stage,

diversity has positive impacts in all the stages except the growth II stage. While

large firms’ leading has a positive impact only in the growth II stage, competition

among small firms has a positive impact only in the birth stage. This implies that

different strategies for agglomeration are needed over the life cycle in order to

sustain innovation in ICT manufacturing.

Keywords ICT manufacturing • Innovation • Industry life cycle • Patents •

Agglomeration economies • Evolutionary agglomeration theory

1 Introduction

It has been well acknowledged that innovation and technological growth is a

driving force of the growth of an economy, since Solow (1956) introduced his

seminal model on economic growth. In particular, the information and communi-

cation technology (ICT) industry as a knowledge-based industry depends heavily
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on knowledge growth, and thus innovative activities are crucial to its growth. The

intensity of knowledge production in the ICT sector is confirmed by its high number

of patent applications. For instance, the number of patents applied by the ICT

manufacturing sector accounts for 21.5% of the total patents applied in Korea in the

year 2014, while the number of employees of the sector accounts only for 4.1% of

the total employees in the same year.1

The theory of agglomeration economies suggests that agglomeration has posi-

tive impacts on innovation, and a lot of empirical studies support the theoretical

expectation. There is even some evidence that the importance of agglomeration

economies in knowledge production is growing (Sonn and Park 2011). The theory

explains that geographical proximity among researchers in an agglomeration facil-

itates exchange of tacit knowledge through face-to-face communication, leading to

knowledge spillovers. This is the case in particular when knowledge or technolo-

gies are too complex and tacit to be standardized. As knowledge becomes codified

and can be readily transmitted for a long distance, however, the importance of

geographical proximity may diminish. This implies that the impact of agglomera-

tion on innovation may diminish as an industry becomes mature.

The evolutionary agglomeration theory indeed suggests that the effects of

agglomeration vary with the life cycle of an industry. The theory maintains that

externalities from geographical proximity between economic actors matter only in

the early stage of the life cycle, as knowledge and technologies are tacit and

non-standardized in this stage. There are a considerable number of empirical studies

that support this theoretical expectation (Audretsch and Feldman 1996; Nesta and

Mangematin 2002; Potter and Watts 2011).

As agglomeration economies may have different types depending on the context

of a local economy, however, it may be imprudent to conclude that the effects of

agglomeration indiscriminately diminish with the industry life cycle. It is known

that there are many different types of agglomeration economies affecting the

productivity of firms and innovation. Industrial localization and diversity have

different mechanisms to affect the local economy, all constituting agglomeration

economies. Competition of small firms and large firms’ leading in a locality are

known to be different types of agglomeration economies. These different types of

agglomeration economies may have different impacts on innovation over the

industry life cycle. For instance, industrial localization, i.e., geographical concen-

tration of firms in the same sector, may have positive impacts on innovation only in

the early stages, as explained by the evolutionary agglomeration theory. But

industrial diversity may still have some positive impacts on innovation even in

the later stages, as new ideas and creative atmosphere from industrial diversity tend

to be confined to a limited distance.

To our knowledge, however, there are only few studies that separately investi-

gate the impacts on innovation of different types of agglomeration economies over

1 The data for patents come from the Intellectual Property Statistics for 2014 by the Korean

Intellectual Property Office (KIPO 2015a), and the data for employees come from the Labor

Demand Survey by the Ministry of Employment and Labor (MOEL 2015).
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the industry life cycle. Kim and Park (2015) as a rare exception try this disentan-

glement by analyzing the effects of different types of agglomeration in two differ-

ent stages of the life cycle, the growth stage versus the maturity stage of the ICT

sector, using data on patents in the Seoul Capital Area (SCA), South Korea. This

study extends that study by covering the whole time period from the birth to

maturity stages and expands on the literature on the evolutionary agglomeration

theory.

This chapter is organized as follows: Sect. 2 reviews the literature on the

relationship between innovation and agglomeration economies and introduces the

evolutionary agglomeration theory. Section 3 introduces the study area, the SCA,

and reviews the development of the ICT manufacturing sector and the current status

of innovation in the study area. Section 4 introduces the data and methods used in

the analysis. Section 5 presents and discusses the results of the model estimates.

Lastly, Sect. 6 concludes with a review of the findings and suggests policy

implications.

2 Theory and Literature Review

2.1 Innovation and Agglomeration

It is well acknowledged that agglomeration of economic activities contributes to

innovation, i.e., the production of new knowledge through knowledge spillovers.

Thus, the knowledge spillovers in an agglomeration are often called “innovation

externalities” (Johansson 2005). Innovation externalities are associated with the

firm’s development activities such as R&D efforts that lead to the dynamic process

of a change in productivity. A large economy accumulates a large amount of

knowledge and information which spills over from firms to firms. It helps individual

firms innovate in terms of developing new products and improving their production

procedures. This implies the savings of adaptive costs that are associated with

learning and acquiring new technologies and developing new products and/or

procedures.

Many scholars have regarded geographical proximity as the main source of

external economies. When Marshall suggested external economies of agglomera-

tion, he assumed the concept of “industrial districts” where small firms are locally

concentrated and locally make a decision and produce (Markusen 1996). When

Hoover classified external economies into localization economies and urbanization

economies, he also presumed that firms of the same industry or diverse industries

locate within a locality. Urban and regional economists such as Hirschman and

Isard also focused on agglomeration economies (Polenske 2001). Krugman and

Fujita’s seminal works on new economic geography also paid attention to it (Fujita

and Krugman 2004).
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Knowledge spillovers are generated a by-product of various interactions among

economic actors in a dense environment, as geographical concentration of eco-

nomic activities implies physical proximity between actors in the local market. Two

mechanisms through which the physical proximity leads to knowledge spillovers

are suggested: First, large local demands generate information about diverse

demands and this in turn stimulates innovation in local firms. In other words,

diverse demand in the local market itself is a good source of information. Second,

proximity allows local firms to observe their competitors and imitate best practice,

even when there is no explicit cooperation among competitors. In either case,

proximity plays a key role because tacit knowledge and complex information are

created and transmitted mainly by face-to-face contact (Jaffe 1989; Jaffe

et al. 1993; Feldman 1994; Mansfield 1995; Anselin et al. 1997, 2000; Audretsch

1998; Lim 2004; Johansson 2005; Storper and Venables 2004; McCann 2007;

Henderson 2007).

Given that geographical proximity of economic actors can lead to knowledge

spillovers, it matters how the local market is composed. The effect on innovation of

agglomeration may vary depending on the composition of local actors. One of the

long controversies is about which of specialization and diversity is more favorable

to innovation (Feldman and Audretsch 1999). The Marshall-Arrow-Romer (MAR)

theory suggests that industrial localization, which refers to concentration of firms of

the same sector within a region, is more favorable to knowledge spillovers (Glaeser

et al. 1992). Porter (1990) also emphasizes the localization economies that clusters

of the same industry benefit from externalities such as knowledge spillovers. On the

other hand, Jacobs (1969) advocates urbanization economies arguing that industrial

diversity pays more than localization. New ideas can arguably be created through

the exchange of diverse knowledge across industries. Boschma et al. (2015) are also

on Jacobs’ side showing that technological relatedness leads to industrial diversi-

fication, which contributes to creating new ideas.

Another controversy is about which of competition and monopoly is more

favorable to innovation. Regarding this question, the MAR theory advocates

monopoly arguing that too competitive a market condition makes firms differenti-

ate their prices while imitating their rivals’ production rather than creating new

ideas. On the contrary, Porter (1990) advocates competition among small firms as

fierce competition stimulates their innovation.

Many empirical studies support both industrial localization and diversity and

both monopoly and competition. The bottom line is that the types of agglomeration

economies that have significant impacts on innovation vary depending on the

region, industry, and economic context.

2.2 Evolution of Agglomeration Economies

The life cycle of an industry is one of the economic contexts that determine the

impacts on innovation of agglomeration, as the innovative activity tends to be
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shaped by the stage of the life cycle (Klepper 1996; 1997). Evolution agglomeration

theory suggests that the life cycle determines whether or not agglomeration leads to

increasing returns. As an industry moves along the stages of its life cycle – the

embryonic, growth, maturity, and decline stages according to Vernon (1966)–

agglomeration generates increasing returns only in the first two stages, followed

by constant returns and diminishing returns in the following stages (Potter and

Watts 2011).

The positive externalities of agglomeration diminish with time, as knowledge

becomes standardized and codified, and thus the cost of transmission for a long way

becomes smaller (Audretsch 1998). The externalities can become even negative

with time, as firms are locked in outdated technologies in an agglomeration. As

reviewed by Kim and Park (2015), there are a considerable number of empirical

studies supporting such an expectation of evolutionary agglomeration theory

(Audretsch and Feldman 1996; Nesta and Mangematin 2002; Potter and Watts

2011).

As mentioned earlier, the concrete shapes of agglomeration economies are

varied as agglomeration can have various compositions of economic actors. This

complicates the problem and makes it inappropriate to conclude that all types of

agglomeration economies indiscriminately diminish with time. In order to look into

the detailed story, we should disentangle the effects of agglomeration by its type

over the life cycle of an industry. Industrial diversity may have positive impacts on

innovation even when industrial localization has no longer significant impacts at

all, as diverse knowledge sources help produce new ideas. Competition among

small firms is more favorable to innovation than monopoly or some large firms’
leading, when the industry is in its early stage of the life cycle. But the opposite may

be true when many small firms shut down due to harsh competition, and their

researchers are absorbed by some large firms. Various combinations of the effects

of agglomeration are possible. To figure out the detailed story, one should separate

the effects of agglomeration economies by type over the life cycle of an industry.

Unfortunately, however, only a few studies try the disentanglement, in particular in

relation to the effects on innovation.2

Kim and Park (2015) as a rare exception try to disentangle the effects on

knowledge production of agglomeration economies by its type and the industry

life cycle, using the case of ICT industries in the Seoul Capital Area, South Korea.

Due to the limitation of data, however, they just investigate the stages of later

growth and maturity. This study is an extension to Kim and Park (2015) in the time

dimension so that it covers the whole stages that industry has gone through, from

the birth stage to the maturity stage. Also, this study measures the impacts on

innovativeness, as measured by the number of patents per ICT worker, rather than

on the amount of knowledge production.

2 For multiple dimensions of agglomeration economies in general, see Park and von Rabenau

(2011). They disentangle the externalities of agglomeration by agent, source, and spatial

dependence.
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3 Development and Innovation of ICT Manufacturing
in the SCA

3.1 ICT Manufacturing in the SCA

The ICT manufacturing sector3 occupies the largest fraction of R&D expenditures

by business enterprises. As of 2013, businesses in the ICT manufacturing sector in

Korea spent about 25 billion 2005 USD, which is equivalent to half of the total

R&D expenditures of all businesses (OECE.stat 2015).4 Since one can say that

innovation is generated where R&D spending is high (Griliches 1990), the ICT

manufacturing sector has many innovative activities and is a good industry to study

innovation.

The Seoul Capital Area (SCA) in South Korea is a good area to study innovation

in ICT manufacturing and agglomeration economies, as the region is populated by a

lot of firms and employees in the sector, making one of the largest ICT clusters in

the world. Also, the region is home to about 25 million people and produces about

636 billion USD5 of products as of 2013, which is 48.7% of the GDP of the country

(KOSTAT 2015a), and thus it plays a role of the economic center of the country.

For details, see Kim and Park (2015).

The study covers the period 2001–2013, when the ICT manufacturing sector

went through the life cycle from the birth stage to the maturity stage. Although the

birth stage of the ICT manufacturing began in the mid-1990s, we just investigate

only this period due to a limitation of patent data. Kim and Park (2015) divide the

life cycle of the Korean ICT manufacturing sector into three stages – birth stage

(1990–2002), growth stage (2002–2009), and maturity stage (2009–present) – as

the sector has not entered the decline stage yet. The production trend of the sector

supports the division scheme as shown in Fig. 1. The production, measured by

production index compared to the total production in 2010, grew slowly in the birth

stage and then rapidly before the global financial crisis in 2008. After that, however,

the growth was slowed down. Between the birth stage and the growth stage, the

country co-held with Japan a world-renowned event, the FIFAWorld Cup Games in

2002, which was an occasion to boost the ICT sector. After the event, the industry

began to grow rapidly and a lot of start-ups entered business and the number of

firms and employees increased a lot. Also, ICT clusters were formed in the SCA in

3 The ICT manufacturing sector in this study refers to the industries assigned to the code C26

(manufacture of electronic components, radio, television, and communication equipment and

apparatuses) by the Korean Standard Industrial Classification (KSIC), Rev. 9, which includes

the manufacture of semiconductor (C261), electronic components (C262), computers and periph-

eral equipment (C263), telecommunication and broadcasting apparatuses (C264), electronic video

and audio equipment (C265), and magnetic and optical medium (C266).
4 ICT manufacturing here refers to the industries assigned to the International Standard Industrial

Classification (ISIC), Rev. 4 codes 261, 262, 263, and 268.
5 The exchange rate 1 USD¼ 1095.6 KRW is applied.
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the growth stage. While going through the global financial crisis, the sector lost

many small firms that were merged into large conglomerates. In other words, there

is a kind of restructuring period during the later 2000s after the rapidly growing

stage. After the occasion, the sector’s growth was slowed down and entered the

maturity stage. See Kim and Park (2015) for further information.

Unlike Kim and Park (2015), however, we divide the years 2003 and 2009 as the

turning points of the life cycle of the ICT manufacturing sector. As there are usually

time lags between economic shocks and their effects, the effects on innovation of

the FIFA World Cup Games in 2002 and the global financial crisis in 2008 were

realized in 2003 and 2009, respectively. This lagged pattern is also found in the

development of innovation in ICT manufacturing; see Sect. 3.2 for details.

3.2 Innovation in ICT Manufacturing in the SCA

The growth of technology has been known as the growth engine since Solow (1956)

introduced the seminal model of economic growth (Acs and Varga 2002). Ulti-

mately, innovation is essential in economic growth, as the growth of technology is

generated by innovation. This is also the case for the ICT manufacturing sector in

the SCA, South Korea. Innovation has been in line with the growth of the industry,

with a high level of innovation during the period of rapid growth.

This study measures the level of innovation using the number of patents,

following Griliches (1990) and many subsequent studies (Crépon et al. 1998; Porter

and Stern 1999; Mairesse and Mohnen 2002; Acs et al. 2002; Mairesse et al. 2005).

Griliches finds that the number of patents is highly correlated to R&D expenditures

both in the cross-sectional dimension across firms and in the within-firm time-series

dimension. Given the readiness of plentiful patent data, he concludes that patents
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Fig. 1 Quarterly data on production in ICT manufacturing in Korea (Data source: KOSTAT

2015b)
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are a good resource for analyzing technical change. In particular, we adopt the

number of patents per worker, which is used by Crépon et al. (1998) as one of two

alternative measures of innovation output.6 Since the number of patents is normal-

ized by the number of workers in the industry, the measure represents the degree of

innovativeness.7

Figure 2 shows changes in innovation level in the ICT manufacturing sector,

measured by the number of patent applications per worker in the SCA. The

innovation slowly increased until the year 2003, and this period corresponds to

the birth stage of the ICT manufacturing in Korea. The period 2003–2009,

corresponding to the growth stage, saw a rapid growth of innovation. However,

there is a distinct pattern discovered within this period. In the first half of the period

(2003–2006), the innovation in the sector grew, while in the second half

(2006–2009), the innovation level declined but still stayed at levels higher than

during the other two stages. Given this distinction, we divide the growth stage into

two substages: growth I and growth II. Overlapping the innovation trend with the

production trend, one can say that the growth II stage is a kind of transition period

between the rapidly growing stage and the maturity stage. The period since the year

2009 has seen a further decline in the innovation level with a pickup in 2013.
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Fig. 2 Innovation in ICT manufacturing in the SCA (Data: Courtesy of the Korean intellectual

property office)

6 The other measure suggested by Crépon et al. (1998) is the share of innovative sales.
7 If it is not defined otherwise, innovation refers to the degree of innovativeness in this study.
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4 Data and Methods

4.1 Data

We examine innovation in terms of patents in the ICT manufacturing sector in the

Seoul Capital Area (SCA), South Korea. For the research, we use a panel data set

consisting of 60 municipalities and 13 years (2001–2013). The spatial unit of

analysis is the municipality, Si-Gun-Gu, for which data are the most available in

the country, and we chose 60 Si-Gun-Gu’s omitting six due to the missing data. 8

As mentioned earlier, we measured innovation in terms of the number of patents

applied per worker for a year. The data for patent applications come from the

Statistic for Applied Patents by Industry (SAPI) that was provided by the Korean

Intellectual Property Office (KIPO). The place of innovation is identified by the

applicant’s address,9 and the degree of innovation for a municipality is calculated

by dividing the number of all the patent applications by the number of employees in

ICT manufacturing for a year. In this data set, however, patents are classified

according to the International Patent Classification (IPC) system, which is different

from the Korean Standard Industrial Classification (KSIC) system. In order to

identify the patents in ICT manufacturing, we matched up IPC codes with KSIC

codes, according to the matching table provided by KIPO (2015b). Therefore, the

number of patent applications for a region is figured out by summing up all the

numbers for the IPC codes in Table 1. Also, as there was a revision from Rev. 8 to

Rev. 9 for the KSIC code during the period of study, we matched up the two

different systems based on the matching table provided by KOSTAT (2008a), as

shown in Table 1.

The data for the other variables, such as the establishments, population, and

employment, were collected from the official statistics warehouse, the Korean

Statistical Information Service (KOSIS). These data are retrieved for individual

municipalities and joined with the patent data to form the complete data set.

4.2 Model and Variables

We introduce a regression model to determine the effect on innovation of agglom-

eration economies over the industry life cycle. The model regresses the number of

patent applications per worker (innov) in the form of natural logarithm on a set of

explanatory variables that represent four types of agglomeration economies for four

periods, Period 1 (birth, 2001–2003), Period 2 (growth I, 2003–2006), Period

3 (growth II, 2006–2009), and Period 4 (maturity, 2009–2013).

8 The omitted six municipalities are Gapyeong-gun, Yeonsu-gu, Yangpyeong-gun, Yeoncheon-

gun, Ganghwa-gun, and Ongjin-gun.
9 For an application, two addresses are reported: inventor’s and applicant’s. As the addresses for

inventors include only those of the registered inventors such as institutions, we use the more

comprehensive applicants’ addresses.
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The four types of agglomeration economies in the right hand side of the model

are industrial localization, diversification, competition among small firms, and the

large firms’ leading. Industrial localization is measured by a cluster index (clu), and
the degree of industrial diversity is measured by the inverse of the Herfindahl-

Hirschman index for all industries (div), for the manufacturing industry only

(div_mfg), and for ICT manufacturing only (div_ict). Competition among small

firms is measured by a region’s number of ICT manufacturing firms per worker

relative to the country’s counterpart (compe). The large firms’ leading is measured

by the proportion of ICT workers in the region who are employed by large firms

with 300 employees or more (large).
Other factors are controlled for in the model including the human resource

factor. The employment rate (emp_rat) is included to consider the economic vitality

of the region. Human resource factors such as ICT workers (ln_ictemp), researchers
(res_rat), and population (ln_pop) are included as well. The definitions and mea-

surements of the variables are presented in Table 2.

A panel regression model is introduced, as the data consist of cross sections for

different time periods. The model is written as

yit ¼ αþ βxit þ ui þ εit

where yit is the dependent variable, xit is the vector of explanatory variables that

vary over time and region, ui represents the unobserved time-invariant regional

Table 1 Matching of industry classifications between KSIC and SAPI

Classification of ICT industries by KSIC

Classification of ICT patents and utility models

by SAPI

Rev.

8

Rev.

9

Name IPC Code

D321 C261 Semiconductor

manufacturing

G11C, H01L

C262 Electronic component

manufacturing

B05D, B81B, B81C, B82B, B82Y, C30B,

G02F1, G12B, H01C, H01F, H01G, H01J,

H05K, H03K, H03L

D300 C263 Computer and peripheral

device manufacturing

B41J2, B41J27, B41J29, B41J31, B41J32,

B41J33, B41J35, G06J, G06F1, G06F3, G06K

D322 C264 Communication and broad-

cast equipment

manufacturing

G03H, H01P, H01Q, H01S, H03B, H03C,

H03D, H03F, H03G, H03H, H03M, H04B,

H04J, H04K, H04L, H04M, H04Q, H04S,

H04W, H99Z

D323 C265 Image and sound equipment

manufacturing

G03B31, G10L, H03J, H04H, H04N, H04R

D333 C266 Magnetic and optical

medium manufacturing

G11B

Source: KOSTAT (2008) and KIPO (2015b)

Note: Since KIPO opens data only for patents with IPC codes of up to four digits, the subgroups

under a four-digit IPC code were ignored, and their data were collected with the four-digit code.

For instance, the number of patents with IPC codes B41J2, B41J27, B41J29, B41J31, B41J32,

B41J33, and B41J35 is figured out by the number of patents with IPC code B41J. The same applies

to G06F1, G06F3, and G03B31
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effect, and εit is the normal error term. The fixed effect model is estimated if ui is
fixed, while the random effect model is estimated if ui is a random variable. The

Hausman test based on our data set for the four periods rejects the null hypothesis

that ui is uncorrelated to the included explanatory variables. But the test does not

reject the null for the model for the whole period. Thus, we adopt the fixed effect

model for the four subdivided periods, while we adopt the random effect for the

whole period. Even after the fixed model is estimated, auto-correlation and

heteroscedasticity of the error term are found for Periods 1, 2, and 4. In order to

deal with these issues, we used the feasible generalized least squares (FGLS)

Table 2 Definitions and measurements of variables

Category Factors Definition and measurement of variable

Dependent variable Innovation Natural logarithm of patent applications per worker

for a year in the ICT manufacturing sector (innov)

Types of agglom-

eration economies

ICT manufactur-

ing localization
clu ¼

Ei, ICTX
i
Ei, ICT

PiX
i
Pi

�
Fi, ICTX
i
Fi, ICT

aiX
i
ai

Ei, ICT: number of ICT employees in region i
Fi, ICT: number of ICT companies in region i
Pi: number of population in region i
ai: area of region i (sum of residential, commercial,

and manufacturing areas)

Diversity (all

industries)
div ¼ 1X

j

Eij
Ei

� �2

Eij: number of employees of industry j in region i
Ei: number of all the employees in region i

Diversity

(manufacturing)
div mf g ¼ 1X

j2manufacturing

Eij
Ei

� �2

Diversity (ICT

manufacturing)
div ict ¼ 1X

j2ICT
Eij
Ei

� �2

Competition compe ¼ Fi, ICT=Ei, ICT

FICT=EICT

FICT: number of ICT companies in the country

EICT: number of ICT employees in the country

Large firms’
leading

large ¼ Ei, ICT emp�300ð Þ
Ei, ICT

Ei, ICT emp�300ð Þ: number of employees of ICT compa-

nies with 300 employees or more in region i

Control factors Employment rate emp rat ¼ Ei

Pi

ICT manufactur-

ing employees

Natural logarithm of the number of ICT employees

(ln_ictemp)

Researchers res rat ¼ EiR

Ei

EiR: number of R&D employees in region i

Population Natural logarithm of the number of total population

(ln_pop)
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method for the three periods, while we used the ordinary least squares (OLS)

method for Period 3.

5 Empirical Findings: Agglomeration Economies
and Innovation in the SCA

5.1 Results of Estimation

We estimated the model using the data for 60 municipalities in the SCA without

missing data. The results are shown in Table 3 with the relevant coefficient

estimates and associated standard errors for the four periods. One can easily

identify different patterns over the four periods. Look into the details for each

period.

First, consider the results for Period 1 (2001–2003). In this period, ICT locali-

zation (clu) has a positive impact on innovation, though significance is weak.10

Competition among small firms (compe) also has significantly positive impacts.

Diversity in all industries (div) has significantly positive impacts, while diversity

within ICT manufacturing (div_ict) and large firms’ leading (large) have negative
impacts. Employment rate (emp_rat) and total population (ln_pop) have signifi-

cantly positive impacts. Note that the number of ICT manufacturing workers

(ln_ictemp) has a negative impact on innovation. This implies the diminishing

marginal productivity of labor in knowledge production in the local ICT

manufacturing sector. In other words, the marginal growth in knowledge produc-

tion decreases with the number of workers in the sector.

Second, consider the results for Period 2 (2003–2006). First, it is notable that

ICT localization (clu) does not have an impact on innovation any longer. Diversity

in all industries (div) still has significantly positive impacts, while diversity in

manufacturing (div_mfg) has a negative impact. In this period, the proportion of

researchers (res_rat) has a positive impact on innovation. Employment rate

(emp_rat), total population (ln_pop), and the number of ICT manufacturing

workers (ln_ictemp) have similar impacts as in Period 1.

Third, consider the results for Period 3 (2006–2009). Overall, the significance

levels for the four types of agglomeration economies have decreased compared to

the model for Period 2. ICT localization (clu), diversities of all the industry levels

(div, div_mfg, div_ict), and competition among small firms have no significant

impact on innovation. Only large firms’ leading (large) has significantly a positive

impact. It turns out that the proportion of researchers (res_rat) has a negative

impact in this period, and the total population (ln_pop) has no significant impact.

The other variables have similar effects as in the previous periods. Overall,

10 The level of significance may go up if we expand the time range back to the 1990s, as the earlier

period within the birth stage may see higher effects of localization than the later.
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however, this period saw an extraordinary pattern in the relationship between

innovation and the explanatory factors. This can be explained by the peculiarity

of this period. As mentioned in Sect. 3.1, this period underwent a restructuring

where many small firms shut down and many employees in the industry lost their

jobs. This peculiarity may lead to such an abnormal pattern in innovation as well.

Fourth, consider the results for Period 4 (2009–2013). In this period, of the four

types of agglomeration economies, only diversity in all industries (div) has a

positive impact on innovation, while diversity in manufacturing (div_mfg) has a

negative impact. Localization (clu), competition (compe), and large firms’ leading

Table 3 Regression results

Variable

Period 1

(2001–2003)

FGLS

Period 2

(2003–2006)

FGLS

Period 3

(2006–2009)

Fixed

Period 4

(2009–2013)

FGLS

Whole

(2001–2013)

Random

clu .0290019{
(.0165471)

�.0104097

(.0149041)

�.0205197

(.0247753)

.0165348

(.0106986)

.0237297

(.0163037)

div .0315532**

(.0097325)

.0242005***

(.0045112)

.0172604

(.0170243)

.0145331*

(.0060361)

.02573***

(.004528)

div_mfg �.0172264

(.0108338)

-.0495433***

(.01013)

.0271684

(.0256966)

�.0310249**

(.0110449)

�.017899

(.0122793)

div_ict �.1257718**

(.0452112)

.0429059

(.0539628)

�.0134958

(.0800457)

.0204912

(.0492581)

�.0257664

(.0445092)

compe .0949237**

(.0297651)

.0306121

(.0295445)

.0603331

(.0419912)

�.0028755

(.022884)

.0791893**

(.0265962)

large �.7704083**

(.2270797)

.142226

(.2350028)

.8077345**

(.2885072)

.2131288

(.1999779)

.1823512

(.2632818)

emp_rat 1.654712***

(.2212961)

1.991938***

(.2826351)

3.892624*

(1.502291)

1.792244***

(.1663987)

1.573693***

(.2667345)

ln_ictemp �.6238481***

(.0755388)

�.6550448***

(.0603739)

�.9834177***

(.1803775)

�.8575201***

(.0535428)

�.7455895***

(.1094631)

res_rat 2.744417

(5.872994)

12.73016*

(5.796531)

�15.99064***

(5.022202)

10.11293***

(2.515052)

1.506259

(5.134908)

ln_pop 1.236673***

(.1365056)

1.154992***

(.1312259)

.7269286

(.7201809)

1.282444***

(.1055283)

1.068113***

(.2834282)

Constant �15.45345***

(1.706249)

�13.94178***

(1.503495)

�7.391402

(9.299599)

�13.61437***

(1.335536)

�12.36216***

(3.375489)

Observations 180 240 240 300 780

Groups 60 60 60 60 60

Time periods 3 4 4 5 13

Wald

chi-square

(F-value)

511.87 526.66 23.02

(F-value)

946.60 528.51

p> chi-square

(p> F)

0.0000 0.0000 0.0000 0.0000 0.0000

***p< 0.001, **p< 0.01, *p< 0.05, and {p< 0.1

Note: Standard errors

(robust standard errors in the case of Period 3) are in parentheses. The F-value rather than Wald

chi-square is reported for Period 3
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(large) are not significant anymore. The other variables have similar impacts as in

Period 2.

Lastly, consider the results for the whole period (2001–2013). In this model,

diversity in all industries (div) and competition among small firms (compe) have
positive impacts, while the other types of agglomeration economies have no

significant impact. The other control variables have similar impacts as in Period 1.

5.2 Agglomeration Economies over the Life Cycle

Putting together the results for the four stages, we can find some interesting patterns

of the effects of four different types of agglomeration economies, as shown in

Table 4. Overall, the number of agglomeration economies types that have signifi-

cantly positive impacts on innovation decreases with time, as suggested by evolu-

tionary agglomeration theory. While local industrialization has a positive impact on

the innovation of ICT manufacturing only in the birth stage, diversity has positive

impacts in all the stages except the growth II stage. While large firms’ leading has a
positive impact only in the growth II stage, competition among small firms has a

positive impact in the birth stage. Diversity in manufacturing or in ICT manufactur-

ing has often negative impacts on innovation. The following paragraphs discuss the

meanings of these results.

Industrial localization has a positive impact on innovation only in the birth stage

of the ICT manufacturing sector. This implies that geographical proximity among

researchers in the industry does not matter as the industry becomes mature. This is

exactly in line with the evolutionary agglomeration theory. As knowledge in the

industry becomes standardized and codified, it can transmit for a long distance

diminishing the importance of geographical proximity.

Diversity has significant impacts on innovation in all the stages except the

growth II stage, implying that diversity is a good source of innovation for ICT

manufacturing. Diversity in ICT manufacturing, however, has a negative impact in

the birth stage, and diversity in manufacturing has a negative impact in the later

stages. In other words, diversified industrial composition in all industries stimulates

the production of new knowledge in ICT manufacturing, suggesting that Jacob’s

Table 4 Impacts of agglomeration economies over the life cycle

Birth

(Period 1)

Growth I

(Period 2)

Growth II

(Period 3)

Maturity

(Period 4)

Localization Positive – – –

Diversity All industries Positive Positive – Positive

Manufacturing – Negative – Negative

ICT mfg. Negative – – –

Competition Positive – – –

Large firms’ leading Negative – Positive –
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theory works well in the case of innovation in ICT manufacturing. However, the

growth II stage, as a kind of transition period, saw an abnormal pattern that diversity

has no impact on innovation. Interestingly, diversity in related industries such as

manufacturing and ICT manufacturing does not help at all. It is notable that these

results contradict Boschma et al.’s (2015) argument that relatedness helps techno-

logical changes.

Competition among small firms has a significant impact on innovation only in

the birth stage. This suggests that small firms benefit more from knowledge

spillovers from the local market (Brown and Rigby 2013) and play a key role in

innovation in ICT manufacturing in its early stage. This is in line with Porter’s
theory that supports the clustering of small firms rather than a large firm’s
monopoly.

Large firms’ leading has a significant impact only during the restructuring period

(growth II) when a lot of small firms shut down around the global financial crisis.

This is due to the fact that the researchers of closed small firms are absorbed by

large firms that can usually survive economic hardship.

6 Conclusion

This study analyzes the effects on innovation of agglomeration economies over the

life cycle of the ICT manufacturing sector: birth (2001–2003), growth I

(2003–2006), growth II (2006–2009), and maturity (2009–2013). The results

show that the effects vary with the life cycle and that overall the importance of

agglomeration economies diminishes as the ICT manufacturing sector becomes

mature. These results are in line with the literature on evolutionary agglomeration

theory. But the study expands on the literature by finding more complex effects that

different types of agglomeration economies have on innovation over the industry

life cycle.

Comprehensively reviewing the results for the four stages, we can find some

interesting patterns of the effects on innovation of agglomeration economies. First,

industrial localization has a significant impact on innovation only in the birth stage,

though the significance level is not so high. This implies that geographical prox-

imity among researchers in the same industry does not matter as the industry

becomes mature. Second, diversity in all industries has significantly positive

impacts on innovation in all the stages except the growth II stage, while diversity

in manufacturing or in ICT manufacturing has negative impacts: diversity within

ICT manufacturing when the industry just begins, while diversity in manufacturing

when the industry is rapidly growing or is mature. This suggests that the diversified

composition of industries not limited to manufacturing or ICT manufacturing is

very important for innovation in ICT manufacturing. Third, competition among

small firms has significant impacts on innovation only in the birth stage just like

industrial localization. Combined with the first finding, this implies that small firms

play a key role in the innovation of ICT manufacturing in the birth stage. Fourth,
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large firms’ leading has a significant impact only during a transition period (growth

II) when a lot of small firms shut down and their researchers are absorbed by large

firms.

Based on these empirical findings, we suggest some policies for promoting

innovation in ICT manufacturing. First, the clustering of firms in ICT manufactur-

ing should be encouraged mainly in the early stage when it has significant impacts

on innovation. Second, it will be good to protect and promote small firms in

particular in the birth stage, as they play a key role in the innovation of ICT

manufacturing in the early stage of the life cycle. Third, it is always important for

the innovation of ICT manufacturing to maintain and promote industrial diversity

all the time. Once the industry enters the maturity stage, the only form of agglom-

eration economies that matters is diversity in all industry. Fourth, we also need to

acknowledge that large firms play a role during the transition when the industry

restructures itself to adjust to a new normal state.

Despite such new findings on innovation in the ICT manufacturing sector, a

caveat is in order: one should not conclude that the above findings can be gener-

alized to other industries. In order to confirm the possibility, we need to investigate

the cases of other industries. That is reserved for subsequent studies.

Appendix 1: Descriptive Statistics

Variable Mean Std. dev. Min. Max.

Time

periods

Number

of obs.

innov Period 1 �3.017629 1.513923 �5.639145 2.140066 3 180

Period 2 �2.744071 1.537157 �5.669881 1.676803 4 240

Period 3 �2.18766 1.680219 �5.512291 2.872134 4 240

Period 4 �1.906382 1.857345 �6.529544 3.351682 5 300

Whole �2.389176 1.742652 �6.529544 3.351682 13 780

clu Period 1 1.672744 3.234111 .0000933 21.42845 3 180

Period 2 1.46516 3.051903 .0000933 23.72123 4 240

Period 3 1.473138 3.324267 .0002175 25.09793 4 240

Period 4 1.412657 3.212534 .0001718 23.02446 5 300

Whole 1.493706 3.191456 .0000933 25.09793 13 780

div Period 1 33.04492 7.313514 19.15775 47.08056 3 180

Period 2 34.50096 8.137966 16.69818 56.76448 4 240

Period 3 39.81731 8.535121 17.6746 57.33545 4 240

Period 4 40.06973 8.416427 18.48906 59.19137 5 300

Whole 37.25466 8.711706 16.69818 59.19137 13 780

div_mfg Period 1 13.95222 6.362514 3.115928 27.11503 3 180

Period 2 13.00141 5.893449 3.013242 24.4449 4 240

Period 3 12.33691 5.896666 2.765624 26.09841 4 240

Period 4 11.60668 5.823097 2.727195 27.13635 5 300

Whole 12.56633 6.044792 2.727195 27.13635 13 780

(continued)
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Variable Mean Std. dev. Min. Max.

Time

periods

Number

of obs.

div_ict Period 1 2.779748 .7884301 1 4.680952 3 180

Period 2 2.617045 .7718202 1 4.717073 4 240

Period 3 2.695144 .829697 1 5.30042 4 240

Period 4 2.662623 .8617387 1 5.30042 5 300

Whole 2.684715 .8224017 1 5.30042 13 780

compe Period 1 2.431592 2.497128 .1219435 17.69739 3 180

Period 2 2.709811 2.337954 .0978488 15.89858 4 240

Period 3 3.349214 2.949074 .0839257 15.89858 4 240

Period 4 3.923562 3.34462 .0907789 17.99758 5 300

Whole 3.215274 2.960445 .0839257 17.99758 13 780

large Period 1 .2021439 .2691816 0 .8920141 3 180

Period 2 .1915671 .2825242 0 .9456964 4 240

Period 3 .1604602 .2770371 0 .926899 4 240

Period 4 .1486172 .2710214 0 .9233746 5 300

Whole .1715199 .2745515 0 .9456964 13 780

emp_rat Period 1 .3693149 .3609731 .1398799 2.780034 3 180

Period 2 .377474 .3661295 .1502432 2.780034 4 240

Period 3 .3946322 .3734753 .1502432 2.843038 4 240

Period 4 .424876 .3850713 .1583888 2.902833 5 300

Whole .3967908 .3736912 .1398799 2.902833 13 780

ln_ictemp Period 1 7.271445 1.718777 .6931472 10.32246 3 180

Period 2 7.218343 1.71977 2.079442 10.41286 4 240

Period 3 6.890221 1.871622 2.302585 10.38659 4 240

Period 4 6.703199 2.006158 2.302585 10.39336 5 300

Whole 6.980718 1.866508 .6931472 10.41286 13 780

res_rat Period 1 .0023691 .0051609 0 .0393788 3 180

Period 2 .0031187 .0070078 0 .041866 4 240

Period 3 .0048024 .0101581 0 .0626197 4 240

Period 4 .0058194 .0123113 0 .087643 5 300

Whole .0042705 .0096597 0 .087643 13 780

ln_pop Period 1 12.64271 .6366047 11.16087 13.84792 3 180

Period 2 12.6699 .6375497 11.0101 13.88215 4 240

Period 3 12.70115 .6364824 11.0101 13.88611 4 240

Period 4 12.73901 .6271121 11.16447 13.95367 5 300

Whole 12.69629 .633718 11.0101 13.95367 13 780
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Spatial Agglomeration and Firm
Performance in Korean Manufacturing
Industry, 2012

Ayoung Kim and Euijune Kim

Abstract This study tries to answer whether agglomeration economies lead to

better firm performance or not. By adopting the random-intercept-multilevel model

for 2012 Korean manufacturing data, we suggest an econometric specification

strategy of the constant returns to scale (CRS) Cobb-Douglas production function

in the multilevel structure, estimate the specified model, and analyze the results.

Adopting two types of agglomeration economies represented by specialization and

diversification, the results discussed in this paper can be summarized into three

policy implications. First, specialization and diversification show the opposite

effects on firm performances in most regions except the regions in some large

metropolitan areas. In an ideal situation, both effects are not a trade-off phenom-

enon, and highly agglomerated cities are expected to have synergies from both

effects. In the 2012 manufacturing sector in Korea, however, the offset between the

two factors is observed. This means before the central and local governments

implement industrial policy, they need to consider the existing mix of manufactur-

ing sectors to not lose one of the agglomeration economies. Second, the speciali-

zation effect is relatively weaker than the diversification effect across regions. Even

though there is no rule of proper effect size on both factors, these weak specializa-

tion effects can be seen as a big threat to the current economic growth strategies in

Korea. If this specialization fails at a region level due to the weak specialization

economies, the policy goal may not be achieved. Last, spatial heterogeneity in

intercepts of the regional level dominates both specialization and diversification

effects. In addition, diversification follows the trend of spatial heterogeneity. In

2012, the production performance of manufacturing firms leaned heavily on the

region-specific factors not explained by the two agglomeration variables.
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Considering the fact that there have been many policy concerns to resolve regional

imbalance in economic growth, this questions the effectiveness of the previous

efforts. From this standpoint, the strong spatial heterogeneity and the following

trend of diversification emphasize that the local or central government, which tries

to boost the economy in a lagging region and to achieve a well-balanced regional

economy in a county, may want to think about the human capital or the other factors

to increase productivity rather than just industry allocation strategy.

Keywords Agglomeration economies • Firm productivity • Multilevel model •

Industrial location policy

1 Introduction

Firms and labor in highly agglomerated areas tend to be more productive than those

in less-agglomerated areas. These economic externalities, which are caused by

labor market pooling, input sharing, and knowledge spillovers (Marshallian chan-

nels) in a large and agglomerated market, are generally referred to as agglomeration

economies. Agglomeration economies commonly lead to a regional economic

growth process in urban areas and in industrial clusters by improving firms’
performance. Since Marshall (1890) noted the advantages from the concentration

of economic activities, agglomeration economic issues have been drawing attention

from regional scientists and urban economists. Over the past 30 years, the advan-

tages of agglomeration have been well documented and quantified, and, in partic-

ular, much of the empirical research in the agglomeration literature has investigated

the effects of the spatial concentration of economic (or industrial) activities in terms

of regional productivity or growth (Puga 2010).

Previous studies have generally measured the regional or industrial productivity

gained from the spatial agglomeration of people, labor, firms, or industries. Most

studies have been concerned with manufacturing industries which are well fitted to

production function estimation with extensive annual and spatial data (Baldwin

et al. 2008; Graham 2000; Henderson 1986, 2003; Lall et al. 2004; Moomaw 1981,

1983, 1985; Nakamura 1985; Sveikauskas et al. 1988; Tabuchi 1986). In addition,

many studies of agglomeration use aggregate-level data from cities, counties, or

metropolitan areas as the basic reference units, whereas few studies utilize firm-

level data (Graham and Kim 2008; Henderson 2003; Mion and Naticchioni 2005;

Andersson and L€o€of 2011; Wheeler 2001). The firm-based data is accessible only

with difficulty due to confidentiality, and thus previous studies have rarely dealt

with the effect of agglomeration on firms’ productivity.
The literature on agglomeration demonstrates that there are positive productivity

gains from geographical clustering (Melo et al. 2009). However, several studies

show that only localization economies—economies of scale arising from the spatial

concentration of activity within industries—are of particular importance. On the

other hand, urbanization economies—economies of scale arising from city size

itself—despite their importance, have smaller effects on productivity (Rosenthal
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and Strange 2001). However, the results of empirical research are inconclusive

(Beaudry and Schiffauerova 2009; de Groot et al. 2009; Puga 2010; Rosenthal and

Strange 2004).

van Oort et al. (2012) point out that the ambiguity in the results of research on

agglomeration economies is due to the missing link of the relationship between

agglomeration economies and individual firm performance. They also show that the

heterogeneity issue as it pertains to firm and region is a key element in terms of the

scale of space, the level of aggregation, and the definition of growth. The relation-

ship between agglomeration economies and regional growth is described as a macro

(regional)-level phenomenon. However, the underlying theory of agglomeration is

based on microeconomic foundations (firm-level) as well as a macro-level perspec-

tive (Duranton and Puga 2004; Rosenthal and Strange 2004) The micro-macro

problem in the social sciences is also known as the “ecological fallacy” (Robinson

1950) or “cross-level fallacy” (Alker 1969), which is an error of deduction that

involves deriving conclusions about individuals solely on the basis of an analysis of

group data. Therefore, to examine agglomeration effects from a micro-level (firm-

level) perspective, it is important to also understand the nature of agglomeration

economies at the macro-level (regional-level) perspective.

Furthermore, different types of agglomeration may affect a firm’s performance

in various ways. A firm’s activity or performance is strongly related to the regional

economic environment, which can help explain why some firms are more produc-

tive than others. If individual firms are supposed to have the same attributes, being

in the same region will tend to cause the performance of the firms to be more similar

than they otherwise would be. In other words, once the grouping by spatial location

has been established, even if the firms are randomly selected, they are affected by

the homogeneous conditions of agglomeration in a region. Each regional group

itself will tend to become differentiated from the others. This implies that the region

and its firm members can both influence and be influenced by the composition of the

group (Corrado and Fingleton 2012; Goldstein 1998). Therefore, multilevel

(or hierarchical) modeling, which allows micro-levels and macro-levels simulta-

neously, is appropriate to analyze the relationship between spatial agglomeration

and firm performance while addressing heterogeneity at the firm and regional

levels. It also provides a practical tool to assess the extent to which a link exists

between the macro-level (region) and the micro-level (firm).

In this paper, we start with a simple question: do agglomeration economies lead

to better firm performance? In other words, which types of agglomeration econo-

mies give benefits to a firm’s performance in the context of micro- and macro-level

heterogeneity and interrelationships? This paper examines the link between exter-

nal economies of localization (specialization) and urbanization (relative diversity)

on firms’ performance (productivity) in the multilevel framework. Thus, the

hypothesis of this study is as follows: firms in highly agglomerated regions with a

high level of diversity or specialization will have an advantage of productivity over

firms in less-agglomerated regions.

The study has two aspects that separate our study from previous studies: (1) firm-

level data is utilized to investigate the micro-foundation perspective in
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agglomeration economies and (2) multilevel modeling, which includes different

levels of data (e.g., firm-level and regional-level data), is applied to explain the

effects of micro- and macro-level heterogeneity on firm performance. The paper is

structured as follows: in the next section, we review multilevel modeling, the

following section explains the empirical model specification in a spatial framework,

and Sect. 4 describes the variables from firm-level and regional aggregate-level

data utilized in this empirical study.

2 Multilevel Modeling

Spatial perspective analysis generally utilizes either cross-sectional data indexed by

location rather than time or panel data in which each time layer includes a data set

of location-specific observations. In an economic analysis with a hierarchy of local,

regional, and national levels, the spatial level affects outcomes. Therefore,

multilevel modeling is a good starting point to deal with a micro-macro problem

in which an individual level of cross-sectional data is constructed within the same

region (Corrado and Fingleton 2012). For instance, the levels of agglomeration are

different across spatial (geographical) units (e.g., local administrative areas), and

the properties of agglomeration partly reflect the observed performance of a firm in

the area. Figure 1 provides a diagrammatic representation of a multilevel hierarchy.

It consists of two levels: the top level, R, denotes the regional level (local admin-

istrative area, i.e., municipal level, Si/Gun/Gu in Korea), and F indicates the

individual establishment level. There is a variable number of firms in each category

at the regional level. In the context of spatial data, R represents a geographical

grouping of firms.

Firstly, a simple linear regression model is introduced to analyze a firm’s
production function using firm-level data and regional characteristics represented

by industrial specialization and relative diversity. For thejth region, the model is

defined as follows:

Yj ¼ Xjβj þ zjγj þ εj ð1Þ

where Yj ¼ yij

n o
denotes a (Fj � 1) vector of an individual firm’s output (value

added); Xj ¼ xij
� �

is a (Fj � k þ 1ð Þ) covariate matrix of firm-level inputs (labor

and capital) including the intercept term; zj is a (Fj � q) matrix of regional-level

explanatory variables (the level of regional agglomeration, the level of specializa-

tion and diversity) and is invariant within regions; εj ¼ eij
� �þ uj

� �
is the random

disturbance vector with eijor the i unit belonging to level j and a random effect uj
accounting for some level two heterogeneity; i

�
i ¼ 1, . . . ,Fj) and j j ¼ 1, . . . ,Rð Þ

denote individual-level (firm-level) and regional-level units, respectively; and γj
denotes the (q� 1) vector of fixed effect coefficients.
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For a simple approach to estimate the data with nested groups of observations,

the standard uni-level OLS estimation can be used with dummy variables for the

region. However, a weakness of this approach is that the large number of levels

(i.e., large number of regions, in this paper 263 for Si/Gun/Gu) results in a dramatic

reduction in degrees of freedom. In addition, in assessing any causal relationships

between yij and one or more elements of xij, it is necessary to consider the

hierarchical structure of the data and in particular the within- and between-group

effects. The multilevel approach helps to analyze the effect of heterogeneous

groups. In fact, with unbalanced data, while OLS estimates of the coefficients

give equal weights to each cluster, the variance component model acknowledges

the fact that the estimates for the fixed coefficients can change according to the

cluster size. Applying the multilevel model instead of the simple linear model of

Eq. (1) can manage the heterogeneity of the firm and regional level simultaneously.

By including agglomeration variables represented by zj in an extension of Eq. (1),

the multilevel structure is set up as follows:

Yj ¼ Xjβj þ εj ð2Þ
β k
j ¼ γ k0 þ z

0
jγ

k
j þ uk

j ð3Þ

where Yj ¼ yij

n o
denotes a Fj � 1

� �
vector of an individual firm’s output (value

added), Xj ¼ xij
� �

is a Fj � 1
� �

covariate matrix of firm-level inputs (labor and

capital stock), z
0
j is a q� 1ð Þ vector of regional-level agglomeration and is invariant

within regions, εj ¼ eij
� �þ uj

� �
is the random disturbance, β k

j denotes the

k coefficient of the firm-level model, and γ k
j represents the regional-level coeffi-

cient of the kth firm-level coefficient in the j th region.

Fig. 1 A hierarchical structure (modified from Corrado and Fingleton (2012))
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3 Empirical Model Specification

We need to specify the general form of multilevel model in Eqs. (2) and (3) as a

reduced form equation. In economic literature, the Cobb-Douglas production tech-

nology is generally adopted to analyze firm’s production behavior. To make a

comparison of individual firms’ performance, we assume the constant returns to

scale (CRS) and specify an empirical model of Eq. (2) as a CRS Cobb-Douglas

function with a firm i in a region j as

yij ¼ α0Lij
βKij

1�β þ εij; ð4Þ

where yij is output, Lij is labor input, Kij is capital stock, α0 is technological

coefficient, β is the elasticity coefficient of labor, and εij is random disturbance

term. For the purpose of estimation, we take the logarithms on both sides and derive

the following equation:

log yij ¼ αþ βlogLij þ 1� βð ÞlogKij þ Eij; ð5Þ

where α ¼ logα0 and Eij ¼ logεij. Following the conventional assumption, we

assume that Eij is i.i.d. normal. Equation (5) is a classic and generally adopted

approach to estimate production coefficients. In an estimation process of multilevel

modeling, however, assigning the CRS restriction is not usually applicable in many

econometric software. By taking additional calculation on Eq. (5), we can apply the

CRS restriction in the form available in general software packages as

log yij

� �
� log Kij

� � ¼ αþ β logLij � logKij

� �þ Eij: ð6Þ

The elasticity coefficient of capital can be derived from 1� βð Þ as given in the CRS
assumption after estimating β.

Now, we need to describe how to specify the regional-level structure to the

multilevel models of Eq. (3). In urban economic literature, individual firms produce

outputs from their inputs, and they are getting regional advantages, i.e., speciali-

zation and diversification benefits of agglomeration from the region where they are

located. In model specification to find the effect of agglomeration, we need to know

which parameters (or variables) reflect the agglomeration economies in Eq. (6). In

this paper, we assume that two major advantages come from the technological

coefficient, α, and the labor elasticity coefficient of β solely taken by labor inputs.

The data detailed in the next section is a single cross section. Within a year,

therefore, a firm’s adoption of input combinations in their production technology

is not only allowable in labor but in capital, i.e., the short-term production portfolio

without uncertainty is assumed. Under the given circumstance, firms are assumed to

completely know their production frontiers and achieve the optimal production

level. As a consequence, they include all the regional advantages of agglomeration
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into their non-input factors to reduce their production costs. In the CRS Cobb-

Douglas production technology under single-year production data, the only avail-

able factor to reflect this assumption is α.1 The model we adopt is, therefore, a

random intercept model as

log yij

� �
� log Kij

� � ¼ αj þ β logLij � logKij

� �þ Eij; ð7Þ

αj ¼ z
0
jγj þ uk

j : ð8Þ

As notated in Eq. (7), αj has the regional subscript j from Eq. (6). The second-level

equation comes with the regional-level variables (intercept and two variables

described in the next section, specialization and diversification) in Eq. (8). In the

estimation, we adopt the restricted maximum likelihood estimation (REML)

(Goldstein 2011; Kreft and de Leeuw 2002) and “lme4” R packages are applied.

4 Data

In this analysis we utilize data based on the plant level underlying the Annual

Report on Mining and Manufacturing Survey of Korea (2012) by the Korea

National Statistical Office. The survey covers all plants with five or more

employees in mining and manufacturing industries and contains information on

the production process that is necessary to estimate plant-level production function.

The data are classified into three administrative area levels: province

(Do/Gwangyeoksi), municipal (Si/Gun/Gu), and submunicipal (Eup/Myeon/

Dong/Ri). However, the survey only provides the individual data for the province

and municipal levels.

This paper focuses on 23 manufacturing subsectors for a single year, 2012. The

key variables to estimate firm-level production functions are labor, capital stock

and value added with industry classification, and location information at various

geographical levels, including province and municipal.2 Thus, the municipal is the

reference unit for the regional level in this analysis. This paper presents an inves-

tigation into the connection between a firm’s productivity and the externalities from
agglomeration including diversity and specialization. Agglomeration economies

are assumed to be club goods that operate at a large regional scale. The levels of

agglomeration as regional attributes in this paper are also proxy measures identical

to the municipal level.

1 Depending upon assumptions applied to model specification, the agglomeration factors can be

applied to any coefficient in the assigned production technology. For model simplicity and data

availability, we stay in flexible α only.
2 Location information at the submunicipal level is not provided in the survey due to the disclosure

policy.
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The benefits of the spatial concentration of economic activities can be earned

from the intra- and interindustry clustering of economic activities, referred to as

urbanization and localization economies in the agglomeration literature (Melo et al.

2009). These economies can be measured by specialization and diversity indices.

Beaudry and Schiffauerova (2009) summarize the indices used for localization and

urbanization in the empirical studies that investigate the effect of agglomeration

economies.

Localization economies are generated when many firms or jobs in the same

industry are located close to each other. Regions whose production is a structure

specialized in a particular industry tend to be more productive in that particular

industry, as this arrangement allows knowledge to spill over between similar firms.

The most common measurement of localization economies is the location quotient

(LQ) introduced by Florence (1939), which is often employed to quantify industrial

concentration in regions. Typically, LQ is constructed with employment data, and

the measure is the ratio of two shares: the employment share of a particular industry

in a region and the employment share of that industry in a wider area such as a

country. Researchers often assume that if the quotient is above one, then the

industry is concentrated in the region. The LQ to assess industry localization in a

particular region is defined as follows:

LQij ¼
Eij

Ej

� 	
=

Ein

En

� 	

where Eij is employment in industry sector i and region j; En or Ej is total

employment at the national level or regional level, respectively; and Ein is the

total national employment in industry sector i. Alternatively, own-industry employ-

ment can be used to measure localization economies.

Urbanization economies are created when firms cross their industrial bound-

aries; knowledge spills over between different industries, causing diversified pro-

duction structures to be more productive (van der Panne 2004). The diversity-based

(inverse) Herfindahl-Hirschman index (HHI) is the most used measure for urban-

ization economies. There are a few alternatives to inverse HHI to measure urban-

ization economies, such as the Gini index, the total local population, the total local

employment, or other industry employment. In this paper we utilize the relative-

diversity index by summing for each region, overall sectors, the absolute value of

the difference between each sector’s share in local employment and its share in

national employment (Duranton and Puga 2000). The relative-diversity index is

given by

RDIj ¼ 1=
X
j

sij � si


 



where sij is the share of industry i in region j and si is the share of industry i in
national employment.
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Table 1 presents descriptive statistics for the data which is utilized in our

analysis. The original survey includes 65,743 firms’ production data in the mining

and manufacturing industries, but we only focus on the manufacturing industry.

Due to the disclosure policy,3 available observations are 53,045. Due to the

logarithmic transformation in the specified model of Eqs. (7) and (8), any observa-

tions with values of zero are changed to one following the conventional rule of

thumb.

5 Results

We first estimate the Cobb-Douglas production function of Eq. (6) to investigate

regional-level variation in residuals. By adopting the firm-level data, the OLS

results are presented in Table 2 based on firm-level observations.

As noted in the previous section, Eq. (6) is assumed to be the CRS Cobb-Douglas

production technology, and the elasticity of capital is derived from the estimated

elasticity of labor. As generally expected, the adopted data shows that the outputs

are more heavily dependent on labor inputs (0.826) and intercepts contributed about

3.612 to the variations of outputs.

To test whether there are regional-level effects on the productivity, the residual

from the OLS results should be considered and are summarized by regional level

(Si/Gun/Gu) in Fig. 2. Each boxplot represents the distributional characteristics of

residuals by each region.

As shown in Fig. 2, the residual boxplots vary across regions greatly, particularly

from the standpoint of quartiles. Even though it’s a good model fit in the results of

Table 2 (R-squared ¼ 84.6%), the OLS estimation does not fully explain the

variation of individual firm-level performances. As we argued, we tackle two

regional-level factors—specialization and diversification—into Eqs. (7) and (8).

We estimate the random intercept model and the results are shown in Table 3.

Table 1 Descriptive statistics in manufacturing industry (n¼53,045)

Variable (2012) Mean Min Max Std. dev.

Value added 7090 1.00 9,515,833 103,977

Employment 43.04 1.00 26,877 249.25

Capital stock 7764 1.00 9,893,439 113,031

Location quotient 3.99 0.01 958.34 11.61

Relative-diversity 0.035 0.01 0.49 0.04

Number of firms 53,045

3Korea Statistical Office adopts a disclosure rule to protect individual firm’s information. About

19.31% (12,698) of firm observations are masked, and 53,045 in total is the maximum availability

for this study.
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In Table 3, the estimates are statistically significant with 1% significance level,

and the size of estimated labor elasticity is increased to 0.834. From the negative

correlation between specialization and diversification, we can expect that there is a

trade-off relation between two regional-level factors. From the larger variance of

diversification, we can infer that diversification is a key driver of regional-level

Table 2 OLS result of

production function at firm

level

Variable Coefficients

Intercept 3.612***

(0.0061)

Ln(employment) 0.826***

(0.0015)

Ln(capital) ¼1 � Ln(employment) 0.175

Number of obs. 53,045

R2 84.6

Note: significance levels of 10%, 5%, and 1% are denoted by *,

**, and ***, respectively

Fig. 2 Residual plot for production function at administrative level (Si/Gun/Gu)

Table 3 Multilevel results for firm production function

Fixed effects Random effects

Variance

Std.

dev. Corr.

Intercept 3.641***

(0.015)

Intercept 0.023 0.151

Ln(employment) 0.834***

(0.002)

Specialization 0.001 0.034 �0.12

Ln(capital) ¼ 1�Ln

(capital)

0.166 Diversification 0.192 0.438 0.19 �0.49

Number of firms 53,045 Log likelihood �53703.44

Note: significance levels of 10%, 5%, and 1% are denoted by *, **, and ***, respectively
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Fig. 3 Histogram of coefficients in second-level model
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difference in agglomeration economies on the production performances of individ-

ual firms.

To analyze the distribution of the second-level coefficients, we construct the

histograms of regional-level estimates in Fig. 3.

The second and third panels of Fig. 3 are the distribution of specialization and

diversification estimates at the regional level. The interesting fact is that the

specialization estimates are right skewed while the diversification estimates are

left skewed. As described above, this explains the opposite directional movement of

two effects. The highly specialized regions are likely to have lower diversification

and vice versa.

The first panel in Fig. 3 is the distribution of intercepts, and they are all positive

values and dominate the other two in the point of magnitude. This means there exist

some region-specific positive production factors not captured by the two variables

of agglomeration economies. Considering the relatively smaller magnitude of

measurement units in specialization and diversification, the larger magnitude of

intercept itself does not necessarily mean larger spatial heterogeneity. It is, how-

ever, noteworthy that region-specific economic factors and conditions are important

elements which need to be considered in local-level economic growth policy. To

further study the trade-off relation, we plot the regional-level estimates followed by

the size of intercepts in Fig. 4.

In Table 3, the given variation of specialization (0.001) is the smallest while that

of diversification (0.192) is the largest. Figure 4 shows the exactly matched

vibrational bandwidth in the second and third columns. While specialization esti-

mates do not vary across the changes of intercepts, the estimates of diversification

vary as the similar shape of slope in the estimates of intercepts. This implies that

diversification could be an endowed factor in each region. Considering the fact that

the production performance of individual firms can be seen as highly dependent

upon the built-in environment in a region, the level of diversity by industries or

firms in a region significantly influences firm’s productivity due to larger variation

in diversification. On the other hand, the smaller variation of magnitude of special-

ization is not a strong leading factor for a firm’s production. This implies that the

local government may encounter limited resources and flexibility in its economic

policy.

To empirically confirm this argument, we plot the second-level coefficients on

the map of municipal level (Si/Gun/Gu) as shown in Fig. 5. In Fig. 5, the mean-

deviated estimates are plotted by each region. The regions having no manufacturing

sectors are presented as empty color. The regions in darker red (blue) color present

the above (below) average effect of variables on firm productivity. The impacts of

specialization and diversification vary across the region due to the different indus-

trial structure which already exists.

As expected, specialization and diversification have the opposite direction of

color patterns, i.e., the higher specialization means the smaller diversification and

vice versa. In addition, intercepts and diversification present the similar color

pattern as described above. It is obvious that Seoul metropolitan area shows a

larger impact due to diversification and specialization, but is around the average
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(mean of coefficient in specialization is -0.003 and mean of coefficient in diversi-

fication is 0.014). The regions with industrial complexes built up by the central

government in the 1970s, for example, Ulsan, Pohang, and major heavy

manufacturing industry-based cities, also present a moderate size of specialization

and diversification effects. However, the regions along the Gyeongbu Expressway

show higher values (above average) for the impact of specialization and lower

values (below average) for the impact of diversity. For those regions, clustering

manufacturing industries or firms lead to increasing a firm’s productivity.

6 Conclusion

This paper tries to answer whether agglomeration economies lead to better firm

performance or not. By adopting the random-intercept-multilevel models of 2012

Korean manufacturing data, we suggest an econometric specification strategy of the

CRS Cobb-Douglas production function in the multilevel structure, estimate the

specified model, and analyze the results. Adopting two regional-level agglomera-

tion economies represented by specialization and diversification, the results

discussed in this paper can be summarized into three policy implications.

First, specialization and diversification show the opposite effects on firm per-

formances in most of the regions except the regions in some large metropolitan

areas. In an ideal situation, both effects are not a trade-off phenomenon, and highly

agglomerated cities are expected to have synergies from both effects. In the 2012

manufacturing sector in Korea, however, the offset between these two factors is

observed. This means before the central and local governments implement indus-

trial policy, they need to consider the existing mix of manufacturing sectors to not

lose one of the agglomeration economies.

Fig. 4 Random effect variation
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Fig. 5 Map plots of the

mean-deviated second-level

coefficients
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Second, the specialization effect on a firm’s productivity is relatively weaker

than diversification across regions. Even though there is no rule of proper effect size

on both factors, this weak specialization effect can be seen as a big threat to the

current economic growth strategies in Korea. Both local and central governments

emphasize the role of new specialized industry complexes in a region, i.e., building

up a new technology or IT industry concentrating on a city and expecting to link it

to other cities for a nationwide diversification. If this specialization fails in a region

level due to the weak specialization economies, the policy goal may not be

achieved. The imperative and urgent policy is, therefore, to strengthen specializa-

tion effects at a regional level. Then, diversification tends to follow up the effects as

given in the current status.

Last, spatial heterogeneity in intercepts of the regional level dominates both

specialization and diversification. In addition, diversification follows the trend of

spatial heterogeneity. From 2012 manufacturing data, the production performance

of manufacturing firms leaned highly on the region-specific factors not explained

by the two agglomeration variables. Regional attributes such as the density of

human capital, the level of infrastructure capacity, or the proportion of high-tech

manufacturing firms can strongly influence firms’ productivity. Considering the fact
that there have been many policy concerns to resolve regional imbalance in

economic growth, this questions the effectiveness of the previous efforts. From

this standpoint, the strong spatial heterogeneity and the following trend of diversi-

fication emphasize that the local or central government, which tries to boost the

economy in a lagging region and to achieve a well-balanced regional economy in a

county, may want to think about the human capital or the other factors to increase

productivity rather than just industry allocation strategy.
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Impact of Local Government Monetary
and Fiscal Policies on Output Growth
of Firms

Changkeun Lee and Euijune Kim

Abstract This study explores the impacts of the monetary and fiscal policies of

local governments on the output growth of firms, using multilevel statistical

models. It concludes that short-term loans and bonds have a positive influence on

output growth but long-term loans have a negative effect, while the effect of paid-

in-capital increases is inconclusive and insignificant. A credit guarantee from the

local government has the largest impact on the elasticity values of factor inputs and

financing amounts with respect to output, compared to other government expendi-

ture programs.

Keywords Monetary and fiscal policies • Multilevel statistical models • Bank-

based and market-based financial systems • Local government • Financing options

1 Introduction

South Korea has experienced two major financial crises in the last two decades. In

the midst of these shocks, cash-strapped firms have been in an ongoing restructuring

and debt readjustment processes through the Korean Asset Management

Company’s Non-Performing Loan Disposal Fund and Structural Regulation

Fund.1 Under the restructuring process, the central government has implemented

actively monetary policies (e.g., the extension of the loan, timely supply of funds

for corporates, and purchasing speculative-grade bonds for prompt liquidation) and
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fiscal policies such as corporate tax integration and the introduction of a corporate

cash flow tax. Besides, local governments have developed credit guarantee schemes

of regional firms and have executed financing, taxation, and budgetary adjustments

of early public finance expenditures, innovative activity assistance, and industrial

policy regulations for entrepreneurial activities. However, it is not clear which

financial and fiscal tools contribute most to a company’s business and output

growth.

The purpose of this study is to analyze the impact of monetary and fiscal policies

of local governments on the output growth of firms. In this paper, we take into

account four financing options for firms (a short-term loan, a long-term loan, a bond,

and a paid-in-capital increase) and four monetary and fiscal policy options for the

government to implement—a credit guarantee, a local tax revenue (or tax reduction),

a non-investment expenditure, and an investment expenditure. While many works

have focused on the economic role of the financial sector in economic growth, this

paper explores how the output growth of firms depends on monetary and fiscal

policies of local governments. This study estimates firms’ output function using a

multilevel structure of micro firm-level data and regional macro data from 1997 to

2009. The next two sections review the literature on the relationship among the

financial sector, monetary and fiscal policies, and regional economic growth and

analyze the effect of monetary and fiscal policies using multilevel statistical models.

The final section summarizes the main findings and discusses future research topics.

2 Literature Review

2.1 Financial Systems2 and Regional Economic
Development

Beare (1976) was one of the pioneering works contributing to the development of

monetary theory at the regional level. He argued, using a simple reduced form

equation, that a national money and banking system controlled by a central bank

was important in determining regional income. Rioja and Valey (2004), using

dynamic panel generalized method of moments (GMM) techniques, found that

the relationship between a country’s financial development and its economic

growth varies according to the development level of financial systems. For exam-

ple, improvement in financial markets had an uncertain effect on economic growth

at a low level of financial development but a large and positive effect on growth at

an intermediate level. The effect was positive but smaller at an advanced level.

2 The bank-based system emphasizes the role of banks in mobilizing capital and managing risk,

while the market-based system emphasizes the role of markets in enhancing risk management,

information dissemination, corporate control, and capital allocation (Lee 2012; Levine and Zervos

1998).
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However, Rousseau and Wachtel (2002), using a core cross-country panel analysis,

concluded that the relationship between financial systems and economic growth

was unstable and depended on the types of regional and economic structures.

The discussion of the comparative advantages of bank-based and market-based

financial systems originated with Gerschenkron’s (1962) perspective on financial

structures. Since the early 1980s, three issues have been raised regarding (1) the

comparative advantage of the market-based system, (2) the dominant position of the

bank-based system, and (3) the complementary relationship between these two

financial systems. After the recession in the Japanese economy and the regression

in the German economy in the 1990s, the financial market placed more emphasis on

the market-based financial system than the bank-based one. Some have argued that

the market-based financial system was superior in terms of efficient resource

allocation (e.g., Porter 1992; Franks and Mayer 1993; Boyd and Gertler 1994;

and Levine and Zervos 1998). Rajan and Zingales (1998a) explained that the bank-

based financial system resulted in inefficient fund allocation because the system

entailed oblique dealings, which might have caused the financial crisis in East Asia

in 1997. Shin and Kim (2011) reported that, after the financial crisis of 1997, the

profitability of banks was not enhanced solely through improvements in techno-

logical efficiency in Korea. Their profitability was improved through a restructuring

process and through increased scale efficiency, as the banks struggled to increase

their scale efficiencies to survive. This finding implies that such a scenario might

lead to risk-averse attitudes on the part of banks.

However, the bank-based financial system has comparative advantages in finan-

cial intermediation through information gathering, valuation of companies, and

maintaining relationships with companies (e.g., Gerschenkron 1962; Opler 1993;

and Rajan and Zingales 1998b). Becketti and Morris (1992) and Hooks and Opler

(1993) credited the contribution of the banking sector with the growth of small- or

medium-sized companies, despite the development of the market-based financial

system. Schmidt et al. (1999) found, based on the theory of financial intermediation,

that there has been no general trend toward disintermediation, toward a transfor-

mation from the bank-based to the market-based financial system, or toward a loss

of importance of banks, in three major European economies: France, Germany, and

the UK. Stulz (2000) argued that banks are more effective at providing external

resources to new and innovative activities that require staged financing because

banks can credibly commit to making additional funding available as a project

develops.

In analyzing the financial sector in 45 countries from 1980 to 1995, Levine

(2002) concluded that a better developed financial system (between bank-based or

market-based financial systems) induced economic growth. Beck and Levine

(2001) reported that banks and stock markets are complementary: they jointly

contribute to economic growth. They also found that distinguishing countries by

overall financial development and legal system efficiency is more useful than

distinguishing countries by whether they are relatively bank based or market

based. Deidda and Fattouh (2008) showed theoretically, through a simple model

of competitive financial systems, that both bank and stock market development
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have a positive effect on growth, but the growth speed of bank development is low

when there is a high level of stock market development. Lee (2012) demonstrated,

using Granger-causality tests, that while the banking sector plays an important role

in the early stage of economic growth, recently the stock market has played a very

substantial role in the economic growth of economically advanced countries (e.g.,

the USA, the UK, Germany, France, and Japan). He concluded that the banking

sector and the stock market in each country were complementary to one another in

fostering the process of economic growth.

2.2 Monetary and Fiscal Policies

Local government policies regarding the overall output growth of firms can be

divided into three types: monetary policies (e.g., subsidies and credit offering),

fiscal policies (e.g., taxation and public expenditures), and industrial policies

(Harrison et al. 2004). To minimize the financial constraints on firms, especially

small- and medium-sized firms, local and central governments employ diverse

monetary and fiscal policies such as mutual funds, credit assistance, credit guaran-

tees, venture capital, subsidies, various expenditures, and tax systems. Empirical

evidence has revealed inconclusive results regarding the effectiveness of such

monetary policies (see Table 1). Boocock and Shariff (2005), looking at the case

of Malaysia, evaluated the credit guarantee scheme in terms of financial

additionality (i.e., an increase in accessibility to loans) and economic additionality

(i.e., utilizing funds to benefit firms and to generate positive spillovers). They

concluded that the Malaysian credit guarantee scheme in general failed to satisfy

financial additionality, although it showed some positive outcomes in relation to the

economic additionality. Oh et al. (2009), using propensity score matching,

suggested that credit guarantees significantly influence firms’ ability to maintain

their size in terms of sales and employment, and increase their survival rate, but

they do not increase firms’ R&D and investment or their growth in productivity.

Table 1 Impacts of monetary policies on the firm’s growth

Author Type of monetary policies Impacts on firm’s growth

Cowling and Mitchell (1997) Credit guarantee program Positive

Li (2002) Credit assistance program Positive

Lerner (2002) Public loan support program Negative

Meager et al. (2003) Credit scheme Negative

Kreft and Sobel (2005) Venture funds Negative

Boocock and Shariff (2005) Credit guarantee scheme Positive, but restrictive

Cumming (2007) Venture capital Positive

Oh et al. (2009) Credit guarantee program Positive, but restrictive
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Fiscal policies, such as taxation and local and central government expenditures,

can either encourage or discourage entrepreneurs seeking to establish businesses.

For example, taxation exerts mainly a negative effect on firms’ activities, but

McGreal et al. (2002) demonstrated that taxation instruments were effective in

achieving urban regeneration in Dublin (Ireland) and Chicago (USA). Local and

central government expenditures increased output per capita and firm profitability

and encouraged innovation (Jacobides et al. 2006; Chen and Groenewold 2011; Yu

and Rickman 2013). Takii (2008) stressed that an expansionary fiscal policy can

strengthen the social role of firms in predicting idiosyncratic changes in consumers’
taste preferences if the government expenditure can reflect changes in consumer

tastes. While such fiscal policies affect entrepreneurial activities and output growth,

Takii (2008) came up with mixed results regarding their effectiveness.

3 Analysis

3.1 Data

This work uses a total of 3045 micro firm-level data from Nice Information Service

from 1997 to 2009 to assess the economic contribution of financial systems. In

general, a firm can choose financing methods from these four options: (1) the

amount of bond issues, (2) the amount of paid-in-capital increases from the

market-based financial system, (3) the amount of short-term loans, and (4) the

amount of long-term loans from the bank-based financial system. To foster a firm’s
output growth, the local government uses monetary and fiscal policy tools, includ-

ing credit guarantee volume, tax revenue, investment expenditures, and

non-investment expenditures. These are classified by region (the Seoul metropol-

itan area and the rest of Korea3) and firm size (a large firm, a small- or medium-

sized firm4).

Table 2 shows the shares of number of firms and of financing amount by

financing option (e.g., bonds, paid-in-capital increases, short-term loans, and

long-term loans). Firms in the Seoul metropolitan area (SMA) show a 5.2–6.2%

higher share of a number of firms issuing bonds compared to firms in the rest of

Korea (ROK). However, firms in ROK record a larger share of financing amount by

bonds issued until 2004 but a smaller share from 2005 to 2009. These figures imply

that firms in ROK have more constraints on bond issues. The large firms tend to

have more favorable terms for issuing bonds compared to small- and medium-sized

firms in terms of management performance and internal reserve facilitation. Only a

few firms are financed by paid-in-capital increases, and a large number of firms in

3 The SMA includes Korea’s capital city, Seoul, and its adjacent provinces, Incheon and Gyeonggi.
4 In Korea, the definition of small- and medium-sized firms is specified in the Minor

Enterprises Act.
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both regions are heavily dependent on short-term and long-term loans. In particular,

firms in ROK tend to depend more on bank-based financing options (e.g., higher by

4.0–6.5% in the share of a number of firms using short-term loans and by

9.8–12.8% in the share of a number of firms using long-term loans). In addition,

firms in ROK are more dependent on short-term loans than long-term loans.

Table 3 summarizes the monetary and fiscal policies of local governments in

Korea. Total regional average credit guarantee amounts per firm have been contin-

uously decreasing since 2000, and the average credit guarantee amounts in ROK are

mostly lower than those in SMA. This implies that monetary constraints are placed

on firms in ROK in terms of financial credit assistance of local governments.

Moreover, after the 2008 financial crisis, local governments significantly reduced

their credit offerings by 29.6–35.4% in 2009 versus 2005.

3.2 Analysis

While most studies, including King and Levine (1993a, b) and Guiso et al. (2004),

have argued that the development of financial systems affects the productivity and

the output growth of firms, this paper examines the economic impacts of the

financial sector (a bank-based or market-based financial system) and monetary

and fiscal policies on a firm’s growth. The basic form of the output growth model

of firms, including the financial systems addressed in this paper, can be written as

shown in Eq. (1):

ln Yi, t ¼ aþ αln Li, t þ βlnKi, t þ
X4
k¼1

γklnF
k
i, t þ εi, t ð1Þ

where Y is output of firms, L labor, K capital, F financing options (bond issues, paid-

in-capital increase, short-term loans, long-term loans), i firm, and t year.

Table 3 Monetary and fiscal policies of local government in Korea (unit: million US$)

SMA ROK

2000 2005 2009 2000 2005 2009

Average credit guarantee

amounts per firm*

0.033 0.022 0.016 0.028 0.022 0.015

Local tax revenue 8482.9 15,789.4 19,776.2 5100.9 10,040.7 11,837.6

Investment expenditures of

local governments

12,590.2 18,763.4 30,318.4 17,057.3 27,075.2 45,820.8

Non-investment expendi-

tures of local governments

4211.2 10,239.2 13,202.0 4680.1 8244.5 10,594.1

*Data, which was supplied by the Small and Medium Business Administration, were aggregated

annually
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The output growth of firms is expected to increase in response to the growth rate

of the labor productivity, but this paper is more concerned with how the monetary

resources of each financial system contribute to the output growth of firms, that is,

the values of parameters, γ. This paper employs multilevel statistical models to

analyze a hierarchical structure, level 1 (firm level) and level 2 (regional level).5

The dependent variable is the total amount of sales of each firm (the output growth),

and independent variables at the microlevel include (1) the total amount of tangible

fixed assets and total number of employees as traditional input variables; (2) the

amount of short-term and long-term loans, bond issues, and paid-in-capital increase

as financing options; and (3) local credit guarantee amounts, local tax revenues, and

investment and non-investment expenditures of local governments as regional

monetary and fiscal policies. There are two dummy variables: financial crisis as

economic shock and firm size. The final estimated equations of the two-level

models can be written as follows and are estimated for 16 metropolitan regions

from 1997 to 2009 in Korea.

3.2.1 Random Effect Model

Level1 lnyij, t ¼ β0j þ εij εijeN 0, σ2ε
� � ð2Þ

Level 2 β0j ¼ γ0 þ υ0j υ0j eN 0, σ2υ
� � ð3Þ

3.2.2 Random Intercept Model

Level1 ln yij, t ¼ β0j þ
XK
k¼1

β k
j ln x

x
ij, t þ εij εijeN 0, σ2ε

� � ð4Þ

Level2 β0j ¼ γ0 þ
XS
s¼1

γ0sj ln z sj, t þ υ0j υ0j eN 0, σ2υ
� � ð5Þ

3.2.3 Random Slope Model

Level1 yij, t ¼ β0j þ
XK
k¼1

β k
j ln x

k
ij, t þ εij εijeN 0, σ2ε

� � ð6Þ

5 In multilevel analysis, the hierarchical structure of data is explicitly considered (Goldstein 2003).

Therefore, we could analyze the effects of regional monetary and fiscal policies among regions on

the Level 2, using this model.
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Level 2 β k
j ¼ γ kj þ

XS
s¼1

γksj ln z
s
j, t þ υ k

j υ k
j eN 0, σ2υ

� � ð7Þ

3.2.4 Random Intercept-Slope Model

Level 1 lnyij, t ¼ β0j þ
XK
k¼1

β k
j ln x

k
ij, t þ εij εijeN 0, σ2ε

� � ð8Þ

Level 2 β0j ¼ γ0j þ υ0j

β k
j ¼ γ kj þ

XS
s¼1

γksj ln z
s
j, t þ υ k

j υjeN 0, σ2υ
� � ð9Þ

yij,t: output of firm i (i¼ 1. . .m) in region j ( j¼ 1. . . n) and time t (t¼ 1997. . . 2009)
x: quantity variables including labor, capital, and financing options at firm level and

quality (dummy) variables of financial crisis and firm size

z: regional level variables of monetary and fiscal policies

Table 4 shows the results of four multilevel statistical models and an ordinary

least square (OLS) model. The model fitness of the random intercept-slope model is

the highest among the four multilevel statistical models. The output inequality

within a region is larger than that among regions in the sense that the intercept

parameters of level 1 (0.741–2.361) are higher than those of level 2 (0.051–0.119)

in the random effect (column 1–column 3). However, the output inequality among

regions is widened in the random intercept-slope model because of the disparities of

regional policies (see column 4). Importantly, the elasticity of the investment

expenditures with respect to the output is estimated as 0.290, which is the highest

among the regional macroeconomic variables. The local tax revenue and the

non-investment expenditures of the local government positively influence the

output of firms,6 while the effect of credit guarantees of the local government on

output of firms is insignificant. However, the fiscal policies could enlarge the

disparity of regional economies.

With regard to financial systems (column 2–column 4), three financing

options—short-term loans in the bank-based system, bonds, and paid-in-capital in

the market-based system—have positive effects on the output of firms; if bond

financing increased by 1%, then the output would grow by 0.043%. Only a long-

term loan has a negative elasticity with respect to the output as much as (�) 0.003 to

(�) 0.004 due to capital borrowing costs and the rollover burden of a long-term

loan. This risk-averse activity of banks can reduce the economic risk from long-

6Niskanen (1971) explained that public administrators might be motivated to maximize revenue,

and thus expenditures, in order to expand the desirable aspects of their working environment.
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Table 4 Estimation of multilevel statistical models

Variable

Random

effect

Random

intercept

Random

slope

Random

intercept-

slope OLS

Fixed effect

Intercept 10.311*** 2.105*** 0.320 0.115 10.524***

Firm-specific variables

Log (labor) 0.721*** 0.722*** 0.722*** 0.724***

Log (capital) 0.083*** 0.082*** 0.082*** 0.076***

Firms’ size dummy

(large firms¼ 1)

0.403*** 0.403*** 0.403*** 0.446***

Financial variables

Log (short-term

loan)

0.026*** 0.026*** 0.026*** 0.028***

Log (long-term

loan)

�0.004*** �0.003** �0.004*** �0.002

Log (bond) 0.043*** 0.043*** 0.043*** 0.041***

Log (paid-in-capi-

tal increase)

0.008* 0.007* 0.007* �0.001

Regional macro variables

Financial crisis

dummy (1997–1999)

�0.530*** �0.285*** �0.239*** �0.662***

Log (credit

guarantee)

�0.062***

Log (local tax

revenue)

0.017

Log (investment

expenditures)

0.553***

Log

(non-investment

expenditures)

0.015

Random effect

Level 1

Intercept 2.361*** 0.743*** 0.741*** 0.740***

Level 2

Intercept 0.051*** 0.119*** 7.105***

Regional macro variables

Log (credit

guarantee)

0.001* 0.001

Log (local tax

revenue)

0.025 0.083**

Log (investment

expenditures)

0.339*** 0.290***

Log

(non-investment

expenditures)

0.054* 0.014*

Chi-square 686.95*** 799.78*** 1765.56*** 1795.96***

Adj R-Sq 67.62

*, **, and *** represent respectively the statistical significance at 10%, 5%, and 1% levels
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term financing with respect to profit maximization in the short run (Schmidt et al.

1999), but it negatively affects outputs of firms in the ROK, which are very

dependent on short-term loans, as indicated in Table 2. The elasticity for output

of firms is followed by bonds, short-term loans, and paid-in-capital increases. That

is, the combination of bank financing for short-term periods (or for emergency

purposes) and market financing for long-term periods (e.g., issuing bonds) could

have positive effects on the output growth of firms. This means that the relationship

between the market-based and the bank-based system could be complementary for

the output growth of firms, as discussed in Deidda and Fattouh (2008). The

economic contribution of large firms is higher than that of small- and medium-

sized firms, but the output is negatively affected by the financial crisis shock (see

column 2–column 4). Based on these results, we offer some observations about

types of financial strategies for small- and medium-sized firms. First, credit ration-

ing needs to be extended to small- and medium-sized firms in order to reduce

lenders’ cost of providing loans, such as information and monitoring costs, as

discussed in Peterson and Rajan (1994). More credit with policy funds should be

allocated to innovative small and medium firms based on a technology evaluation

system in order to enhance the financial stability of firms with fewer collateral

loans. As a long-term financing option, a private bond market focused on small- and

medium-sized firms needs to be established to utilize investment funds of life

insurance companies, universities, and pensions; the types of the bond will vary

in terms of maturity, issue amount, options to redeem bonds, and coupon rate. In

addition, a trading system of unlisted stocks and call and put options can contribute

to diversifying the investors’ options to recoup the investment amounts and pro-

moting investments in paid-in-capital increases of small- and medium-sized and

venture firms.

Table 5 presents the results of the output growth model by province in Korea.

The effects of financing options on the output are similar to those shown in Table 4:

short-term loans and bonds have positive influences on output growth, but long-

term loans have a negative effect in most regions, while the effect of paid-in-capital

increases is inconclusive and mostly insignificant. These parameters in Table 5 are

regressed by monetary and fiscal variables, including local government credit

guarantee, local tax revenue, investment expenditures, and non-investment expen-

ditures of local government.

In Table 6, if there is a 1% increase in the amount of credit guarantees from the

local government, the elasticity values of factor inputs and financing options with

respect to the output would increase by 0.794% to 0.883%. The impact is larger

than the other cases: for example, a 1% decrease in local tax rates would increase

the elasticity values of factor inputs and financing options by 0.134 to 0.753%. The

investment expenditure of local governments positively affects the elasticity of

paid-in-capital increase, while the effects on the other financing options are also

positive but statistically insignificant. Thus, a credit guarantee as monetary policy
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Table 5 Estimation of output growth model of firms for 16 metropolitan regions

Region Seoul Busan Daegu Incheon

Intercept 10.737*** 10.688*** 10.511*** 10.457***

Log (labor) 0.898*** 0.949*** 0.965*** 0.860***

Log (capital) 0.102*** 0.051*** 0.035* 0.140***

Firms’ size dummy (large firms¼ 1) 0.062*** �0.041 0.015 0.473***

Log (short-term loan) 0.031*** 0.024*** 0.019** 0.017**

Log (long-term loan) �0.003 �0.022*** �0.039*** �0.034***

Log (bond) 0.020*** 0.037*** 0.059*** 0.011**

Log (paid-in-capital increase) 0.002 �0.005 �0.022 �0.002

Financial crisis dummy (1997–1999) �0.654*** �0.713*** �0.682*** �0.685***

Adj R-Sq 68.98 50.85 63.90 70.72

Region Gwangju Daejeon Ulsan Gyeonggi

Intercept 10.801*** 10.406*** 10.647*** 10.522***

Log (labor) 0.718*** 0.824*** 0.886*** 0.837***

Log (capital) 0.282*** 0.176*** 0.114*** 0.163***

Firms’ size dummy (large firms¼ 1) �0.066 0.177* 0.299*** 0.162***

Log (short-term loan) 0.031** 0.029** 0.011 0.018***

Log (long-term loan) �0.070*** �0.035*** 0.009 �0.015***

Log (bond) 0.001 �0.008 0.004 0.019***

Log (paid-in-capital increase) 0.010 �0.099 �0.052 0.019*

Financial crisis dummy (1997–1999) �1.013*** �0.057*** �0.862*** �0.625***

Adj R-Sq 49.92 57.77 77.11 67.45

Region Kangwon

North

Chungcheong

South

Chungcheong

North

Jeolla

Intercept 10.227*** 10.488*** 10.514*** 10.661***

Log (labor) 0.883*** 0.896*** 0.893*** 0.921***

Log (capital) 0.117*** 0.104*** 0.107*** 0.079***

Firms’ size dummy (large

firms¼ 1)

�0.088 �0.157*** 0.433*** �0.215**

Log (short-term loan) 0.001 0.020*** �0.006 0.026**

Log (long-term loan) �0.003 �0.028*** �0.039*** �0.003

Log (bond) 0.033** 0.015* 0.041*** 0.014

Log (paid-in-capital increase) �0.087 0.004 �0.038* 0.023

Financial crisis dummy

(1997–1999)

�0.642*** �0.634*** �0.608*** �0.619***

Adj R-Sq 57.33 54.33 63.60 64.43

Region

South

Jeolla

North

Gyeongsang

South

Gyeongsang Jeju

Intercept 10.560*** 10.594*** 10.613*** 10.682***

Log (labor) 0.873*** 0.856*** 0.942*** 0.750***

Log (capital) 0.127*** 0.144*** 0.058*** 0.250***

Firms’ size dummy (large

firms¼ 1)

�0.126 0.043 0.086* �0.951***

Log (short-term loan) �0.015 �0.011* 0.023*** �0.158***

(continued)
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and a reduction in the local tax rate as fiscal policy are key policies to increase the

output of firms and to promote financing in markets. Consequently, local govern-

ments should extend their economic role from simply offering credit for loans to

directly buying firms’ bonds or, if necessary, taking over paid-in-capital increases,

because of the larger effect of monetary policy. In addition, their focus should be on

an allocation of fiscal expenditures and tax reductions to improve the efficiency of

fiscal policies. In terms of complementary relations between the two financial

systems, firms can implement the best financing option to minimize capital costs

and financial risk under financial stability. That is, the government and financial

authorities need to develop a crowding fund, a hedge fund, and a FinTech in the

market-based system by mitigating regulations. Also, the financial authority needs

to encourage banks to invest start-ups and venture companies aggressively through

easing excessive prudential regulations.

Table 5 (continued)

Region

South

Jeolla

North

Gyeongsang

South

Gyeongsang Jeju

Log (long-term loan) 0.041*** 0.002 �0.020*** 0.076***

Log (bond) �0.004 0.029*** 0.024*** 0.098

Log (paid-in-capital increase) �0.020 0.007 0.011 �1.164

Financial crisis dummy

(1997–1999)

�0.772*** �0.675*** �0.722*** �0.432*

Adj R-Sq 65.70 65.88 63.42 48.05

*, **, and *** represent respectively the statistical significance at 10%, 5%, and 1% levels

Table 6 Estimation of each parameter in output growth model of firms

Dependent

variable Intercept

Log (credit

guarantee)

Log (local

tax revenue)

Log

(non-investment

expenditures)

Log

(investment

expenditures)

Intercept 5.882*** 0.798*** �0.643* 0.658 0.187

Labor �3.338* 0.840*** �0.753* 0.696 0.208

Capital �3.675** 0.883*** �0.582* 0.481 0.219

Short-term

loan

�4.246*** 0.848*** �0.501* 0.394 0.259

Long-term

loan

�4.286** 0.845*** �0.618* 0.497 0.275

Bond �4.128** 0.853*** �0.616* 0.524 0.239

Paid-in-cap-

ital increase

�5.229*** 0.794*** �0.134 �0.109 0.449**

*, **, and *** represent respectively the statistical significance at 10%, 5%, and 1% levels
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4 Conclusion and Policy Implications

This paper explores how the output growth of firms depends on monetary and fiscal

policies. It finds that short-term loans and bonds have positive influences on output

growth, but long-term loans have a negative effect in most regions. A credit

guarantee from a local government has the largest impact on the elasticity values

of factor inputs and financing amounts with respect to output compared to any other

government expenditure program. Also, a credit guarantee from a local government

and a reduction in the regional tax burden are key policies to increase the output of

firms and to promote financing in markets.

One future research area to examine is the efficiency of the legal system,

including financial inspection of the terms enforcing investors’ rights, with the

aim of improving the long-run growth and stability of financial systems. The

efficiency could be examined through data envelop analysis or a stochastic frontier

analysis method. Another issue to explore is the casual relation between financial

systems and economic growth on the basis of regional level. This would account for

regional differences in long-run regional economic performance due to changes in

financial structure. Finally, more attention should be paid to analyzing the impacts

of financial systems and financing options on the business cycle of industry sectors

and markets. Because the magnitudes and signs of the impacts are expected to rely

on the phases of industrial growth and life cycle stages of the market, this research

may identify suitable financial packages for suppliers.

References

Beare, J.B. 1976. A monetarist model of regional business cycles. Journal of Regional Science 16:
57–63.

Beck, T., and R. Levine, 2001. Stock markets, banks, and growth, Policy research working paper,

2670. The World Bank.

Becketti, S., and C. Morris. 1992. Does money still forecast economic activity? Federal reserve

bank of Kansas city. Economic Review 77: 65–77.

Boocock, G., and M.N.M. Shariff. 2005. Measuring the effectiveness of credit guarantee schemes:

Evidence from Malaysia. International Small Business Journal 23: 427–454.
Boyd, J.H., and M. Gertler. 1994. The role of large banks in the recent U.S. Banking crisis. Federal

Reserve Bank of Minneapolis Quarterly Review 18(1): 1–24.

Chen, A., and N. Groenewold. 2011. Regional equality and national development in china: Is there

a trade-off? Growth and Change 42(4): 628–669.
Cowling, M., and P. Mitchell. 1997. The evolution of U.K. self-employment: A study of govern-

ment policy and the role of the macro economy. The Manchester School 65: 427–442.
Cumming, D. 2007. Government policy towards entrepreneurial finance: Innovation investment

funds. Journal of Business Venturing 22(2): 193–235.

Deidda, L., and B. Fattouh. 2008. Banks, financial markets and growth. Journal of Financial
Intermediation 17(1): 6–36.

Franks, J., and C. Mayer. 1993. German capital markets, corporate control and the obstacles to
hostile takeover: Lessons from three case studies, Working paper. London Business School.

118 C. Lee and E. Kim



Gerschenkron, A. 1962. Economic backwardness in historical perspective. Cambridge, MA:

Harvard.

Goldstein, H. 2003. Multilevel statistical models. London: Arnold.
Guiso, L., T. Jappelli, M. Padula, and M. Pagano. 2004. Financial market integration and

economic growth in the EU. Economic Policy 19(40): 524–577.
Harrison, R.T., C.M. Mason, and P. Girling. 2004. Financial bootstrapping and venture develop-

ment in the software industry. Entrepreneurship and Regional Development 16(4): 307–333.
Hooks, L., and T.C. Opler. 1993. The determinants of corporate bank borrowing. Federal Reserve

Bank of Dallas Financial Industry Studies: 1–93.
Jacobides, M.J., T. Knudsen, and M. Augier. 2006. Benefiting from innovation: Value creation,

value appropriation and the role of industry architectures. Research Policy 35(8): 1200–1216.
King, R.G., and R. Levine. 1993a. Finance, entrepreneurship and growth: Theory and evidence.

Journal of Monetary Economics 32(3): 513–542.
King, R.G., and R. Levine. 1993b. Finance and growth: Schumpeter might be right. The Quarterly

Journal of Economics 108(3): 717–737.
Kreft, S.F., and R. Sobel. 2005. Public policy, entrepreneurship, and economic freedom. Cato

Journal 25(3): 595–616.
Lee, B.S. 2012. Bank-based and market-based financial systems: Time-series evidence. Pacific-

Basin Finance Journal 20: 173–197.
Lerner, J. 2002. When bureaucrats meet entrepreneurs: The design of effective ‘Public Venture

Capital’ programs. The Economic Journal 112: 73–84.
Levine, R. 2002. Bank-based or market-based financial systems: Which is better? Journal of

Financial Intermediation 11: 398–428.

Levine, R., and S. Zervos. 1998. Stock markets, banks, and economic growth. The American
Economic Review 88(3): 537–558.

Li, W. 2002. Entrepreneurship and government subsidies: A general equilibrium analysis. Journal
of Economic Dynamics and Control 26(11): 1815–1844.

McGreal, S., J. Berry, G. Lloyd, and J. McGarthy. 2002. Tax-based mechanisms in urban

regeneration: Dublin and Chicago models. Urban Studies 39(10): 1819–1831.
Meager, N., P. Bates, and M. Cowling. 2003. An evaluation of business start-up support for young

people. National Institute Economic Review 186: 59–72.

Niskanen, W. 1971. Bureaucracy and representative government. Chicago: Aldine-Atherton.
Oh, I., J. Lee, A. Heshmati, and G. Choi. 2009. Evaluation of credit guarantee policy using

propensity score matching. Small and Business Economics 33: 335–351.
Opler, T.C. 1993. Controlling financed distress costs in leveraged buyouts with financial innova-

tions. Financial Management 22(3): 79–90.
Peterson, M.A., and R.G. Rajan. 1994. The benefits of lending relationships: Evidence from small

business data. Journal of Finance 49(1): 3–37.
Porter, M.E. 1992. Capital choices: Changing the way America invests in industry. Journal of

Applied Corporate Finance 5(2): 4–16.
Rajan, R.G., and L. Zingales. 1998a. Financial dependence and growth. The American Economic

Review 88(3): 559–586.

Rajan, R.G., and L. Zingales. 1998b. Which capitalism? Lessons from the East Asian crisis.

Journal of Applied Corporate Finance 11(3): 40–48.
Rioja, F., and N. Valey. 2004. Does one size fit all? A reexamination of the finance and growth

relationship. Journal of Development Economics 74: 429–447.
Rousseau, P.L., and P. Wachtel. 2002. Inflation thresholds and the finance-growth nexus. Journal

of International Money and Finance 21(6): 777–793.
Schmidt, R.H., A. Hackethal, and M. Tyrell. 1999. Disintermediation and the role of banks in

Europe: An international comparison. Journal of Financial Intermediation 8: 36–67.

Shin, D.J., and B.H.S. Kim. 2011. Efficiency of the banking industry structure in Korea. Asian
Economic Journal 25(4): 355–373.

Impact of Local Government Monetary and Fiscal Policies on Output Growth of. . . 119



Stulz, R.M. 2000. Financial structure, corporate finance, and economic growth. International
Review of Finance 1(1): 11–38.

Takii, K. 2008. Fiscal policy and entrepreneurship. Journal of Economic Behavior and Organi-
zation 65(3–4): 592–608.

Yu, Y., and D.S. Rickman. 2013. US state and local fiscal policies and non-metropolitan area

economic performance: A spatial equilibrium analysis. Papers in Regional Science 92(3):

579–598.

120 C. Lee and E. Kim



Part III

Disaster and Impact Analysis

7. Assessment of Community Vulnerability to Natural Disasters in Korea by Using

GIS and Machine Learning Techniques

8. Indirect Impact of Nuclear Power Plant Accidents Using an Integrated Spatial

Computable General Equilibrium Model with a Microsimulation Module on the

Korean Transportation Network

9. A New Framework to Quantifying the Economic Impacts of Cyberattacks on

Aviation Systems: A Korean Game-Theoretic Interregional Economic Model



Assessment of Community Vulnerability
to Natural Disasters in Korea by Using GIS
and Machine Learning Techniques

Dong Keun Yoon and Seunghoo Jeong

Abstract Despite similar natural hazard magnitudes, the economic losses and

fatalities due to natural disasters are usually unevenly distributed among nations,

regions, communities, and individuals. Socially, economically, and environmen-

tally vulnerable communities are more likely to suffer disproportionately from

disasters. Identifying vulnerability factors to disasters is critical information for

disaster managers and planners to make disaster-related policy and strategies for

mitigating the negative impacts of disasters. This study constructs an index of

disaster vulnerability of local communities in Korea. Twelve indicators including

social, economic, and natural environment and built environment aspects are

selected to assess 230 local communities’ vulnerability to disasters. Economic

losses from disasters from 2001 to 2010 in Korea are analyzed using GIS. More-

over, this study examines the relationships between the constructed vulnerability

indicators and economic damage from natural disasters. Machine learning tech-

niques including Cubist and Random Forest are applied to examine what vulnera-

bility indicators are statistically associated with disaster damage in Korea.

Keywords Community vulnerability • Disaster damages • GIS • Machine learning

1 Introduction

Despite similar natural hazard magnitudes, natural disasters result in unevenly

distributed damage within or among nations, regions, communities, and individuals

(Yoon 2012). Socially, economically, and environmentally vulnerable countries,

regions, communities, and individuals are more likely to suffer disproportionately
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from disasters. Identifying characteristics of vulnerability to natural disasters pro-

vides critical information to emergency managers and planners for making disaster-

related policy and strategies to mitigate the adverse impacts of disasters (Emrich

and Cutter 2011; Yoon 2012).

One of the significant issues in vulnerability assessment is to select vulnerability

indicators. Two methods, the inductive and deductive approaches, are widely

accepted to select vulnerability indices in vulnerability studies (Yoon 2012).

Whereas the deductive approach focuses on theoretical relationships, the inductive

approach is based on the statistical relationship between vulnerability indicators.

Ordinary least squares (OLS) regression has usually been used to examine the

vulnerability indicators regardless of the methodology for indicator selection (Cut-

ter et al. 2003; Yoon 2012). OLS regression, however, is likely to show weak model

performance because of data assumptions, including no correlation between model

residuals and constant variance over space (Hamilton 1992; Tu and Xia 2008).

Recently, researchers have shown an increased interest in machine learning

approaches to regression analysis in the fields of remote sensing, housing policy,

and water environment (Gr€omping 2009; Kim et al. 2014; Li et al. 2014; Yoo

et al. 2012). Unlike traditional OLS regression with data assumptions, machine

learning approaches have shown better model performance in that no data assump-

tions are required (Kim et al. 2014). Despite the advantages of machine learning

methods, there have been few studies in the vulnerability literature using machine

learning approaches.

The aim of this study is to construct an index of disaster vulnerability for local

communities in Korea. This study first gives a brief overview of the importance of

vulnerability assessment and methodologies for variable selection. Based on the

deductive approach, 12 indicators including social, economic, and natural environ-

ment and built environment aspects are selected to assess 230 local communities’
vulnerability to natural disasters. Economic damages from natural disasters are

analyzed using GIS from 2001 to 2010. Moreover, this study examines the relation-

ship between selected vulnerability indicators and economic damage from natural

disasters using OLS regression. Machine learning techniques are applied to examine

what vulnerability indicators are associated with disaster damage. The results from

two machine learning techniques, Random Forest and Cubist, are compared with

those of traditional OLS regression to examine the significant vulnerability factors in

Korea. Further, the model performances of each regression technique are compared

to examine what regression method is more accurate for predicting disaster damage.

2 Community Vulnerability Assessment

There is a large volume of published studies placing emphasis on the importance of

vulnerability assessment to natural disasters (Uitto 1998; Cutter and Finch 2008;

Emrich and Cutter 2011; Yoon 2012; Gao et al. 2014). Assessing vulnerability to

natural disasters is helpful for the development of emergency plans for disaster

124 D.K. Yoon and S. Jeong



(Uitto 1998), the improvement of emergency management (Cutter and Finch 2008;

Gao et al. 2014), the development and implementation of mitigation strategies for

damage reduction (Emrich and Cutter 2011), and the identification of causes of the

different levels of damage (Yoon 2012).

Among numerous studies identifying vulnerability to natural disasters, the

Social Vulnerability Index (SoVI) suggested by Cutter et al. (2003) has been widely

used in various kinds of vulnerability assessment (Emrich and Cutter 2011; Yoon

2012; Zhou et al. 2014). Cutter et al. (2003) suggested SoVI as an index of

vulnerability to natural disaster to find the relative vulnerability of counties in the

United States. By using the inductive approach for variable selection, SoVI was

constructed from 42 variables associated with social, economic, natural, and built

environmental aspects.

The concept of SoVI made a contribution to the broader field of vulnerability

studies. The SoVI concept was used to identify the effect of social vulnerability on

migration patterns after hurricanes Katrina and Rita (Myers et al. 2008). The study

by Emrich and Cutter (2011) examined the spatially distributed social vulnerability

to drought, flooding, hurricane winds, and sea level rise in the Southern United

States by using the concept of SoVI. Vulnerability to earthquakes was examined not

only by using SoVI but also by using spatial multi-criteria social vulnerability

(SEVI model) based on a weighting scheme in Bucharest, Romania (Armaș and

Gavriș 2013).

3 Methods

3.1 Study Area

Korea as a study area consists of seven metropolitan cities (Seoul, Busan, Daegu,

Incheon, Gwangju, Daejeon, Ulsan) and nine provinces (Gyeonggi, Gangwon,

North Chungcheong, South Chungcheong, North Jeolla, South Jeolla, North

Gyeongsang, South Gyeongsang, Jeju). As of 2010, there are 230 local communi-

ties belonging to these metropolitan cities and provinces (Korean Statistical Infor-

mation Service 2011). These local communities are classified as “si,” “gu,” or

“gun.” While a province consists of cities (si) or counties (gun) which are legal

subdivisions of the province, each metropolitan city is divided into districts (gu).

There are 74 “gu” (district) within the seven metropolitan cities and 156 “si” (city)

and “gun” (county) within the nine provinces.
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3.2 Dependent Variable

By using machine learning techniques (Random Forest, Cubist) as well as OLS

regression, this study examined what kinds of vulnerability indicators are related to

economic damage. For this analysis, the annual average economic loss due to

natural disasters during a 10-year period (2001–2010) was used as the dependent

variable. The economic damages from 2001 to 2010 were normalized through the

inflation rate in 2010 (the inflation rate in 2010¼ 1). The dependent variable in

230 local communities was log-transformed to improve its distribution.

Typhoon, heavy rain, heavy snow, and snowstorm have been the main types of

natural disaster influencing on Korea in terms of human and economic losses. Over

10 years (2001–2010), the annual economic losses due to natural disasters were as

high as 1903 million US dollars in Korea (Fig. 1), and 135 human casualties (death,

injured, and missing) occurred annually. Whereas typhoon, snowstorm, and flood

were the main causes of economic losses, human casualties were inclined to occur

from typhoon and flood. During this period, there were two catastrophic typhoons

named “Rusa” (2002) and “Maemi” (2003) which are the first and second most

severe typhoons in the history of Korea causing 7000 million and 5000 million US

dollars of economic losses, respectively. The economic losses, however, have a

tendency to decrease from 1500 million US dollars in 2001 to 390 million US

dollars in 2010.

The per capita economic losses caused by natural disasters are unevenly spatially

distributed within Korea (Fig. 2). From 2001 to 2010, the economic losses were

concentrated in the northeast (Gangwon) and south-central (North Jeolla, South

Gyeongsang, North Gyeongsang) parts of Korea, amounting to more than 3500 US

dollars per capita. Although about 24 million people (49.8% of the total population

Korea in 2010) live in the Seoul Metropolitan Area (Seoul, Gyeonggi, Incheon),

there were less economic losses per capita, 10 US dollars in Seoul, 60 US dollars in

Incheon, and 170 US dollars in Gyeonggi region compared with Gangwon region

(4500 US dollars) (Fig. 2).

3.3 Independent Variables

This study deductively selected 12 vulnerability indicators related to people (demo-

graphic and economic aspects) and places (natural and built environment aspects)

based on previous studies (Cutter et al. 2003; Zahran et al. 2008; Yoon 2012). A

z-score transformation was used to standardize the selected indicators by removing

the different unit of each indicator. A detailed explanation of selected indicators is

provided in Table 1.

This study measured and analyzed three vulnerability indicators to represent

demographic aspects. The first demographic indicator is less educated people,

measured by the percent of the population over 15 years of age who have not
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graduated from high school. Less educated people constrain the capability to

understand and access to information for preparing for disasters in advance,

increasing the vulnerability to natural disasters (Cutter et al. 2003; McEntire

2012). This study selected the percent of young people who are under 15 years of

age as a second indicator showing vulnerability to natural disasters (Martins

et al. 2012). The third indicator, household size, was measured as the average

number of people per household. Large families, especially with the elderly, are

likely to be vulnerable to natural disaster due to a lack of resources for supporting

families (Cutter et al. 2003).

Individuals with a low income level are relatively inclined to be vulnerable to

natural disasters due to their lack of resources to store emergency supplies, buy

flood insurance, and have the capacity to recover from disasters (McEntire 2012;

Felsenstein and Lichter 2014). Communities with a weak economic condition are

also vulnerable to natural disasters due to a similar rationale as poor individuals

(McEntire 2012; Felsenstein and Lichter 2014). This study estimated and modeled

three vulnerability indicators representing economic conditions for communities

and individuals. The first indicator was greenhouses, measured by the percent area

of greenhouses for farming in a community. Previous studies have indicated that

workers in primary industries are likely to be severely affected by natural disasters

(Zhou et al. 2014; Chang et al. 2015). Second, this study measured the amount of

property tax per total number of population in a community. As an index of income

level, an individual or household with less property assets is likely to have low level

of income, and this makes them vulnerable to natural disaster (Esnard et al. 2011;

Table 1 Descriptions of indicators and expected sign for disaster damages

Indicators Description Year Effect

Demographic aspects

Less educated

people

Percent of population over 15 years of age without high

school completion

2010 +

Young people Percent of population under 15 years of age 2010 +

Household size Average number of people per household 2010 +/�
Economic aspects

Greenhouses Percent area of greenhouses for farming 2010 +

Tax Per capita property tax 2010 �
Small business Percent of small businesses with less than 30 employees 2010 +

Natural environment aspects

Open space Percentage of open space 2010 �
Precipitation Annual precipitation between 2001 and 2010 2010 +

Low-lying area Low-lying area below 10 m elevation above sea level 2010 +

Built environment aspects

Industry density Number of manufacturing establishments per square

kilometer

2010 +/�

Old building Percent of constructions built before 1959 2005 +

Urban

population

Percent of population living in urban areas 2010 +/�
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Kuhlicke et al. 2011). Property tax was utilized to represent housing property from

the study of flood risk assessment in Korea (Kim et al. 2012). The third economic

indicator calculated the number of small businesses, defined as those with less than

30 employees, per total number of businesses in a community. Small businesses are

likely to be vulnerable to disaster because of a lack of disaster planning, interrup-

tion of cash flow, and lack of capital for recovery (Runyan 2006).

This study selected three vulnerability predictors related to natural environment

aspects: open space, precipitation, and low-lying area. To measure the open space,

this study calculated the percentage of park area in a community. Parks include city

parks, neighborhood parks, children’s parks, cemetery parks, sports parks, water-

side parks, culture parks, and historical parks. The higher percentage of open space

a community has, the more resilient it becomes to natural disasters (Schipper and

Pelling 2006; Biass et al. 2013). The second indicator, precipitation, was measured

as the annual amount of precipitation from 2001 to 2010, which is one of the factors

that increase vulnerability to floods (Fengqing et al. 2005; Zahran et al. 2008).

Low-lying areas below 10 m elevation above sea level, as another environmental

indicator, are vulnerable to flooding and storm damage.

The built environment aspects include three vulnerability indicators related to

disaster damage. This study used the industry density which is the number of

manufacturing establishments per square kilometer. Contrary to a greenhouse,

manufacturing establishments are more likely to be located in urban areas. Usage

of both greenhouses and industry density compares rural areas with greenhouses

and urban regions with manufacturing establishments to analyze the communities’
economic condition. Previous studies have considered the density of manufacturing

establishments as a potential factor affecting the level of vulnerability in a com-

munity (Flax et al. 2002; Burton and Cutter 2008). The second indicator, old

building, was measured as the percentage of housing units built before 1959. As

old buildings are physically vulnerable to disaster due to the superannuation (Yoon

2012), a community with a high portion of old buildings is likely to have disaster

damage (Zhou et al. 2014). The last indicator, urban population, was calculated as

the percent population living in urban areas. Increased population growth and

density increase human exposure and vulnerability to disasters (Perrow 2011).

The degree of human and economic losses is associated with the population and

infrastructure density of the area affected from disasters.

This study analyzed the correlation matrix among 12 selected independent

variables to identify whether there is redundancy among indicators or not (Table 2).

Checking the redundancy is important to obtain a parsimonious regression model.

The correlation matrix shows that multicollinearity is not an issue since there are no

correlation coefficients greater than 0.80, which is generally accepted cutoff value

for correlations among variables (Hair et al. 1998; Malhotra et al. 1999).
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3.4 Machine Learning Techniques: Random Forest
and Cubist

Introduced by Breiman (2001), Random Forest has become popular and widely

used to implement classification and regression analysis. This technique has

attracted a lot of attention in many diverse fields, such as biostatistics, the housing

market, and remote sensing (Gr€omping 2009; Yoo et al. 2012; Kim et al. 2014).

As an ensemble of trees, a Random Forest has two different levels of randomness

for improving the robustness of the training model. The first level of randomness is

that each tree is generated by the randomly selected subset of training data. Second,

at each node, a randomly selected subset of independent variables is used to

determine a tree split (Breiman 2001; Gr€omping 2009). Random Forest models

are composed of a series of binary rule-based decisions determining the extent of

the relationship between the input data and an individual variable. Whereas all

predictors are used to split nodes in classical classification and regression, Random

Forest splits nodes using a random subset of independent variables at each node

(Breiman 2001; Liaw and Wiener 2002).

This study implemented the Random Forest model by using the R statistical

software (version 3.1.0; http://www.r-project.org/). As noncommercial software,

the R statistical software provides the randomForest add-on package based on the

study (Breiman 2001). This study used the default values provided by the

randomForest add-on package, except for the default number of trees. One thou-

sand trees were used instead. This study selected 161 (70%) out of 230 local

communities that were used in OLS regression for a training data set, and then

the training model was constructed by Random Forest. The remaining data set

(30%) was used to validate the training model.

As commercially available software for data mining, Cubist is a powerful

package for generating rule-based linear regression models in the form of multi-

variate regression (Yoo et al. 2012; Kim et al. 2014). Unlike Random Forest, which

generates a single constant value at each final node, Cubist produces rule-based

linear regression output based on instance-based criteria (Kim et al. 2014). Devel-

oped by RuleQuest Research Inc., this software has been widely used in a variety of

studies related to classification and regression models. Cubist has the merit of

analyzing substantial data sets containing numerous records quickly compared to

neural networks or similar modeling. The classification and regression algorithms,

however, are unknown because this software is not open to the public.

As Cubist does not require any data assumptions, Cubist models give better

results than those produced by simple techniques such as OLS regression while also

being easier to understand than neural networks. The rule-based regression output

generated by Cubist makes regression results more uncomplicated and interpretable

than Random Forest (Kim et al. 2014). Due to the advantages of Cubist, this

regression technique has been widely used in the estimation of forest biomass

(Im et al. 2009), the prediction of soil properties (Minasny and McBratney 2008),

the quantification of impervious surface (Im et al. 2012), the estimation of house
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values using satellite images (Yu and Wu 2006), and the selection of hedonic

variable (Yoo et al. 2012).

This study constructed a rule-based linear regression model to predict the

economic losses due to natural disasters by using four explanatory factors, includ-

ing demographic aspects, economic aspects, natural environment aspects, and built

environment aspects. The training model was constructed by using a training data

set (70%) of 230 local communities used in the OLS regression model, and the

remaining data set (30%) was used to validate the training model.

4 Results

4.1 The Assessment of Community Vulnerability

Three regression techniques were used to examine what kinds of factors are

associated with community vulnerability to natural disasters. This study compared

the vulnerability indicators examined by three different regression models. For the

comparison with the results from machine learning approaches, this study

conducted an OLS linear regression model to identify the community vulnerability

to natural disasters using the data from 161 randomly selected local communities

(70%) for the training model. The data from the remaining communities (30%)

were used to validate the training model. From the results of the OLS regression,

five indicators, less educated people, greenhouses, precipitation, industry density,

and urban population, were selected as the significant vulnerability indicators with a

95% or 99% statistical significance level (Table 3).

The result of this study indicates that the level of vulnerability to natural

disasters is especially higher in a community with a high portion of less educated

people, a high percentage of greenhouse area, high annual precipitation, a low

density of industry, and a low portion of the population living in the urban regions.

The figure below illustrates the results obtained from the regression analysis of

vulnerability indicators by Random Forest using training data (Fig. 3). The value of

the increase in mean-square-error (IncMSE) in percentage is examined to indicate

the relative importance of each. Urban population was determined to be the most

critical vulnerability indicator, whereas low-lying area was the least important

vulnerability indicator. Based on the study by Dı́az-Uriarte and De Andres

(2006), this study selected 80% of the total indicators with the largest importance

as significant indicators, including urban population, industry density, less educated

people, greenhouses, old building, precipitation, open space, household size, and

tax.

The regression model by Cubist provides a rule-based linear equation with

vulnerability indicator usage information. The relative importance is determined

by the coefficient value of each vulnerability indicator in a rule-based linear model.

The three rule-based linear equations were obtained by the values of greenhouses
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Table 3 Relationship

between disaster damage and

vulnerable population and

place

Variables B t

Demographic aspects

Less educated people 0.142* 2.054

Young people 0.124 1.970

Household size �0.118 �1.774

Economic aspects

Greenhouses 0.148** 3.477

Tax �0.048 �0.991

Small business �0.071 1.584

Natural environment aspects

Open space �0.071 �1.767

Precipitation 0.305** 2.635

Low-lying area �0.048 �1.327

Built environment aspects

Industry density �0.447** �5.757

Old building �0.049 �0.954

Urban population �0.133* �2.070

Constant 5.491

Adjusted R-square 0.659

Number 161

Durbin-Watson 1.941

RMSE 0.291

Significance .000

*p< 0.05, **p< 0.01
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Fig. 3 % IncMSE from Random Forest
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and urban population. The first rule is the dominant rule used in 77 of 161 commu-

nities when the value of tax is less than or equal to 1.87, the value of industry

density is less than or equal to �0.3, and the value of old building is less than or

equal to 0.89, respectively. Ten variables, industry density, urban population,

precipitation, tax, household size, old building, low-lying area, small business,

greenhouses, and less educated people, were selected as important vulnerability

variables.

Rule 1 (77 samples): If D� 1.87, A��0.3, F� 0.89,

Damage2001�2010 ¼ 4:212� 4:05A� 0:641B þ 0:202D� 0:113E þ 0:103F
þ 0:32C� 0:05G þ 0:045H þ 0:026I þ 0:017J

Rule 2 (58 samples): If A>�0.3,

Damage2001�2010 ¼ 5:835 þ 0:337I � 0:36A� 0:106H þ 0:057J � 0:046B
þ 0:1C

Rule 3 (3 samples): If D> 1.87,

Damage2001�2010 ¼ 4:866 þ 0:153JA þ 0:3C þ 0:08I� 0:1A� 0:052D
� 0:044B� 0:036F� 0:035G

Rule 4 (23 samples): If F> 0.89,

Damage2001�2010 ¼ 5:153� 3:27A þ 0:073D þ 0:11C� 0:037E þ 0:02I
� 0:018G

where A, B, C, D, E, F, G, H, I, and J are industry density, urban population,

precipitation, tax, household size, old building, low-lying area, small business,

greenhouses, and less educated people, respectively.

The most striking result to emerge from the three regression results was that

three different regression models similarly identified the significant vulnerability

indicators related to disaster damage (Table 4). Critical vulnerability indicators

examined by OLS regression, Random Forest, and Cubist had five vulnerability

indicators in common out of 12: industry density, precipitation, greenhouses, less

educated people, and urban population. The rank of importance of each indicator,

however, was different for each regression technique. Industry density was the most

significant variable in the results from OLS regression and Cubist and second in the

Random Forest. Although the urban population indicator was the most important in

the Random Forest and the second most important in Cubist, this indicator showed

the fifth significance in OLS regression.
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4.2 Model Performance

The training and validation scatter plots between the observed economic losses and

the predicted values by each regression model are illustrated in Fig. 4. The results of

training data scatter plots indicated that the Random Forest regression model

showed the best model fit with R2 of 0.9458, which means this model can explain

94.58% of the total variance. The Cubist regression model showed the second

highest model fit with R2 of 0.7583, which explains 75.83% of the total variance.

The OLS regression model, however, produced the lowest model fit with R2 of

0.6585, which explains 65.85% of the total variance. The conclusion is that

machine learning techniques, both Random Forest and Cubist, showed higher

model performance than the OLS regression model.

The results of the validation data scatter plots indicate that the Cubist regression

model showed the best model fit with R2 of 0.6346, which means this model can

explain 63.46% of the total variance. The Random Forest regression model showed

the second highest model fit with R2 of 0.6201, which explains 62.01% of the total

variance. The OLS regression model, however, indicated the lowest model fit with

R2 of 0.4954, which explains 49.54% of the total variance. Similar to the training

data, the model performance of machine learning techniques was higher than that of

OLS regression.

Each regression technique provides its index for accuracy measurement. For the

consistent comparison of model accuracy, root-mean-square-error (RMSE) and

relative RMSE (rRMSE) are calculated in each regression technique. RMSE is

one of the measures indicating how accurately the regression model predicts the

dependent variable (in this study, economic losses) by calculating the residuals,

which are the same as the difference between observed data and predicted value.

Both training RMSE and validation RMSE are calculated to compare the accuracy

Table 4 Importance of vulnerability indicators depending on regression techniques

Rank OLS regression Random Forest

Cubist

Rule 1

1 Industry densitya Urban populationa Industry densitya

2 Precipitationa Industry densitya Urban populationa

3 Greenhousesa Less educated peoplea Precipitationa

4 Less educated peoplea Greenhousesa Taxa

5 Urban populationa Old buildinga Household sizea

6 Young people Precipitationa Old buildinga

7 Household size Open spacea Low-lying areaa

8 Small business Household sizea Small businessa

9 Open space Taxa Greenhousesa

10 Old building Small business Less educated peoplea

11 Low-lying area Young people

12 Tax Low-lying area
aSelected vulnerability indicators by three different regression techniques
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among the three regression techniques. The use of RMSE, however, has a limitation

in that it cannot compare the error of different variables with different units (Richter

et al. 2012). To address this limitation, this study calculated relative RMSE

(rRMSE), which represents the ratio of RMSE to the mean of observed data for

the training or validation data set.

As shown in Table 5, the results showed that machine learning techniques, both

Random Forest and Cubist, produced lower RMSE and rRMSE (%) than the

traditional OLS regression method in both training and validation data. The

RMSE and rRMSE (%) of Random Forest were the lowest values (0.145 and

2.23% for training data, 0.483 and 7.48% for validation data) in both training

and validation data.

a. Linear regression using
training data

b. Random Forest modeling
using training data

c. Cubist modeling using
training data

d. Linear regression using
validation data

e. Random Forest modeling
using validation data

f. Cubist modeling using
validation data
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Fig. 4 Predicted value vs. observed values for each regression method
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5 Discussion

Prior studies have noted the importance of assessing the vulnerability to natural

disasters at a community level. As mentioned in the literature review, vulnerability

assessment has been known as the methodology contributing to developing emer-

gency plans (Uitto 1998), improving emergency management (Cutter and Finch

2008; Gao et al. 2014), developing and implementing mitigation strategies for

damage reduction (Emrich and Cutter 2011), and identifying the causes of different

levels of damage (Yoon 2012). In reviewing the literature, few studies on assessing

vulnerability using various regression techniques have been found.

This study was designed to construct an index of disaster vulnerability of local

communities in Korea to assess community vulnerability to natural disasters. First,

this study deductively selected 12 vulnerability indicators including social, eco-

nomic, and natural environment and built environment aspects based on previous

vulnerability literature to examine the vulnerability of local communities in Korea.

Among the selected indicators, important vulnerability indicators were examined

and compared by the use of traditional OLS regression as well as two machine

learning techniques, Random Forest and Cubist. Lastly, this study examined and

compared the model performances and accuracy of each regression model by

assessing the explanatory power and root-mean-square-error (RMSE).

The results of this study indicate that the three different regression techniques

predicted similar important vulnerability indicators related to natural disasters. This

finding is in close agreement with those in the earlier studies using machine

learning approaches (Gr€omping 2009; Kim et al. 2014). Another important finding

is that both training and validation regression models of machine learning tech-

niques showed more powerful model performance in terms of R2 and higher model

accuracy in terms of RMSE and rRMSE (%) than that of OLS regression, which is

consistent with the previous studies (Yoo et al. 2012; Kim et al. 2014).

This study has important implications for identifying the vulnerability indicators

in Korea by applying not only the OLS regression method but also machine

learning techniques, which have rarely been used in vulnerability studies. This

study is expected to suggest the machine learning techniques that show powerful

model performance as a tool for assessing vulnerability to natural disasters. Further

research should be done to investigate the vulnerability indicators using machine

learning approaches.

Table 5 Summary of RMSE and rRMSE (%) for each regression method

Linear regression Random Forest Cubist

Training RMSE 0.291 0.145 0.264

rRMSE (%) 4.48% 2.23% 4.06%

Validation RMSE 0.699 0.483 0.510

rRMSE (%) 10.84% 7.48% 7.89%
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6 Conclusion

This study has assessed community vulnerability to natural disasters in Korea. The

present study was undertaken to identify and compare the vulnerability indicators

examined from three different statistical methods in 230 local communities in

Korea.

One of the most significant findings to emerge from this study is that five

characteristics out of 12, including industry density, precipitation, greenhouses,

less educated people, and urban population, were found to be vulnerable charac-

teristics in communities from three different regression models. A community with

dense manufacturing establishments and a high portion of the population living in

the urban area are less vulnerable to natural disasters than others. Contrary to the

results of density of industry and urban population, a community with a high area of

greenhouses shows higher vulnerability to natural disasters than others with less

greenhouses. These results indicate that urban regions are less vulnerable to natural

disasters than rural areas because manufacturing establishments are mainly located

in the safe areas from natural disaster and greenhouses are concentrated in the risky

area. A less educated people is a significant demographic factor increasing com-

munity vulnerability to natural disasters. From the natural environment aspects, the

amount of annual precipitation is a statistically significant indicator increasing the

disaster damage in a community.

The second major finding is that the regression models that use machine learning

techniques showed better model performance and model accuracy than OLS

regression. Although OLS regression is a simple technique to examine vulnerabil-

ity, the violation of data assumptions weakens the model performance. Machine

learning techniques, however, have no need for the data assumptions necessary to

OLS regression, which results in better model performance than OLS regression.

The findings of this study suggest the use of machine learning techniques in

assessing community vulnerability to natural disasters as well as traditional OLS

regression. The suggested methods used for this study may be applied to other

countries’ vulnerability assessment.
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Indirect Impact of Nuclear Power Plant
Accidents Using an Integrated Spatial
Computable General Equilibrium Model
with a Microsimulation Module
on the Korean Transportation Network

Euijune Kim and Younghyun John Kwon

Abstract The purpose of this paper is to assess the spatial and economic impact of

the malfunction of nuclear power plants in Korea using a spatial computable

general equilibrium (SCGE) model with a microsimulation module of the railroad

and highway networks. This integrated approach takes into account the flows of

commodities and input of factors among regions and industries using the spatial

interaction and accessibility. The economic agents of the model consist of the pro-

ducers, households, and governments from 16 Korean city-province regions, each

having seven industrial sectors. While the microsimulation module of the highway

and railroad networks measures the change in the regional accessibility of highways

and railroads after the disaster, the SCGE model estimates the spatial effect of the

reduction in growth potential and regional accessibility levels caused by the disaster

on the economies. These counterfactual experiments show that accidents at nuclear

power plants could lead to a reduction of GDP by 3.87%, and the negative effects on

the gross regional product (GRP) tend to become more severe in the Busan MA than

any other regions by 3.03%. The GRP levels in Seoul could decrease by 2.96%,

which is the smallest recorded amount from the six areas, due to its fewer economic

interactions with the rest of Korea and a kind of reflexive benefit.
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1 Background

Unexpected damage from events such as typhoons, earthquakes, floods, and

man-made disasters is expected to generate negative effects on economies, and

their intensities and scopes tend to depend on the degrees of regional and industrial

linkages and spatial networks. In particular, if the impact analyses are executed

during the pre-disaster stage, the results can contribute to the implementation of

policies that mitigate the damages for cost-effectiveness. For example, what is an

optimal amount of a government budget in the precautionary stage? What are the

direct and indirect economic benefits of disaster prevention strategies?

The purpose of this paper is to assess the spatial and economic impact of the

malfunction of nuclear power plants in Korea using a spatial computable general

equilibrium (SCGE) model with a microsimulation module of the railroad and

highway networks by Kim and Yi (2015). This integrated approach takes into

account the flows of commodities and input of factors among regions and industries

using the spatial interaction and accessibility. The economic agents of the model

consist of the producers, households, and governments from 16 Korean city-

province regions, each having seven industrial sectors (agriculture and mining,

information technology manufacturing, biotechnology manufacturing, nanotech-

nology manufacturing, mechanical technology manufacturing, construction, and

services). While the microsimulation module of the highway and railroad networks

measures the change in the regional accessibility of highways and railroads after the

disaster, the SCGE model estimates the spatial effect of the reduction in growth

potential and regional accessibility levels caused by the disaster on the economies.

This counterfactual experiment assumes that the nuclear power plants in the eastern

area of Korea are damaged by natural disasters, consequently causing an accident

that includes the loss of coolants and release of radioactive materials after the

nuclear meltdowns. This process is similar to the 2011 Fukushima Daiichi nuclear

disaster in Japan and the 1986 Chernobyl disaster in Russia. This paper is divided

into three sections. The next section is focused on literature reviews on the

application tools that analyze the economic impact of the unexpected events on

the regions. The third section measures the economic impact of the disasters on the

regional economies, while discussing a structure of the integrated SCGE model

with the transportation module. The final section provides a summary of the

research and further research issues.

2 Literature Review

There have been numerous attempts to analyze and measure the regional economic

impact of natural disasters. The most popular approach to the economic analysis of

disasters is based on the input-output (IO) model. Ryu and Cho (2010) estimated the

overall economic losses due to typhoons and heavy rains in Korea and developed an
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“event matrix,” which was designed to calculate the new input-output structure

after the natural disaster. Rose et al. (1997) estimated the regional economic losses

from earthquake-damaged electric utility lifelines in the New Madrid Seismic Zone

in Tennessee in the USA from IO and linear programming models. According to

them, the potential production losses over the recovery period could amount to as

much as 7% of GRP of the state. They showed how losses could be reduced by

reallocating electricity resources and optimizing their recovery sequences through

linear programming. Okuyama (2004) examined the impact of the 1995 Great

Hanshin earthquake in Japan and its recovery process on the dynamic processes

of the regional economies by using Miyazawa’s extended input-output framework

and sequential interindustry model (SIM). The SIM framework was originally

developed to analyze interindustry production in a dynamic economic environment,

such as in large construction projects where the effects on production and employ-

ment are transitory. Gordon et al. (1998) also applied the Southern California

Planning Model and the IO-based model to the calculation of the costs of business

interruption during the 1994 Northridge earthquake. Their analysis found that the

interruption accounted for 25–30% of the full costs of the earthquake.

There have been additional efforts to integrate a transportation network with the

IO model, such as Cho et al. (2001) and Sohn et al. (2003). Sohn et al. (2003)

analyzed the economic impact of the earthquake on the transportation network for

the Midwest states, taking into account a loss of final demand and an increase of

transport cost. The modeling system included a transportation network loss func-

tion, a final demand loss function, and an integrated commodity flow model. They

showed that the economic significance was determined by not only the level of

disruption but also the volume of flow on the link, the relative location (topology)

on the highway network, and the economic intensity near the network link. Cho

et al. (2001) developed an integrated and operational system to explore how the

economic losses of the transportation services and industrial capacities from the

earthquake affected the Los Angeles economy. The composited approach was

composed of a performance model of integrated bridges and other structures, a

model of the transportation network, a model of the spatial allocation, and an IO

model. They found that the spatial distribution of these losses was sensitive to

changes in network costs by the disruption of transportation services.

The CGE is another analytic framework that measures the economic impact of

natural disasters. Bosello et al. (2007) measured the amounts of land and capital

losses due to a sea level rise in coastal regions by applying the CGE model to

experiments on coastal area protection. They found that the GDP and energy

consumption in regions that substantially build dikes could increase, in spite of a

reduction in the utility level under coastal protection. Tatano and Tsuchiya (2008)

developed an analytical framework to estimate the economic losses by the disrup-

tion of the transportation network after the Niigata-Chuetsu earthquake, finding that

the economic costs relied on interregional trade patterns. Rose and Liao (2005)

analyzed the economic impact of a disruption of water services in the Portland

metro economy. They showed how indirect economic losses varied depending on
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the overall level and sectoral mix of water shortages, the extent of pre-event

mitigation, and the post-event inherent and adaptive resilience.

For the econometric model, Padli et al. (2010) carried out a cross-sectional

analysis to examine a relationship between the impact of natural disasters on

economies and their socioeconomic backgrounds. The major determinants for the

values of the impact included GDP per capita, the ratio of government consumption

to GDP, education, the land area, and the size of the population. Richard et al.

(1984) developed a regional econometric model to assess the potential effects of the

disaster on the economy. It was interesting to use supply-side factors such as capital

investment, migration, and transportation as the independent variables, since the

demand-side ones have been prevalently used in traditional models. They argued

that the economic impact from natural disasters depended on the degree of spatial

disaggregation. This paper showed that reconstruction was a key factor on the long-

run growth and recovery path of regions in the sense that the income gains from the

post-disaster period could offset the income loss by the disaster. Hong et al. (1996)

estimated the monetary costs incurred by accidents in the nuclear power plants,

while the overall costs were disaggregated into replacement power costs, capital

investment costs, plant repair costs, early decommissioning costs, health-care costs,

evacuation costs, relocation costs, disposal of agricultural product costs, and

decontamination costs.

There are a few difficulties in assessing the economic impact of natural disasters,

as West and Lenze (1994) pointed out. First of all, the size of any event is uncertain

and unknown. It is not easy to classify the economic loss of the disasters into

industrial sectors for the economic analysis, because doing so could cause a

multiple-counting problem to measure the benefits and costs of the disasters. In

addition, it is difficult to capture variations in the economic behavior of households

and firms after natural disasters, and the final outcomes from the analysis might be

sensitive to initial conditions and assumptions underlined in the model. Regarding

the analytical tools, the IO model and its extended applications, such as the event

matrix, have been popular methods for impact analysis, but most of them deal with

only the short-run economic consequences. They need to incorporate a traditional

demand-side approach with the supply-side one. In addition, though the CGEmodel

can quantify the economic effects in terms of prices as well as quantity sides, it also

requires the development of an operational mechanism to identify dynamic changes

in the socioeconomic behavior of economic agents from the disaster to the recovery

point in a systematic way (Table 1).
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3 Analysis

3.1 Integrated SCGE Model

Since the major sources of damage from disasters are disruptions in transportation

networks and reductions in production activities, we develop a systematic model,

namely, an integrated SCGE model, based on two sub-models: a transport model

and an SCGE model. The former model is designed to explore how the disaster

affects the levels of spatial accessibility of highways and railroads. The accessibil-

ity for each mode is derived from the minimum travel times among 237 city and

Table 1 Method for an impact analysis of disasters

Author

Type of

disasters Model Impacts/key issues

Richard et al.

(1984)

Earthquake Econometric model Long-run and short-run impacts

Hong et al.

(1996)

Nuclear plant

disruption

Cost analysis Cost analysis

Rose et al.

(1997)

Earthquake Input-output model

and linear

programming

Reduction in GRP (7%)

Gordon et al.

(1998)

Earthquake Input-output model Cost of business interruption

Cho et al.

(2001)

Earthquake Input-output model Integration of network model, spa-

tial allocation model, and IO model

Narayan

(2003)

Cyclone CGE model Macroeconomic impacts of cyclone

“Ami” for Fiji Islands

Sohn et al.

(2003)

Earthquake Input-output model Network effects on transportation

Okuyama

(2004)

Earthquake Sequential

interindustry model

Impacts on interregional and

interindustrial sectors

Rose and

Guha (2004)

Earthquake CGE model Impacts of the electric utility lifeline

disruptions

Rose and Liao

(2005)

Disruption in

water service

CGE model Impacts of water service disruptions

Bosello et al.

(2007)

Sea level rise CGE model Impacts on GDP and energy

consumptions

Tatano and

Tsuchiya

(2008)

Earthquake SCGE model Direct and indirect spillover effect

on regional economies

Ryu and Cho

(2010)

Typhoon and

heavy rain

Input-output model Reduction in GDP (1.18%)

Padli et al.

(2010)

Natural

disaster

Econometric model Linkage between economic condi-

tion and impacts
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county zones. “Accessibility” refers to the level of services provided by transpor-

tation networks and, by definition, is determined by the population or employment

by origin and destination and minimum time between two nodes. The travel time is

derived from the shortest route algorithm in the ARC-GIS with an average speed on

each link by mode.

The SCGEmodel estimates the impacts of the disaster across the entire economy

by dividing it into 16 economic provinces and using changes in the levels of spatial

accessibility and factor inputs, such as capital stocks and labor demands. The SCGE

model is spatially disaggregated into 16 domestic provinces, as well as one that

represents the rest of the world (ROW). In each domestic province, the production

activity is classified into seven industrial sectors: agriculture and mining, informa-

tion technology manufacturing, biotechnology manufacturing, nanotechnology

manufacturing, mechanical technology manufacturing, construction, and services.

The mathematical structure of this model is based on the work done by Kim and Yi

(2015) and Kim et al. (2004). The SCGE model accounts for the economic behavior

of producers and consumers on the real side economy, following the approach of

neoclassical elasticity including market-clearing prices, the maximization of a

firm’s profits, and a household’s utility. The economic agent selects an optimal

set of factor inputs or commodity demands under the maximization principles of

constrained profit or private utility. The regional products are then disaggregated

into intraregional demands, regional imports, and foreign imports in terms of the

product origin or intraregional supplies, regional exports, and foreign exports in

terms of the product destination. Each price, including the commodity price and

factor input price, is adjusted to balance between supply and demand in the market.

Our production structure is multilevel. The gross output by region and sector is

determined via a two-level production function of value-added and composite

intermediate inputs. The intermediate inputs are derived from input coefficients,

whereas the value-added element is determined by a translog production function of

labor and capital inputs, and the spatial accessibility variable as a proxy for the level

of transportation services. The labor demand is derived from the value-added

maximization of the first-order conditions of producers, and the labor participation

rate is derived by balancing out total labor demand against total labor supply under

the neoclassical closure rule for the labor market. The in-migration is assumed to be

in response to interregional differences between origin and destination regions in

terms of wage per capita and unemployment rate, as well as the physical distance

between the regions. The cost minimization from the Armington approach accounts

for an optimal ratio of the foreign import to the domestic sale, while the latter is

disaggregated into demands for 16 regional goods under the Cobb-Douglas func-

tion. The profit maximization with the two-level constant elasticity of transforma-

tion function determines an optimal allocation of the gross output into the foreign

export and domestic supply. According to the concept of commodity equilibrium,

the latter includes both intraregional supplies and regional exports.

The total demand for goods and services consists of intermediate demands, total

consumption expenditures for households, government consumption expenditures,

and investments. The household income consists of wages, capital income, and
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exogenous subsidies from the government. Two tiers of government structure,

16 regional governments and one national government, are specified in the

model. With regard to the macroeconomic closure rule for the capital market,

total investments are determined by aggregate savings including household savings,

corporate savings of regional production sectors, private borrowings from abroad,

and government savings. The price adjustment is required for the Walrasian

equilibrium condition, and the numeraire of the model is set as the consumer

price index. In addition, we calibrate a social accounting matrix (SAM) as a

benchmark for the development of the SCGE model. The SAM consists of six

accounts—factors, households, production activities, government, capital, and the

rest of the world—and is treated as an initial equilibrium for the SCGE model

(Table 2).

Table 2 Major equations from the SCGE model

Output Output¼Leontief (value added, intermediate demand)

Value added Value added¼ total factor productivity*CD (capital stock, labor)

Supply Output¼CET (foreign exports, domestic supply)

Domestic supply Domestic supply¼CET (regional exports, intraregional supply)

Demand Demand¼Armington (foreign imports, domestic demand)

Domestic demand Domestic demand¼CD (regional imports, intraregional supply)

Labor demand Labor demand¼LD (wage, value added, net price)

Total factor

productivity

Total factor productivity¼TFP (accessibility, population)

Labor supply Labor supply¼LS (labor market participation rate, population)

Population Population¼ natural growth of previous year’s population + net pop-
ulation inflows

Regional incomes Regional incomes¼wage + capital returns + government subsidies

Migration Migration¼TODARO (incomes and employment opportunities of

origin and destination, distance between origin and destination)

Consumption by

commodity

Consumption by commodity¼CC (price, population size by age

cohort, incomes)

Private savings Private savings¼ PS (saving rate, income)

Government revenues Government revenues¼ indirect tax + direct tax + tariff

Government

expenditures

Government expenditures¼ government current expenditure

+ government savings + government investment expenditure

+ government subsidies

Labor market

equilibrium

Labor demand¼ labor supply

Capital market

equilibrium

Private savings¼ total investments

Commodity market

equilibrium

Supply of commodities¼ demand for commodities

Government Government expenditures¼ government revenues

Capital stock Capital stock¼ depreciated lagged capital stock + new investments

Source: Kim et al. (2013)
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3.2 Simulation

In the counterfactual experiment in this paper, we suppose that nuclear and radia-

tion accidents, such as a release of critical amounts of radioactivity and damage to a

reactor core, have occurred in Busan and Gyeongju, which is located in the eastern

area of the country. These two locations represent 50% of total number of nuclear

power plants in Korea. Additionally, one of the nuclear power plants in Busan has

not been operational due to a handling mistake, while more than 75% of the

malfunctions at these power plants have taken place in facilities that have operated

for more than 20 years.

Since the analysis in this paper is concerned with estimating the indirect effects

of disasters on regional economies, we do not take into account operation costs of

the power plants as well as environmental and damage costs in the computation.

The indirect effects are measured in terms of gross domestic product (GDP) and

gross regional product (GRP) under free interindustrial mobility of labor and capital

factors across regions. We assume that any production and transportation activities

are not allowed within a 30 km radius of the damaged area for 6 months, based on

the fifth level of the International Nuclear Event Scale. This scenario mimics the

cases of Fukushima in Japan in 2011 and Chernobyl in Russia in 1986. There are

two external shocks in this experiment: (1) a rate of 50% of temporary production

capacity loss of the manufacturing sectors and (2) completely blocking the use of

highways and railroad network systems in the damaged areas for 6 months. We

suppose that the reductions on the production potential and mobility of economic

resources within the damaged areas result in a direct interruption of industrial

activities, which affects the prices and quantities of other regional commodities

and factor inputs through the multiregional interindustrial linkages of productions

and consumptions. In other words, the economic outcomes from the disaster in this

paper could depend on the degrees of the industrial specialization and linkages and

the levels of spatial accessibility of the highway and railroad networks. The levels

of the GRP from the baseline without the shock, and the counterfactual case with

the shock, may depend on the underlying assumptions and types of exogenous

variables in the model (Fig. 1).

For the analysis, 16 provinces are classified into five metropolitan areas (MA) in

Seoul, Daejeon, Gwangju, Daegu, and Busan and one remote region in Gangwon

and the Jeju area, while the damaged areas, Busan and Gyeongju, are in the Busan

and Daegu metropolitan areas, respectively. Two external shocks on these regions

could lead to an expected downturn in the national and regional incomes. The GDP

as a total amount of the GRP declines by 3.87% when compared to the baseline, as

is shown in Table 3, and the negative effects on the gross regional product (GRP)

tend to become more severe in the Busan MA than any other regions; the growth

rate of the GRP is –6.00%, which is lower than that of the Daegu MA, another

damaged area, by 0.87%. The disaster decreases the GRP of two remote areas,

Gangwon and Jeju, by 3.87%, as well. However, a somewhat interesting point is

that the GRP levels of Seoul decrease by 2.96%, the lowest level of the six areas
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tested. One of reasons for this result is that the Seoul MA has less economic

connections with the damaged areas in terms of production flows. Another is that

the Seoul MA might enjoy “reflexive benefits” by increasing their market shares in

the domestic markets for some time, while other regions are experiencing regional

income losses from the accidents.

Since the disaster shocks are composed of reductions in the production capacity

and levels of spatial accessibility of highways and railroads, the impact on the GDP

and GRP can be structurally decomposed into three components: (1) the first term,

the income variation from changes in only production capacity; (2) the second term,

the income variation from changes in only spatial accessibility; and (3) the final

term, the income variation from the interaction between changes in production

capacity and accessibility as a residual.

Net Effects

¼ Income levels from the baseline (without the shock) – income levels from the

counterfactual case (with the shock)

¼ (1) Income variation from changes in only production capacity

+ (2) Income variation from changes in only spatial accessibility

+ (3) Income variation from the interaction between changes in production capacity

and accessibility (1 and 2) as a residual

It is possible to trace out the income changes by each disaster source; the loss in

capital stock in the damaged areas has a negative effect on the GDP of �2.88%,

which is 74.42% of the total effect (�3.87%) in column A of Table 3. The impacts

on the national economy by a reduction in the accessibility and interaction of two

damage sources are �0.71% (18.35% of the total) and �0.28% (7.23% of the

Fig. 1 Damaged areas by

nuclear power plant

accidents
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total), respectively. This shows that if we measure the effects without linkages of

the transportation network with the spatial mobility and allocation of the resources,

the result could be underestimated. The Busan MA and Daegu MA have a large

share of the economic impact of the disaster from the capacity loss, which measured

as much as 83.00% and 81.99% of the total, respectively, while having relatively

small shares from the interaction component as shown in column C of Table 3.

4 Conclusion and Further Research Agenda

This paper estimates the effects of unexpected disasters on regional economies by

developing an integrated SCGE model. The results show that accidents at nuclear

power plants could lead to a reduction of GDP by 3.87%, and the negative effects

on the gross regional product (GRP) tend to become more severe in the Busan MA

than any other regions by 3.03%. The GRP levels in Seoul could decrease by

2.96%, which is the smallest recorded amount from the six areas, due to its fewer

economic interactions with the rest of Korea and a kind of reflexive benefit.

Concerning agendas for further research, future efforts need to develop a

dynamic model to calibrate the effects of disasters across the entire economy in

both the short and long run. The model type should be disaggregated into a

backward looking, or recursive type, and a forward looking, or perfect foresight

type, depending on the assumption of the optimization behavior of the economic

agents. The simulation on the evolution of the effects over time can be used to

implement public infrastructure plans to minimize the total costs of a disaster,

which includes the costs from the damage and investment expenditures for the

recovery and reconstruction during the post-hazard stage (Okuyama and Santos

2014). These simulation results can also contribute to finding an optimal allocation

of the government budget and assess long-term disaster plans and strategies in

terms of a cost-benefit analysis. For instance, Sohn et al. (2003) analyzed the

economic impact of an earthquake on the transportation network in the Midwest

states. The modeling system was composed of the transportation network loss

function, the final demand loss function, and the integrated commodity flow

model. These could provide information to support a decision-making process on

the optimal retrofit priority of bridges and links for a transportation network, by

identifying the most significant link in a network, in an economic sense, and the link

with the greatest physical disruption. Another possible effort in the future would

have an emphasis on the estimation of the indirect effects on the households and

producers in the non-damaged areas, as well as the direct effects on them in the

damaged area. The former may involve a fundamental change in the economic

structure to reflect the different economic behavior of the agents in the commodity

market. For example, the national government announced the economic loss caused

by the Middle East respiratory syndrome (MERS) outbreak was 9.8 billion US

dollars as of June of 2015. Most of these losses were relevant to the indirect

negative effects on the tourism and service industries, rather than the direct damage

to human beings in the form of death and injuries.
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A New Framework to Quantifying
the Economic Impacts of Cyberattacks
on Aviation Systems: A Korean Game-
Theoretic Interregional Economic Model

JiYoung Park, Minsu Son, Ha Hwang, Dongin Cho, and Changkeun Park

Abstract This study suggests a framework quantifying a cyberattack on the

Korean airport security system. Recent cyberattacks on nuclear power plants in

South Korea and a serious cyberattack on Sony Pictures in the USA indicate

possible invasion to an airport electronic system because the invasion would not

have any border or entry point. Korea governments must consider this complex

process that may cause turmoil once occurred. This complicated situation high-

lights the need for improved intergovernmental collaboration within the Korean

territory. First, to avoid cyberterrorist threats, it is essential to coordinate intergov-

ernmental network closely. Designing this network should consider delivering both

a competitive game between attackers and defenders and a cooperative game

between governments. Second, because an airport shutdown that is only located

in a certain area would cause ripple impacts throughout other domestic (and

international) economies, the Korean interregional input–output model should be

combined to capture this type of ripple impacts. A new framework suggested as the

Korean game-theoretic interregional economic model contributes to understanding

strategies in cyberterror security and identifying the probabilistic economic costs on

a South Korean airport closure by place of event and by type of industry. Using the

identified equilibrium strategies for the Korean airport protection, a general guide-

line to evaluate resource allocation can be passed onto the South Korean govern-

ment agencies.
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1 Cybersecurity and Terrorism in Korea

As a high-developed information technology (IT) society, South Korea has been

benefited of various, advanced IT systems such as the Internet of Things (IoT) and

ubiquitous and network infrastructure. Especially, the smart age generation prefers

to use IoT and live in a big or megacity because their everyday lives should be

connected by an online network to all around the Korean and other global territories

(Park 2015). While they feel living a technologically advanced city can provide

higher-quality and more attractive living conditions, paradoxically, these Internet-

based network systems will become more vulnerable from cyberattacks as they get

more closely connected. Considering that most public infrastructure and financial

institutes are concentrated only to 16.6% of all territories of South Korea where

about 91.6% of the South Korean population live (MOLIT 2014), cyberthreats

become recognized as more serious fears to the entire Korean territory than ever.

However, little has been reported what economic, social, and/or culture impacts

could be generated from these successful cyberattacks. It is easy to imagine that if

major infrastructure such as Incheon International Airport (ICN) would have been

attacked, the economic damages associated with the event would not be countable.

Increasing virus threats with which hackers intended to disconnect various Internet

service types from both numerous private and public institutes leads to developing a

higher cybersecurity level. Once a cyberattack has succeeded, the economic dam-

age may go beyond our expectation. Therefore, this study is to focus on providing a

theoretical framework quantifying economic impacts of the potential damages. An

issue is how to combine the successful probability of a cyberattack with an

economic tool to be applied for measuring economic impacts both at the local

and national levels.

Many studies have evaluated physical damages of terrorist attacks based on the

potential economic consequences stemming from infrastructure damages and busi-

ness interruptions in the affected regions of the USA. (Park 2008; Park et al. 2007;

Richardson et al. 2007; Gordon et al. 2007; Richardson et al. 2014, 2015). Espe-

cially, Gordon et al. (2007) applied an input–output approach to measure the

economic disruption of major US airports. This study provided us with useful

information on the possible catastrophes of the US aviation system, analyzing the

9/11 events. Based on expenditures to mitigate and respond to emergent disruptions

of the aviation system, various decision-makers could be advised to prepare future

damages. However, it is very rare to find an economic impact study of a cyberevent

on an aviation system.

A cyberinvasion of an airport electronic system by terrorists would require

complex strategic behaviors. At the same time, any defending entity must consider

the turmoil that may be caused by complex processes. The possibility of
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simultaneous cyberattacks further raises the difficulty for defending entities in

securing their airports. This highlights the need for improved, integrated collabo-

ration between local governments and between countries subject to this type of

attack. Collaborative networking, connected domestically and internationally in

terms of governmental cooperative integration, requires close intergovernmental

coordination to overcome cyberterrorist threats. For example, if cyberterrorists

could successfully invade an airport information system, they could cause problems

in the operational software and the database that contains valuable information. If

the airport is an international hub, a single event could affect not only the region

that the airport is located in but also other domestic and international airports that

are connected to that airport. According to Oxford Economics (2008), the air

transport industry contributes substantially to the global economy—up to $1540

billion annually—and comprises 33.3 million jobs on average. Constructing a new

model for strategic cyberterror security requires a combination of both competitive

and cooperative game situations. This needs to develop specific strategies against

cyberterrorism. In addition, an airport shutdown would have spillover effects

throughout local and domestic economies. It is necessary to analyze these effects

with a spatially disaggregate economic model.

How to combine the probability of cyberattacks with the consequent economic

impacts? A new framework development needs to involve quantifying the possible

economic impacts of breached strategic airport security. This leads to suggest a new

probabilistic economic impact model that provides probabilistic estimates of dif-

ferentiated economic impacts by region and industry. Furthermore, it is also

important to consider both competitive and cooperative game situations with the

economic impact model.

This study proposes a new framework of a game-theoretic economic model

using the Korean interregional input–output model, naming the Korean game-

theoretic interregional economic model (K-GIEM). Using K-GIEM, we can iden-

tify which airport would be most vulnerable in the event that an airport electronic

system would be shut down. Calculating the probabilistic costs of airport closure,

the K-GIEM determines the economic importance of cybersecurity by event loca-

tion and industry type. Advancing in understanding of how cyberattacks affect the

real economies of South Korea, the K-GIEM can identify equilibrium strategies for

airport protection of South Korea against cyberterrorists. Also, it can provide a

general guideline to evaluate resource allocation strategies for local government

agencies of South Korea. Eventually, the framework suggested here will contribute

to providing a basis on aviation security and policy for communication among

policy-makers, the general public, and local economic entities.

The rest of this study is organized as follows. The next section discusses

relations among cyberattacks, strategic behaviors, and the consequent damages.

Section 9.3 introduces both competitive and cooperative strategic behaviors

involved in a game-theoretic situation. Section 9.4 focuses on an interregional

input–output (IRIO) model released by the Bank of Korea. Section 9.5 explains

how an integrated modeling framework, the Korean game-theoretic interregional

economic model (K-GIEM), can involve behavioral strategies of cyberattack and
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the security response with the Korean IRIO model, which is needed for measuring

probabilistic economic costs. The final section concludes this study with a brief

summary, discussing further research as well.

2 Cyberattacks, Strategic Behaviors, and Consequent
Damages

Massive distributed denial of service (DDoS) attacks have been occurring in many

fields of South Korea. As demonstrated in Table 1, the cyberattacks occurred in

South Korea can be categorized into two types: data hacking and infrastructure

disruption. Regarding the data hacking, a big data analysis that may provide new

information through the collected data can be an effective, dangerous weapon to

attackers. If information of a Korean financial institute outflows, the damage is not

ceased within South Korea because the financially connected network is already

globalized and complicated enough to restore the system to the previous status

undamaged. While several hackings on financial institutes in South Korea have not

been reported to make direct damages, it is also unknown of how new information

collected from the hacked data has been protected and clearly safe without making

any negative effect.

Second, physical facility threats may lead to a catastrophe due to the high-dense

society that South Korea has. In August in 2014, 53 official, confidential documents

of Korea Railroad Corporation (KORAIL) were leaked from an outside attack that

was based on a network structure method. Especially, because a train network

system has been developed to a narrow territory of South Korea and is a very

popular transportation mode that connects all around the Korean territory, it is

expected that various direct and indirect damages would occur. Also, a nuclear

power plant explosion in Fukushima, Japan, occurred from a cooling system error

by electronic blackout; the damages have been emerging throughout the world. In

December 2015, even though any physical damage has not been reported, a

technology hacking on nuclear power generation in South Korea was reported as

a very dangerous threat because any tiny disruption of the system that may affect

the cooling system could generate irreversible huge damages on the entire nation.

However, this cyberissue is not a local issue restricted to Korea anymore. For

example, cyberhackers may be able to disable substantial public transportation

control systems because modern public transportation network systems that largely

rely on computerized systems can be invaded without spatial and temporal borders

(Koscher et al. 2010; Ignelzi 2012). Indira Gandhi International Airport experi-

enced a simple technical failure in the Common Use Passenger Processing System

in 2011. This is reported as a result of a virus attack on the system, generating

system shutdown for half a day and delaying about 50 flights for 15–20 min

(Kakkar 2011). More recently, the USA also experienced a cyberattack of a

malware insertion on airport information systems that might have caused serious
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malfunction in diverse systems on airplanes (Doglow 2012) and resulted in airport

shutdown (AFP 2010).

It is apparent that analyzing the cost-effectiveness of efforts to heighten border

security is meaningful for decreasing the attack risk. Considering the defender’s
strategies to determine which border may be most vulnerable from the terrorists’
perspective (Tafoya 2011), a strategic game situation needs to be added to the cost-

effectiveness analysis stemming from cyberattacks. While an attack planned by

terrorists usually starts with complex strategic behaviors conducted by terrorists, at

the same time, a defensive entity also needs to consider other complicated processes

to prevent catastrophic results if such an attack would occur. Another point is to

understand geographical and interindustrial spillover effects. Even if cyberterrorists

would successfully invade a major airport system, this can cause a problem in

controlling all airplane schedules and may affect not only the region in which the

airport is located but also the other domestic and international airports connected to

that airport. Spillover effects associated with an airport shutdown will be spread out

throughout the domestic and international economies.

Table 1 Various successful cyberattacks occurred in South Korea

Date Target Form of attack and symptom

7.7.2009 The Blue House, the National Assembly in

S. Korea, the US Department of the Treasury,

and the US Department of Homeland Security

DDoS attack for computer

network breakdown

3.4.2011 The Blue House, various national institutes

including National Intelligence Service (NIS),

financial institutes including Kookmin Bank,

and several Internet companies including

NAVER

DDoS attack for computer

network breakdown

4.12.2011 Nonghyup Malicious code infection for

service interruption

6.9.2012 The JoongAng Ilbo Home page falsification to delete

data

3.20.2013 The press including KBS, MBC, and YTN and

financial institutes including Shinhan Bank and

Nonghyup

Computer network breakdown

3.25.2013 Nalssi.com Spread a malicious code for

personal computer infection

3.26.2013 Local autonomous entity computing center, the

Ministry of Strategy and Finance home page,

and YTN home page. It seems related to North

Korea organization home page

Computer network breakdown

8.7.2014 KORAIL Technology document hacking

and network structure method

hacking

12.9.2014 Korea Hydro & Nuclear Power Co. Nuclear power generation

technology hacking

Source: Yonhap News on 06.25.2013 and revised by authors (accessed on 09.22.2015)
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How can we effectively improve defensive scientific and technological instru-

ments that address terrorists’ strategies? Terrorists also have become intelligent

along with modern technology innovations. Also, how can we advance an analysis

tool that considers both economic damages and the probability of attack risk

effectively and simultaneously? The answers involve a clearer understanding of

strategic behaviors in the cyberattack procedure as well as the economic costs

stemming from cyberterror events. The costs estimated should include additional

losses that are extended from the direct losses related with airport system disrup-

tions. These extended costs need to consider interindustrial connections of airport

and aviation systems and negative trade effects extended to other regional losses.

In the future, it is highly expected that more air, water, and ground network

systems will be affected by cyberhackers. Because of highly and increasingly ease

of access to the Internet, these cyberattacks will be able to target various critical

domestic and international infrastructures simultaneously. Therefore, to protect

these simultaneous attacks, integrated collaborations between local governments

and between the countries should be involved against these attacks.

3 The Competitive and Cooperative Game Process

Competitive game theory primarily sets strategic interactions between

cyberhackers and governments (Sandler and Arce 2003). Terrorists are assumed

to be intelligent and adaptive. They are able to determine where airport security

measures are relatively vulnerable, utilizing various illegal network channels for

transporting money, weapons, personnel, and so on. As a defender, governments

would respond to potential terrorist attacks, developing potential defensive deci-

sions on the allocation of the amount of resources that are needed to prevent any

possible attack (Zhuang and Bier 2007). Based on the integrated game-theoretic

interregional economic model of South Korea, Korean national policy-makers can

benefit from various suggestions on which airports and/or aviation information

systems primarily needed to be considered for the increased protection. The

Korea Customs Service can be significantly enhanced from competitive, simulated

probabilistic economic damages that are also used for the Ministry of Public Safety

and Security, the Ministry of National Defense, and other agencies involved in the

Korean border security.

The game-theoretic view of terrorist attack is indeed a complicated but compet-

itive situation; the game view is not fully addressing either how local security

agencies collectively cooperate to protect various borders of Korea or how national

governments internationally cooperate in protecting many internationally important

infrastructures from a potential attack. Some studies conducted by Frey and

Luechinger (2003, 2004), Perrow (2006), and Keohane and Zeckhauser (2003)

suggested ways to deter possible attackers; it is still rare to find a study on how

strategic allocation of defensive resources would improve national security via in a

way of reducing expected costs of a potential attack. Ideally, combining a game-
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theoretic setting that includes both cooperative and competitive strategies with an

economic impact analysis that provides economic cost estimates is one of best ways

to evaluate current cyberterror security and, hence, determine the optimal future

allocations of resources available for the security of infrastructure systems.

How can cooperative, collective actions be effectively applied for defense

against cyberattacks in the circumstances that remove geographical and temporal

boundaries? As demonstrated in Fig. 1, the integrated structure of complicated

behaviors includes both cooperative and collective actions among various govern-

ments and competition actions between hackers and governments. Collaborative

networking connects horizontal cooperation among local governments/groups to

vertical cooperation among local and central governments/groups. This integrated,

structural super-cooperation that needs optimal allocation of available resources

can contribute to overcoming the threat of cyberterrorism.

While a game theory has been applied for the competitive decision processes

(Benkler 2011b), a proposed public solution requires public support to be satisfied

with interest groups and organizations in a society (McCain 2009). This should be

publically identified and enforceable agreements. A collaborative interaction mech-

anism that can encourage cooperation over disastrous risk plays a more important

Fig. 1 Complex behavioral actions in cyberterrorism: simultaneous cooperative and competitive

strategies
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role in the threat than the best action plan determined only via a competitive

strategic behavior process and can be more effective because it is publicly agreed

(Benkler 2011a; Nowak and Highfield 2011).

4 The Korean Interregional Input–Output Model

Economic models such as input–output (IO) or computable general equilibrium

(CGE) models have been applied for the analysis to measure economic losses

resulting from various disasters. Because one-region type of IO model cannot

capture interregional effects, the interregional impacts of cyberattacks on one

country should not be clarified on the economic links among regions. While

Chenery (1953) and Moses (1955) developed a relatively simplified multiregional

IO model (MRIO) framework, Isard (1951, 1960) suggested a way to survey all

interregional economic connections. While the latter is costly, it may measure the

interregional economic connections more accurately and, hence, is important as a

reference data.

The Korean interregional input–output (K-IRIO) model that is released by the

Bank of Korea includes 16 metropolitan cities and provinces of Korea as of 2005.

Most studies that apply K-IRIO have been focusing on measuring regional and

national economic benefits associated with land and infrastructure developments

compared to its costs. Most impact studies that applied K-IRIO have been applied

for the national level projects. As a primary tool of application to regional and

national security problems, it is difficult to find a study that combined the K-IRIO

with various econometric methods to quantify the costs of national security.

There is no IRIO-type model in the USA. Instead an MRIO-type model has been

developed (Polenske 1980; Jack Faucett Associates 1983; Park et al. 2007). The

National Interstate Economic Model (NIEMO) that is the only operational MRIO

model of the USA since 1990 involves the 50 states and the District of Columbia.

NIEMO has been applied to many empirical studies such as hypothetical terrorist

attacks (Park et al. 2008a, b; Park 2008; Richardson et al. 2007), diverse natural

disaster studies (Park et al. 2011; Park 2015), and border closure impacts of all the

US borders (Gordon et al. 2009). Especially, the recent two books consecutively

published by Richardson et al. (2014, 2015) include extensive empirical results

stemming from various disasters using NIEMO and other economic models. Table 2

summarizes some economic impact studies to which NIEMO has been applied. The

K-IRIO can be applied to these various terrorist attacks in South Korea similarly.
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5 The Korean Game-Theoretic Interregional Economic
Model (K-GIEM)

The strategic situation of terrorists combined with K-IRIO is presented in Fig. 2,

which is the distinctive feature of this study. The right panels demonstrate how the

K-IRIO is connected to the simultaneous competitive and cooperative game situ-

ations in the left panels that are suggested in Fig. 1. Via the K-IRIO, the total

probabilistic economic impacts will provide damage information by region, by

industry, and by event type. The information will feedback to defenders and

cyberattackers until the process reaches equilibrium.

As explained in Sect. 9.3, constructing the Korean game-theoretic interregional

economic model (K-GIEM) requires a systematic combination of the complex

game situations with a spatially disaggregate economic model. In this study, we

propose an IRIO model to estimate the total costs. A general conceptual approach to

calculating the framework of Fig. 2 is to multiply the success probability of a

cyberattack on one (or multiple) of the main airports with the corresponding costs if

the airports would be subsequently closed. By constructing a metric table of the

probabilistic costs for all Korea airports considered, we can evaluate which airport

may be most vulnerable in terms of cybersecurity. The dual-methodology model,

combining a game-theoretic model and the K-IRIO, will generate the Korean game-

theoretic interregional economic model.

The K-GIEM can estimate probabilistic economic costs when one or multiple

airports would have been invaded simultaneously. In conjunction with the

Fig. 2 A new framework to measure economic impacts using an integrated game-theoretic

economic impact model
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application of the game-theoretic model, the model starts analyzing the probability

of each or multiple airports in Korea if attacked. It would rely on the current airport

security levels and the direct cost of closure caused by successful cyberattacks. The

direct cost associated with the airport closure is estimated with disruption scenarios.

The product of the probability and the direct cost will then be used as input to the

K-IRIO. Via the K-IRIO, the total probabilistic economic costs (by sector, by

region, and by scenario) from the airport disruption will be estimated. Finally, the

total probabilistic economic losses are reinformed to defenders and/or

cyberattackers as new information. New economic impacts will be reestimated

until reaching equilibrium. Detailed procedures are suggested as follows:

Step 1: Modeling competitive and cooperative strategic interactions

For one or multiple airports, the South Korea government sets a level of

defensive investment allocating finance, equipment, personnel, and so on to the

defensive system. A cyberattacker anticipates the government’s choice and then

chooses the best response level. This is the probability to launch a cyberattack

against each or multiple airports. The competitive strategic interactions at this level

may be applied to various forms of conflict-success functions that are used for

probability estimates (Skaperdas 1996; Hausken 2004). Also, it needs to develop

another form of cooperative interaction functions that set various combinations of

cooperation among governments, for example, local-to-local, local-to-central, and

international-governmental interactions. This type of game strategies clarifies col-

lective defense of governments against cyberattacks. For example, simultaneous

cyberattacks are plausibly made against Incheon International Airport (ICN) of

South Korea and Beijing Capital International Airport (PEK) of China. In this

attack, any piece of information needs to be shared in order to estimate the possible

economic damages that would occur in South Korea, because most airports and

routes in ICN and PEK are internationally served, connecting to each other.

Furthermore, ICN is the main hub that connects to other airports in South Korea,

and an attack would further disrupt other local economies in South Korea. Hence,

local-to-central cooperative strategic interactions are critical for preventing

cyberviolation.

Step 2: Estimating direct costs

To consider possible strategies for individual and cooperative defenders against

cyberattackers, hypothetical and/or actual historical measures of direct costs for any

successful occurrence of invasion need to be estimated. Diverse historical data can

be collected from sources such as the Statistics Korea (KOSTAT), the Korea

Transport Database (KTDB), and the Ministry of Employment and Labor

(MOEL). These datasets should be integrated for hypothetical invasion scenarios.

Based on the collected data, the direct cost of airport closure will be estimated; this

will provide numerical experimental results that disclose the importance of each

airport.
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Step 3: Estimating probabilistic direct, indirect, and total costs

The probability of an attack success and the direct cost estimated for airport

closures can be coordinated into a Probability and Direct Economic Cost (P/DEC)

panel graph that is shown in Fig. 3. From the panel, we can understand where each

airport fits in each panel.

It is clear that airports located in the panel of high probability (High-P) and high

direct economic cost (High-DEC), whether measured collectively or individually,

need to be primarily considered for the investment of Korean governments. Also, it

is clear that airports in the panel of low probability (Low-P) and low direct

economic cost (Low-DEC) are most trivially considered. Therefore, airports in

the Low-P/High-DEC and High-P/Low-DEC panels are highly considered for

optimal allocation of resources available to Korean governments. The product of

the probability of a successful attack on an airport will be calculated to verify the

possible direct cost resulting from the airport’s closure. By aggregating the prob-

abilistic direct costs of each airport by province in South Korea, the province’s total
expected direct damage can be estimated. The expected probabilistic direct costs by

each province, then, are used to measure the indirect and total costs for South

Korea. The estimates will be run with the K-IRIO that considers the interindustrial

and interprovincial economic relations.

Step 4: Evaluating equilibrium probabilistic impacts and vulnerable ranking
metrics

The estimated total impacts will be utilized for cyberattackers and defenders as

additional information. Both attackers and defenders receive this information and

decide their equilibrium strategies, resulting in an updated estimate of the total

economic impacts. This process is suggested as the right and left up-pointing arrows

in Fig. 2. This process will repeat until the attack probability reaches lower than a

certain threshold level. The level of attack probability should be decided by Korean

governments in consideration with both importance of airport security and available

resources. Finally, the equilibrium total impacts will be used to construct a metric of

vulnerability ranking scores that demonstrate which airports are most vulnerable

from cyberattacks. The vulnerability metric may be further analyzed by industry

type, by scenario, and by province of South Korea. The information provided will

Fig. 3 Probability and direct economic cost (P/DEC) panel for cyberattack invasion
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be used to determine which provinces and airports need primarily consideration

when distributing defensive resources available in South Korea.

Step 5: Validating K-GIEM

Equilibrium strategies for Korean airport protection are computed using

K-GIEM. To evaluate K-GIEM reliability, the computed equilibrium strategies

from K-GIEM are compared to those computed from traditional game strategic

models and to real datasets. The results can be used to evaluate the K-GIEM

approach and may eventually help resource allocation by the Korean governments.

6 Conclusions

Aviation deterrence is crucial in fighting cyberterrorism. Aviation security against

cyberinvasion is especially critical because airport networks are the heart of

economic activity in that they enable rapid human and freight movement. The

networks are necessary for other industrial activities. However, in many cases,

cyberterrorists have been seen to be superior to governmental cybersecurity in the

transportation network system (Richardson et al. 2007). As Poole (2007) suggested,

this can be explained by the sizable variation in US airports, one of the three basic

flaws in the Transportation Security Administration’s (TSA) aviation security,

which may not be clearly addressed by the TSA’s centralized approach.

To effectively protect vulnerable airports from cyberterrorism, therefore, it is

important to improve collaboration between local and central entities and to

integrate local strategies on cyberterrorism to address the threat of simultaneous

attacks on multiple Korean airports. The collaborative strategy integrates the

Korean aviation security network, horizontally and vertically connecting central,

local, and other nonprofit cooperative entities. This cooperative strategy should be

integrated into a traditional competitive game process where such complex behav-

ioral action strategies are set to be determined.

By combining the probability of invasion with economic costs, the K-GIEM

framework is applied to quantify probabilistic economic impacts on strategic

infrastructure security. It differentiates economic impacts by event location and

by industry type targeted. From K-GIEM, equilibrium strategies needed for Korean

airport protection can be measured. Comparing the computed equilibrium strategies

from K-GIEM with those computed only by traditional game-theoretic models may

provide a general guideline to evaluate optimal resource allocation by Korean

governments.

One issue to be considered is resilience; many scholars agree that it refers to the

defensive capacity to diminish the maximum potential impacts at any given point in

time after a terrorist attack and the ability to recover as quickly as possible (Park

et al. 2008a, b, 2011; McDaniels et al. 2008; Rose 2004, 2007; Adger 2000). One

major way in which airport resilience from a cyberattack can take place is when,

after repair, the airport resumes operation on its original schedule before airlines
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that use the airport persistently change to nearby airports whose services and

benefits are not very different. According to Park et al. (2009b) and Rose

et al. (2009), experience with the 9/11 attacks as well as with most physical

disasters indicates that the economy of the USA and New York and its surrounding

states had substantial resilience. Unfortunately, in contrast to factory operation to

produce goods, air and water port operational services were not able to recapture the

lost service values.

It is possible to measure some portion of the lost production in an economy from

physical disruption by applying a fixed parameter (FEMA 1997; Rose and Lim

2002; Rose et al. 2007) or a relaxed functionalized parameter (Park et al. 2011) for

each of several industrial sectors. However, most operational service sectors of

infrastructure have almost no resilience. Resilience to a cyberattack may be essen-

tial to accurately estimate business interruptions that are indirectly affected by

infrastructure service disruptions. However, a general framework that addresses

national and international transportation network security to prevent cyberattacks

still requires the combination of multidirectional, complicated game-theoretic

strategies with a spatially disaggregate economic model such as K-IRIO to trace

local economic activities via their connection. A further analysis of resilience is left

to future research.
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Effects of Urban Spatial Structure on Travel
Behavior and Transportation Energy
Efficiency in Korea
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Abstract This study evaluates transportation energy efficiency with respect to

various forms of urban structures. Empirical models are developed by using the

population and employment of the cities in Korea. Spatial structure is measured by

the degree of concentration and the clustering index and uses relative and weighted

indices. A two-stage least squares model is developed because spatial structure

primarily affects changes in travel distance, which consequently affect traffic

volume and transportation energy consumption. Empirical results vary with city

size. Small cities with deconcentrated and clustered areas are transportation energy

efficient and effective in promoting clustering within a specific region and enhanc-

ing accessibility for employment and service. On the other hand, promoting con-

centration and declustering patterns are a more effective strategy to decentralize

population, mitigate agglomeration diseconomies, and ultimately reduce transpor-

tation energy consumption in large cities. Therefore, population and employment

level within a spatial distribution should be understood to adopt an optimal spatial

strategy for influencing travel behavior and energy consumption.
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1 Introduction

Urban planning strategies to minimize sprawl and decentralized concentration have

attracted growing interest. Traditional urban planning and development methods

have been criticized for causing decentralization and increasing automobile depen-

dency. Several studies support neo-traditional development (NTD), which involves

growth management, smart growth, and new urbanism. The advantages of these

approaches have been reviewed and documented in the previous studies (Brotchie

1984; Cervero 1989; Naess 1993; Newman and Kenworthy 1989; Ewing 1997).

These studies claimed the advantages of compact city with high residential density

with mixed land uses, where it promotes efficient public transport system and

encourages walking and cycling and better opportunities for social interactions.

The debate on traditional development has intensified since 1990, particularly

after the Commission of European Communities (CEC) published the “Green Paper

on the Urban Environment.” The paper criticizes the continual outward expansion

of cities, the segregation between its residents and activities, and decentralized

pattern cause of auto-dependent land development, whose harmful emissions ulti-

mately contribute to global warming. Therefore, the CEC report also strongly

supports NTD with efficient urban forms in response to growing pressures of

environmentalism and sustainable urban development.

However, NTD has received criticism because of little evidence supporting the

positive characterization of centralized and concentrated (compact) urban forms

and the negative characterization of decentralized (sprawl) urban forms. Gordon

and Richardson (1997) and Brueckner (2000) argue that less travel distance in

compact urban forms increases the frequency of automobile trips that could cause

increased traffic congestion and energy consumption. Consequently, the compact

city theory may aggravate the congestion and energy consumption and neglect the

economic advantages of decentralized city with a transportation system develop-

ment and technology improvement (Gordon and Richardson 1989; Breheny 1995).

Moreover, they argue that sprawl is not harmful and even has a positive effect on

quality of life.

Ewing (1997) contributes with the idea of “decentralized concentration” where

population or employment is not concentrated around the urban center; rather, it is

concentrated in the subcenter and has a continuous development pattern. Therefore,

with respect to the continual debates of urban form, exploring spatial structures is

important because it provides a good foundation for understanding various activi-

ties and behavior in an urban space.

Agglomeration economies1 significantly contribute to the understanding of

spatial structure and urban growth, which are influenced by exogenous and

1Agglomeration economies explain the advantages of the “clustering effect” and benefit from the

various activities due to urbanization, industrialization, and localization. On the other hand,

agglomeration of diseconomies exists from these activities because of congestion, pollution, and

low quality of life.
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endogenous characteristics. Various factors in urban space (e.g., amenities, envi-

ronment, accessibility, safety, economic opportunity, and health) can influence the

processes of spatial structures. Richardson (1995) asserts that the processes of

spatial structures can be explained by inducing positive externalities and reducing

negative ones. For example, excessive concentration in a specific area can result in

negative externalities, thereby changing the spatial structure and ultimately reduc-

ing agglomeration diseconomies.

Horton and Reynolds (1971) describe the stages of urban development as the

process from highly unstable stage to temporary equilibrium and eventually

approach to spatial equilibrium. Several factors for spatial equilibrium include

quality of life (e.g., amenities and environment), economic growth, and health

among others (Frumkin 2002; Sturm and Cohen 2004; Ewing et al. 2008; Royuela

et al. 2010; Yang 2011). However, a controversial issue is the relationship between

urban spatial structure and transportation energy because regional energy consump-

tion with respect to spatial structure, accessibility, and transportation and the trade-

off between agglomeration economies and diseconomies are important issues.

Banister (1992) and Naess (1993) state that a strong relationship exists between

urban form and travel activity as well as transportation energy consumption. A

small-sized city may have limited access to support services and facilities, and there

is a need to travel longer distances. However, a very large, centralized settlement

may generate longer travel distances because the separation between homes and the

urban center is larger (Owen 1986; Gordon and Richardson 1989; Banister 1992;

Williams et al. 2000). Therefore, urban spatial structure factors (e.g., size, density,

concentration, and clustering) that are strongly associated with transportation

energy and energy-efficient spatial structures should be identified. This study

performs empirical analysis by using a model to evaluate transportation energy

efficiency with various forms of spatial structure.

Korea, which has high automobile ownership and use and energy consumption

and whose metropolitan areas have undergone significant changes (e.g., in popula-

tion, density, restoration, and infrastructure), is selected as the object of case study.

In Korea, the transportation sector accounts for more than 25% of total energy

consumption, much of which is evident in the largest metropolitan areas (i.e., Seoul,

Busan, Incheon, Daejeon, Gwangju, and Daegu). In the transportation sector (road,

rail, marine, and air), road transportation accounts for nearly 75% of total con-

sumption, which explains that a large part of transportation energy is caused by

inefficient urban forms in metropolitan areas in Korea. Therefore, it is particularly

worthwhile to investigate transportation energy efficiency of urban areas in Korea.

2 Model Specification

Muth (1969) developed a monocentric urban model based on the assumption that all

employment is located in a central business district (CBD). In the model, the

number of miles a household travels depends on the distance from the household
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residence to the CBD, the rent gradient, and the marginal cost of travel. The models

of Wheaton (1998) and Bento et al. (2005) also used the marginal time cost of travel

that directly varies with population density. In their model, the marginal time cost

of travel directly varies with population density, and it is inversely proportional to

the land area devoted to road. Thus, the travel demand of a household is equal to the

number of one-way trips to the CBD times the mean number of employed numbers

of the household and depends on the road network and population distribution of

the city.

In this study, the number of kilometers that a household travels and its choice of

transportation mode for different types of trips depend on the spatial structure of a

region. Travel demand, transportation energy consumption, and spatial structure are

closely and structurally related. These relationships are specified in the spatial

equilibrium-based model, which includes population and employment factors.

A household member working h hours and earning w wage per day chooses

his/her residential location τ and employment based on distance d from the CBD,

land consumption q, consumption goods X, and travel choice (vehicle Mv or other

transportation mode Mt). Household utility can be expressed as follows:

U q, X, Mv, Mtð Þ ð1Þ

Utility is maximized by choosing an optimal location τ, quantity of goods pur-

chased, and travel modes depending on the location. Once τ is chosen, commute

mode (Mv, Mt) and miles driven can be expressed as functions of urban form

characteristics and road capacity, which are exogenous in relation to the household.

The probability of travel mode choice is determined by road capacity v(t), popula-
tion distribution n(t), travel costs (by automobile or public transit) c(d), and

employment distribution throughout the city.

The efficiency of spatial structure is estimated based on travel demand, espe-

cially on the number of vehicle trips per commute (NVTPCOMM), which is

expressed as the following equation:

NVTPCOMM ¼ f PS, ES, v, Cð Þ ð2Þ

where PS is the spatial structure of population (population concentration and

cluster), ES is the spatial structure of employment (employment concentration

and cluster), v is the road capacity, and C is the travel cost. Gasoline consumption

is determined by NVTPCOMM, average travel distance per vehicle (TDPV), and
gasoline price per liter (GASPRICE). Therefore, gasoline consumption per com-

mute (GASPCOMM) can be expressed as follows:

GASPCOMM ¼ g NVTPCOMM; TDPV;GASPRICEð Þ ð3Þ
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Following Bento et al. (2005), TDPV can be represented as a function of PS and ES:

TDPV ¼ d PS;ESð Þ ð4Þ

With Eqs. (3) and (4) combined,

GASPCOMM ¼ f NVTPCOMM, d PS;ESð Þ,GASPRICEð Þ ð5Þ

Because of the distinctive relationship between agglomeration economies and

diseconomies, an efficient spatial structure strategy is more reasonable than optimal

spatial structure strategy depending on the size of the city. Concentration and

clustering index are used for spatial structural variables related to transportation

energy. The degree of centralization and concentration of the city is expected to

influence travel pattern and transportation energy consumption. Interaction terms

between spatial structure and population (employment) size are included in the

model to account for the efficient size and spatial structure of a city. Thus, Eq. (5) is

expressed as follows:

LNGASPCOMM ¼ β1PCON þ β2PCLUST þ β3ECON
þ β4ECLUST þ β5lnPþ β6 lnPð Þ � PCON þ β7 lnPð Þ � PCLUST
þ β8 lnPð Þ � ECON þ β9 lnPð Þ � ECLUST þ ηNVTPCOMM
þ λX þ μ

ð6Þ

where LNGASPCOMM is log gasoline per commuting; PCON and PCLUST are

population spatial structure (population concentration and cluster); ECON and

ECLUST are employment spatial structure (employment concentration and clus-

ter); lnP is log population; lnP*PCON, lnP*PCLUST, lnP*ECON, and

lnP*ECLUST are interaction term with population and spatial structure; and

NVTPCOMM is number of vehicle per commuting. Equation (6) allows us to

estimate the elasticity of coefficient with respect to the population size, which is

the percentage change of gasoline consumption due to the percentage change in

population size (spatial structure).

2.1 Estimation of Spatial Structure

Spatial structure measurement involves many difficulties. Therefore, approaches

with improved models featuring various factors (e.g., size, density, centrality,

concentration, and clustering) can provide better explanations. This study employs

two of the most important variables (i.e., population and employment) and the

concepts used in Anas et al. (1998), Tsai (2005), and Lee (2006) to explain the

global and local concentration of a regional spatial structure. Global concentration

is explained as the specific-point concentration of activity at the city level, such as
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the CBD. Local concentration is explained as a disproportionate concentration of

activity in different locations at the local level.

Different concentration levels are caused by the regional spatial structure, which

reflects a compact, sprawl, or decentralized pattern of development based on

population and employment distribution. The monocentricism or polycentricism

of the region should be determined to match such patterns and measure spatial

structure. However, the concepts of monocentric and polycentric forms are ambig-

uous. If monocentric refers to a single central area, then can this particular area have

more than one center? The center refers not merely to a single center in a particular

physical area but to an area with highly intense activities.

Figure 1(a–c) presents the hypothesized monocentric, polycentric, and

decentralized sprawl forms, respectively, given the population size, population

density, and degree of equal distribution of activities.

The shaded boxes indicate highly dense areas at the local level. The pattern

shown in Fig. 1(a) is usually referred to as a monocentric city pattern. However, if

the CBD is located in or around the shaded area (A or B in the figure), does this

represent a monocentric or a polycentric city? That a monocentric form represents a

center-concentrated pattern is a questionable assumption. Previous studies have

also had difficulty in identifying a center or subcenter form of the area of study.

High clustering and unequal distribution patterns jointly characterize a

monocentric city. Conversely, a polycentric city has relatively low clustering and

unequal distribution. The polycentric form is the outcome of the combination of

global deconcentration and local level concentration (Anas et al. 1998). If decon-

centration occurs with decentralization, the area evolves into a generally dispersed

form without significant subcentering (e.g., sprawl) (Lee 2006). Therefore,

Fig. 1 Hypothesized monocentric, polycentric, and decentralized pattern
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categorizing the spatial structure of a specific area should involve the demonstration

of population and employment distribution and should not be limited to the

identification of a center or subcenter. Factor analysis can be applied to measure

the degree of clustering and concentration of population and employment

(Cutsinger et al. 2005).

Concentration and clustering indicators are measured based on the methods used

by Tsai (2005). Tsai (2005) presents four indices to measure city spatial structure:

size, density, concentration, and clustering. Although the scale of land area may

better represent the size of the city, considering the land demand per capita and

population (or employment) is a more sensible indicator. Density (or activity inten-

sity) is the most commonly used indicator of urban form. Galster et al. (2001)

describe density as the number of residential units per square mile. Ewing et al.

(2002) also used residential and population density as the indicator of sprawl.

Therefore, the problems associated with confirming the characteristics of spatial

structure should be resolved. Different cities may have different spatial structures,

even with similar global densities; thus, population and employment distribution

should be identified instead of the center. However, the density index cannot

identify the city’s center. It means that cities with same global densities might

show different spatial structure (distribution of population and employment and its

center). Thus, to identify the spatial structure, measuring the density in sublevel is

more reasonable than the density in global scale.

Table 1 presents four variables representing concentration and clustering index.

The Gini coefficient is generally used to measure the degree of concentration;

however, it is not efficient as a relative index. Thomas (1981) reveals that the use

of relative entropy (an index derived from Shannon’s entropy or Theil’s index that

rescales the value into a range of 0–1) is a more effective method to measure the

degree of concentration because it is not affected by the number of subareas. The

entropy index is generally used to measure unequal distribution by comparing the

population and land ratio.

Shannon’s entropy index is used to measure the unequal distribution of a specific

area by comparing different patterns regardless of the number of subareas.

Shannon’s entropy index can be defined as follows:

Shannon Entropy ¼
XN
i¼1

Pshi � logn 1=Pshið Þ

¼
XN
i¼1

Pshi � ln 1=Pshið Þ=ln Nð Þ ð7Þ

Table 1 Dimensions and variables of spatial indices

Dimensions Variables Characteristics

Concentration PCONWE Population weighted entropy

ECONWE Employment weighted entropy

Clustering PCLUSTWE Population weighted Moran’s I
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where Pshi ¼ Pi=
Xn
i¼1

Pi, Pi¼ population of subarea i, and N¼ number of subareas.

Tsai (2005) recommends the use of the relative entropy index based on the

characteristics of Shannon’s entropy index. The relative entropy index is calculated
using the relative (not absolute) size of population and employment based on the

characteristics of the land area (i.e., density). The relative entropy (density-based)

index can be used to measure the unequal distribution of population or employment

by spatial units in an urban area. Relative entropy can be defined as follows:

Relative Entropy ¼
Xn
i¼1

PDENi � log
1

PDENi

� �
=log Nð Þ ð8Þ

where PDENi ¼ DENi=
Xn
i¼1

DENi and DENi is population (or employment) density

at subarea i.
Moran’s I, which is used to measure clustering, can be calculated in the same

manner as the relative index of concentration, that is, using population and distance

to other population groups:

Moran0s I ¼
N
XN
i¼1

XN
j¼1

Wij Xi � X
� �

Xj � X
� �

XN
i¼1

XN
j¼1

Wij

 !XN
i¼1

Xi � X
� �2 ð9Þ

where N is the number of subareas i, Xi is the value of population (or employment)

density at subarea i, Xj is the value of population (or employment) density at

subarea j, X is the mean value of population (or employment), andWij is the spatial

weight matrix corresponding to the subarea pair (i, j).
Even with more advantages and greater use of the relative index, Moran’s I has

limited applicability in several absolute situations (i.e., a small city with limited

employment opportunities but high density). Thus, Giuliano and Small (1991) and

Baumont et al. (2004) measured the spatial structure by simultaneously considering

size and density. Giuliano and Small (1991) define a center as a set of continuous

zones, each with a density above a particular cutoff level that, when summed,

arrives at the minimum total employment. These criteria are met with a density

cutoff of ten employees per acre and a minimum total employment of 10,000.

Baumont et al. (2004) also suggest an alternative method, which is the exploratory

spatial data analysis, and define an employment subcenter as an area with signif-

icantly higher employment and employment density than neighboring sites. There-

fore, the current study considers not only the density but also the size in measuring a

spatial structure. The absolute and relative indices are separately measured to
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calculate this index. Thus, the weighted index is calculated using the absolute and

relative indices:

PCONWE ¼ aPCON þ bPCONRE aþ b ¼ 1ð Þ ð10Þ
PCLUSTWE ¼ cPCLUST þ dPCLUSTRE cþ d ¼ 1ð Þ ð11Þ

ECONWE ¼ eECON þ fECONRE eþ f ¼ 1ð Þ ð12Þ
ECLUSTWE ¼ gECLUST þ hECLUSTRE gþ h ¼ 1ð Þ ð13Þ

where PCON, ECON, PCLUST, and ECLUST are the absolute indices of population

and employment concentration and clustering; PCONWE, PCLUSTWE, ECONWE,
and ECLUST are the weighted indices; PCONRE, ECONRE, PCLUSTRE, and
ECLUSTRE are the relative indices; and a, b, c, d, e, f, g, and h are the weights in

factor analysis. This study employs weighted indices while considering the size and

density.

3 Data and Variables

According to the database, 163 census tract subdivisions exist in Korea. Three

census tracts were excluded from the sample because of the inappropriateness of

location and condition (e.g., islands); thus, a total of 160 available census tracts are

used for the analysis. Table 2 presents two levels of hierarchical administrative

Table 2 Census track for the unit analysis

No. of census tract No. of samples

Major cities

(Si)

Seoul-si 1 1

Busan-si 1 1

Daegu-si 1 1

Incheon-si 1 1

Gwangju-si 1 1

Daejeon-si 1 1

Ulsan-si 1 1

Jeju-si 2a 0

Provinces

(Do)

Gyeonggi-do 31 31

Gangwon-do 18 18

Chungcheongbuk-do 11 11

Chungcheongnam-do 15 15

Jeollabuk-do 14 14

Jeollanam-do 22 22

Gyeongsangbuk-do 22 + 1a 22

Gyeongsangnam-do 20 20

Sum 163 160
aSamples are excluded because of its location characteristic (island)
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units in Korea. First level consists of major cities and provinces called “si-do” and

second level consists of small cities and counties called “si-gun.”

The variables and data sources are shown in Table 3. A number of available data

sources are used to produce a database for analysis. One main data source is the

Korean Statistical Information Service (KOSIS), which provides census data on

population demographics and housing and is one of the largest sources of census

data in Korea (the census is conducted every 5 years). The data of year 2010 is used

for the variables of population size, employment size, number of vehicle trips per

commute, and household size (LNP, LNE, NVPCOMM, LNHHSIZE). Gasoline

price and consumption data of 2010 are used, which are provided by Korea National

Oil Corporation (KNOC). They are based on the gasoline sales of gasoline stations

to represent transportation energy consumption. Land use data are based on the

2010 annual statistical yearbook of the Ministry of Land, Transport, and Maritime

Affairs (MLTM). This statistical yearbook provides data on district divisions,

population demographics and households, land size for each district, car ownership,

and transportation.

Descriptive statistics of the variables are presented in Table 4. Four spatial

structure variables are used, namely, PCONWE, PCLUSTWE, ECONWE, and

ECLUSTWE (weighted indices). Correlation matrix is also presented in Table 5.

The correlation matrix in Table 5 shows a negative relationship between popu-

lation (and employment) and PCONWE and ECONWE (�0.252 and �0.290,

respectively). This negative and low correlation relationship means that larger

urban size tends to have a relatively even distribution of population and

Table 3 Variables, definition, and data sources

Variables Definition Data sources

Dependent LNGASPCOMM Log gasoline consumption per

commuting

KNOC

Spatial

structure

LNP Log population size KOSIS

LNE Log employment size KOSIS

PCONWE Population concentration (size and den-

sity based)

Estimated value

PCLUSTWE Population cluster (size and density

based)

Estimated value

ECONWE Employment concentration (size and

density based)

Estimated value

ECLUSTWE Employment cluster (size and density

based)

Estimated value

Instrumented NVTPCOMM Number of vehicle trips per commuting KOSIS and

calculated

LNROADD Log road density MLTM

Instrument LNHHSIZE Log household size KOSIS

LNCAROWNPC Log car ownership per capita MLTM

Control LNGASPRICE Log gasoline price per liter KNOC
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employment, which is likely due to agglomeration diseconomies. On the other

hand, population (and employment) size has a positive relationship with

PCLUSTWE and ECLUSTWE (0.245 and 0.195, respectively), which indicates

higher clustering pattern with larger urban population. The table also shows the

relationship between spatial structure indices. Concentration and clustering indices

show a strong relationship between population and employment (0.665 between

PCONWE and ECONWE and 0.826 between PCLUSTWE and ECLUSTWE).

Another interesting result in the table is the positive relationship of population

concentration (PCONWE) with population and employment clustering indices

(PCLUSTWE and ECLUSTWE, respectively). The traditional theories of spatial

structure addressed that the relationship between centrality and concentration is

negative in larger urban size due to agglomeration diseconomies. However, the

positive relationships in the table indicate that the existing center is stronger than

the suburbs in terms of the population distribution.

4 Empirical Results

Tables 6 presents the estimation results of gasoline consumption per commute with

respect to the variables. The results of Models 1–4 show the effect of spatial

structure on gasoline consumption. Model 1 shows the effects of population and

employment spatial structure on gasoline consumption. Interaction terms between

spatial structure variables and population size are included in Models 2 and 3. All

spatial structure variables and interaction terms are included in Model 4. The results

Table 5 Correlation matrix: weighted indices

Population Employment

P PCONWE PCLUSTWE E ECONWE ECLUSTWE

P 1

PCONWE �0.252 1

***

PCLUSTWE 0.245 0.151 1

*** *

E 0.993 �0.228 0.220 1

*** *** ***

ECONWE �0.290 0.665 �0.062 �0.259 1

*** *** ***

ECLUSTWE 0.195 0.184 0.826 0.176 �0.134 1

** ** *** ** *

* p< 0.1; ** p< 0.05; *** p< 0.01
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of Durbin-Wu-Hausman (DWH) test2 reveal significance in all models and indicate

that the two-stage least squares are more preferable than ordinary least square

(OLS). The relevance of using instrumental variables is also tested using

overidentifying restriction (OIR) test.3 The results of OIR test in Table 6 indicate

the significance of using instrumental variables for all models.

Instrumental variable NVTPCOMM has a positive coefficient, whereas control

variables LNGASPRICE and LNP have negative coefficients in all models. The

effects are more significant in Model 4, which considers all interaction terms and

spatial structure variables. These results indicate that a greater number of vehicle

trips per commute and lower gasoline price and population size result in a higher

transportation energy consumption per commute. The increase in vehicle trips and

energy consumption can be explained by the increase in vehicle trip efficiency, with

which more vehicles may be used to travel the same distance, and the decrease in

travel distance, with which more vehicle trips may be generated.

For the effect of spatial structure on gasoline consumption per commute, Model

1 presents the effect of concentration (PCONWE and ECONWE) and clustering

(PCLUSTWE and ECLUSTWE) without interaction term. However, in Models 2, 3,

and 4, which involve interaction terms, the effect significantly increases for both

variables. The coefficient of LNP*PCONWE is significant and negative, whereas

the coefficient of LNP*PCLUSTWE is significant and positive. Thus, a larger

population size and a smaller population cluster indicate lower gasoline consump-

tion. Therefore, concentration strategy to decrease in gasoline consumption is more

efficient in large cities than in small cities.

Based on the estimated results in Table 6, Table 7 provides the effect of

concentration and clustering based on population size. Although Table 7 provides

the significant results of Table 6, the insignificant results of employment spatial

structure in Model 4 are not provided in Table 7. Moreover, given that interaction

terms are not employed in Model 1, the results of each model for population and

employment concentration in Table 7 are the same and do not change even with

incremental population size.

The coefficient of population concentration is about �2.79 when the weighted

index is used in Model 2 (Table 7) in the area with a statistical mean size of the

population (average LNP is approximately 12, as shown in Table 4). The negative

coefficient of population concentration increases with increasing population size

above the mean level, which indicates that large cities with high population

concentration in a specific area have the propensity to decrease their transportation

2Durbin-Wu-Hausman (DWH) test statistic is used to test 2 SLS as instrumental variable

(IV) against the efficiency of OLS DWH ¼ βIV � βOLSð Þ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S2βIV � S2βOLS

� �r
� N 0; 1ð Þ ; if |

DWH|> 1.96, then X is endogenous and IV is the preferred estimator ( p< 0.05).
3 OIR can test whether or not the instruments are correlated with the error term in the structural

model (u1). The null hypothesis of OIR test that all instruments are uncorrelated with u1 is

asymptotically distributed as a Chi-squared variable with q degrees of freedom, where q is the

number of instrumental variables minus the number of endogenous variables.
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energy consumption. Therefore, concentrated and intensive development should be

stimulated to promote higher efficiency in transportation energy consumption.

Similarly, Models 2 and 4 show the effects of population clustering on gasoline

consumption. The effect of population clustering is different from that of popula-

tion concentration because the coefficient of population concentration is positive in

average-sized cities (0.146 in Model 2; Table 7). As the city size grows, the

clustering coefficient increases (1.42 in an area with 1.2 million residents in

Model 2), which indicates that a more clustered area results in more gasoline

consumption.

The effect of employment spatial structure is similar to that of population spatial

structure. Employment concentration has a positive effect on gasoline consumption

in an average-sized city (1.042 in Model 3 of Table 7), and the interaction term is

negative (�0.702 in Model 3 of Table 6). Highly concentrated employment in a

specific area is associated with imbalance and unequal distribution of overall

activities in a city. Therefore, with a similar context of population concentration,

the employment pattern in a large city should be deconcentrated to promote

efficient spatial structure and energy consumption.

From an overall spatial perspective of the city, high clustering means that the

specific area is spatially clustered with similar density levels. Highly dense areas

cluster in a specific subarea, whereas low-density areas cluster in other subareas.

Employment and services provided in a small city (i.e., a low-density area) are

relatively fewer than in a large city. Therefore, promoting clustering within a

specific region is more efficient in enhancing accessibility to employment and

services. However, as city size gradually increases, all services and employment

clustered in such a region could cause other problems, such as congestion and long-

distance travel from the outskirts of the city. Therefore, a subcenter should be

formed away from the existing center as the city grows, and the overall clustering

level of the city should be reduced.

Figure 2 presents a graphical illustration of these empirical results and shows the

effect of spatial structure based on population and employment size. As regards the

lack of scale effect without the interaction terms, the coefficients of Model 1 in

Fig. 2 show a constant pattern regardless of population size. Thus, the spatial

structure strategy to reduce transportation energy consumption reduces employ-

ment concentration in most cities. However, with the interaction terms involved, a

declustered concentration pattern is more efficient for energy consumption in large

cities, whereas a clustered deconcentration pattern is more efficient in small cities.

5 Conclusion

This paper uses an empirical model to evaluate the transportation energy efficiency

of urban areas in Korea. Transportation energy efficiency is affected by various

forms of spatial structure in population and employment. The empirical results vary

because the effect of spatial structure varies with city size. Spatial structure is
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measured by the concentration and clustering index, which uses relative and

weighted indices. Each spatial unit has a different size and spatial structure; thus,

the empirical test for spatial structure efficiency is conducted with interaction

terms. Interaction term shows the effect of spatial structure on gasoline consump-

tion with respect to population size. Thus, it indicates that the cities of different size

need different strategies for an energy-efficient spatial structure.
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For large cities, promoting concentration and declustering patterns is a more

efficient strategy for minimizing gasoline consumption. Previous discussions and

claims about the implementation of compact urban forms are not effective to

reducing traffic volume and energy consumption because of agglomeration dis-

economies (because of congestion and cross-commuting with large traffic volume

in city centers). Therefore, decentralized concentration or a polycentric city type of

spatial structure is necessary to decentralize population, mitigate agglomeration

diseconomies, and ultimately reduce transportation energy consumption in large

cities.

Small cities with a population of less than 50,000 may need to adopt a strategy

different from that of large cities. Small cities with deconcentrated and clustered

areas tend to be efficient in transportation energy consumption. However, if small

cities adopt a large-city strategy for concentrated and declustered spatial structure,

energy consumption can increase with the increased travel distance of necessary

urban components. Therefore, the compact form is a more efficient strategy for

small cities to reduce travel distance between the functions of urban components

and to enhance transportation energy efficiency.

Thus, planners and policy makers should understand the mechanism and devel-

opment of their cities to adopt and implement an optimal spatial structure strategy

to influence travel behavior and energy consumption.
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Need for Coordination between Greenhouse
Gas and Pollution Abatement Regulations:
China’s Case and Its Implications for Korea

Kyung-Min Nam

Abstract In this chapter, I briefly introduce my previous research on the carbon

co-benefits of pollution abatement in China and then discuss what key lessons

Korea can learn from it. A main finding is that strong cross effects exist between air

pollution and carbon mitigation in China. In particular, China could even over-

achieve its official CO2 intensity targets, in terms of carbon reductions, by simply

meeting the existing SO2 and NOx reduction goals. Accordingly, the CO2 intensity

targets are not binding and generate unnecessary compliance costs. This result

conveys several policy implications for Korea. First, local pollution abatement,

given its strong cross effects, may be considered as a carbon mitigation strategy.

However, taking full advantage of the cross effects—meeting emission reduction

targets at minimal costs—requires a close coordination between air pollution and

carbon regulations. Finally, clear and consistent long-term reduction goals and

associated policy incentives are necessary to promote economy-wide, forward-

looking technology adoption and thus to avoid the potential lock-in effect in energy

supply.

Keywords CGE model • Co-benefits • Air pollution • Carbon mitigation • China •

Korea

1 Introduction

At the 2009 United Nations Climate Change Conference, the Korean government

officially announced that by 2020 it would reduce national greenhouse gas (GHG)

emissions from the business-as-usual (BAU) level by 30%. To achieve this goal,

Korea has introduced a new GHG control system, consisting of a Target Manage-

ment Scheme (TMS) and an Emissions Trading Scheme (ETS). The TMS imposes

emission caps on a group of firms and installations, which either emit a great deal of
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GHGs or consume a large amount of energy.1 Of those firms which are subject to

the TMS or operate TMS-regulated installations, 526 have been allocated carbon

permits and are participating in the ETS during the first phase (2015–2017).2

In addition, Korea has a long history of air pollution control. The first nationwide

air quality standards were prepared for sulfur dioxide (SO2) in 1978. Since then,

Korea has extended the scope of its regulations to include other key conventional

air pollutants, such as nitrogen dioxide (NO2), carbon monoxide (CO), particulate

matter (PM10), and volatile organic compounds (VOCs). At present, Korea’s air

quality regulations target motorized vehicles and pollution-intensive industrial

facilities, placing restrictions on end-of-pipe concentrations. In addition to this

nationwide regulation, the Capital Region,3 where air pollution is more serious

than in other parts of Korea, has adopted further proactive control measures,

implementing strict region- and firm-specific emission caps since 2005.

Then, how well coordinated are these two independent regulatory systems, each

aiming at GHG reduction or air quality control? GHGs and conventional air

pollutants are often cogenerated from the same sources, such as combustion of

fossil fuels (Agee et al. 2014; Shindell et al. 2011). Accordingly, a regulation

targeting GHG reductions automatically affects air pollutant emissions and vice

versa (Bollen et al. 2009; Morgenstern et al. 2004; Xu and Masui 2009). Neglect of

such unintended air pollution abatement from GHG reductions (i.e., air quality

co-benefits of GHG reductions) or of ancillary GHG reductions from pollution

abatement (i.e., climate co-benefits of pollution abatement) may entail overly large

policy compliance costs, leading to a suboptimal market outcome (Nam

et al. 2014). That is, achieving GHG and pollutant reduction targets at minimal

costs would require a careful consideration of synergistic effects between GHG and

pollution regulations. However, there is little evidence that such synergistic effects

have been reflected in Korea’s current GHG reduction goals, leaving room for

further discussion (Chae and Park 2011).

In this chapter, I discuss China’s case and draw key implications for Korea,

focusing on the inseparable nature of GHG and pollution abatement. For my

discussion, I first take a brief look at key facts relating to carbon emissions and

air pollution in Korea and explore why the co-benefits argument may also be

relevant to Korea’s context. Then, I briefly introduce China’s official pollution

and GHG regulation targets and their potential synergistic effects, which are

summarized from my earlier coauthored study (Nam et al. 2013). Finally, I discuss

what lessons Korea can learn from China’s case.

1 At present, the TMS targets firms exceeding 50 ktCO2e, in terms of annual GHG emissions, or

200 TJ, in terms of annual energy consumption, and the installations exceeding 15 ktCO2e or 80 TJ

(Government of Korea, 2014).
2 These 526 ETS participants either emitted an annual average of �125 ktCO2e of GHGs between

2011 and 2013 or operated an installation emitting �25 ktCO2e during the same period (Govern-

ment of Korea, 2014).
3 The Capital Region includes the following three province-level municipalities: Seoul, Incheon,

and Gyeonggi.

192 K.-M. Nam



2 Where Korea Stands

2.1 GHG Emissions

Korea is one of the world’s major GHG emitters, in both gross and per capita terms.

In 2011, Korea emitted 624 Mt of carbon dioxide (CO2), which accounted for 1.7%

of the global emissions, and was the world’s eighth largest emitter (Fig. 1). Korea’s
carbon emissions may be considered even larger if seen in per capita terms. In 2011,

for example, Korea’s per capita CO2 emissions were 11.8 metric tons, exceeding

the global average by a factor of >2. About 85% of the total CO2 emissions are

from fuel combustion, and over half the fuel-related emissions are from solid

sources (mainly coal), followed by liquid fuels. With growing demand for energy,

particularly its solid component, Korea’s CO2 emissions have shown a continuously

increasing trend.

The Korean government has taken this situation seriously, expressing its strong

will to join the global effort to reduce GHG emissions. In the Copenhagen Accord,

Korea stated its GHG mitigation target for 2020 as 30% below the BAU level,

which corresponds to the upper limit of the range recommended by the Intergov-

ernmental Panel on Climate Change (IPCC). At present, this target is legally

binding, since it is specified in the Framework Act on Low Carbon, Green Growth,

enacted in January 2010. Sector-specific reduction targets and implementation

details have been announced through several follow-up plans and policies, such

as the Roadmap to Meeting the National GHG Reduction Goals. As shown in

Table 1, the industry and power/heat-generation sectors account for >60% of

the total reductions, and the buildings and transport sectors are responsible for the

majority of the remaining reductions. Primary channels of meeting the targets

(a) (b)

Fig. 1 Korea’s CO2 emission trend and per capita emissions: (a) CO2 emissions by source,

(b) CO2 emissions per capita, 2011. Note: CO2 emissions presented here exclude those discharged

from land use, land use change, and forestry (Source: Created by the author from the Korea Energy

Statistics Information System (KESIS) and the World Development Indicator (WDI) databases)
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include fuel switching toward less carbon-intensive sources, cleaner energy tech-

nology adoption, and improved energy intensity, which will be encouraged through

a mixture of command-and-control regulations (e.g., renewable portfolio standards)

and market-based policy incentives (e.g., ETS).

2.2 Air Pollution

At present, Korea implements nationwide air quality standards for seven pollutants

(Table 2). The SO2 standards prepared in 1978 are the forerunner of Korea’s air
quality control and are followed by those for NO2, ozone (O3), CO, and fine

particles formulated in 1983. Fine particles were initially regulated in terms of

total suspended particulate (TSP) concentrations, but the PM10 and PM2.5 stan-

dards, set in 1993 and 2012, respectively, have completely replaced the TSP

standards since 2001. Lead (Pb) and benzene (C6H6) concentrations have been

controlled since 1991 and 2007, respectively. Industrial facilities must meet the

government-set emission standards, and those which fail to do so are required either

to install additional abatement equipment or are subject to a pollution tax.

Korea has successfully managed to keep the concentrations of most target

pollutants below the upper limits of the national air quality standards. Between

2006 and 2014, for example, O3 concentrations showed a range of 21–27 ppb

(or 41–52 μg/m3), in terms of annual means of 8-h daily maximum, which is

substantially below the upper threshold of 60 ppb (Fig. 2). Similarly, NO2 and

SO2 showed ranges of 24–27 ppb (or 44–50 μg/m3) and 5–6 ppb (or 13–16 μg/m3),

respectively, which are substantially lower than the air quality standards of 30 ppb

and 20 ppb. PM10 levels exceeded 50 μg/m3 until 2010 but have been maintained

below the threshold since 2011.

Table 1 Korea’s 2020 CO2 reduction targets by sector

Emissions (MtCO2e) Reduction

Sector BAU Target (MtCO2e) % of BAU % of total

Total 776.1 543.0 233.1 30.0 100.0

Industry 439.0 357.7 81.3 18.5 34.9

Buildings 167.6 122.6 45.0 26.8 19.3

Transport 99.6 65.4 34.2 34.3 14.7

Agriculture, forestry, fishery 28.5 27.0 1.5 5.3 0.6

Waste 13.8 12.1 1.7 12.3 0.7

Others 17.9 13.4 4.5 25.1 1.9

Transformation* �64.9 64.9 27.8

Source: Modified from the Government of Korea (2014), p. 11

Note:*Here, “transformation” refers to emission reduction attained by the power and heat gener-

ation sector through switching toward less carbon-intensive fuels and expanding adoption of

renewable or carbon-free energy technologies
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One point to be noted, however, is that the Korean air quality standards are

relatively moderate compared with those implemented in the West or

recommended by international organizations, such as the World Health Organiza-

tion (WHO). Korea’s PM10 and NO2 levels are particularly higher than the WHO

guideline levels (20 μg/m3 and 40 μg/m3, respectively), which are widely adopted

to manage pollution-induced health risks within a reasonable range (WHO 2006).

Accordingly, a voice demanding stricter air quality standards has been growing,

given that their primary purpose involves public health concerns.

A public response to the demand is stricter antipollution regulations targeting the

Capital Region, where half the Korean population resides (MOE 2010). In

December 2003, the Korean government legislated the Special Act on Seoul

Metropolitan Air Quality Improvement, and the first basic and implementation

plans, covering the period of 2005–2014, followed in November 2005 and

Table 2 Korea’s national air quality standards, as of 2015

Pollutant Annual means Daily means 8-h means 1-h means

SO2 0.02 ppm 0.05 ppm – 0.15 ppm

CO – – 9 ppm 25 ppm

NO2 0.03 ppm 0.06 ppm – 0.10 ppm

Fine particles

PM10 50 μg/m3 100 μg/m3 – –

PM2.5 25 μg/m3 50 μg/m3 – –

O3 – – 0.06 ppm 0.1 ppm

Pb 0.5 μg/m3 – – –

C6H6 5 μg/m3 – – –

Source: Created from the Ministry of Environment, Korea

(http://eng.me.go.kr/eng/web/index.do?menuId¼253&findDepth¼1)
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December 2006, respectively. The plans incorporate emission-based pollution

abatement schemes into conventional concentration-centered air quality regula-

tions, strengthening their proactive stance. Target pollutants on which emission

caps are imposed include PM10, nitrogen oxides (NOx), sulfur oxides (SOx), and

VOCs, and the trade of emission permits is allowed among participating firms

only for NOx and SOx. The 2014 reduction goals include a 53% reduction from

the 2001 level for NOx and a 39% reduction for the other three pollutants

(Table 3). NOx targets are more stringent than the others, as NOx pollution is

particularly serious in the Capital Region (Fig. 3). The region’s PM10 levels are

also high, but do not deviate from the national means as much as its NOx levels

do. Follow-up plans, covering the period of 2014–2024, adopt more stringent

pollution abatement and air quality targets and add O3 and PM2.5 to the list of

criteria pollutants (MOE 2013).

2.3 Primary Emission Sources

In Korea, as is the case for many other countries, GHGs and conventional air

pollutants largely share common sources of emissions. In 2011, for example, fuel

combustion accounted for 84% of Korea’s anthropogenic CO2 emissions and was

also the main culprit responsible for the nation’s air pollution, contributing to 82%
of SOx, 95% of NOx, and 94% of PM10 emissions (Fig. 4). This overlap may speak

for potentially large cross effects between pollution and carbon regulations.

Further sectoral decomposition clarifies that power generation, industrial com-

bustion, and road transportation are three major common sources of carbon and air

pollutant emissions. In the case of CO2, 87% of the emissions were from stationary

sources, such as power and heat generation (36%), industrial combustion (18%),

Table 3 Pollution control targets for the capital region

First plan (2005–2014)* Second plan (2015–2024)**

Pollutant Emissionsa Concentration Emissionsb Concentration

NOx 53% (164 kt) 22 ppb 55% (300 kt) 20–21 ppbe

SOx 39% (27 kt) – 44% (50 kt) –

PM10 39% (6 kt)c 40 μg/m3 59% (68 kt)d 30–37 μg/m3f

PM2.5 – – 45% (14 kt)d 20 μg/m3

O3 – – – 60–70 ppbg

VOCs 39% (102 kt) – 56% (304 kt) –

Source: Created from MOE (2010; 2013)

Note: *Target year is 2014; **target year of achieving given policy goals is 2024
aEmission reduction below the 2001 level
bemission reduction below the 2024 BAU level
cTargets exclude fugitive dust emissions
dtargets include fugitive dust emissions
e21 ppb for Seoul and 20 ppb for Incheon and Gyeonggi
f30 μg/m3 for Seoul, 36 μg/m3 for Incheon, and 37 μg/m3 for Gyeonggi
g60 ppb for Seoul and Incheon and 70 ppb for Gyeonggi
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and residential combustion (18%), and most of the remainder was from road

transportation (11%). Stationary sources also accounted for �79% of SOx and

PM10 emissions: industrial combustion (25%), industrial process (25%), and

electricity production (19%) were almost equally important stationary sources for

SOx, while industrial combustion (68%) was the single most important emission

source of PM10. When it comes to mobile sources, only non-road transportation

(16%) was crucial for SOx, while both road (10%) and non-road transportation

(11%) were comparably important for PM10. In contrast to CO2 and the two

pollutants, over half the NOx, emissions were from mobile sources, making road

transport (31%) and non-road transport (21%) the two most important sectoral

contributors. Among stationary sources, industrial combustion (17%) and power

generation (16%) accounted for a large share of NOx emissions.

Despite such overlapped emission sources, Korea has implemented the two

regulatory schemes (i.e., air pollution and GHG control) in a rather independent

manner (Chae 2010), a situation that may result in substantial efficiency loss. In the

following section, I will briefly introduce the Chinese case and demonstrate that the

cost of poor coordination between the policies can be substantially large.
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3 Carbon Co-benefits of NOx and SO2 Abatement in China

3.1 Key Facts on Emissions

Air pollution in China is notorious for its magnitude. As of 2012, for example, PM10

concentrations in 31 Chinese major cities exceeded the WHO-recommended level

by a factor of 1.7–7.3, and only one of them—Haikou—met the national class

1 standards (Fig. 5). A consequence of such excess air pollution is an increased

threat to public health. Health damage associated with excess PM10 pollution alone

is estimated to be as large as 4–9% of China’s historic gross domestic product,

causing a substantial loss of economy-wide welfare (Matus et al. 2012; Nielsen and

Ho 2013; World Bank and SEPA 2007). With a growing concern about the

situation, China has implemented the National Ambient Air Quality Standards

(NAAQS) since 1982 (Wang and Hao 2012). At present, the NAAQS covers ten

pollutants, including SO2, NOx, PM10, and O3, and its current implementation in

prefecture-level cities will be extended to the entire nation from 2016 (MEP 2012).
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(Source: Created from the Organisation for Economic Co-operation and Development (OECD)

database)
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China is currently the world’s largest CO2 emitter, and it has presented a rapidly

increasing emission trend during the last decade (Fig. 6). The soaring carbon

emission trend in China is due mainly to the interplay of rapid economic growth,

low energy efficiency, and high dependence on coal. Rapid growth necessarily

drives up energy demand, and it is more so in China, given that its economy has a

highly energy-intensive structure. In 2012, for example, China’s energy efficiency

was below half the EU level and 69% of the US level.4 What makes the situation

even worse is high dependence on coal, which has higher emission factors than
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4 Energy efficiency is defined as value added per unit energy use, and the numbers given here are

computed from the WDI database.
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other fossil fuels. In 2011, for example, over two-thirds of China’s energy demand

was fulfilled by coal, and solid fuels account for 69–96% of China’s historic carbon
emissions for the last half century. For this reason, the Chinese government has

implemented energy and carbon intensity reduction goals, targeting the cutback of

coal use by industrial and energy sectors (Liu et al. 2013).

Against this background, the 12th Five-Year Plan (FYP12)—the most recent

roadmap of the Chinese economy covering the period between 2011 and 2015—

presents binding reduction targets for two pollutants (NOx and SO2) and CO2. The

NOx and SO2 targets are given as a 10% and an 8% emission reduction from the

2010 levels, respectively, and the CO2 target is given as a 17% intensity reduction
from the 2010 level.

3.2 Motivation for Co-benefit Analysis

Despite the legally binding pollution and carbon abatement targets, their coordina-

tion may be in question. As is the case for Korea, the overlapping of sectoral

emission sources is striking in China. In 2010, for example, 66–82% of the NOx,

SO2, and CO2 emissions in China were from the power generation and industrial

sectors, suggesting potential synergy between pollution and carbon abatement

regulations: the NOx and SO2 targets will likely place strong constraints on the

energy use and mix associated with these two sectors, which may lead to a

substantial unintended CO2 reduction. However, the FYP12 CO2 intensity targets

seem to be too moderate to actualize such potential synergy, given that carbon

emissions in absolute terms will still grow even when the targets are met, due to

China’s fast economic growth. Our analysis introduced in this section is motivated

to test this hypothesis (Fig. 7).

3.3 Method5

For hypothesis testing, my colleagues and I extend the fifth version of the MIT

Emissions Prediction and Policy Analysis (EPPA) model, which is a recursive

dynamic, multiregional computable general equilibrium (CGE) model built on the

Global Trade Analysis Project version 7 dataset (Chen et al. 2015; Paltsev

et al. 2005). Our effort focuses on explicit representation of pollution abatement

structure within a CGE framework. For fuel-related emissions, we first create a fuel

pollution nest, where a unit of fuel combustion (XF) is associated with a unit of air

pollution (XP ) in a fixed proportion (i.e., Leontief) (Fig. 8a). Then, we create a

sub-nest, and let pollution, once generated, be either emitted (XE) or abated before

5 For further details on the method introduced in this section, refer to Nam et al. (2013) and (2014).
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emission (XA ) through end-of-pipe control measures. Here, XP is modeled as a

constant elasticity of substitution (CES) production function of XE and XA with

elasticity σFuel.We estimate σFuel by fuel, sector, and pollutant, using detailed

engineering data from the Greenhouse Gas and Air Pollution Interactions and

Synergies (GAINS) database.

An optimal emission abatement share is endogenously determined within the

model, considering the stringency of pollution caps and associated abatement costs.

In the absence of pollution control, the cost of emissions is zero, so all pollution

generated will be emitted. However, when pollution is regulated, each unit of

pollutant emissions carries a cost, and the cost schedule follows the path of a

conventional marginal abatement cost (MAC) curve. As exemplified in Fig. 9, the

MAC increases slowly at the beginning, but its slope becomes steeper when the

remaining abatement potential is increasingly exhausted. Near the end of the right

tail of the curve, adoption of end-of-pipe technologies for additional abatement is

extremely expensive, and thus firms will eventually have to reduce pollution

through less use of energy, as well as fuel switching.

Nonfuel pollution is treated as a conventional production input, and its abate-

ment requires a proportional increase of other inputs in the nest when their prices

are unchanged (Fig. 8b). The substitution elasticity between pollution and other

inputs is given as σPollutant, and is also estimated by fitting GAINS data to a

log-linear equation.

CO2 emissions and fossil energy use conform to a Leontief production function

and thus are not substitutable (Fig. 8c). A unit use of fossil energy for production (

XF) is forced to generate a fixed amount of CO2 (XE), applying a constant emission

factor by fuel type and sector. When an emission cap is imposed, firms will respond

to the shock by switching to less carbon-intensive fuels, substituting capital for

fossil energy (i.e., adoption of less carbon-intensive technologies), and/or reducing

energy consumption. Carbon capture and storage is modeled as a backstop tech-

nology, so that it comes into play only when a policy constraint drives up the prices

of conventional energy inputs to the level where associated capital investment can

be justified.

Three policy scenarios, shown in Table 4, are developed for our analysis, and

their simulation results are compared with the BAU case. First, the NOx and SO2
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Table 4 Policy scenarios

Scenario Policy goals

NOx and SO2 control

only

NOx emissions in 2015 are 10% below the 2010 level

SO2 emissions in 2015 are 8% below the 2010 level

NOx and SO2 emissions are fixed at the 2015 levels till 2030

CO2 control only CO2 intensity is reduced by 17% every 5 years

NOx, SO2, and CO2

control

Pollution abatement goals in NOx and SO2 control-only scenario and

CO2 intensity reduction goals in CO2 control-only scenario are enforced

at the same time
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control-only scenario places caps over NOx and SO2 emissions without

constraining CO2. In this scenario, the NOx and SO2 levels meet their FYP12

targets by 2015 and are then kept constant until 2030. Second, the CO2 control-

only scenario regulates CO2 but not NOx or SO2. With reference to China’s FYP12
and Copenhagen targets, we enforce a 17% carbon intensity reduction every

5 years till 2030. Finally, the NOx-SO2 and CO2 control scenario imposes regula-

tions on the two air pollutants and CO2 at the same time. Figure 10 displays

gas-specific emission trends by scenario.

3.4 Results

Both pollution and carbon regulations require substantial economic costs. Annual

policy compliance costs associated with NOx and SO2 reduction, when measured in

consumption loss, range from $18 billion in 2015 (0.8% of the BAU consumption

level) to $468 billion in 2030 (9.1% of the BAU consumption level), presenting an

increasing trend over time (Fig. 11a).6 The increasing trend is due to the growing

stringency of the pollution control over time (in terms of absolute pollution

abatement required against the BAU level), as shown in Fig. 10a, b. The cost of

meeting the CO2 targets also shows an upward trend, increasing from $3 billion in

2015 (0.1% of the BAU consumption level) to $80 billion in 2030 (1.6% of the

BAU consumption level). The NOx and SO2 abatement requires a greater degree of

policy compliance costs than the CO2 mitigation, as the targets for the former are

more stringent than those for the latter (compare Fig. 10a, b with c).

One interesting aspect of the result displayed in Fig. 11a is that the carbon

co-benefits of NOx and SO2 control are exactly the same as the policy compliance

costs required to meet CO2 intensity reduction goals. In 2030, for example, the
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data from the WDI database)

6 All monetary results displayed in this section are measured in constant 2004 US dollars, unless

otherwise specified.
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Chinese economy can save $80 billion by regulating the two pollutants and CO2

together ($468 billion) rather than by regulating them independently without

coordination ($548 billion): herein, the $80 billion is exactly the same as the policy

compliance costs associated with CO2 mitigation. This tendency—carbon

co-benefits identical to the CO2 regulation costs—is the case for any year between

2015 and 2030. The primary reason is that unintended carbon reduction from NOx

and SO2 abatement exceeds the CO2 mitigation expected under the proposed carbon

intensity reduction targets, making the CO2 targets not binding. As shown in

Fig. 11b, carbon reduction achieved under the NOx and SO2 control-only scenario

overwhelms the carbon reduction achieved under the CO2 control-only scenario for

all years analyzed. That is, in the presence of the NOx and SO2 abatement targets,

the CO2 intensity reduction targets are redundant, as they do not contribute to

additional carbon reduction while increasing policy compliance costs.

Out of the 14 production sectors within the model, the power generation (ELEC)

and energy-intensive (EINT) industries7 are affected most by the given emission

regulations (Fig. 12). When NOx and SO2 emission caps are imposed, for example,

71–78% of the total NOx abatement and 69–80% of the total SO2 reduction were

achieved by the EINT sector alone. The ELEC sector accounted for 9–15% of the

NOx abatement and 16–24% of the SO2 reduction. The sectoral decomposition of

carbon reduction shows a slightly different picture, with the relative weights of the

two sectors reversed. Under the NOx and SO2 constraint, more than half the total

unintended CO2 reduction was from the ELEC sector, while roughly a quarter of it

was achieved by the EINT sector.
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7 In EPPA, the EINT sector includes industries engaged in production of paper products, chemical

products, ferrous and nonferrous metal products, metal products, and mineral products.
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The pollution and carbon regulations also have huge impacts on China’s elec-
tricity output and its mix. When our simulations are extended to 2050, China’s total
electricity output during the period will be cut by 10–65% from the BAU level

under the NOx and SO2 control-only scenario (Fig. 13a, b). Until 2025, China’s
ELEC sector can meet the reduction targets while still allowing increased use of

coal, by extending the adoption of end-of-pipe control measures. Around at this

time point, however, the marginal cost of employing such measures will be

excessively high due to exhausted abatement opportunities, requiring less use of

coal. Accordingly, coal will be completely phased out of the electricity market by

2050. Cleaner energy sources—wind, in particular—will increasingly replace coal-

fired power plants, but their extensive market penetration will not occur until 2050,

creating a supply shock between 2040 and 2050. Herein, gradual market penetra-

tion of cleaner energy technologies is primarily due to a limited initial pool of the

local resources and capabilities required for the immediate and extensive adoption
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of the technologies at market-competitive prices (Jacoby et al. 2006). The strin-

gency of the pollution abatement targets drives up the turnover rate of capital stock

in China’s ELEC sector to the level where retirement of conventional fossil energy

technologies exceeds the pace at which cleaner technologies come into play.

Under the CO2 control-only scenario, electricity output cut ranges between 5 and

42% of the BAU levels (Fig. 13c). China’s ELEC sector can meet the CO2 intensity

reduction targets while allowing increased coal use until 2035. After then, coal use

will gradually decrease, and a greater role will be played by hydro, nuclear, and

renewables. The transition to less carbon-intensive energy sources is much

smoother under this scenario than under the pollution abatement scenario, reflecting

its relatively modest reduction goals.

4 Summary and Conclusions

Korea regulates air quality and GHGs with explicit policy targets, but rather

independently. The nationwide air quality standards cover most of the critical

conventional pollutants, and even tougher antipollution regulations, including strict

emission caps, are imposed on the Capital Region, requiring a �44% reduction

from the BAU emission levels by 2024. In addition, Korea has recently launched a

nationwide cap-and-trade system to regulate GHG emissions. The near-term goal is

to reduce GHG emissions by 30% or 233 MtCO2e, compared with the BAU level,

by 2020. These targets may be achieved at lower costs when the two regulatory

schemes are tightly coordinated, given the substantial overlap in emission sources.

As of 2011, for example, fossil energy sources fulfilled >80% of Korea’s total

energy demand, and their combustion accounted for the majority of air pollutant

(e.g., 82% of SOx and 95% of NOx) and GHG emissions (e.g., 84% of CO2).

Similarly, three sectors—power stations, industrial combustion, and transporta-

tion—accounted for �60% of NOx, SOx, and CO2 emissions in the same year.

The existing regulations, however, tend to overlook such potential cross effects

between pollution and GHG control.

The case of China may give us a rough idea about the magnitude of the potential

synergy, both in monetary and physical terms. When focusing on NOx, SO2, and

CO2, we find that the potential synergy is substantially large in China. In 2015

alone, for example, carbon co-benefits of meeting the NOx and SO2 reduction

targets stated in FYP12 are estimated to be $3 billion in saved compliance costs

or 1.4 Gt of unintended CO2 reduction. This 1.4 Gt of CO2 reduction is equivalent to

a 20% reduction from China’s 2010 CO2 intensity level; in other words, China can

overachieve its official 17% carbon intensity reduction goal by simply meeting the

NOx and SO2 targets. Accordingly, the CO2 intensity targets do not bind, and the $3

billion required to meet the goals remains unnecessary policy compliance costs.

Several implications can be drawn for Korea from the Chinese case. First,

synergistic interactions between pollution and carbon reduction policies should

not be overlooked. As demonstrated in China’s case, the regulations aiming at
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NOx and SO2 reduction initially expand adoption of end-of-pipe pollution abate-

ment technologies, generating limited impacts on carbon emissions. However, the

growing exhaustion of remaining abatement opportunities will drive up the mar-

ginal abatement cost at a quasi-geometrical rate, and firms will eventually be

required to reduce the use of pollution-intensive fuels. This will result in a sub-

stantial amount of CO2 reduction, as pollution-intensive fuels, in general, have a

high carbon emission factor as well. From this standpoint, pollution abatement can

be viewed as an indirect carbon mitigation strategy.

Second, actualizing the synergy requires a careful coordination between the two

policies. As discussed earlier, China is not likely to take the full advantage of its

potential synergy since its pollution and carbon abatement regulations are not

jointly optimized. In particular, its carbon intensity reduction targets are too

modest, compared with its pollution abatement targets, and thus do not bind without

net contribution to carbon mitigation. Regulations designed to meet the targets,

however, still require substantial compliance costs, resulting in increased market

inefficiency without obvious policy benefits. Similar to China, Korea has also

introduced explicit emission reduction targets for air pollutants and GHGs at the

sectoral and regional levels. Improved coordination between them will help Korea

achieve the reduction goals at lower costs. Finally, clear long-term reduction goals

and associated policy incentives can reduce the magnitude of a potential supply shock

in the energy sector. Control over air pollutant and carbon emissions primarily

constrains the electricity sector, as well as a set of energy-intensive industries, and

promotes an electricity output mix increasingly biased toward nonfossil energy

sources. A likely consequence of this transition, as exemplified by the Chinese case,

is a temporary economic shock, caused by a mismatch of the paces at which old capital

vintage is retired and advanced energy technologies come online. Avoiding this

situation will require clear and consistent long-term goals and associated policy

incentives. In their presence, economic agents will be encouraged to act early and

possess more forward-looking behavior by placing greater emphasis on investment in

advanced energy technologies rather than adoption of incremental control measures.
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Effects of the Project Investments
and Valuation of the Water Quality
Improvement of the River Taehwa in Ulsan,
Korea

Jae Hong Kim

Abstract This study analyzes the effects of the project investments on the river

water quality improvement and also provides contingent valuation estimates of

household’s willingness to pay (WTP) to continue public investment to the river

water quality improvement and maintenance. The estimation results using the OLS

regression models with correction of autocorrelation show that the household soil

pipe connection project with investment of 26.7 billion KRW has reduced 1.68 ppm

in BOD and that the project dredging sediments at the river bottom with investment

of 16 billion KRW has resulted in the decrease of 1.12 ppm in BOD at the

downstream of the River Taehwa. Using a contingent valuation method with multiple

choices in consideration of respondent’s uncertainty, the estimation results of four

logit models show that truncated mean household’s WTP is estimated from 1224.7

KRW to 2747 KRW for the respective four models. The present values of total social

benefits in the Ulsan Metropolitan City are estimated from 196 billion KRW to

441 billion KRW for the respective four models, when applying the 3% discount rate.

Keywords Water quality improvement • Soil pipe connection • Dredging

sediment • Contingent valuation • Preference uncertainty • Correction of

autocorrelation

1 Introduction

The Ulsan Metropolitan City is the largest industrial city in Korea. The city had

been stigmatized as a pollution city with heavy industrialization since 1970s.

Recently, however, the city has made a model case in Korea in terms of the

transformation from a pollution city to an eco-city. The water quality improvement
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of the River Taehwa, which is running midst of the city, is one of the dramatic

environmental achievements. The river water quality at the downstream area had

been improved from 11.7 ppm in 1991 to 1.7 ppm in 2007 in terms of BOD. In order

to improve the river water quality, the city had already invested about 130 billion

KRW (around US$ 93 million) during the period of 1998–2007 and has a plan to

invest more than 133 billion KRW (around US$ 10.6 million) after 2008. For all

such a large amount of public investment to the river water quality improvement

projects, up to date, there was neither attempt except one (Kim 2009) to analyze the

effects of the project investments on the river water quality improvement, nor to

evaluate the social benefits from the improvement of the water quality in the River

Taehwa except two studies (Kim 2007, 2009).

This study analyzes not only the effects of the project investments on the river

water quality improvement but also provides contingent valuation estimates of

household’s willingness to pay (WTP) to continue public investment to the river

water quality improvement and maintenance. However, the main focus is placed on

the estimation of the WTP and social benefits from the river water quality improve-

ment and maintenance. This study utilizes the internal data from the Department of

Environment Policy of the Ulsan Metropolitan City with monthly measured records

of river water quality at the four measurement points for 10 years from 1998 to 2007

and uses a TSCS (time series cross section) model with correction of autocorrela-

tion to analyze the effects of the project investments on the river water quality

improvement by the four measurement points. In order to estimate citizen’s WTP

and the social benefits from improvement of river water quality, this study uses a

contingent valuation method with preference uncertainty on the basis of a multiple

choice WTP survey with 397 respondents of the Ulsan Metropolitan City.

The rest of this paper is organized as follows: Section 2 introduces the trend of

river water quality and the project investment for water quality improvement at the

downstream of the River Taehwa and analyzes the effects of the project investment

on water quality improvement by the measurement points. Section 3 outlines the

valuing methods for nonmarket goods and proposes a contingent valuation method

with multiple choices in consideration of preference uncertainty utilized in this

study. Section 4 describes the survey design and the collected data for a contingent

valuation study. Section 5 analyzes the estimation results and compares the WTP

estimates of the four types of logit models. Section 6 summarizes the major findings

and highlights some policy implications.

2 Water Quality Improvement Project
of the River Taehwa

2.1 Trend of Water Quality of the River Taehwa

As shown in Table 1, the river water quality measured in biological oxygen demand

(BOD) at the downstream of the River Taehwa had been improved from 6.47 ppm
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in 1998 to 1.66 ppm in 2007 in terms of the arithmetic mean. The variation of the

water quality also had been gradually decreased. The four water quality measure-

ment points at the downstream of the River Taehwa are located in lines from Samho

at the uppermost through Taehwa and Haksung to Myungchon at the river mouth.

The river water quality at the Samho measurement point had been gradually

improved from 3.21 ppm in 2000 to 0.98 ppm in 2007. However, at the Taehwa

measurement point, which is the starting point of the population concentrated urban

area, the water quality had not been significantly improved from 1998 to 2006, but

conspicuously improved into 2.00 ppm in 2007 when both the household soil pipe

connection project and the project dredging sediment of the river bottom were

accomplished. At the Haksung measurement point, the water quality had been

dramatically improved from 15.34 ppm in 1998 to 1.88 ppm in 2007, and the

variation has also been going down since 1998. The water quality at the downmost

Myungchon measurement point had been also gradually improved from 4.89 ppm

in 1999 to 1.77 ppm in 2007. This improvement of the water quality at the

downstream of the River Taehwa has resulted from the various water quality

improvement projects continuously carried into execution by the Ulsan Metropol-

itan City since 1995. The city had already invested about 130 billion KRW (around

US$ 93 million) during the period of 1998–2007 for the improvement of water

quality at the downstream of the River Taehwa. Especially, the household soil pipe

connection project with investment of 45 billion KRW (26.6 billion KRW during

1998–2007) and the dredging sediment project with investment of 47 billion KRW

(16.0 billion KRW in the part of the downstream during 2004–2007) are noteworthy

in that the water quality at all the measure points of the downstream dramatically

improved in 2007 when the two projects were finished by September and July,

respectively. Thus in the next section, the effects of the two projects on the water

quality improvement at each measurement points at the downstream of the River

Taehwa will be analyzed.

2.2 Analysis of the Effects of the Project Investments
on River Water Quality Improvement

2.2.1 Empirical Model

This study uses a regression analysis using BOD at each measurement point as a

dependent variable and the amount of the project investments at each point, the

BOD at the next upper measure point, and seasonal dummies as dependent vari-

ables in order to estimate the effects of independent variables on the dependent

variable. In a regression equationQit ¼ αþ β1X1 þ β2X2 þ β3Q 1þið Þt þ βkDk þ ε;
letQit be BOD at the measure point i and time t; X1 and X2 be the cumulative amount

of the project investments until time t for the household soil pipe connection and

dredging sediment, respectively; Q(1+i)t be BOD at the next upper measure point

i and time t; andDk be the seasonal dummies, and then β’s explain the effects on the

Effects of the Project Investments and Valuation of the Water Quality. . . 211
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water quality improvement of one unit increase of each independent variable. For

an empirical model in this study, a semilog form transposes the dependent variable

with a natural log as follows:

lnBOD ¼ f Soil Pipe, Sediment, Upper BOD, Seasonal Dummiesð Þ ð1Þ

When estimating Eq. (1) with OLS, the estimated coefficients may be biased

because of autocorrelation of error terms due to the characteristics of the time-

series data. Therefore, in the case of existence of autocorrelation of error terms,

Eq. (1) should be corrected by using the coefficient of autocorrelation ρ calculated

from the Durbin-Watson statistics, d¼ 2(1–ρ). Thus, first-order autocorrelation

regression (AR1) using the maximum likelihood estimation instead of OLS is

applied in this study. The estimation procedure of AR1 is as follows: Let lnBOD

in Eq. (1) be Yt, and then the estimation model is given as Eq. (2).

Yt¼β0Xtþεt
εt¼ρεt�1þμt

ð2Þ

In the next step, the autocorrelation coefficient is calculated from the Durbin-

Watson statistics from the OLS estimation of Eq. (2). Then Eq. (2) is transposed

into Eq. (3) for AR1 estimation.

Y1
*¼ 1� ρ2

� �1=2
Y1, X1

*¼ 1� ρ2
� �1=2

X1

Yt
*¼Yt�ρYt�1¼β* Xt � ρXt�1ð Þþυt

ð3Þ

In this study, Eq. (3) is estimated by feasible generalized least square (FGLS) using

the maximum likelihood estimation. Equation (3) takes advantage of avoiding loss

of the first observation, which occurs in the two-step OLS using the Cochrane-

Orcutt method.

Even though Eq. (3) is appropriate for estimation of each measurement point, it

has some problems in estimation for the whole river model including all of the four

measurement points. Those problems include spatial heteroskedasticity and corre-

lation between measurement points besides autocorrelation of error terms already

mentioned above. In order to solve the estimation problems, this study adopts a

TSCS (time series cross section) model, which is suggested by Greene (2003). Thus

our final model is given in Eq. (4):

Y1i
*¼ 1� ρ2

� �1=2
Y1i, X1i

*¼ 1� ρ2
� �1=2

X1i

Yti
*¼Yti� ρYt�1i¼ β* Xti � ρXt�1ið Þþυti

ð4Þ

where t indicates the time index, i means the space index, and β* is estimated

identically regardless of time and space. Equation (4) is estimated by the three-step

FGLS using the maximum likelihood method in order to consider spatial heteroske-

dasticity, spatial correlation, and autocorrelation of error terms at the same time.
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2.3 Estimation Results and Analysis

When estimating Eq. (1) with OLS, autocorrelation of error terms was found in the

downstream model but that is rejected in the other four models. Thus the autocor-

relation corrected model was applied for the downstream model. Table 2 summa-

rizes the estimation results for five models.

In the downstream model, upper BOD and soil pipe are statistically significant at

the 5% level, and sediment is statistically significant at the 10% level. These results

can be explained as follows: The 1 ppm decrease of upper BOD resulted in the

2.8% (0.098 ppm) decrease of the downstream BOD at the mean. The one billion of

investment on the household soil pipe connection project diminished the 1.8%

(0.063 ppm) of the downstream BOD. This means that the 1.68 ppm decrease of the

downstream BOD resulted from the total investment of 26.6 billion KRW on the

household soil pipe connection project during the period of January1998–

September 2007. The one billion of investment on the project dredging sediment

lessened the 2.0% (0.07 ppm) of the downstream BOD. This represents that the

1.12 ppm decrease of the downstream BOD was caused by the total investment of

16.0 billion KRW on the project dredging sediment during the period of April

2004–February 2007.

The estimation results from the four measurement points are as follows: Upper

BOD is statistically significant at least at 5% level in the three measurement points

except the Haksung point. Soil pipe is statistically significant at least at 10% level

in the three measurement points except the Taehwa point. Sediment is statistically

significant at 5% level in both Taehwa and Myungchon. The insignificant soil pipe

and sediment may arise from the multi-collinearity problem due to the overlapping

period of investment for the two projects.

The effect of the household soil pipe connection project seems to be the greatest

in the Haksung point showing the 1.98 ppm decrease of BOD at the point during the

same period. The project dredging sediment made the greatest effect on the

decrease of BOD at the point by 2.20 ppm.

As also shown in Table 2, the river water quality at the downstream of the River

Taehwa is seasonally different with statistical significance. That is the best in

October and the worst in February in terms of monthly means for 10 years from

1998 to 2007. The estimates of the monthly dummies show that the water quality

during the water shortage period from December to June is significantly worse than

that of October, but that of the period from July to November is not statistically

different from that of October at the overall downstream. Although the monthly

effects show the same pattern for all the four measurement points, the statistical

significances are different among the four points. This result indicates that the

monthly effects are getting weaker as the measure points are closer to the river

mouth because of relatively smaller variation of the volume of water at the lower

reaches.

The Ulsan Metropolitan City has a plan to invest more than 133 billion KRW

(around US$ 10.6 million) to improve and maintain the steady water quality from

2008. The willingness to pay and social benefits from improvement and mainte-

nance of the steady water quality are estimated in the following sections.
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3 Valuation of River Water Quality Improvement

3.1 Contingent Valuation Method (CVM) Using a Utility
Difference Model

CVM has been a popular technique for eliciting the value of nonmarket goods,

using a Hicksian welfare function derived from a hypothetical market. Recently, a

utility difference model proposed by Hanemann (1984) and an expenditure function

model suggested by Cameron (1988) are widely used to estimate welfare functions

and calculate welfare measure. McConell (1990) shows both two models are dual to

each other, and the choice between two models is a matter of style as much as of

known defects and merits. This study uses a CVM based on a utility difference

model.

In the referendum type of CVM, a respondent accepts (¼1) or rejects (¼0) to a

given bidding price (A). This leads to a kind of binary choice model. Let V(∙) denote
respondent’s indirect utility function, Y and S indicate income and individual

characteristics. A respondent will accept the bidding price (A) if acceptance (¼1)

provides the respondent with more utility than rejection (¼0) does. This can be

expressed as follows:

This can be expressed as follows:

V 1, Y � A, Sð Þ þ ε1 > V 0, Y, Sð Þ þ ε0 ð5Þ

where ε1 and ε0 are assumed as random errors with zero mean. Then let the

probability to accept a given bidding price (A) be π1 and the probability to reject

be π0:

π1 ¼ P V 1, Y � A, Sð Þ � V 0; Y; Sð Þ > ε0 � ε1½ �
π0 ¼ 1� π1

ð6Þ

where P(∙) denotes a probability function. Then Eq. (6) be expressed as a cumula-

tive density function:

π1 ¼ P ΔV > θð Þ ¼ Fθ ΔVð Þ ð7Þ

where ΔV ¼ V 1, Y � A, Sð Þ � V 0; Y; Sð Þ and Fθ(�) denotes a cumulative density

function of. Now if we assume Fθ(�) is a logistic probability function, a

log-likelihood function is derived to estimate parameters of ΔV using a maximum

likelihood estimation as follows:

lnL ¼
Xn

1

I Yi lnFθ ΔVð Þ þ I Ni ln
�
1� Fθ ΔVð Þ� � ð8Þ
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where I Yi ¼ 1 if a bidding price is accepted, 0 otherwise, and I Ni ¼ 1 if rejected,

0 otherwise. If we assume ΔV is a linear function including only a random variable,

bidding price (A), then ΔV ¼ a� bA, where b > 0. Following Hanemann (1984),

the expected value (mean) and median of willingness to pay (WTP) are evaluated as
follows:

E WTPð Þ ¼ WTPmean ¼ WTPmedian ¼ a

b
ð9Þ

While Eq. (9) considers respondent’s negativeWTP, if assumedWTP is greater than

or equal to zero, that is, WTP is truncated at zero, the truncated mean is given as

follows:

WTPtruncated ¼ 1

b
ln 1þ exp að Þð Þ ð10Þ

The confidence interval of WTP can be obtained using a parametric bootstrap

method introduced by Krinsky and Robb (1986, 1990) and a delta method based

on the Monte Carlo simulation.

3.2 Contingent Valuation Method with Preference
Uncertainty

While there are many different contingent valuation elicitation formats such as

open-ended, bidding games, payment card, contingent ranking, dichotomous

choice, and so on, the guidelines proposed by National Oceanic and Atmospheric

Administration (NOAA) panel recommended that “the valuation question should be

posed as a vote on a referendum” and “a ‘no-answer’ option should be explicitly

allowed in addition to the ‘yes’ and ‘no’ vote options on the main valuation

question” (Arrow et al. 1993). However, implementing the “no-answer” option in

a contingent valuation survey has a potentially serious cost because of the loss of

choice information from a portion of the sample (Wang 1997).

Thus a practical issue arises to treat “no-answer” responses as a form of “not

sure” or “don’t know.” One practice is to drop the “no-answer” responses from the

data set, or to treat “no-answer” responses simply as “no” as shown in Carson

et al. (1994). Another strategy is to treat “not sure” or “don’t know” answers as a

category between “yes” and “no” reflecting respondent’s choice uncertainties

involved in valuation, as shown in Wang (1997). Furthermore, Ready

et al. (1995) and Chang et al. (2005, 2007) introduced a polychotomous choice

(PC) model, and Welsh and Poe (1998) introduced a multiple bounded discrete

choice (MBDC) model, which allows respondents to express their level of voting

[un]certainty for a wide range of referendum thresholds. In MBDC model, at each

referendum threshold, the respondent is asked, using a scale from “definitely no” to
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“definitely yes,” to indicate how he/she would vote if passage of the referendum

costs them that amount (Welsh and Poe 1998). These kinds of CV elicitation

formats are derived from endeavors to incorporate individual preference uncer-

tainty, even though those uncertain response options cannot resolve perfectly the

problem of the “no-answer” or “don’t know” category in terms of conceptualization

and methodology Alberini et al. (2003).

Another stream dealing with preference uncertainty is to use a follow-up [un]

certainty question to dichotomous choice (DC) model without offering “no-answer”

option. Li and Mattsson (1995) elicit a post-decisional confidence measure

(0–100%) by a follow-up debriefing question in addition to a standard dichotomous

choice contingent valuation model in order to incorporate respondents’ preference
[un]certainty. Whitehead et al. (1998), Loomis and Ekstrand (1998), and Berrens

et al. (2002) also introduce various alternative CV elicitation formats for incorpo-

rating respondent uncertainty and show more improved estimation results from the

models with respondent uncertainty than a type of “one-shot” DC models.

3.3 Proposed Models with Preference Uncertainty

In this study, we utilize two types of CV models for incorporating respondent’s
preference uncertainty such as a PC model and a probability-driven weighted

model. In our PC model, we use a polychotomous choice (PC) format with four

categories of “definitely yes” (DFYES), “maybe yes” (MBYES), “maybe no”

(MBNO), and “definitely no” (DFNO). Analysis of WTP is conducted using the

maximum likelihood interval modeling approach. In the analysis of WTP, two

empirical models (DFYES model and MBYES model) are provided in this study:

In the DFYES model, “definitely yes” is coded as 1 and otherwise 0, and in the

MBYESmodel, “definitely yes” and “maybe yes” are coded 1 and otherwise 0. Two

models are estimated as a standard logistic model. Comparison between two

estimated WTP will provide information of the changes of WTP and efficiency of

estimates over strength of respondent [un]certainty.

In our probability-driven weighted (PW) model, we do not use a DC format with

a follow-up certainty question. Instead we take an arbitrary weight for each PC

category in our PC format as follows: DFYES¼ 1, MBYES¼ 0.75, MBNO¼ 0.75,

and DFNO¼ 1. This model takes some advantages as follows: First, this method

reduces time and cost involved in a new sample survey for a DC with follow-up

certainty question. Second, the defaults of a weight-free nature of the PC model

may be reduced through the weight for each category reflecting strength of certainty

in the PC format, even though the weight for each category is arbitrarily taken.

Third, the arbitrary weighting for certainty in a PC format could incorporate

respondent uncertainty better than a DC with the follow-up question, because the

degree of certainty in a DC with the follow-up question tends to be still uncertain.

Analysis of WTP in our PW model is conducted analogously to the method of

Loomis and Ekstrand (1998) and Chang et al. (2005, 2007). Let F(�) denote a
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logistic probability function, WDY,WMY,WMN, and WDN indicate a weighting index

for each category of DFYES, MBYES, MBNO, and DFNO, respectively, and IDY

¼ 1 if DFYES, 0 otherwise; IMY ¼ 1 if MBYES, 0 otherwise; IMN ¼ 1 if MBNO,

0 otherwise; and IDN ¼ 1 if DFNO, 0 otherwise. Then the corresponding

log-likelihood function is as follows:

lnL ¼
Xn

1

WDY
i I DYi þWMY

i IMY
i

� �
lnF �ð Þ þ WMN

i IMN
i þWDN

i IDNi
� �

ln 1� F �ð Þð Þ� �

ð11Þ

In this study, two PW models are established such as a symmetric (SYM) model

and an asymmetric (ASYM) model as shown in Loomis and Ekstrand (1998). A

symmetric model includes the weights for all categories in the PC format; and an

asymmetric model excludes the weights for MBNO and DFNO. The log-likelihood

function for an asymmetric model is the same as Eq. (11) exceptWMN ¼ WDN ¼ 1.

4 Valuation Experiment

4.1 Survey Design

In this study, the questionnaire for the contingent valuation survey includes respon-

dent’s individual characteristics such as age, gender, level of education, house-

hold’s monthly income, residential location, degree of acknowledgement on the

River Taehwa Master Plan, degree of satisfaction on water quality of the River

Taehwa, and contingent valuation (CV) question. The CV question is designed as a

polychotomous choice (PV) format with four categories of “definitely yes”

(DFYES), “maybe yes” (MBYES), “maybe no” (MBNO), and “definitely no”

(DFNO). In the CV question, the present and past situations of water quality in

the downstream of the River Taehwa are described, and then willingness to pay for

water quality improvement charges is asked with a PC format. The PC question

consists of eight bidding price thresholds, and a respondent receives one of

8 monthly amount ranging from KRW 500 to KRW 5000 (KRW 500, 1000,

1500, 2000, 2500, 3000, 4000, 5000). Respondents’ answer to these questions

would be used to develop estimates of respondent households’ willingness to pay

for water quality improvements and preservation in the downstream of the River

Taehwa.
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4.2 Data Collection and Description

For the data collection, a contingent valuation survey was conducted in order to

estimate the economic value of water quality improvements and preservation at the

downstream of the River Taehwa. The survey was undertaken by face-to-face

visiting interviews for the randomly selected 430 households in the Ulsan Metro-

politan City during the third week of November 2008. The survey proceeded as

follows: First, a preliminary survey was conducted for 30 households in order to

investigate the relevancy of the survey questionnaire. Second, the 430 sample

households were proportionally distributed according to the population of the

administrative localities in the Ulsan Metropolitan City. Third, one respondent

aged over 19 in each household was face-to-face interviewed with a surveyor

pre-trained on CVM. All the 430 questionnaires were returned, but the usable

responses were 397 due to some missing variables. Table 3 explains selected

variables and describes mean values and standard deviations.

It is noteworthy that an epochal increase has been made in the degree of

satisfaction with water quality in the downstream of the River Taehwa for the last

10 years. As shown in Table 4, while respondents’ answers of “good” and “excel-

lent” to the water quality was 12.7% in the 1999 survey, those answers present

34.8% in this survey. This reflects the real improvements in water quality of the

River Taehwa during the period.

Table 5 summarizes respondents’ answers to the PC questions at different

bidding prices. The percentage of positive answers such as DFYES and MBYES

decreases as the bidding price increases. This suggests that the bidding price tends

to have a significant impact on the positive answers.

Table 3 Description and values of selected variables

Variable Description Mean Std

Gender Male¼ 1, female¼ 0 0.428 0.495

Age Respondent’s age 39.106 11.111

Education Levels of school completion (middle school or less¼ 1, high

school¼ 2, college with 2 years¼ 3, university with

4 years¼ 4, postgraduate¼ 5)

2.987 0.988

Income Household’s monthly income (million KRW) 3.454 1.893

Master plan Degree of acknowledgement on the River Taehwa Master Plan

(don’t know at all¼ 1, ∙∙∙, know very well¼ 4)

2.068 0.709

Satisfaction Degree of satisfaction with water quality in the downstream of

the River Taehwa (very poor¼ 1, ∙∙∙, excellent¼ 5)

3.146 0.794

Bid Bidding price for monthly payment (thousand KRW) 2.471 1.419

Table 4 Degree of satisfaction with water quality of the River Taehwa (unit: person, %)

Year Very poor Poor Fair Good Excellent Total

1999 256 (25.6) 365 (36.5) 252 (25.2) 114 (11.4) 12 (1.3) 1000 (100.0)

2008 8 (2.0) 67 (16.9) 190 (47.9) 123 (31.0) 9 (2.3) 397 (100.0)
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5 Analysis of Estimation Results

5.1 Estimation Results of the CV Models

As shown in Table 6, the logit estimation results show that bid price and house-

hold’s income are statistically most significant variables in all the four models. In

terms of sociodemographic variables, gender is statistically significant in the only

MBYES model among four models. This means male is more willing to pay for the

improvement of river water quality than female at least in the MBYES model. The

degree of satisfaction on the river water quality (Satisfaction) has the positive

relation with the WTP but is statistically significant at the 10% in the MBYES

model only. The WTP tends to increase significantly with age and with higher

acknowledgement of the River Taehwa Master Plan (Master_Plan) in the three

models except the SYM model. Education is positively related with the WTP but

statistically insignificant in the all the models.

5.2 WTP Estimation Results

As shown in Table 7, the estimated truncated mean WTP on the basis of the logit

estimation results comes to 1223.7 KRW in the DFYES model, 2333.4 KRW in the

MBYES model, 2062.1 KRW in the ASYM model, and 2747.5 KRW in the SYM

model, respectively. The WTP estimates in the three models except in the DFYES

model have no statistically significant differences. The significantly lower WTP in

the DFYES model results from the strict exclusion of preference uncertainty in the

DFYES model.

Table 5 Percentage of respondents vs. monthly surcharge

Bidding price

(KRW) Sample size

Polychotomous choice

Definitely yes Maybe yes Maybe no Definitely no

500 52 (100.0%) 30 (57.7%) 11 (21.2%) 8 (15.4%) 3 (5.8%)

1000 40 (100.0%) 18 (45.0%) 8 (15.0%) 6 (15.0%) 10 (25.0%)

1500 50 (100.0%) 18 (36.0%) 8 (16.0%) 13 (26.0%) 11 (22.0%)

2000 49 (100.0%) 14 (28.6%) 9 (18.4%) 11 (22.4%) 15 (30.6%)

2500 54 (100.0%) 14 (25.9%) 10 (18.5%) 15 (27.8%) 15 (27.8%)

3000 50 (100.0%) 10 (20.0%) 9 (18.0%) 17 (34.0%) 14 (28.0%)

4000 53 (100.0%) 3 (5.7%) 7 (13.2%) 26 (49.1%) 17 (32.1%)

5000 49 (100.0%) 2 (4.1%) 6 (12.2%) 20 (40.8%) 21 (42.9%)

Total 397 (100.0%) 109 (27.5%) 66 (16.6%) 116 (29.2%) 106 (26.7%)
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The 95% confidence intervals in Table 7 are computed by the use of the Monte

Carlo simulation technique suggested by Krinsky and Robb (1986, 1990), and the

efficiency of WTP (EFWTP) is calculated by EFWTP¼ (CIU–CIL)/mean WTP,

where CIU and CIL are upper and lower bounds of the 95% confidence interval. The

lower EFWTP indicates the higher efficiency of WTP estimate, because the lower

Table 6 Logit estimation results

Variable

PC model PW model

DFYES MBYES ASYM SYM

Constant �5.330 (�4.325)** �4.038 (�4.001)** �4.127 (�4.025)** �2.421 (�2.666)**

Gender �0.223 (�0.732) 0.577 (2.250)** 0.402 (1.558) 0.330 (1.405)

Age 0.031 (1.914)* 0.027 (2.040)** 0.026 (1.942)* 0.119 (1.000)

Education 0.225 (1.281) 0.114 (0.791) 0.134 (0.914) 0.038 (0.283)

Master plan 0.414 (1.854)* 0.389 (2.131)** 0.374 (2.011)** 0.275 (1.640)

Satisfaction 0.148 (0.796) 0.284 (1.784)* 0.247 (1.534) 0.214 (1.457)

Income 0.891 (7.536)** 0.672 (7.222)** 0.682 (7.242)** 0.496 (6.159)**

Bid �0.988 (�7.136)** �0.768 (�7.346)** �0.770 (�7.220)** �0.548 (�6.166)**

Log likelihood �146.533 �196.878 �192.461 �224.853

Chi squared 173.601 151.026 197.206 112.912

McFadden’s R2 0.372 0.277 0.339 0.201

Sample size 397 397 397 397

Note: Values in parentheses indicate t-value; * and ** represent the levels of significance at 10%

and 5%, respectively

Table 7 WTP (truncated) estimation results

Category

PC model PW model

DFYES MBYES ASYM SYM

Truncated meanWTP
(KRW per month,

household)

KRW 1224.7

(US$ 0.98)

KRW 2333.4

(US$ 1.87)

KRW 2062.1

(US$ 1.65)

KRW 2747.5

(US$ 2.20)

95% confidence

interval [CIL, CIU]
[1013.8, 1435.6] [2040.3, 2626.5] [1802.4, 2321.8] [2279.0, 3215.9]

Efficiency of WTP
((CIU–CIL)/mean

WTP)

34.4% 25.1% 12.6% 34.1%

Yearly social benefits

in the city* [CIL,CIU]
5.72 billion KRW

[4.74, 6.71]

10.90 billions

[9.53, 12.27]

8.03 billons

[7.02, 9.04]

12.84 billions

[10.65 ~ 15.02]

Total

present

value in

the city

5% dis-

count rate

[CIL, CIU]

120.14 billions

[99.46, 140.85]

228.90 billions

[200.13, 257.67]

168.63 billion

[147.42, 189.84]

269.64 billions

[223.65, 315.42]

3% dis-

count rate

[CIL, CIU]

196.42 billions

[162.60, 230.27]

374.23 billions

[327.20, 421.27]

275.69 billions

[241.02, 310.37]

440.84 billions

[365.65, 515.69]

Note: * is calculated based on 389,310 households of the Ulsan Metropolitan City in 2008
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EFWTP means that the estimated WTP is more concentrated around the mean

WTP. Comparing two models of DFYES and MBYES in the PC model, the

MBYES model is more efficient in terms of EFWTP. This means that consideration

of preference uncertainty results in the more efficient WTP estimation, as shown in

Chang et al. (2007). Comparing two models of ASTM and SYM in the PW model,

EFWTP is much lower in the ASYM model than the SYM model without statisti-

cally significant difference of the WTP between the two models. This indicates that

the WTP estimation without consideration of preference uncertainty of the respon-

dents with the negative willingness to pay results in the more efficient estimation.

Comparing the two models of MBYES and ASYM, there is no statistically signif-

icant difference in terms of the WTP estimates. In terms of efficiency and goodness

of fit (McFadden’s R2 in Table 6), however, the ASYM model provides better

results than the MBYES model does. The MBYES model is similar to the dichot-

omous choice model with two choices of “yes” and “no.” While both “definitely

yes” and “maybe yes” are considered as the same “yes” in the MBYES model, the

ASYM model provides “maybe yes” with the relatively lower weight than “defi-

nitely yes.” In the choice reality, “definitely yes” and “maybe yes” are evidently

different. Therefore, it is not surprising that the more efficient WTP is derived from

the ASYM model than the MBYES model.

On the basis of the WTP estimate from the ASYM model with the most

efficiency among the four models, the yearly social benefits from improvement

and maintenance to swimming river water quality of the River Taehwa in the Ulsan

Metropolitan City are estimated 8.03 billion KRW, and the total present value of the

social benefits is estimated 275.69 billion KRW and 168.63 billion KRW at the

3.0% and 5% discount rate, respectively. The total investment of 133.0 billion

KRW after 2008 is planned to improve and maintain the river water quality in the

city. This represents that the total present value of the social benefits is greater than

the total costs in terms of project investment by 2.1 times at the 3% discount rate

and by 1.3 times at the 5% discount rate, respectively, in the ASYMmodel. Even in

the DFYES model with the least WTP, the benefits are greater than the costs by 1.5

times at the 3% discount rate, and the costs are included in the confidence interval

of the benefit estimated at the 5% discount rate. This result shows that the project to

improve and maintain the river water quality of the downstream in the River

Taehwa may be relevant in terms of cost and benefit. However, it is pointed out

that this study has weakness in terms of cost/benefit analysis because the costs in

this study do not consider the opportunity cost and other concomitant costs with the

project.

6 Conclusion

This study analyzes the effects of the project investments on the river water quality

improvement and also provides contingent valuation estimates of household’s
willingness to pay (WTP) for continuous public investment to the river water
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quality improvement and maintenance. The major findings from this study are as

follows:

First, the estimation results using the OLS regression models with correction of

autocorrelation show that the household soil pipe connection project with invest-

ment of 26.7 billion KRW reduced 1.68 ppm in BOD during the period of January

1998 to September 2007 and that the project dredging sediments at the river bottom

with investment of 16 billion KRW resulted in the decrease of 1.12 ppm in BOD

during the period of April 2004 to February 2007 at the downstream of the River

Taehwa. The estimates of the monthly dummies show that the water quality during

the water shortage period from December to June is significantly worse than that of

October, but that of the period from July to November is not statistically different

from that of October at the overall downstream. Although the monthly effects show

the same pattern for all the four measurement points, the statistical significances are

different among the four points. The monthly effects are getting weaker as the

measure points are closer to the river mouth.

Second, based on a contingent valuation method with multiple choices in

consideration of respondent’s uncertainty, the estimation results of four logit

models show that the probability of willingness to pay increases significantly

with higher income, higher evaluation on river water quality, higher acknowledge-

ment of the River Taehwa Master Plan, and higher age and decreases significantly

with higher amount of bidding price. Truncated mean household’s WTP is esti-

mated from 1224.7 KRW to 2747 KRW for the respective four models. The present

values of total social benefits in the Ulsan Metropolitan City are estimated from

196 billion KRW to 441 billion KRW for the respective four models, when

applying the 3% discount rate. This result shows that the present values of total

social benefits are greater than the total costs in all models and thus may prove the

economic relevancy of the project investments for the water quality improvement

and maintenance in the city.
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Trade and Environmental Responsibility
for Greenhouse Gas Emissions: The Case
of South Korea

Taelim Choi

Abstract A significant amount of embodied greenhouse gas (GHG) emissions

have been and are currently being traded in the globalized economy. The conven-

tional territorial approach to the control of GHGs released within a country fails to

account for a large portion of GHGs for which a country may take responsibility,

particularly from the perspective of consumption. Given the large volume of

products traded among nations, a series of studies have underscored the need for

the global monitoring of GHG emissions not only generated from production but

also driven by consumptive activities. This study develops time-series GHG emis-

sion inventories from 1995 to 2009 from both production- and consumption-based

perspectives in the case of South Korea and analyzes the factors that influence the

increase and the decrease of GHG emissions. This empirical analysis has deter-

mined that production-based activities are more responsible for GHG emissions in

South Korea than consumption-based activities. The analysis also found that the

trade surplus of embodied GHG emissions in South Korea ranged from 0.31 to 1.01

tons per capita. A decomposition analysis showed that developments in environ-

mental technology play a significant role in the reduction of GHG emissions,

associated with a 45% gross change in GHG emissions. However, this reduction

was offset by increases in demand and changes in the input structure to energy-

intensive sectors. The change of input structure is a critical factor contributing to

trend in increasing embodied GHG emissions in not only South Korea but also

nations linked with global trade.
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1 Introduction

In the globalized economy, trade has had an increasingly significant impact on the

environment. Therefore, as world economies become more closely linked, we must

examine the association between trade and environmental changes from both local

and global perspectives. The conventional approach for quantifying greenhouse gas

(GHG) emissions, proposed by the Intergovernmental Panel on Climate Change

(IPCC), is limited to national territories. The disadvantage of this territorial-based

approach is that it overlooks the impact of environmental burden associated with

trade. In fact, service-oriented countries passed their environmental burden to some

developing countries depending on the energy-intensive industries from the

consumption-based perspective. Through a trading relationship, they may accept

less responsibility for emitting pollutants. As a complementary method of account-

ing for pollutants, the environmental multi-regional input-output (EMRIO) model

captures GHG emissions beyond a national territory. Using the EMRIO model, we

can measure the amount of embodied GHG emissions of internationally traded

products and determine which countries are responsible for GHG emissions from

both production and consumption activities.

Issues related to embodied emissions in trade and the responsibility for GHG

emissions have been addressed in the literature. Several papers have proposed a

conceptual approach to allocating GHG emissions from the perspectives of pro-

duction or consumption (Eder and Narodoslawsky 1999; Rodrigues et al. 2006), a

shared perspective of production and consumption (Lenzen et al. 2007), income-

based responsibility (Marques et al. 2012), and downstream relationships (Lenzen

and Murray 2010). These studies intended to clarify the attribution rule of various

types of emissions. Some studies have conducted empirical analyses that quantified

the consumption-based responsibility of the United Kingdom (Barrett et al. 2013)

and Australian households (Lenzen and Peters 2010). Another has compared

production- and consumption-based GHG inventories in the case of New Zealand

(Andrew and Forgie 2008), and others have evaluated the trade balance of emis-

sions for the Spanish economy (Serrano and Dietzenbacher 2010) and the Chinese

economy (Pan et al. 2008) and in a case of bilateral trade between China and the

United Kingdom (Li and Hewitt 2008) and the context of global trading systems

(Peters et al. 2011). Finally, several have investigated IO-based GHG emissions

inventories at the subnational scale in cases of US cities (Choi 2015), Wales (Turner

et al. 2011), US households and cities (Jones and Kammen 2011), and the state of

Oregon (Erickson, et al. 2012). These studies have indicated that an IO-based

accounting method can play a complementary role in explaining how the extent

of the responsibility for environmental burden of a country can vary according to

the accounting principle.

The purpose of this study is to empirically develop time-series GHG emission

inventories from both production and consumption perspectives by estimating the

amount of embodied emissions from traded products in the case of South Korea.

The findings of this analysis show a trend in the trade balance of embodied GHG
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emissions. In addition, from the results of a decomposition analysis, it attempts to

explain the factors driving increases or decreases in the amount of embodied

emissions of products. The case of South Korea provides useful insights into trends

observed in the amounts of embodied emissions pertaining to a country, whose

economy is heavily oriented to exporting and processing trade. This study utilizes

the World Input-output Database (WIOD), which contains input-output tables and

GHG emission statistics for 40 countries from 1995 to 2009 (Timmer et al. 2015).

Using the data, it identifies a trend in embodied GHG emissions and causes for this

trend stemming from changes in the global input-output structure and environmen-

tal technology.

The rest of this study consists of five sections. The next section discusses the

principles of environmental responsibility from the viewpoint of geographical

supply and demand of products. The third section describes a modeling framework

used for estimating embodied GHG emissions in products, and the fourth section

introduces the data source. The fifth section presents the results of the GHG

emission inventories from three principles of accounting methods and the trade

balance in the case of South Korea. The sixth section presents the results of the

decomposition analysis and concludes with a discussion of future directions of

research.

2 Trade and Environmental Responsibility

The total value of products traded worldwide has grown rapidly. Between 2005 and

2013, the annual growth rate of global trade was about 3.5%, which was faster than

that of world production, 2.0%, and that of world GDP growth, 2.0% (WTO 2014).

Since a portion of demand met by imports has risen, the attribution of embodied

emissions of traded products is key to our understanding of the extent to which a

country is responsible for environmental emissions. The typology in Fig. 1 illus-

trates three types of emissions categorized by the geographical relationship of

supply and demand as well as associated principles of environmental responsibility

in a two-country context.

According to the geographical origins of the supply of and demand for products,

in Box (A) of Fig. 1, GHG emissions can be characterized into three groups: Type

1, emissions that may be released as a result of domestic production activities and

their products consumed within a country; Type 2, export-related emissions that

may be also generated as a result of domestic production activities, but their

products may also be meeting the demand of consumers in other countries; and

Type 3, import-related emissions that may result from production activities outside

of a country, but the products are meeting the demand of domestic consumers. The

amount of environmental emissions for which a country takes responsibility differs

according to how to allocate Type 2 and Type 3 emissions.

The various combinations of the three types of emissions yield three concepts of

environmental responsibility for a country. Since the concept of production-based
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responsibility includes emissions generated by a supply of products regardless of

the geographic origin of demand, Types 1 and 2 emissions belong to production-

based environmental responsibility. Such responsibility, therefore, excludes envi-

ronmental burdens pertaining to the consumption of products supplied outside of a

country, shown in Box (B) of Fig. 1. By contrast, consumption-based responsibility

includes emissions originating from the consumption demand of a country regard-

less of geographical origin of supply of products. Hence, consumption-based

responsibility of a country includes Types 1 and 3 shown in Box (C) in Fig. 1.

Finally, we also assume that a country should take responsibility for any emissions

released from all domestic productive and consumptive activities, including pro-

ductive activities for exported products and the consumptive activities for imported

products. Therefore, since a country could be responsible for all types of environ-

mental emissions, this study refers to these emissions as the full responsibility of a

country.

It should be noted that because this typology classifies emissions by geograph-

ical origins of the supply and demand of final products, not by the territory from

which pollutants are actually released, each concept of responsibility may contain

emissions released either within or beyond a territorial boundary. For example,

Type 2 emissions consist of emissions of export-related products that may have

some intermediate input imported from other countries. To calculate the embodied

emissions in such export products, we have to consider upstream indirect emissions

that are actually released from outside a country. As a result, any concept of

environmental responsibility accounts for indirect emissions that may be released

from either inside or outside of a country.

Fig. 1 Typology of environmental responsibility for country
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3 Modeling Framework for Environmental Responsibility

This section presents an environmental input-output modeling framework that

elaborates on how Types 1, 2, and 3 emissions are estimated and allocated to a

country with respect to three concepts of environmental responsibility. A conven-

tional layout of the environmental input-output model with two countries, r and s, is
presented in Table 1. Table 2 lists the explanations of every notation. Each country

utilizes domestically supplied intermediate inputs (zrr and zss) and internationally

supplied intermediate inputs (zrs and zsr). The final demand consists of two

components: the consumption of domestically supplied products (frr and fss) and
exports (er and es). In the two-country case, the exports of country r(er) are

equivalent to the consumption of imported products in country s(frs).
From the layout of the two-country context in Table 1, we present a modeling

framework for quantifying the three types of emissions with respect to Box (A) of

Table 1 Layout of environmental two-region input-output table

Industry Final demand

Gross

output

GHG

emissions

Country Country

Consumption Exportr s

Industry Country

r
Zrr Zrs frr er

(¼frs
� xr Gr

Country

s
Zsr Zss fss es

(¼fsr
� xs Gs

Value added wr ws

Gross output xrT xsT

Table 2 Notation of variables in the environmental multi-region input-output model

Industry and country

Industry ¼ 1; � � �; nf g, where industry consists of n number of conventional industries

r and s: each superscript denotes a country

GHG emissions

G ¼ Gi½ �: greenhouse gas emissions by industry i

Type: a type of emissions, denoted by a subscript such as GType1, Type 1 emissions

gi: greenhouse gas emissions by industry i per one dollar’s worth of output of industry i

Variables

Z ¼ zij
� �

: intermediate input of industry i demanded by industryj

x ¼ xi½ �: gross output of industry i

f ¼ f i½ �: consumption for industryi

e ¼ ei½ �: export of industryi
w ¼ wj

� �
: value added of industry j

A ¼ aij
� �

: intermediate input of industryi purchased by industry j per one dollar’s worth of output
of industry j

L ¼ lij
� �

: total requirement of industry ipurchased by industry j
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Fig. 1. Type 1 emissions are associated with emissions generated from the con-

sumption of domestically supplied products. Hence, the final demand term for Type

1 emissions is frr, whose emissions are determined by Eq. 1. Type 1 consists of

direct and indirect emissions released from the production activities of country r,
Gr

Type1, and indirect emissions from the intermediate input supply from country s,

Gs
Type1:

G r
Type1

G s
Type1

� �
¼ gr gs½ � I� Arr Ars

Asr Ass

� �� ��1
frr

0

� �
ð1Þ

Type 2 emissions are related to the production of exported products. The final

demand term that drives Type 2 emissions is the export products of countryr, er.
Type 2 emissions, determined by Eq. 2, consist of direct and indirect emissions

released from the industrial activities of country r for export, Gr
Type2, and indirect

emissions from the intermediate input supply from countrys, Gs
Type2:

Gr
Type1

G s
Type1

� �
¼ gr gs½ � I� Arr Ars

Asr Ass

� �� ��1
er

0

� �
ð2Þ

Type 3 emissions originate from the final consumption of import products in country

r. The final demand term represents imported products produced in country s, fsr, and
Type 3 emissions, determined by Eq. 3, include both the direct and indirect emissions

released from region s, Gs
Type3, and the indirect emissions from region r, Gr

Type3:

G r
Type3

G s
Type3

� �
¼ gr gs½ � I� Arr Ars

Asr Ass

� �� ��1
0

fsr

� �
ð3Þ

Each concept of environmental responsibility in Boxes (B), (C), and (D) of Fig. 1 is

comprised of combinations of the three types of emissions as follows: the

production-based environmental responsibility of country r (including Types

1 and 2 emissions) is

G r
Production ¼ G r

Type1 þG s
Type1 þG r

Type2 þG s
Type2 ð4Þ

The consumption-based environmental responsibility of countryr (including Types

1 and 3 emissions) is

G r
Consumption ¼ G r

Type1 þG s
Type1 þG r

Type3 þG s
Type3 ð5Þ

The full environmental responsibility of countryr (including Types 1, 2, and

3 emissions) is

G r
Full ¼ G r

Type1 þG s
Type1 þG r

Type2 þG s
Type2 þG r

Type3 þG s
Type3 ð6Þ
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The trade balance of embodied emissions is the difference between the amount of

GHG emissions of production-based responsibility and that of consumption-based

responsibility

G r
Trade Balance ¼ G r

Production � G r
Consumption ð7Þ

4 Data

The World Input-output Database (WIOD) provides international multi-region

input-output data. It covers 16 years from 1995 to 2009, 40 countries with 35 indus-

try sectors from developed countries such as those of the European Union and the

United States and developing countries such as China, Indonesia, India, Brazil, and

South Korea. It contains information about the origin and the destination of

intermediate and final products by country and industry as well as sectoral GHG

emissions used for measuring the intensity of the emissions. The WIOD includes

the main trading partners of South Korea: China, Japan, and the United States. The

data are useful for estimating the embodied emissions of South Korean products as

well as foreign products imported to South Korea for consumption. Hence, with the

WIOD, we can estimate time-series embodied GHG emission inventories for South

Korea and associate them with the concepts of environmental responsibility.

5 Results

This study develops time-series GHG emissions inventories for South Korea by

quantifying embodied emissions driven by three types of final demand consump-

tion. Figure 2 presents per capita GHG emissions resulting from (1) the South

Korean consumption of domestically supplied products, (2) exports of South

Korean products, and (3) the South Korean consumption of imported products. It

shows the portion that international trade contributes to the GHG emissions of

South Korea, which amounted to about 24.1% in 2009. In 2009, per capita GHG

emissions from the exports of South Korean products were 1.89 tons (16.5%) and

those of South Korean consumption of imported products were 0.88 (7.6%) tons.

Per capita GHG emissions generated from the consumption of domestically sup-

plied products entailed 75.9% of South Korean GHG emissions. In addition, the

portion of GHG emissions from international trade has gradually increased over

time. The percentage of GHG emissions from exports and imports was 18.1% in

1995, 22.9% in 2000, 23.5% in 2005, and 24.5% in 2009. Comparing 1995 and

2009, the portion of GHG emissions from exports rose by 6.0%p and that from

consumption of imported products by 0.7%p. The export of final products produced
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in South Korea played a significant role in the increase in the GHG emissions of

South Korea.

From the estimates of embodied GHG emissions related to the three types of

final demands, GHG emission inventories regarding product-based, consumption-

based, and full responsibility are shown in Fig. 3. In 2009, per capita GHG

emissions related to production-based responsibility in South Korea were 10.62

tons while those of consumption-based responsibility were 9.60 tons. That is, the

amount of GHG emissions related to production-based responsibility was slightly

higher, 1.01 tons per capita, than that related to consumption-based responsibility.

These relationships were consistent in 1995, 2000, and 2005. GHG emissions

associated with full responsibility were 11.5 tons per capita in 2009.

The higher level of responsibility for production-based GHG emissions than that

for consumption-based emissions indicates that the South Korean economy had a

surplus in the trade margin of GHG emissions from 1995 and 2009. The trade

balance of GHG emissions is calculated by subtracting the amount of the GHG

emissions of imports from the amount from exports. During each year, GHG

emissions released from exported Korean products outweighed those from the

consumption of imported products. The trade surplus of GHG emissions varied

between 0.31 and 1.01. However, it increased during periods of economic crisis in

South Korea. Indeed, during the Asian financial crisis of 1998, the surplus of GHG

emissions rose to 0.99 tons per capita, and during the global economic crisis of

2009, it increased to 1.01 tons per capita. These increases may have been due to the

more severe impact they had on household expenditures than on the competitive-

ness of the export-based industries of South Korea. This inconsistent impact led to

wider gaps between the GHG emissions of embodied emissions from exports and

those from imports in South Korea (Fig. 4).
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15.4%

14.6% 16.5%
6.9%
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Fig. 2 GHG emissions by types of final demand
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The EMRIO analysis also displays the amount of GHG emissions by geograph-

ical area. In 1995, the portion of GHG emissions released within South Korea was

71.9%, but in the 2000s, it started to decline: 68.1%in 2003, 65.3% in 2005, and

62.1% in 2008. The decline of GHGs emitted in the territorial boundary of South

Korea was largely associated with the increased portion of GHGs emitted in the

territorial boundary of China, shown in Fig. 5, which sharply increased after 2001.

The portion of GHG emissions released in China was 5.9% in 2001 and rose to

13.5% in 2007. From 2001 to 2007, the portion of GHG emissions released in

South Korea declined by 9.8%p while that released in China increased by 7.6%p.

By contrast, the portion released by the European Union and the United States

continued to decline over the same period. The percentage of GHG emissions

released in both the European Union and the United States dropped slightly: in

the former, 4.8% in 2001, 4.4% in 2007, and 3.9% in 2009, and in the latter, 2.6%

in 2001, 2.7% in 2007, and 1.9% in 2009.

The manufacturing, utility, and transportation sectors were more than 80% of

GHG emissions in the concept of full responsibility of South Korea in 2000s. The

sectoral compositions have been relatively stable over time except for a decline in

the manufacturing sector and an increase in the utility sector. In 1995, manufactur-

ing was the largest contributor to the GHG emissions of South Korea, over 40%;

however, this percentage decreased to 38.1% in 2000, 32.6% in 2005, and 30.0%

in 2009. By contrast, utilities increased markedly from 25.1% in 1995 to 39.5% in

2005 and 44.0% in 2009 (Fig. 6).
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6 Decomposition of Change in the GHG Emissions of South
Korea

The EMRIO analysis indicated that the amount of GHG emissions for which South

Korea should take responsibility increased from the perspectives of production and

consumption. Using a decomposition analysis, this section examines the factors that

drive changes in the amount of GHG emissions in full responsibility. The decom-

position analysis is a conventional technique used for decomposing observed

changes into several components (Miller and Blair 2009). In this study, changes

in the amount of GHG emissions are decomposed into three types of changes:

(1) environmental technology, (2) final demand, and (3) input structure. A change

in GHG emissions (ΔG t, tþnð Þ) during two time periods (t, tþ n) is expressed as

ΔG t, tþnð Þ ¼ Gtþn �Gt ¼ gtþnxtþn � gtxt ð8Þ

Equation 8 can be rearranged into the two forms expressed in Eqs. 9 and 10:

ΔG t, tþnð Þ ¼ gtþn xtþn � xtð Þ þ gtþn � gt
	 �

xt

¼ gtþnΔx t, tþnð Þ þ xtΔg t, tþnð Þ ð9Þ
ΔG t, tþnð Þ ¼ gtþn � gt

	 �
xtþn þ gt xtþn � xtð Þ

¼ Δg t, tþnð Þx tþn þ gΔx t, tþnð Þ ð10Þ
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Fig. 6 GHG emissions by industrial sector with full responsibility in South Korea
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From an average of Eqs. 9 and 10, the changes in the amount of GHG emissions are

decomposed into two components, as shown in Eq. 11. The first component of

Eq. 11 is the effect of environmental technological change, and the second is the

effect of output change:

ΔG t, tþnð Þ ¼ 1

2
Δg t, tþnð Þ xt þ xtþnð Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Environmental Technology Change

þ 1

2
Δx t, tþnð Þ gt þ gtþn

	 �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Output Change

ð11Þ

Following the same steps, the output change is also decomposed into two compo-

nents of the final demand change and the input structure change. The output change

is expressed as Eq. 12:

Δx t, tþnð Þ ¼ xtþn � xt ¼ Ltþnftþn � Ltft ð12Þ

Equation 12 is rearranged into the two forms of Eqs. 13 and 14:

Δx t, tþnð Þ ¼ Ltþn ftþn � ftð Þ þ Ltþn � Ltð Þft
¼ LtþnΔf t, tþnð Þ þ ftΔL t, tþnð Þ ð13Þ

Δx t, tþnð Þ ¼ Ltþn � Ltð Þftþn þ Lt ftþn � ftð Þ
¼ ΔL t, tþnð Þf tþn þ LtΔf t, tþnð Þ ð14Þ

As expressed in Eq. 15, the output change is comprised of the first component of the

final demand change and the second component of the input structure change by

taking an average of Eqs. 13 and 14:

Δx t, tþnð Þ ¼ 1

2
Δf t, tþnð Þ Lt þ Ltþnð Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Final Demand Chage

þ 1

2
ΔL t, tþnð Þ ft þ ftþnð Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Input Structure Change

ð15Þ

When the decomposed components of the output change are combined into Eq. 11,

the change in the amount of GHG emissions is explained by the three compo-

nents—changes in environmental technology change, final demand, and the input

structure—expressed in Eq. 16:

ΔG t, tþnð Þ ¼ 1

2
Δg t, tþnð Þ xt þ xtþnð Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Environmental technological Change

þ 1

4
Δf t, tþnð Þ Lt þ Ltþnð Þ gt þ gtþn

	 �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Final Demand Change

þ 1

4
ΔL ft þ ftþnð Þ gt þ gtþn

	 �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Input Structure Change

ð16Þ
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This decomposition technique explains changes in the amount of GHG emissions

between 2002 and 2007, which excludes the economic recessions. The results show

a net change of 82,740 thousand tons during the 5-year period and a gross change of

804,873 thousand tons, the absolute sum of the three components. The gross change

consists of changes resulting from environmental technology, 44.9%; final

demand, 42.0%; and input structure, 13.1%. Overall, the effects of changes

(increased amounts of GHG emissions) in the final demand and the input structure

outweighed those (reduced amounts) of environmental technology, for the latter did

not lead to an overall reduction in GHG emission level.

Nevertheless, the effect of such advances in environmental technology appears

to be significant. The reduced amount of GHG emissions originating from envi-

ronmental technological advances (361,066 tons) exceeded the increased amount of

GHG emissions originating from increased final demand (337,979 tons). Changes

in the input structure exerted an additional environmental burden of 105,827 tons of

GHG emissions. Although the magnitude of the effect of changes in the input

structure, compared to other components, was relatively small, it strongly contrib-

utes to the increase in embodied GHG emissions in South Korea (Fig. 7).

The three decomposed effects are rearranged by country in Table 3 and by

industry in Table 4, which clarified some key patterns about net GHG gains of

South Korea. The first pattern shows that the net gain of GHG emissions released in

a territory of South Korea comprises only 18% of the net changes in GHG

emissions. While the reduction resulting from changes in environmental technology

in South Korea was 225,142 thousand tons, the amount of GHG emissions resulting

from changes in the final demand was 213,609 thousand tons. The environmental

technology of South Korea appears to advance rapidly enough to offset the increase

in GHG emissions resulting from increases in the final demand from 2002 to 2007.

In the territorial boundary of South Korea, changes in the input structure (26,619

thousand tons) had a relatively minor impact on the amount of released GHG

emissions

Another pattern of net GHG gains in the emissions of South Korea is that more

than 48% of the net increase in emissions (40,106 tons) can be attributed to China,

the largest contributor to the net gain in GHG emissions, shown in Table 3. In

particular, the component of changes in the input structure of China substantially

82,740 
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Fig. 7 Structural decomposition of changes in GHG emissions in South Korea (2002–2007)
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affects net GHG emissions by adding 43,784 thousand tons, suggesting that the

transfer of Korean supply chain to China heavily affected the level of embodied

GHG emissions in South Korea. Third, the utility sector accounts for almost 80% of

changes in net GHG emissions (65,957 thousand tons). Changes in the input

structure were a key element of net increase of utility sector (60,839 thousand

tons), indicating that the input supply from the utility sector increased. This pattern

of change was associated with the transfer of the Korean supply chain to China. The

amount of inputs from the Chinese utility sector substantially rose between 2002

and 2007.

Table 3 Decomposition of GHG emissions by country

GHG emissions change (in thousands of tons)

Country

Effect of environmental

technological change

Effect of final

demand change

Effect of input

structure change

Net GHG

emissions

change

Australia �4657 3739 939 21

China �48,109 44,431 43,784 40,106

EU �9711 8730 3602 2621

Indonesia �3149 2934 �773 �989

Japan �4728 8028 2088 5388

Russia �19,373 9953 8372 �1048

United

States

�4987 7910 �52 2871

South

Korea

�225,142 213,609 26,619 15,086

Taiwan �1234 2287 1030 2083

Row �39,977 36,358 20,220 16,601

Total �361,066 337,979 105,827 82,740

Percentage by countries

Australia 1.3% 1.1% 0.9% 0.0%

China 13.3% 13.1% 41.4% 48.5%

EU 2.7% 2.6% 3.4% 3.2%

Indonesia 0.9% 0.9% �0.7% �1.2%

Japan 1.3% 2.4% 2.0% 6.5%

Russia 5.4% 2.9% 7.9% �1.3%

United

States

1.4% 2.3% 0.0% 3.5%

South

Korea

62.4% 63.2% 25.2% 18.2%

Taiwan 0.3% 0.7% 1.0% 2.5%

Row 11.1% 10.8% 19.1% 20.1%

Total 100.0% 100.0% 100.0% 100.0%
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7 Conclusion

This study empirically analyzed greenhouse gas (GHG) emissions inventories with

respect to various concepts of environmental responsibility in the case of South

Korea. From the environmental multi-regional input-output (EMRIO) model, this

Table 4 Decomposition of GHG emissions by industry

GHG emission change (in thousands of tons)

Country

Effect of environmental

technological change

Effect of final

demand change

Effect of input

structure change

Net GHG

emissions

change

Primary �27,851 21,017 6685 �149

Refinery and

chemicals

�35,040 29,341 12,001 6302

Nonmetallic

minerals

�15,123 26,066 �7092 3851

Basic and fab-

ricated metals

�64,828 47,294 25,469 7934

Other

manufacturing

�23,424 18,133 589 �4702

Utilities �120,667 125,784 60,839 65,957

Retail and

wholesale

�9720 7000 �182 �2901

Transportation �36,267 33,689 7282 4704

Services �13,408 14,678 �150 1119

Public

services

�14,739 14,977 388 626

Total �361,066 337,979 105,827 82,740

Percentage by industry

Primary 7.7% 6.2% 6.3% �0.2%

Refinery and

chemicals

9.7% 8.7% 11.3% 7.6%

Nonmetallic

minerals

4.2% 7.7% �6.7% 4.7%

Basic and fab-

ricated metals

18.0% 14.0% 24.1% 9.6%

Other

manufacturing

6.5% 5.4% 0.6% �5.7%

Utilities 33.4% 37.2% 57.5% 79.7%

Retail and

wholesale

2.7% 2.1% �0.2% �3.5%

Transportation 10.0% 10.0% 6.9% 5.7%

Services 3.7% 4.3% �0.1% 1.4%

Public

services

4.1% 4.4% 0.4% 0.8%

Total 100.0% 100.0% 100.0% 100.0%
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study found that the per capita GHG emissions of South Korea increased from both

the perspectives of production and consumption and that South Korea exhibited a

surplus in the trade of embodied emissions associated with the trade of products.

However, the increased net volume of embodied GHG emissions was attributed to

input structure change. Much of effect of input structure change occurred in China.

It indicated that the effect of input structure change is associated with the transfer of

much of the supply chain to more energy-intensive sector sand countries such as

China. As a result, the impact on the net gain in GHG emissions in the territorial

boundary of South Korea is relatively small, while the intensification of the Korean

supply chain in China significantly impacted the amount of embodied GHG emis-

sions related to the production and consumption of South Korea. Hence, this study

indicates that international supply chain has significant impact on GHG emissions

and choices in demand of products would be very relevant to action plans to

reduction of GHG emissions. The GHG reduction policies of South Korea mostly

focus on advance of technological control and introduction of cap-and-trade mar-

ket. While consumption issues are rarely addressed as a policy option, cooperation

among entities in the supply chain and consumption-side policy may contribute to

mitigating global environmental burdens.
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