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Preface

Manufacturing includes various types of processes and today’s manufacturing
processes are caught between the growing needs for quality, high process safety,
minimal manufacturing costs, and short manufacturing times. In order to meet the
demands, manufacturing process setting parameters have to be chosen in the best
possible way. The selection of optimum process parameters plays a significant role
to ensure quality of product, to reduce the manufacturing cost and to increase
productivity in computer controlled manufacturing process. For such optimization
it is necessary to represent the manufacturing process in a model. However, the
primary challenge for manufacturing process optimization often stems from
the fact that the procedure is typically highly constrained and highly non-linear.
Additionally, manufacturing process models are likely discontinuous, non-explicit,
or not analytically differentiable with the design variables. Due to the enormous
complexity of many manufacturing processes and the high number of influencing
parameters, conventional approaches to modeling and optimization are no longer
sufficient. Advanced modeling and optimization techniques are needed to be
developed and used as modeling and optimization of manufacturing process is be-
coming increasingly important in industry in the drive towards ‘agile
manufacturing’.

The purpose of this book is to present a comprehensive review on latest
research and development trends at international level for modeling and optimi-
zation of various manufacturing processes, particularly the machining processes
which are the most frequently analyzed manufacturing processes. Using examples
of various processes, the possibilities for process modeling and optimization with
advanced modeling and optimization techniques are demonstrated. The book
presents thorough literature of various manufacturing processes, mathematical
models, traditional and non-traditional optimization techniques, real case studies,
results of applications of the proposed methods, and highlights the best modeling
and optimization strategies to achieve best process performance. The algorithms
and computer codes for meta-heuristic optimization techniques included in the
book will be very much useful to the readers.
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viii Preface

The book is expected to be very useful to the designers and manufacturing
engineers in the manufacturing sector who are responsible for the technical aspects
of realizing a product as it presents new models and optimization techniques to
make their tasks easier, logical, efficient and effective. The book is intended for
designers, manufacturing engineers, practitioners, managers, institutes involved in
design and manufacturing related projects, applied research workers, academics,
and graduate students in mechanical, industrial, and manufacturing engineering.

I am grateful to Anthony Doyle and Claire Protherough of Springer-Verlag,
London, for their support and help in producing this book. I wish to thank various
researchers and the publishers of international journals for giving me the per-
mission to reproduce certain portions of their published research works. I grate-
fully acknowledge the support of my research scholars Mr. P. J. Pawar, Mr. B. K.
Patel, and Mr. V. K. Patel. My special thanks are due to the Director, Registrar
(Mr H. A. Parmar) and my colleagues at S.V. National Institute of Technology.

While every attempt has been made to ensure that no errors (printing or
otherwise) enter the book, the possibility of these creeping into the book is always
there. I will be grateful to the readers if these errors are pointed out. Suggestions
for further improvement of the book will be thankfully acknowledged.

Surat, June 2010 R. Venkata Rao
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Chapter 1
Overview

1.1 Manufacturing Processes

Manufacturing is the backbone of any industrialized nation. Its importance is
emphasized by the fact that, as an economic activity, it comprises approximately
20-30% of the value of all goods and services produced. A country’s level of
manufacturing activity is directly related to its economic health. In general, the
higher the level of manufacturing activity in a country, the higher the standard of
living of its people.

Manufacturing can be defined as the application of mechanical, physical, and
chemical processes to convert the geometry, properties, and/or appearance of a
given starting material to make finished parts or products. This effort includes all
intermediate processes required for the production and integration of a product’s
components. The ability to produce this conversion efficiently determines the
success of the company. The type of manufacturing performed by a company
depends on the kinds of products it makes. Manufacturing is an important com-
mercial activity carried out by the companies that sell products to customers. In the
modern sense, manufacturing involves interrelated activities that include product
design and documentation, material selection, process planning, production,
quality assurance, management and marketing of products. These activities should
be integrated for producing viable and competitive products.

The manufacturing processes of today have become extremely complex owing
to the technological advances in last three decades. The status of the modern
manufacturing processes is one of the extreme complexity and technological
sophistication. The materials and processes first used to shape the products by
casting and hammering have been gradually developed over the centuries, using
new materials and more complex operations at the increasing rates of production
and higher levels of quality.

The manufacturing processes can be classified into five main categories as
follows:

R. V. Rao, Advanced Modeling and Optimization of Manufacturing Processes, 1
Springer Series in Advanced Manufacturing, DOI: 10.1007/978-0-85729-015-1_1,
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2 1 Overview

1. Processes used to change the shape of the material: these processes apply
mechanical force or heat or other forms and combinations of energy to effect a
change in the geometry of the work material. These processes include casting,
hot and cold forming (such as forging, extrusion, rolling, drawing, squeezing,
roll forming, magnetic forming, electroforming, etc.), sheet metal working
(such as piercing, bending, shearing, drawing, etc.), powder metal forming,
plastic molding, etc.

2. Processes used for machining parts to fixed dimensions: these processes include
traditional machining (such as turning, shaping, drilling, boring, reaming,
broaching, milling, grinding, hobbing, lapping, honing, polishing, etc.) and
non-traditional machining processes. According to nature of energy employed
in machining, non-traditional machining processes are further classified into the
following groups:

— Mechanical processes like ultrasonic machining, abrasive jet machining,
water jet machining, abrasive water jet machining, etc.

— Chemical and electro chemical processes like electro chemical machining,
electro chemical grinding, electro chemical honing, etc.

— Thermal and electro thermal processes like electric discharge machining,
laser beam machining, plasma arc machining, ion beam machining, etc.

— Finishing processes like abrasive flow machining, magnetic abrasive fin-
ishing, etc.

3. Processes used for surface treatment: these processes include cleaning opera-
tions to remove dirt, oil, and other surface contaminants, surfacing operations
such as shot peening, sand blasting, diffusion, ion transplantation, etc., coating
operations such as electroplating, anodizing, etc., and thin film deposition
processes such as physical vapor deposition, chemical vapor deposition, etc.

4. Processes used for joining the parts: products requiring the assembly of two or
more parts are usually joined by the processes like welding, soldering, brazing,
sintering, pressing, riveting, screw fastening, adhesive joining, etc.

5. Processes used to enhance the properties of work materials: There are various
processes in which the physical and mechanical properties of the materials are
changed by the application of an elevated temperature or by rapid or repeated
stressing of the material. Processes by which the properties are changed include
heat treatment operations such as annealing, normalizing, hardening, temper-
ing, sintering, etc.

1.2 Need for Modeling and Optimization of Manufacturing
Processes

Manufacturing includes various types of processes and today’s manufacturing
processes are caught between the growing needs for quality, high process safety,
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minimal manufacturing costs, and short manufacturing times. In order to meet the
demands, manufacturing process setting parameters have to be chosen in the best
possible way. In today’s manufacturing environment many large industries use
highly automated and computer-controlled machines as their strategy to adapt to
the ever-changing competitive market requirement. Due to high capital and
manufacturing costs, there is an economic need to operate these machines as
efficiently as possible in order to obtain the required pay back. The success of the
manufacturing process depends upon the selection of appropriate process param-
eters. The selection of optimum process parameters plays a significant role to
ensure quality of product, to reduce the manufacturing cost and to increase pro-
ductivity in computer controlled manufacturing process. For example, in the case
of milling operation the significant parameters that need to be optimized are
cutting speed, radial and axial depths of cut, feed, and number of passes. In the
case of ultrasonic machining operation, optimum selection of amplitude of
vibration, frequency of vibration, mean diameter of abrasive grain, volumetric
concentration of abrasive particles in slurry and static feed force significantly
affect the material removal rate and surface quality. In the case of cold forging
operation, optimum selection of parameters such as perform diameter, maximum
number of forming operations, area reduction in each pass, the included angle in
the extrusion and upset die significantly minimize the possibility of fracture. In the
steady state problem of wire drawing and rolling, the optimal scheduling of passes
is an important task. In deep drawing processes, the decision about the proper
blank-holder force in order to avoid tearing and wrinkling forms an optimization
problem.

Modeling and optimization of process parameters of any manufacturing
process is usually a difficult task where the following aspects are required:
knowledge of manufacturing process, empirical equations to develop realistic
constrains, specification of machine capabilities, development of an effective
optimization criterion, and knowledge of mathematical and numerical optimi-
zation techniques. A human process planner selects proper parameters using his
own experience or from the handbooks. Performance of these processes,
however, is affected by many factors and a single parameter change will
influence the process in a complex way. Because of the many variables and the
complex and stochastic nature of the process, achieving the optimal perfor-
mance, even for a highly skilled operator is rarely possible. An effective way
to solve this problem is to discover the relationship between the performance of
the process and its controllable input parameters by modeling the process
through suitable mathematical techniques and optimization using suitable
optimization algorithm.

The first necessary step for process parameter optimization is to understand the
principles governing the manufacturing process by developing an explicit math-
ematical model which may be mechanistic and empirical [1]. The model in which
the functional relationship between input—output and in-process parameters is
determined analytically is called mechanistic model. However, as there is lack of
adequate and acceptable mechanistic models for manufacturing processes, the
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empirical models are generally used in manufacturing processes. The modeling

techniques of input—output and in-process parameter relationships are mainly

based on statistical regression, fuzzy set theory, and artificial neural networks.
The optimization algorithms can be classified in two distinct types:

1. Traditional optimization algorithms: these are deterministic algorithms with
specific rules for moving from one solution to the other. These algorithms have
been in use for quite some time and have been successfully applied to many
engineering design problems. The examples of these algorithms include
non-linear programming, geometric programming, quadratic programming,
dynamic programming, etc. However, the optimization problems related to
manufacturing are usually complex in nature and characterized by mixed
continuous—discrete variables and discontinuous and non-convex design spaces.
Hence, the traditional optimization methods fail to give global optimum solu-
tion, as they are usually trapped at the local optimum. Also these techniques are
usually slow in convergence. To overcome these problems, researchers have
proposed non-traditional methods for optimization of process parameters of
various manufacturing processes.

2. Non-traditional optimization algorithms: these algorithms are stochastic in
nature, with probabilistic transition rules. These algorithms are comparatively
new and gaining popularity due to certain properties, which the deterministic
algorithms do not have. These methods are mainly based on biological,
molecular, or neurological phenomenon that mimics the metaphor of natural
biological evolution and/or the social behavior of species. To mimic the effi-
cient behavior of these species, various researchers have developed computa-
tional systems that seek fast and robust solutions to complex optimization
problems. Examples of these algorithms include simulated annealing (SA),
genetic algorithm (GA), particle swarm optimization (PSO), artificial bee
colony (ABC), shuffled frog leaping (SFL), harmony search (HS), etc.

1.3 Some Important Modeling and Optimization Techniques
1.3.1 Statistical Regression Technique

The data collected through experiments usually exhibits a significant degree of
error or a “noise.” In such a case, there is no need to intersect every point as the
individual data points may be incorrect. Rather, the curve is designed to follow the
pattern of points taken in group. This approach is known as statistical regression
[2]. Regression is conceptually simple technique for investigating functional
relationship between output and input decision variables of a process and may be
useful for manufacturing process data description, parameter estimation and
control.
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The criteria for fitting the best line through the data in simple linear regression
is to minimize the sum of squares of residuals (S;) between the measured values of
response and the values of response calculated with the regression model. The
linear fit is expressed as:

Y=a0+a1X (11)

where Y is the value of response and X is the value of variable. The coefficients ag
and a, are obtained by differentiating “S,” with respect to a, and a;, respectively,
and setting these derivatives equal to zero as the aim is to minimize the error.
To test whether the data are well fitted in model or not, the values of standard error
of estimates () of the regression analysis and the values of standard deviation are
calculated (Sy) are determined as given by Egs. 1.2 and 1.3, respectively.

Standard error of estimate(S) = (S;/n — 2)1/2 (1.2)

where n = number of data points.
Standard deviation, (Sy) = (S,/n —1)"/? (1.3)

where S; = total sum of squares of the residuals between data points and the mean.

S < 8y indicates that the regression model has merit. The actual extent of
improvement, by using regression analysis rather than describing data as an
average value, is quantified by coefficient of determination (R*) which varies from
0 to 1. Value of R* = 1 indicates perfect fit and R* = 0 indicates no improvement.

Although linear regression provides a powerful technique for fitting the best
line to data, it is predicted on the fact that the relation between the independent and
dependant variables is linear. However, this is not true in many practical situations.
If the data is ill suited for the linear regression, non-linear regression can be used.
Various standard forms of non-linear relationships like exponential, power, satu-
ration growth rate model, etc. can be linearized easily. In other cases either
polynomial regression or Guass—Newton method can be used. Multiple linear
regression is the useful extension of the linear regression when the response is a
linear function of two or more independent variables which is the case in many
practical applications.

Although statistical regression may work well for modeling, this technique may
not describe precisely the underlying non-linear complex relationship between the
decision variables and responses. A prior assumption regarding functional rela-
tionships (such as linear, quadratic, higher order polynomial, and exponential)
between output and input decision variables is a prerequisite for regression
equation based modeling. Prediction of outputs for an unknown set of inputs based
on regression technique is valid only over the region of the regression variable
contained in the observed data. It is only an aid to confirm the cause—effect
relationship and does not imply a cause and effect relationship. Moreover, error
components of regression equation need to be mutually independent, normally
distributed having constant variance [2, 3].
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1.3.2 Fuzzy Set Theory

The fuzzy set theory plays an important role in input—output and in-process
parameter relationship modeling [4]. The theory on fuzzy set admits the existence
of a type of uncertainty in process decision variables due to vagueness rather than
due to randomness alone and many decisions in process control are in fuzzy
environment [5]. Fuzzy set theory-based modeling is generally preferred when
subjective knowledge or opinion of process experts plays a key role in defining
objective functions and decision variables [6]. In order to fully capture the
knowledge of the expert, a distribution (membership function) over the feasible
interval of parameter needs to be specified. The closer the value of this mem-
bership function of a variable to 1, the more that variable belongs to the fuzzy set.

The conventional optimization methods deal with the selection of design
variables that optimize an objective function subject to the satisfaction of the
stated constraints. For a fuzzy system, this notion of optimization has to be revised.
Since the objective and constraint functions are characterized by the membership
functions in a fuzzy system, the decision can be viewed as an intersection of the
fuzzy objective and constraint function [7].

The optimization problem of a fuzzy set is thus stated as follows:

Minimize f(x)

: . (1.4)
subjectto: g;(x) € G; j=1,2,...... , 1.

where m is the number of constraints, G; denotes the fuzzy interval to which g;(x)
belongs. The feasible region “S” which denotes the intersection of all G; is defined
by the membership function:

ps(x) = min{ug; [g;(x)] } (1.5)

Since the design vector is considered feasible when puy(x) > 0, the optimum
design is characterized by the maximum value of the intersection of the objective
function and the feasible domain pp(x*) as given by:

pp (x") = max{min(gf (x), p;(x))} (1.6)

where x* denotes the optimum level of parameter.

The fuzzy set-based techniques can be quite effective in converting subjective
knowledge/opinion of the skilled operator into a mathematical framework [6].
In the literature, predominantly the fuzzy set theory has been used in three ways.
In the first type of applications, fuzzy set theoretic operations help to arrive at
certain decision. For example, if the membership grades of certain solutions in two
conflicting objectives are known, then the optimum solution can be chosen as the
one providing the highest membership grade in the intersection set of two objec-
tives. The second type of application makes use of fuzzy arithmetic, which deals
with fuzzy numbers. A fuzzy number is a generalization of an interval number,
in which various intervals may have different membership grades. For example,
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the most likely estimate of friction may be assigned a membership grade 1 and the
lower and upper estimate may be assigned a membership grade 0.5. With these
three points, a triangle can be constructed to represent friction as a fuzzy number.
Fuzzy arithmetic computations are useful when the input parameter values, for
example friction and material properties, are not known precisely. In the third type
of application, fuzzy logic is used for making inferences based on the input values.
The fuzzy set-based prediction system takes input data and carries out “fuzzifica-
tion.” In the fuzzification process, the input data undergo some translation in the
form of linguistic terms such as “low feed,” “average cutting speed,” “high depth
of cut,” “very high cutting force,” etc. The translated data are sent to an inference
engine, which applies a set of predefined IF-THEN rules. The output of inference
system in linguistic form will go through defuzzification process, which converts it
to numerical data [8].

Fuzzy set theory-based modeling is thus a suitable technique for manufacturing
problems when multiple quality characteristics exist and hierarchy of importance
of each objective is not clearly defined. However, fuzzy set theory suffers from
few shortcomings such as that the rules developed are based only on experts’
knowledge and their prior experiences and opinions are not easily amenable to
dynamic changes of underlying manufacturing process. It also does not provide
any means of utilizing analytical models of manufacturing processes [9].

1.3.3 Artificial Neural Networks

Traditionally, the term neural network had been used to refer to a network or
circuit of biological neurons. The modern usage of the term often refers to artificial
neural networks, which are composed of artificial neurons or nodes. Artificial
neural network is a powerful data modeling tool that is able to capture and rep-
resent complex input—output relationships. A primary motivation for study of
neural networks was man learning from nature especially about how animal brains
learn based on experience. Such learning is known to have features such as:
robustness, gradual degrading failure rather than catastrophic failure, distributed
intelligence, achievement of significant stability as well as plasticity in learning
new things (without forgetting all the past things and yet perceiving newness and
updating internal capture of knowledge).

Neural networks are composed of simple elements operating in parallel. These
elements are inspired by biological nervous system. As in nature, the network
function is determined largely by the connection between elements. Neural net-
work can be trained to perform a particular function by adjusting the values of
connections (weights) between elements. Commonly, neural networks are adjusted
or trained so that a particular input leads to a specific target output. The network is
adjusted based on a comparison of an output and the target until the network
matches the target. Typically, many such input-target pairs are used in this
supervised learning to train a network.
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Neural networks are systems that can acquire, store, and utilize knowledge
gained from experience. An artificial neural network (ANN) is capable of
learning from an experimental data set to describe the nonlinear and interaction
effects with great success. It consists of an input layer used to present data to
the network, output layer to produce ANN’s response, and one or more hidden
layers in between. The input and output layers are exposed to the environment
and hidden layers do not have any contact with the environment. ANNs are
characterized by their topology, weight vectors, and activation function that are
used in hidden and output layers of the network. A neural network is trained
with a number of data and tested with other set of data to arrive at an optimum
topology and weights. Once trained, the neural networks can be used for pre-
diction [10].

The most commonly used neural network model is the multilayer perceptron
(MLP). This type of neural network is known as a supervised network because it
requires a desired output in order to learn. The goal of this type of network is to
create a model that correctly maps the input to the output using historical data so
that the model can then be used to produce the output when the desired output is
unknown.

The back-propagation is a popular learning method of the multi-layered neural
network. The forward path computing of the multi-layered neural network is
performed with each layer fully connected to the next layer as shown in Fig. 1.1

for a maximum “p” layered network. The state vector X(¢) = [x,(?), ...... , xN(,)(t)]’
for a particular layer “t” is formed from the input vector Y(t — 1) = [y;(t —
1), ...... , YNG—1(E — 1)]’, that is output of the previous layer (layer t — 1) of the

network, by the following equation:
X(t)=W(@)Y(t—1)with 1 <t <P (1.7)

where W(t) = [wii(D)lnwwnve—1); wii(?) is the weight between the ith neuron of layer ¢
and the jth neuron of layer + — 1; N(¢) and N(t — 1) are the number of neurons in
layer ¢ and ¢ — 1, respectively.

Layer ! Layer Layer p

__LOA?-' ............ rrzqf"_"“’ ....... No’irri’.”.

Fig. 1.1 Multi-layered feed-forward neural network (from [83]; reprinted with permission from
Elsevier)



1.3 Some Important Modeling and Optimization Techniques 9

The output vector Y(+ — 1) of layer + — 1, i.e., the input vector of layer t is
calculated by the following equation:

yi(t—1) =f(x(t = 1)) with 1 <j < N(t — 1) (1.8)
where a typical form f{-) is the sigmoid activation function.
gl =1) =1/ (14e00) (1.9)

To finish computation of the output of the feed-forward path, the back-propaga-
tion learning can be carried out using the so-called J learning rule as follows:

8i(r—1) = [1 —y;(t — 1)]y;(t — 1)B;(¢ — 1)with 1 <j <N(r — 1)(hidden layer)
(1.10)

with

Bt — 1) = W' (1)5(1) (1.11)

where the superscript t denotes transposed matrix or vector with f(r—1) = [f1(t—1),
coe Prna—y(t = DI, 6(8) = [61(), ... dney(®)]" and

8(1) = (d(1) — ya(1)) (1 = yi(t))wi(e) with 1 <7 <N(r) (outputlayer)  (1.12)

where d;(¢) is the teaching signal.
The weight w;(#) is updated according the following equation:

Aw;(1) = no;(t)y;(r — 1) with 1 <i <N(1); 1 <j<N(t—1) (1.13)

where 7 is the learning rate.

The MLP and many other neural networks learn using back propagation
algorithm. With back propagation, the input data is repeatedly presented to the
neural network. With each presentation, the output of the neural network is
compared to the desired output and an error is computed. This error is then fed
back (back propagated) to the neural network and used to adjust the weights such
that the error decreases with each iteration and the neural model gets closer and
closer to producing the desired output. This process is known as “training.”

The true power and advantage of using neural networks lies in their ability to
represent both linear and non-linear relationships and in their ability to learn these
relationships directly from the data being modeled. Traditional linear models are
simply inadequate when it comes to modeling data that contains non-linear
characteristics. The learning ability of non-linear relationship in manufacturing
operations without going deep into the mathematical complexity, or prior
assumptions on the functional forms of the relationship between inputs, in-process
parameters and outputs, makes ANN an attractive alternative choice for many
researchers to model various manufacturing processes. However, ANNs have the
following limitations [3, 11]:
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e Model parameters may be un-interpretable for non-linear relationship.

e [t is dependent on voluminous data set, as sparse data relative to number of input
and output variables may result in over fitting or terminate training before
network error reaches optimal or near-optimal point.

e Identification of influential observations, outliers, and significance of various
predictors may not be possible.

e There is always an uncertainty in finite convergence of algorithms used in ANN-
based modeling technique, and generally convergence criteria are set based on
prior experiences gained from earlier applications.

e No universal rules exist regarding choice of a particular ANN technique for any
typical metal cutting process problem.

1.3.4 Gray Relational Analysis (GRA)

In real world problems the situation can never be perfectly black (with no
information) or perfectly white (with complete information). Situations between
these extremes are described as being gray, hazy, or fuzzy. Therefore, a gray
system means that a system in which a part of information is known and a part
of information is unknown [12, 13]. With this definition, information quantity
and quality form a continuum from a total lack of information to complete
information—from black through gray to white. Since uncertainty always exists,
one is always somewhere in the middle, somewhere between the extremes,
somewhere in the gray area. In the middle, gray systems will give a variety of
available solutions. Gray relational analysis, based on this theory, can be further
effectively adapted for solving the complicated interrelationships among the
designated performance characteristics. Through this analysis, the gray rela-
tional grade is favorably defined as an indicator of multiple performance
characteristics for evaluation. In recent years, the gray relational analysis has
become the powerful tool to analyze the processes with multiple performance
characteristics. It also provides an efficient solution to multi-input and discrete
data problems. In gray relational analysis, the complex multiple response
optimization problem can be simplified into a optimization of single response
gray relational grade. The procedure for determining the gray relational grade is
discussed below:

Step 1: Data pre-processing: if the number of experiments is “m” and the number
of responses (i.e. performance characteristics) is “n,” then the ith exper-
iment can be expressed as Y; = (yi1, Yi2, ---» Yij» ---» Yin) 0 decision matrix
form, where y;; is the performance value (or measure of performance) of
response j j = 1, 2, 3, ..., n) for experiment i (i = 1, 2, 3, ..., m). The
general form of decision matrix D is given as,
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Yu B A Vi cee Yin
D= |yq ... Yj - Yin (1.14)

Ymi -+ Ymj -+ Ymn
The term Y; can be translated into the comparability sequence X; = (x;1,
Xi25 o5 Xijr-.-s Xiy), Where x;; is the normalized value of y;; for response j
G =1,2,3, ..., n)ofexperimenti (i = 1,2,3, ..., m). After normalization,

decision matrix D becomes normalization matrix D), is given as follows:

X1y cee Xy oo Xin
D= Xil cee X o Xip (115)
Xml  ~+o Xmj -+ Xmn

The normalized values x; are determined by use of the Egs. 1.16-1.18,
which are for beneficial type, non-beneficial type and target value type
responses, respectively. They are described as follows fori = 1,2, ..., m
andj=1,2, ..., m

1. If the expectancy of the response is larger-the-better (i.e. beneficial
response), then it can be expressed by

xj = (vy — min(yy)) / (max(yz) — min(y;)) (1.16)

2. If the expectancy of the response is smaller-the-better (i.e. non-bene-
ficial response), then it can be expressed by

xi = (max(y;) — i)/ (max(y;) — min(y;)) (1.17)

3. If the expectancy of the response is nominal-the-best (i.e. closer to the
desired value or target value), then it can be expressed by

)/(max(max(y,j) =¥y = min(y,»,))) (1.18)

where y; is closer to the desired value of jth response.

xu:l—()yu‘—y_f

Step 2: Reference sequence: in comparability sequence all performance values are
scaled to [0, 1]. For a response j of experiment i, if the value x;; which has
been processed by data pre-processing procedure is equal to 1 or nearer to 1
than the value for any other experiment, then the performance of experiment
i is considered as best for the response j. The reference sequence X is
defined as (xo1, Xo2, ..., Xgj---» Xon) = (1, 1, ..., 1, ..., 1), where x; is the
reference value for jth response and it aims to find the experiment whose
comparability sequence is the closest to the reference sequence.
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Step 3: Gray relational coefficient: gray relational coefficient is used for deter-
mining how close x;; is to xq;. The larger the grey relational coefficient, the
closer x;; and x; are. The gray relational coefficient can be calculated by
Eq. 1.19.

y(xoj,xij) = (Amin + éAmax)/(A,j + éAmaX) fori=1,2,...,mandj=1,2,...n
(1.19)

InEq. 1.19, y(xo;, x;;) is the gray relational coefficient between x;; and x(; and

Ajj = |xo; — xy,
Anin :min{A,-j,i: 1,2,...m; j= 1,2,...,n}
Amnax :max{A,-j,i: ,2,...m; j= 1,2,...,n}
¢ = distinguishing coefficient, & € (0, 1]

Distinguishing coefficient (¢) is also known as the index for
distinguishability. The smaller & is, the higher is its distinguishability. It
represents the equation’s “contrast control.” The purpose of ¢ is to expand
or compress the range of the grey relational coefficient. Different
distinguishing coefficients may lead to different solution results. Decision
makers should try several different distinguishing coefficients and analyze
the impact on the GRA results [14].

Step 4: Gray relational grade: the measurement formula for quantification in gray
relational space is called the gray relational grade. A gray relational grade
(gray relational degree) is a weighted sum of the grey relational coeffi-
cients and it can be calculated using Eq. 1.20.

T(Xo,Xi) = Y wj-vy(xg,x;) fori=1,2,...,m (1.20)
j=1

where 307wy = 1

In Eq. 1.20, I'(Xy, X;) is the gray relational grade between comparability
sequence X; and reference sequence X,. It represents the level of correlation
between the reference sequence and the comparability sequence. w; is the weight
of response j and usually depends on decision makers’ judgment. The gray rela-
tional grade indicates the degree of similarity between the comparability sequence
and the reference sequence. If an experiment gets the highest gray relational grade
with the reference sequence, it means that comparability sequence is most similar
to the reference sequence and that experiment would be the best choice [15].

Several values of distinguishing coefficient can be considered to find the
rankings of given experiments. Each distinguishing coefficient gives its own
ranking. To get the final GRA ranking “Mode principle” can be applied, which
considers the effect of all distinguishing coefficient values. The “Mode” is the
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value that occurs most often. In “Mode principle,” the experiment having mode
number at rank 1 position is selected and given final GRA rank as 1. Similarly, the
experiment having mode number at rank 2 position is selected and given final
GRA rank as 2 and so on.

However, for solving the problems with multiple performance characteristics
with gray relational analysis, the weighting values of the performance character-
istics or responses while calculating the gray relational grade are determined based
on subjective estimation. This approach may not reveal the relative importance for
various performance characteristics. An analytic hierarchy process (AHP) method
may be used for systematically deciding the weights of relative importance of the
responses [16, 17]. Fuzzy logic can also be used to calculate the weighting values.

1.3.5 Taguchi Robust Design Method

Taguchi methods have been used widely in engineering analysis to optimize per-
formance characteristics by means of settings of design parameters [18]. Taguchi
method is a combination of mathematical and statistical techniques used in an
empirical study. It is economical for characterizing a complicated process. It uses
fewer experiments required in order to study all levels of all input parameters, and
filters out some effects due to statistical variation. Taguchi method can also deter-
mine the experimental condition having the least variability as the optimum con-
dition. The variability of a property is due to “noise factor,” which is a factor difficult
to control. On the contrary, the factor easy to control is called “control factor.”

Taguchi robust design method is a strong tool for the design of high quality
systems. To optimize designs for quality, performance, and cost, Taguchi robust
design method presents a systematic approach that is simple and effective [19].
Taguchi method involves the stages of system design, parameters design, and
tolerance design. System design involves the application of scientific and engi-
neering knowledge required in manufacturing a product, parameter design is
employed to find optimal process values for improving the quality characteristics,
and tolerance design consists of determining and analyzing tolerances in the
optimal settings recommended by parameter design [20].

Taguchi method of robust parameter design is an off-line statistical quality
control technique in which the level of controllable factors or input process
parameters are so chosen to nullify the variation in responses due to uncontrollable
or noise factors such as humidity, vibration, and environmental temperature. The
objective of Taguchi approach is to determine the optimum setting of process
parameters or control factors, thereby making the process insensitive to the sources
of variations due to uncontrollable or noise factors [21, 22]. In this method, main
process parameters or control factors which influence process results are taken as
input parameters and the experiment is performed as per specifically designed
orthogonal array. The selection of appropriate orthogonal array is based on total
degree of freedom (DOF) which is computed as,
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DOF = (number of levels — 1)foreach factor 4+ (number of levels — 1)
x (number of levels — 1)for each interaction + 1 (1.21)

The variability of the quality characteristic can be expressed by signal to noise
(S/N) ratio. The terms “signal” and “noise” represent the desirable and unde-
sirable values for the characteristic, respectively. Taguchi method uses the S/N
ratio to measure the characteristic deviating from the desired value. The exper-
imental condition having the maximum S/N ratio is considered as the optimal
condition, as the variability of characteristic is in inverse proportion to the S/N
ratio. The (S/N) ratio (1) represents the quality characteristic for the observed
data in the Taguchi’s design of experiments (DOE) and mathematically it can be
computed as,

n = —10log(MSD) (1.22)

where MSD is the mean square deviation and commonly known as quality loss
function. Depending on the experimental objective, the quality loss function can
be of three types: lower-the-better (LB), higher-the-better (HB), and nominal-
the-best (NB) type. These quality loss functions are computed as follows:

MSD = (1/n)iyi2 (1.23)

where y; is the observed data of quality characteristic at the ith trial and » is the
number of repetitions at the same trial. The S/N ratio represents the desired part/
undesired part and aim is always to maximize the S/N ratio whatever be the nature
of quality characteristics. From the S/N ratio, the effective parameters having
influence on process results can be seen and the optimal sets of process parameters
can be determined. In addition to the S/N ratio, a statistical analysis of variance
(ANOVA) can be employed to indicate the impact of process parameters on
surface roughness. In this way, the optimal levels of process parameters can be
estimated.

Taguchi method is a widely accepted method of DOE. It has proved to be an
effective methodology for producing high-quality products at relatively low cost.
This approach has been applied successfully in many US, Japan, and European
manufacturing firms, especially in automobile, electronics, food processing, and
medical equipment industries. Taguchi method is also suitable for both contin-
uous and discrete responses and is independent of intrinsic modeling approach.
However, the orthogonal array design suggested by Taguchi is limited in number
and may fail to adequately deal with many important interaction effects within
the domain of the design proposed. Also Taguchi proposes a short term, one-
time improvement technique to reduce the number and cost of experimentations,
which may eventually lead to sub-optimal solutions. Taguchi method for multi-
objective problems is purely based on judgmental and subjective process
knowledge.
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1.3.6 Taguchi Fuzzy-Based Approach

Taguchi fuzzy-based approach is the fuzzy logic analysis coupled with Taguchi
methods for optimization in case of multiple performance characteristics. In
Taguchi method, for single process response, the optimum level of the process
parameters is the level having highest S/N ratio. However, optimization of
multiple responses is not as straightforward as that of the optimization of a
single process response. A higher S/N ratio for one process response may cor-
respond to a lower S/N ratio for another process response. As a result, an overall
evaluation of S/N ratios is required for the optimization of multi-process
response. To solve this problem, fuzzy logic analysis is introduced into Taguchi
method for optimization of multi process response. Fuzzy logic is used to
develop the fuzzy reasoning of multiple performance characteristics. The loss
function corresponding to each process response is fuzzified and then a single
fuzzy reasoning grade is obtained by fuzzy inference and defuzzification.
A fuzzy logic unit comprises of a fuzzifier, a membership function, a fuzzy rule
base, an inference engine and a defuzzifier. First, the fuzzifier uses membership
functions to fuzzify the signal to noise (S/N) ratios obtained by Taguchi method.
Next, the inference engine performs the fuzzy reasoning on fuzzy rules to
generate a fuzzy value. Finally, the defuzzifier converts the fuzzy value into a
multi-response performance index. A fuzzy logic system is thus used to inves-
tigate relationships between responses for determining the efficiency of each
parameter design of the Taguchi dynamic experiments. From the fuzzy inference
process, the optimal process conditions can be easily determined.

1.3.7 Factorial Design Method

It is a method that researchers can use to design the experiments. An experiment
using factorial design allows one to examine simultaneously the effects of
multiple independent variables and their degree of interaction. In statistics, a full
factorial design is a design of experiment consisting of two or more factors, each
with discrete possible values or levels, and whose experimental units take on all
possible combinations of all these levels across all such factors. Such an
experiment allows studying the effect of each factor on the response variables, as
well as the effect on interaction between factors on the response variable [23].
For majority of the experiments, each factor has only two levels. Such a design
is called as 2% design with k number of factors. A 2* design with two factors P
and Q and having two levels —1 and +1 has four test conditions as shown in
Table 1.1.

In Table 1.1, each test condition is given a coded value such that —1 is used
when a factor is at its low value and +1 is used when a factor is at its high value.
Such coded levels can be derived from the formula:
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> .

g::i); LI A 27 full factorial Test Coded test condition
P 0

i -1 —1

ii 1 —1

iii —1 1

iv 1 1

Coded test condition = (ATC — MTC)/((range of test conditions)/2)  (1.24)

where ATC = actual test condition and MTC = mean test condition.

A full factorial experiment allows all factorial effects to be estimated inde-
pendently and is commonly used in practice. However, it is often too costly to
perform a full factorial experiment. For example, if we have 8 factors to inves-
tigate and each factor has two levels, we need to have 28 — 256 runs. Instead, a
fractional factorial design, which is a subset or fraction of a full factorial design, is
often preferred because much fewer runs are required. The half fractional factorial
design requires 2°~! tests to be carried out. When this fraction is properly selected,
the resulting design can estimate the maximum number of factorial effects of
interest with maximum precision.

Factorial design can be used when there are more than two levels of each
factor. However, the number of experiments required for such designs will be
considerably greater than their two level counterparts. Factorial designs are
therefore less attractive if a researcher wishes to consider more than two levels.
A factorial experiment can be analyzed using ANOVA or regression analysis.
Other useful exploratory analysis tools for factorial experiment includes main
effects plots, interaction plots, and normal probability plots for the estimated
effects. When the factors are continuous, two-level factorial design assumes that
the effects are linear. If a quadratic effect is accepted for a factor, a more
complicated experiment should be used such as central composite design.
Optimization of factors that could have quadratic effects is the primary goal of
response surface methodology.

1.3.8 Response Surface Methodology

Response surface methodology (RSM) is a collection of statistical and mathe-
matical methods that are useful for the modeling and optimization of the engi-
neering science problems. In this technique, the main objective is to optimize the
responses that are influenced by various input process parameters. RSM also
quantifies the relationship between the controllable input parameters and the
obtained responses. In modeling and optimization of manufacturing processes
using RSM, the sufficient data is collected through designed experimentation.
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In general, a second-order regression model is developed because first-order
models often give lack-of-fit [23]. According to RSM, all the input process
parameters are assumed to be measurable and the corresponding responses can be
expressed as follows:

y=r X, x0) + & (1.25)

where y is the response which is required to be optimized, f is the unknown
function of response, x1, X», ..., x; denote the independent parameters or variables,
also called natural variables, k is the number of the independent variables and
finally ¢ is the statistical error that represents other sources of variability not
accounted for by f. These sources include the effects such as the measurement
error. It is generally assumed that ¢ has a normal distribution with mean zero and
variance [24].

It is possible to separate an optimization study using RSM into three stages.
The first stage is the preliminary work in which the determination of the inde-
pendent parameters and their levels are carried out. The second stage is the
selection of the experimental design and the prediction and verification of the
model equation. The last one is obtaining the response surface plot and contour
plot of the response as a function of the independent parameters and determi-
nation of optimum points.

It is assumed that the independent variables (input process parameters) are
continuous and controllable by experiments with negligible errors. It is also
required to find a suitable approximation for the true functional relationship
between independent variables and responses. Usually, a second-order regression
model as given below is utilized in RSM.

k k k
y= b() + Z b,‘X,‘ + Z b,-,»xiz + Z bi,-x,xj (126)
i=1 i=1 j>1
where “y” is the response and the x; (1, 2, ..., k) are the coded levels of k
quantitative variables. The coefficient by is the free term, the coefficients b; are the
linear terms, the coefficients b;; are the quadratic terms, and the coefficients b;; are
the interaction terms. The equations relating the response with the variables are
then derived by determining the values of the coefficients using the method of least
squares (MLS). MLS is a multiple regression technique [25].

Response surface methodology (RSM) has several advantages compared to the
classical experimental or optimization methods in which one variable at a time
technique is used. First, RSM offers a large amount of information from a small
number of experiments. Indeed, classical methods are time consuming and a large
number of experiments are needed to explain the behavior of a system. Second, in
RSM it is possible to observe the interaction effect of the independent parameters
on the response. The model equation easily clarifies these effects for binary
combination of the independent parameters. In addition, the empirical model that
related the response to the independent variables is used to obtain information
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about the process. With respect to these, it may be said that RSM is a useful tool
for the optimization of manufacturing processes.

On the other hand, the major drawback of RSM is to fit the data to a second
order polynomial. It cannot be said that all systems containing curvature are well
accommodated by the second order polynomial. To overcome this, the data can be
converted into another form that can be explained by the second order model. For
example, logarithmic transformations and other linearization methods can be used
for this purpose. Although these transformations may be useful, it is not possible to
say that these transformations give desirable results for all systems. In addition, the
transformation of response or inputs is time consuming and sometimes it is dif-
ficult to know which form of the transformation is the best. Al