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Preface

One of the joys as a student was building and using relatively simple equipment –
magnetometers and ionospheric sounders – to probe the region of space around
Earth and gain insight into processes there. This is the essence of this book: remote
sensing, mostly using ground-based instruments and techniques, to understand our
space environment, the magnetosphere. This region dynamically links inter-
planetary space with Earth’s atmosphere, and is where satellites orbit.

The agents involved are ultralow-frequency plasma waves, since they propagate
from the solar wind through the magnetosphere and atmosphere to the ground. These
waves transfer energy and momentum and are not only involved in many types of
instabilities and interactions but can also be used as a diagnostic monitor of these
processes. This book focuses on the second aspect through understanding of the first.

With the move to online data access, undergraduate students can conduct original
research using observations from ground arrays, radar networks, and satellites. The
magnetosphere is there for everyone to explore. This in turn provides wonderful
insight into all the relevant physics, from the cycles of the Sun to the nature of the
geomagnetic field and the atmosphere, and exploring other planets.

This book focuses on the underlying principles and their interconnectedness. We
do not assume familiarity with physics or mathematics concepts beyond under-
graduate level.

Many people have guided our personal journeys. Our scientific mentors include
Brian Fraser, John Samson, Keith Cole, and Valerie Troitskaya. Other colleagues
include Sean Ables, Brian Anderson, Mark Clilverd, Bob Lysak, Ian Mann, Pasha
Ponomarenko, Murray Sciffer, Peter Sutcliffe, and Tim Yeoman. Many students
taught us at least as much as we taught them. The development of this monograph
was patiently and enthusiastically guided by our editors at Wiley, Nina Stadthaus and
Christoph Friedenburg. Of course, this book would not have been possible without
the continual support of our families and wives, who suffered in silence a great
many evenings while we disappeared into offices to pursue our arcane endeavors.

Newcastle, July 2012 Frederick W. Menk
Colin L. Waters
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Color Plates

Figure 1.1 Comet Hale–Bopp, showing a
white dust tail and a blue ion tail, resulting from
the effect of the solar wind and entrained
magnetic field. Source: Alessandro Dimai and
Davide Ghirardo (Associazione Astronomica

Cortina) at Passo Giau (2230 m), Cortina
d’Amprezzo, Italy, March 16, 1997, 03:42 UT.
e-mail: info@cortinastella.it, web: www.
cortinastelle.it - www.skyontheweb.org. (This
figure also appears on page 2.)
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Figure 2.3 Mercator projection of the total intensity F of the main geomagnetic field computed
using the 2010 World Magnetic Model. Contour interval is 1000 nT. FromMaus et al. (2010). (This
figure also appears on page 17.)

Figure 2.5 Variation in (a) strength and (b) location of the minimum in the total field
intensity F in the South Atlantic Anomaly region during the past century. From Finlay et al. (2010).
(This figure also appears on page 18.)
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Figure 2.9 Yearly averaged 2–6MeV electron flux measured at low altitudes by the SAMPEX
spacecraft during 1993–2001, showing location and intensity of the radiation belts. Data courtesy
of Shri Kanekal and SAMPEX Data Center staff. (This figure also appears on page 28.)

Figure 3.1 Charged particle motions in the magnetosphere, showing gyration around a field line,
bouncing between mirror points, and azimuthal drift along L shells. Pitch angle is q. (This figure
also appears on page 47.)
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Figure 4.3 Schematic representation of the
magnetopause, bow shock, and the ion
foreshock region (shaded) where ULF waves are
likely generated. The IMF is shown northward,
and thick arrows represent plasma streamlines.

Field lines (solid) map around the
magnetopause and the plasma convects
antisunward. (This figure also appears on
page 66.)
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Figure 5.9 Dynamic cross-phase spectra data recorded on February 9, 1995 by the Churchill line
of magnetometers of the Canadian array. Time axis is from 0800 to 0530UT and local noon is at
1800UT. Cross-phase scale is from 0� to 120�. (This figure also appears on page 99.)
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Figure 5.10 The “ellipticity” spectra computed from the north–south component magnetic field
data from pairs of latitudinal spaced stations of the Canadian Churchill line. The processing used
the same time series as Figure 5.9. (This figure also appears on page 102.)
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Figure 5.11 The automatic FLR detection algorithm in Berube, Moldwin, and Weygand (2003)
applied to the cross-phase data in Figure 5.9. (This figure also appears on page 104.)

Color Plates jXVII



Figure 5.12 The automatic FLR detection algorithm in Berube, Moldwin, and Weygand (2003)
applied to the ellipticity data in Figure 5.10. (This figure also appears on page 105.)
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Figure 6.1 Logarithm of magnetosphere plasma mass density in units of Hþ cm�3 as a function
of radial distance and MLT, derived from FLRs detected with the CANOPUS magnetometer array
on February 9, 1995. From Waters et al., (2006). (This figure also appears on page 109.)

Figure 6.14 Normalized, mean trace spectral power over 0.1–9mHz from magnetometer data
recorded at Davis, Antarctica. The data are for the full year 1996 and local magnetic noon is near
0940UT. (This figure also appears on page 129.)
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Figure 6.16 Extent in latitude of field line
tension and torsion that affects FLR frequencies.
(a) Estimates using the Tsyganenko 1996
model. (b) Normalized trace spectra of the

horizontal components of magnetometer data
from various stations in the Scandinavian
IMAGE magnetometer array for the year 1996.
(This figure also appears on page 131.)
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Figure 7.2 Plasma mass density map for October 16–18, 1990, based on observations from two
magnetometer arrays separated by 10 h in local time. Adapted from Menk et al. (1999). (This
figure also appears on page 135.)
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Figure 7.7 Whole-day L¼ 2.67 cross-phase frequency–time spectra for (a) September 30, 2002
and (b) October 5, 2002 when a density biteout occurred. (This figure also appears on page 140.)
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Figure 7.10 Dynamic cross-phase spectra for May 14, 2001, showing cross-phase polarity
reversals, arrowed, at 0730 and 1200–1230 UT. From Kale et al. (2007). (This figure also appears
on page 143.)
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Figure 7.13 (a) Equatorial electron density
(solid line) and resultant resonant frequency
profiles for 19–20 UT on June 11, 2001 from a
2.5D numerical model. (b) Corresponding
predicted power spectral density for the north–

south ground-level magnetic perturbation. (c)
Predicted ground cross-phase profile for an
interstation spacing of 2�. (This figure also
appears on page 145.)
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Figure 7.21 Doppler velocity oscillations in beam 5 of the Finland (Hankasalmi) HF radar from
0400–0800 UT on January 6, 1998. (This figure also appears on page 156.)
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Figure 8.4 (a) The polarization azimuth
computed from ULF bx and by for a frequency of
16 mHz and dip angle of I¼ 70� at solar
maximum ionosphere conditions. The wave
numbers are kx¼ 10�10m�1 and ky varying
between 10�8 and 10�4m�1. (b) The amplitude

of the field-aligned (compressional) component
of the ULF wave magnetic field for the
parameters used in panel (a). From Sciffer,
Waters, and Menk (2005). (This figure also
appears on page 175.)
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Figure 8.16 The variation in differential phase
for a 70MHz signal due to changes in TEC from
a 15 mHz ULF wave with ULF wave mix of 80%
shear Alfv�en mode at 1000 km altitude, as a
function of the ULF wave spatial scale size.

Conditions were for local noon using the
divergence term (last term in Equation 8.42)
only. From Waters and Cox (2009). (This figure
also appears on page 193.)
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1
Introduction

1.1
Purpose of This Book

This book describes how measurements of naturally occurring variations of Earth’s
magnetic field can be used to provide information on the near-Earth space environ-
ment. This is a complex and highly dynamic region, the home of space weather that
affects orbiting spacecraft and technological systems on the ground. The measure-
ments come mostly from ground-based magnetometers but also from high-
frequency radars, very low-frequency radio propagation circuits, and satellite plat-
forms. Such remote sensing is possible because magnetic field lines originating in
Earth extend through the atmosphere into space and respond to perturbations in the
solar wind, which are transmitted earthward by periodic magnetic and electric field
perturbations called plasma waves.

This area of research is called magnetoseismology. Its study and use for remote
sensing require knowledge of and provide information on the solar wind, the
interface between the solar wind and Earth’s (geo)magnetic field, the near-Earth
plasma environment and its variable particle populations, the ionized region of the
atmosphere, and to some extent the subsurface structure of the ground.

The book does not assume familiarity with concepts in space physics and plasma
physics. However, there is a strong emphasis on understanding of the core concepts
and the consequent science applications. This is a new and exciting field, which
greatly extends the utility of ground and in situ observations and mathematical
descriptions of the observed phenomena.

1.2
The Solar Wind

Our planet Earth is immersed in the Sun’s outer atmosphere. Particles streaming
outward from the Sun exert pressure upon interplanetary matter, evident from obser-
vations of comet tails. As seen in Figure 1.1, comets may form two tails: a dust tail arising
from the combined effects of radiation pressure on the low-mass dust particles and
inertia of the heavier grains, and an ion tail due to the pressure exerted on gas in the

Magnetoseismology: Ground-based remote sensing of Earth’s magnetosphere, First Edition. Frederick W. Menk
and Colin L. Waters.
# 2013 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2013 by Wiley-VCH Verlag GmbH & Co. KGaA.

j1



comet’s coma by the streaming solar particles and an embedded magnetic field.
Biermann (1951) thus deduced that particles flow continuously outward from the
Sun with velocities of order 103 km s�1. Parker (1959) called this stream the solar wind
and showed that it arises from the supersonic expansion of the solar corona into space
along magnetic lines of force originating in the Sun and due to the pressure gradient
between the coronal gas (�10�3 Pa) and interplanetary space (�10�13 Pa). Further
details appear in a number of reviews (e.g. Aschwanden, 2005; Goldstein et al., 2005;
Hundhausen, 1995; Watermann et al., 2009). The solar wind energy flux reaching
Earth’s magnetosphere boundary is around 1012 W, imparting a force of order 4� 107 N.

The solar wind carries with it an embedded magneticfield that extends from the Sun
into interplanetary space. This is called the interplanetary magnetic field (IMF), and
because of the high electrical conductivity of the solar wind plasma, the IMF is “frozen
in” to the solar wind. This means that the magneticflux through a volume of solar wind
plasma remains constant, so the magnetic field is transported with the plasma and the
field lines may be regarded as streamlines of the flow. Due to the conservation of
angular momentum of the plasma, the field lines trace out Archimedean spiral
patterns (called the Parker spiral) with distance from the Sun. This is an example of a
rotating “garden hose” effect, so at Earth’s orbit the IMF makes an azimuthal angle
w� 45� with respect to the Sun–Earth line, given by

tanw ¼ RSE VS=V sw; ð1:1Þ

Figure 1.1 Comet Hale–Bopp, showing a
white dust tail and a blue ion tail, shown here as
gray, resulting from the effect of the solar wind
and entrained magnetic field. Source:
Alessandro Dimai and Davide Ghirardo
(Associazione Astronomica Cortina) at Passo

Giau (2230 m), Cortina d’Amprezzo, Italy,
March 16, 1997, 03:42 UT. e-mail:
info@cortinastella.it, web: www.cortinastelle.it-
www.skyontheweb.org. (For a color version of
this figure, please see the color plate at the
beginning of this book.)
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whereRSE is the Sun–Earth distance, 1 AU (Astronomical Unit)¼ 1.50� 109 m,VS is
the angular rotation speed of the Sun� 2.87� 10�6 rad s�1, andVsw is the solar wind
speed.

The direction of the IMF is usually described in terms of vector components Bx,
By, and Bz with respect to the Geocentric Solar Magnetospheric (GSM) coordinate
system, in which the X-axis is directed from Earth to the Sun, the Z-axis points
roughly northward such that Earth’s magnetic dipole axis is in the X–Z plane, and
the Y-axis completes the right-handed system. Since the polarity of solar magnetic
fields is usually of one sign or the other over much of a hemisphere of the Sun, the
IMF Bx component at Earth tends to be directed sunward or antisunward for
extended periods of time. The boundary between these toward/away regions is
referred to as the heliospheric current sheet, and in three dimensions the structure
resembles a fluted ballerina skirt. This is illustrated in Figure 1.2. Under quiet
conditions distinct crossings of these “sector boundaries” are observed during each
solar rotation. The angle between the IMF and the Sun–Earth line is often called the
cone angle, defined as

qBx ¼ cos�1 Bx

B
; ð1:2Þ

where B is the IMF magnitude. In reality, the cone angle fluctuates considerably,
although it is often described as being small (�40�) or large.

Properties of the solar wind are now well known (e.g. Hundhausen, 1995;
Schwenn, 2001) and are monitored in real time by satellites upstream from Earth.
The solar wind is highly variable over a range of timescales, but at Earth’s orbit
comprises a neutral, fully ionized plasma with typical ion composition of 95–96%

Figure 1.2 Artistic representation of IMF
structure in the inner heliosphere during the
declining phase of the solar cycle. Coronal holes
near the Sun’s poles are the sources of open
field lines (here, positive or outward from the
north pole), with bright active regions near the
equator. The separatrix between the positive

and negative solar magnetic fields forms a
warped three-dimensional structure. Due to the
tilt of the coronal magnetic field, high-speed
streams are embedded among slow flows in the
solar wind, resulting in corotating interaction
regions (CIRs) on Earth. From Schwenn (2001).
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protons, 4–5% He, and a minor proportion of heavy ions. Proton temperature is
Tp� 4–10� 104 K and electron temperature Te� 1.5� 105 K. The average flow speed
is VSW� 350–400 km s�1, the proton density is typically in the range np¼ 3–10 cm�3,
the resultant dynamic pressure (i.e., momentumflux,DP ¼ npv2

p) is around 3 nPa, and
the magnetic field strength is B� 5 nT. The solar wind energy is dominated by the
flow, ð1=2ÞðrV2

SWÞ, which has energy density�7� 10�10 J m�3 at Earth. The speedVS

at which pressure disturbances propagate in the solar wind is about 50 km s�1 at 1 AU,
so the solar wind is supersonic, with Mach number Ms¼VSW/VS.

Various features of the solar corona determine the characteristics of the solar wind.
Figure 1.3 shows normalized yearly solar wind speed distributions during solar
minimum years derived from the NASA OMNIWeb database. A bimodal structure is
evident, suggesting that there are two types of solar wind streams (McGregor et al.,
2011; Schwenn, 2001). The high-speed, low-density solar wind streams originate from
coronal holes, well-defined low-temperature regions from which coronal magnetic
field lines are open to, and expand superradially into, interplanetary space. These are
represented in Figure 1.2, and result in the formation of corotating interaction regions
(CIRs) due to the tilt of the coronal magnetic field with respect to the Sun’s rotation
axis during the declining phase of the solar cycle (Gosling and Pizzo, 1999). Coronal
holes are regarded as features of the quiet Sun, when they extend to lower latitudes on
the solar surface, near the ecliptic plane. The helium abundance in such streams is
higher and more constant than that under slow wind conditions, and the ionization
state of heavier ions is lower, suggesting that the high-speed streams originate from
lower and cooler altitudes in the corona.

The relatively slow component of the quiet solar wind typically has higher proton
density, lower helium density, and higher ionization temperatures. It appears to

Figure 1.3 Normalized solar wind speed distributions at Earth’s orbit during the solar minimum
years 2006 (solid curves), 1995 (dotted curves), 1985 (dashed curves), and 1976 (dash-dotted
curves). Adapted from McGregor et al. (2011).
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originate from hotter magnetic loops that intermittently reconnect with open flux
tubes at coronal hole boundaries.

During the active phase of the solar cycle, large transient events associated with
active centers and closed loop-like magnetic structures are common. These include
coronal mass ejections (CMEs), large eruptions of plasma and magnetic field into
interplanetary space, causing interplanetary shocks and triggering geomagnetic
storms at Earth when magnetic reconnection occurs between the CME and the
geomagnetic field. The frequency of CME eruptions peaks near solar maximum,
although a slow solar wind component, with high Heþ concentration, is also present
during this phase. Howard (2011) has provided a detailed review of current
understanding of CMEs.

Multisatellite observations reveal the presence of complex features in the solar
wind, including rotational and tangential discontinuities, magnetic clouds, flux
ropes and holes, and isolated electrostatic structures indicative of the presence of
double layers (Goldstein et al., 2005).

An extremely quiet solar wind condition occurred during May 11–12, 2009, when
the solar wind density dropped to �0.2 cm�3 and the velocity to �300 km s�1 for an
extended period. This event was associated with highly nonradial solar wind flows
and unipolar IMFand has been traced to a small coronal hole lying adjacent to a large
active region on the solar disk (Janardhan et al., 2008). In contrast, a series of violent
solar flares and CMEs during late October to early November 2003 triggered major
geomagnetic storms at Earth resulting in extreme space weather events with
significant impacts on Earth-orbiting spacecraft, the ionosphere and atmosphere,
and terrestrial systems (Gopalswamy et al., 2005). During this time, solar wind gusts
exceeding 2000 km s�1 were accompanied by increases in the >10 MeV proton flux
at geostationary orbit of over five orders of magnitude relative to nominal quiet
conditions.

1.3
Fluctuations in the Solar Wind

The region of interplanetary space dominated by the solar wind is the heliosphere.
At some large distance from the Sun, the solar wind speed (which depends on
density) becomes subsonic, with large changes in plasma flow direction and
magnetic field orientation. This is the termination shock. Beyond this is a shock
region and the heliopause, where solar wind particles encounter and are stopped by
particles of the interstellar medium. The Voyager 1 and Voyager 2 spacecraft,
launched 2 weeks apart in 1977, crossed the termination shock in December 2004
and August 2007, respectively, at about 94.0 AU in the northern hemisphere and
83.6 AU in the southern hemisphere.

Plasma waves are a characteristic feature of shocks, where they dissipate energy
and drive particle motions, and have been observed in bow shocks upstream of the
magnetized planets and also at the solar wind termination shock (e.g. Gurnett and
Kurth, 2008). Since the termination shock may move due to variations in the solar

1.3 Fluctuations in the Solar Wind j5



wind dynamic pressure or waves on the shock front, Voyager 2 has been seen to
cross the shock multiple times (Li, Wang, and Richardson, 2008). By December
2010, the solar wind recorded by Voyager 1 at 116 AU had zero radial component and
was purely parallel to the heliosphere surface.

The solar wind is full of fluctuations, although whether this is due to turbulence or
waves is not always evident from single point measurements (Goldstein et al., 2005;
Tu and Marsch, 1995). A correlation often exists between magnetic field and velocity
fluctuations. If the perturbed magnetic field b¼dB is related to the velocity
perturbation v¼ dV and number density r in the form

b ¼ �v
ffiffiffiffiffiffiffiffi
m0r

p
; ð1:3Þ

then the perturbation is said to be Alfv�enic and may be related to the propagation
of transverse Alfv�en plasma waves. These waves are described in detail in
Chapter 3. High-speed solar wind streams contain a complex spectrum of
wave-like oscillations in velocity, density, and magnetic field strength, with periods
ranging from seconds to days (Gurnett, 2001), while large-amplitude, nonsinu-
soidal Alfv�en waves that probably originate in coronal holes and propagate
outward from the Sun dominate the microscale structure of the solar wind
(Belcher and Davis, 1971).

Power spectra from near-Earth orbit of solar wind magnetic field fluctuations in
the millihertz frequency range often follow a power law similar to that for
uncorrelated turbulence, of the form f �5/3. Monthly averaged spectra of solar
wind speed and density from upstream satellites exhibit no statistically significant
peaks, as shown in Figure 1.4, although magnetic fluctuations may occur specifically
near the local proton gyrofrequency (Jian et al., 2010; Tsurutani et al., 1994). Plasma
waves play a fundamental role in determining the properties of the solar wind, and
can also be used as a diagnostic of energetic processes. Such plasma waves are an
important focus of this book.

Oscillations exist within the Sun in the form of pressure and gravity waves. The
latter are trapped in the deep interior of the Sun below the convection zone, while the
former can propagate throughout the Sun’s interior. Acoustic waves can thus
propagate around the Sun and arrive in phase at the original point to form global
standing modes, called normal modes, producing surface oscillations as the wave
energy couples with the boundary of the cavity. This boundary is usually the
photosphere where the density decreases rapidly.

Study of these surface oscillations provides insights into the internal structure and
dynamics of the Sun (Christensen-Dalsgaard, 2002). This area of science is called
helioseismology, while the study of the internal structure of other stars using similar
techniques is called asteroseismology. Chapter 9 provides a brief introduction to
these interesting topics. The period of the solar normal mode oscillations is about
5 min (3.33 mHz), although long-duration ground-based observations reveal a
multitude of Doppler shift frequency peaks between about 2.5 and 4.5 mHz in
power spectra of the Sun’s full disk (Claverie et al., 1979; Grec, Fossat, and
Pomerantz, 1980). The precise frequencies vary with solar cycle. Plasma waves
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are believed to play an important role in heating the corona, and 5 min waves have
been observed in the photosphere. Near Earth, there are many reports of geo-
magnetic field oscillations with discrete frequencies in the range 1.4–4.2 mHz (e.g.
Mathie et al., 1999a; Viall, Kepko, and Spence, 2009). It has been suggested that
discrete frequencies similar to those observed at Earth in the millihertz range are
present in the solar wind density (Walker, 2002) and may originate from the corona
(Viall, Spence, and Kasper, 2009). The sources of millihertz frequency plasma waves
are discussed in more detail in Chapter 4.

1.4
Early Observations of Geomagnetic Variations

Oscillatory variations of suspended magnetic needles were noted by several workers
during the mid-nineteenth century (Schr€oder and Wiederkehr, 2000), including
Johann von Lamont in 1841 and Balfour Stewart in 1859. The development of
magnetometers, in London in 1857, using a light beam to record small variations on
photosensitive waxed sheets permitted the continuous registration of geomagnetic
(micro)pulsations at a number of observatories (Stewart, 1859). This allowed Stewart
(1861) to note that great auroral displays seen on August 28 and September 2, 1859 at
latitudes as low as Cuba and Australia were accompanied by rapid pulsatory

Figure 1.4 (a) Time series and (b) power
spectrum of the IMF north–south component
magnitude measured upstream of Earth by the
WIND spacecraft during April 1997. Spectral
resolution is 0.14 mHz. Error bars denote 99%

confidence intervals. (c) Power spectrum of
proton density from upstream ACE spacecraft
during March 2003. (d) Power spectrum of
solar wind velocity from ACE spacecraft during
June 1999.
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magnetic variations with periods ranging from 0.5 min (the smallest observable
interval) to 4–5 min, similar to “the nature of its action on telegraphic wires” in
addition to longer variations with periods of 40–50 min and about 6 h. Remarkably,
Stewart considered that an intense magnetic disturbance commencing at 05 LT on
September 2, 1859 was related to solar flare eruptions, observed for the first time at
1115 LT on the previous day by Carrington. He also noted that at the instant of the
flare observation, there was an abrupt magnetic disturbance lasting about 7 min.
This phenomenon is now called a solar flare effect (SFE).

We now know that solar flares and CMEs trigger magnetic storms, resulting in
disturbances in the geomagnetic field with periods from fractions of a second to many
hours, intense auroral activity at high latitudes, and a host of other effects including
space weather impacts on satellites, radio networks, and terrestrial systems. Ground-
based measurements of geomagnetic variations may be used to remote sense the
regions where these effects are produced. The remote sensing techniques are
described in Chapter 6 and examples of applications are given in Chapter 7.

In 1896, Eschenhagen recorded geomagnetic perturbations using rapid run
magnetographs with tiny suspended magnets, finding small-amplitude oscillations
with a period of 12 s. Such phenomena were called geomagnetic pulsations by
van Bemmelen in 1899. Using measurements at 15 observatories worldwide,
Eschenhagen (1897) concluded that these fluctuations can originate in the upper-
most levels of the atmosphere “unless they are first caused by special activity on the
Sun itself.”

Since these first observations, many thousands of papers have appeared in the
refereed literature on the properties and origin of what are now called geomagnetic
pulsations. The region of near-Earth space in which they are found is termed the
magnetosphere, since it is enclosed and dominated by the geomagnetic field. The
development of knowledge on geomagnetic pulsations may be traced through
detailed reviews (Allan and Poulter, 1992; Chapman and Bartels, 1940; Kato and
Watanabe, 1957; Menk, 2011; Orr, 1973; Saito, 1969).

Advances in instrumentation and data analysis techniques have stimulated this
growth in understanding. These include the development of induction coil and
fluxgate sensors and digital data loggers (Serson, 1973), the use of spectrum analysis
techniques to display whole day frequency–time spectra (Duncan, 1961) and cross-
phase spectra between closely spaced ground magnetometers (Waters, Menk, and
Fraser, 1991), and the detection with high-frequency radars of perturbations in
the ionosphere accompanying geomagnetic variations (Harang, 1939). These tech-
niques are described in Chapter 5.

1.5
Properties of Geomagnetic Variations

Intense work during the International Geophysical Year, (1957–1958) established
that small, periodic oscillations of the geomagnetic field occur virtually at all times
and across the globe, although their amplitudes peak at high latitudes. The
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pulsations are generally of two forms in ground-based magnetometer records.
Regular, sinusoidal oscillations with periods between about 0.1 and 1000 s occur
mostly during local daytime, and are called continuous pulsations, Pc. They last
from minutes to hours, often exhibiting a characteristic modulated waveform
similar to the beating pattern produced by signals with closely spaced frequencies.
The amplitude of these pulsations increases with increasing period and is of order
1 nT at 30 s (33 mHz). For comparison, the main background geomagnetic field on
the ground has intensity of �5� 104 nT. The amplitude of Pc signals also exhibits a
diurnal variation, typically peaking near noon, varies with solar wind conditions,
and is strongly dependent on latitude.

Figure 1.5a shows an early measurement of the relation between amplitude and
period of Pc pulsation activity at a midlatitude station, while Figure 1.5b represents
the variation with latitude of Pc occurrence frequency at solar maximum.

At local nighttime, pulsations have the appearance of impulsive damped trains of
oscillations, called Pi, and are often associated with auroral activity and other
geomagnetic disturbances.

To lend order to descriptions of magnetic pulsations, Jacobs et al. (1964) proposed
a classification system based on the frequency bands in which oscillations tend to be
observed. This is summarized in Table 1.1.

Although this classification did not attempt to describe the essential physics of the
phenomena, it is still widely used today. Descriptions of the appearance of these
signals in frequency–time spectra have been provided by several workers (e.g.
Fukunishi et al., 1981; Menk, 1988; Saito, 1969). As seen in Figure 1.6, daytime
pulsation activity is often present in one or more well-defined spectral bands lasting
up to several hours. This suggests the pulsations are generated by mechanisms that
select specific frequencies for a given location.

A landmark in the understanding of geomagnetic pulsations was the realization
by Hannes Alfv�en in 1942 that the motion of a conducting fluid in a magnetic field
gives rise to electric currents, which in turn produce mechanical forces, resulting in
the formation of hydrodynamic waves propagating through space at what is today
called the Alfv�en speed. These ideas were developed in detail by Alfv�en (1948) with
the formulation of the theory of hydromagnetic waves (now called Alfv�en waves) and
the field of magnetohydrodynamics (MHD). Hannes Alfv�en was awarded the 1970
Nobel Prize in Physics for “fundamental work and discoveries in magneto-hydro-
dynamics with fruitful applications in different parts of plasma physics.” The theory
and properties of plasma waves in the magnetosphere are described in Chapter 3.

It is now known that geomagnetic pulsations are the signature of ultralow
frequency (ULF) (frequency in the range 1 mHz–10 Hz) waves that propagate
through Earth’s magnetosphere. There is growing evidence that Pc pulsations
are connected with ULF waves, which enter the magnetosphere from the upstream
solar wind or are generated at the magnetopause boundary when it undergoes rapid
deformation under the action of the solar wind. These waves may have dimensions
comparable to the size of the entire magnetosphere, and may therefore establish
oscillations along geomagnetic field lines stretching from Earth into space. Some Pc
pulsations with low spatial coherence lengths are associated with waves generated
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Figure 1.5 (a) Relation between amplitude and period of Pc activity at a midlatitude station. After
Duffus and Shand (1958). (b) Variation with latitude of Pc occurrence frequency during October 1957
to September 1958 at some American observatories. After Jacobs and Sinno (1960).

Table 1.1 Classification system for geomagnetic pulsations.

Continuous
pulsations

Pc1
T¼ 0.2–5 s

Pc2
T¼ 5–10 s

Pc3
T¼ 10–45 s

Pc4
T¼ 45–150 s

Pc5
T¼ 150–600 s

Irregular
pulsations

Pi1
T¼ 1–10 s

Pi2
T¼ 10–150 s

10j 1 Introduction



locally within the magnetosphere, and gain energy from interactions with charged
particles orbiting Earth in the radiation belts. Pi pulsations are manifestations of
irregular ULF waves associated with the transient magnetic fields and precipitating
energetic particles responsible for auroras.

ULF waves carry energy throughout the magnetosphere, but can also be used to
monitor processes in space. Obayashi and Jacobs (1958) suggested that long-period
magnetic pulsations are due to standing Alfv�en waves on geomagnetic field lines,
called field line resonances (FLRs). The concept of standing oscillations, assisted by
MHD theory, is often described in terms of two limiting types of standing
oscillations, toroidal and poloidal modes, as represented in Figure 1.7. These relate
respectively to azimuthal and radial motions of field lines in space. The oscillation

Figure 1.7 Schematic representation of (a) fundamental (odd mode) and (b) second harmonic
(even mode) standing oscillations of geomagnetic field lines. Decoupled toroidal and poloidal
modes are shown, with dashed lines depicting the displaced field lines.

Figure 1.6 Dynamic power spectrum showing pulsation activity recorded over a whole day at a
low-latitude station. Pc activity occurs mostly in a band near 50–60mHz during local daytime,
while a Pi2 event is seen near 22 LT. From Duncan (1961).
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frequency of the fundamental mode, fR, depends on the field line length and the
Alfv�en speed VA along the resonant field line:

f �1
R �

ð
ds

VAðsÞ ; ð1:4Þ

where

VA ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2=m0r

q
; ð1:5Þ

r¼ nimi is the plasma mass density, m0 is the permeability of space, and the
integration is carried out between conjugate ionospheres. Since field lines originat-
ing at different latitudes on the ground have different lengths and hence map out to
different radial distances in space, measurement of the FLR frequency as a function
of latitude provides an estimate of magnetospheric plasma mass density distribution
provided the magnetic field strength is known. This is the basis for remote sensing
near-Earth space described in this book.
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2
The Magnetosphere and Ionosphere

2.1
The Geomagnetic Field

The origin and structure of Earth’s (geo)magnetic field is described in numerous
publications (e.g., Campbell, 2003; Glassmeier, 2009; Jacobs, 1987, 1991; Menk,
2007; Merrill, McElhinny, and McFadden, 1998). The first clear description of the
geomagnetic field was by William Gilbert in 1600, through a series of experiments
that showed that Earth is magnetized and possesses magnetic poles. We now know
that the total strength of this field is around 0.066 mT near the poles and 0.024 mT
near the equator. By comparison, a small bar magnet produces a field of order 10 mT.
Note that Tesla, T, is actually the unit of magnetic flux density or magnetic induction,
B, with SI units T¼Wb m�2¼ kg s�2 A�1.

The needle of a magnetic compass points at an angle to true (geographic) north.
This angle of deviation is called the magnetic declination (positive when east of true
north) and varies with location, as reported by Christopher Columbus in 1492. The
first declination chart of Earth was produced by Edmund Halley (1702). At low
latitudes, the declination is typically a few degrees, but may approach 90� in the polar
regions. For example, at Davis station in Antarctica, the declination in January 2010
was 79�290W, decreasing at 0.14� yr�1.

The geomagnetic field vector F is usually described in terms of total field intensity
F, the horizontal intensity H (in nT), the inclination (or dip angle) I of F with respect
to the horizontal plane, and the declination D (in degrees). At Davis in Antarctica,
I¼�71�590, decreasing at 0.01� yr�1, and F¼ 54 459 nT, increasing at 2 nT yr�1, as
of January 2010. Note that in practice, H is often used to describe the magnetic field.
An orthogonal X, Y, Z coordinate system (representing field intensity in the north,
east, and vertical directions) is also widely used, especially at high latitudes.
The relationship between these coordinates is illustrated in Figure 2.1. We see
that H¼F cosI, Z¼F sinI, X¼H cosD and Y¼H sinD.

The geomagnetic field measured at the surface of Earth includes contributions
from sources within Earth’s core, the crust and upper mantle, and a disturbance
field representing electric currents flowing in the ionized part of the atmosphere
(the ionosphere) and in the magnetosphere:

Bðr; tÞ ¼ Bcoreðr; tÞ þ BcrustðrÞ þ Bdistðr; tÞ: ð2:1Þ

Magnetoseismology: Ground-based remote sensing of Earth’s magnetosphere, First Edition. Frederick W. Menk
and Colin L. Waters.
# 2013 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2013 by Wiley-VCH Verlag GmbH & Co. KGaA.
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The core field is produced by self-exciting dynamo action due to differential
rotation between the inner and outer regions of the conducting outer core of Earth.
The resultant field is approximately dipolar and the axis of this centered dipole is
tilted by about 10� with respect to Earth’s geographic rotation axis. Such a dipole
accounts for about 90% of the geomagnetic field at the surface. The core field
changes slowly with time, called secular variation, and includes large-scale anoma-
lies associated with eddy circulations in the outer core.

The crustal field arises from relatively small-scale sources of induced or remnant
magnetization of rock and may significantly affect local magnetic measurements.
This field varies widely with location and is mapped with ground-based, marine,
aeromagnetic, and high-precision satellite surveys. Such surveys provide vital
information to the geophysics exploration community that is concerned with
locating and exploiting mineral deposits.

The disturbance field due to external sources varies with location and time and is
of particular interest. It is discussed in more detail later.

The dipole axis cuts Earth’s surface at the geomagnetic poles. Vostok station in
Antarctica is located near the south geomagnetic pole, which at epoch 2010.0 was at
80�020S, 107�80E. Strictly speaking, this is a north pole since it attracts the south pole
of magnets. The regions of peak auroral activity, the auroral ovals, are approximately
centered on the geomagnetic poles.

The positions of the actual magnetic poles, where a compass needle stands
vertically, depend on local effects in the crust and do not coincide with the
geomagnetic poles. Determining the locations of these poles was an important
goal for early explorers. At epoch 2010.0, the north magnetic pole was located at

Figure 2.1 Components of the geomagnetic field, where H¼ F cosI, Z¼ F sinI, X ¼H cosD,

Y¼H sinD, and F ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2 þ Y2 þ Z2

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H2 þ Z2

p
. From Fraser-Smith (1987).
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84�970N, 132�350W and the south magnetic pole at 64�420S, 137�340E. When
Edgeworth David, Mawson, and Mackay reached the south magnetic pole on January
16, 1909, it was located at 71�360S, 152�00E. More recently, the south magnetic pole
has been accurately located and observed to move 360 km over the course of a
relatively quiet day, at about 17 km h�1 (Barton, 2002).

The magnetic field due to a centered dipole is represented in spherical coordinates by

Br ¼ �M
r3

2 cosq;

Bq ¼ �M
r3

sin q;

Bw ¼ 0:

ð2:2Þ

The total intensity is given by

B ¼ �M
r3

3 cos qþ 1½ �1=2; ð2:3Þ
where r is measured from the center of Earth and q is the colatitude measured from
the dipole axis. M� 7.8� 1022 A m2 is the dipole moment of Earth. This has been
decreasing with time, as shown in Figure 2.2 (Fraser-Smith, 1987). The equation
describing a dipole field line is then given by

r ¼ r0 sin2 q; ð2:4Þ
where r0 is the geocentric distance at which the field line crosses the equator.

The magnetic shell parameter L is commonly used to describe the equivalent
distance in RE by which dipole field lines extend into space at the equator, mapping
out magnetic shells with LRE ¼ r0.

A centered dipole is a poor approximation to the actual field. An improvement is
gained by using an eccentric axis dipole, based on a tilted dipole source displaced about
560 km from Earth’s center, toward the Mariana Islands, east of the Philippines.

Figure 2.2 Variation of Earth’s dipole magnetic momentM over 150 years. From Fraser-Smith
(1987).
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The first mathematical description of the geomagnetic field was provided by Carl
Gauss in 1839, through spherical harmonic analysis. This is the basis for the most
widely used model of the geomagnetic field, the International Geomagnetic Refer-
ence Field (IGRF) (Finlay et al., 2010). The magnetic field B(r, q, w, t) produced by
internal sources is represented by the gradient of a scalar potential V(r, q, w, t), giving

B ¼ �rV : ð2:5Þ
Since

r � B ¼ 0; ð2:6Þ
r2V ¼ 0; ð2:7Þ

where V is written as a spherical harmonic expansion:

V ¼ RE

XN
n¼1

Xn
m¼0

RE

r

� �nþ1

gmn ðtÞcosmwþ hmn ðtÞsinmw
� �

Pm
n cos qð Þ: ð2:8Þ

The gmn and hmn terms are determined from experimental measurements of the
geomagnetic field, and are called the Gauss coefficients. The Pm

n ðcosqÞ terms are the
associated Legendre functions and r is the radial distance from the center of Earth
with radius RE. For the IGRF-11 model, N¼ 10 (i.e., 120 coefficients) up to the year
2000, but extended to degree 13 (195 coefficients) for later years to take advantage of
Oersted and CHAMP spacecraft data. The World Magnetic Model (WMM) has been
developed jointly by government agencies in the United States and United Kingdom
and is based on an expansion of the magnetic potential into spherical harmonic
functions to degree and order 12 (Maus et al., 2010). This represents internal
magnetic fields with spatial wavelengths exceeding 30� in arc length, excluding
sources within Earth’s crust and upper mantle, the ionosphere and magnetosphere.
Consequently, local, regional, and temporal magnetic declination anomalies exceed-
ing 10� may occur. Ground observations are required to describe accurately the
actual field and its spatial and temporal variation.

Figure 2.3 shows a global map of the main total field intensity F on a Mercator
projection produced using the 2010 WMM and distributed by the US National
Geophysical Data Center. Contours represent 1000 nT increments. A perfectly
uniform geocentric dipole field would result in contours parallel to lines of latitude.
The maxima are at the dip poles and the minimum is near Brazil. The latter is called
the South Atlantic Magnetic Anomaly (SAA) and arises because of the offset of the
dipole field. Since the motion of charged particles arriving from space is influenced
by the direction and strength of the magnetic field, such particles reach lowest
altitudes near the SAA. This can result in high radiation doses that may affect
humans and damage spacecraft in near-Earth orbits traversing the SAA. Such
spacecraft suffer the greatest number of radiation-induced operational anomalies
near the SAA (Hastings and Garrett, 1996). This is illustrated in Figure 2.4, which
shows the location of single-event upsets (SEUs) in NMOS DRAM computer chips
on board the UoSat-2 spacecraft over 1 year at 700 km orbit. The increase in events
near the SAA is obvious.
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A striking reminder of the temporal nature of the main internal field is presented in
Figure 2.5 (Finlay et al., 2010). This shows how the minimum in F at Earth’s surface,
and the location of this point, has changed and moved in the past century. Clearly,
the SAA is no longer in the south Atlantic, but is moving westward over South
America. This is a manifestation of secular variation of the geomagnetic field,
directly related to processes in the dynamo source (Barton, 1989). Efforts to better
understand these effects include analysis of maritime observations spanning the

Figure 2.3 Mercator projection of the total intensity F of the main geomagnetic field computed
using the 2010 World Magnetic Model. Contour interval is 1000 nT. From Maus et al. (2010). (For
a color version of this figure, please see the color plate at the beginning of this book.)

Figure 2.4 Map showing location of single-event upsets (SEUs) in NMOS DRAMs on UoSat-2 at
700 km altitude over 1 year. From Underwood et al. (2000) referenced in Dyer and Rodgers (1998).
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years 1590–1990 to develop a model of the magnetic field at the core–mantle
boundary (Jackson, Jonkers, and Walker, 2000; Jonkers, Jackson, and Murray, 2003).

This book focuses on remote sensing the magnetosphere from the ground,
mainly by monitoring perturbations of geomagnetic field lines extending into space.
For example, if the resonant frequency of a field line is determined using observa-
tions, then the density near the field line apex may be found using Equation 1.4. This
requires a suitable model of the magnetic field in space.

At low latitudes, the geomagnetic field is relatively unaffected by the solar
wind and other external sources, and a dipole configuration is usually assumed to
be an adequate description of the field geometry (Allan and Knox, 1979a; Radoski,

Figure 2.5 Variation in (a) strength and (b) location of the minimum in the total field intensity
F in the South Atlantic Anomaly region during the past century. From Finlay et al. (2010). (For a
color version of this figure, please see the color plate at the beginning of this book.)
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1967, 1972). In essence, the propagation of ULF plasma waves in the magneto-
sphere is represented by an equation of the form(Singer, Southwood, and
Kivelson, 1981):

@2 B0 � jð Þ=@t2� � ¼ VA � VA � r�r� B0 � jð Þð Þ; ð2:9Þ
where B0 is the unperturbed magnetic field and j is the plasma or field displace-
ment. Solving this for a nonuniform field, such as a dipole field, is not straightfor-
ward, and approximations or analytic expressions for certain conditions are often
used to determine the density (Orr, 1973; Taylor and Walker, 1984). However,
further complications arise at very low and high latitudes. At very low latitudes,
geomagnetic field lines do not reach high altitudes and so crustal and other regional
nondipolar anomalies may be important. It may then be appropriate to adjust the
dipole configuration using the IGRF (Hattingh and Sutcliffe, 1987).

External factors become important when considering the mapping into space of
mid- and high-latitude field lines. The dipole model is usually regarded as inaccurate
for field lines extending beyond about 5RE (Singer, Southwood, and Kivelson, 1981).
In order to discuss models appropriate for these situations, we first need to consider
the structure of the magnetosphere.

2.2
Structure of Earth’s Magnetosphere

The magnetosphere is the volume of space mapped out by field lines extending from
the ground and in which the motions of charged particles are dominated by
geomagnetic effects. Since the solar wind is a supersonic conducting fluid, it is
excluded from entering the magnetosphere directly, so the geomagnetic field is
compressed on the sunward side. The location of the boundary, called the magne-
topause, is determined by the balance of solar wind pressure and magnetic pressure.
With some simplifying assumptions, this condition can be described by

KnmpV
2
sw sin2 q ¼ ½2WBðrÞ�2=2m0; ð2:10Þ

where K describes the flow reduction due to diversion around the magnetopause
and depends on the ratio of specific heat (the polytropic index) c, mp is the proton
mass, n is the number density, q is the angle between the magnetopause surface and
the solar wind velocity vector, and W� 1.22 describes the compression of the dipole
field.

As magnetic field strength varies with radial distance, B(r)¼B0/r3, the position of
the subsolar point of the magnetopause rmp depends on the dynamic solar wind
pressure DP ¼ rV2

sw:

rmp ¼ kðDpÞ�1=6: ð2:11Þ
A detailed discussion on the fit to observations is given in Shue et al. (1997). This

distance is typically around 10RE.
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An approximately parabolic bow shock is formed typically 2–3RE in front of the
magnetopause as the super-Alfv�enic solar wind is decelerated to subsonic speed
in the intervening magnetosheath. Here the shocked solar wind plasma, which is
hotter and denser than in the solar wind (due to conversion of kinetic to thermal
energy and compression), is deflected to flow tailward around the magnetopause.
These regions are ideally studied using constellations of closely spaced space-
craft, such as the four-satellite Cluster mission (Paschmann et al., 2005) and the
five-satellite THEMIS constellation (Korotova et al., 2011). Recent results show
that the characteristic thickness of the bow shock, that is, the distance over which
half the increase in electron temperature occurs, is of order 20 km (Schwartz
et al., 2011).

The magnetosheath is home to a rich variety of low-frequency plasma waves
formed through a range of mechanisms (e.g., Constantinescu et al., 2007; Schwartz,
Burgess, and Moses, 1996). Of particular interest are the foreshock regions formed
upstream of the bow shock by field-aligned backstreaming electrons and ions that
have undergone specular reflection from the magnetopause. Geometric considera-
tions lead to energy-dependent acceleration of particles (Fitzenreiter, 1995) resulting
in peaked velocity distributions and hence the excitation of waves through beam
instabilities. A cyclotron resonance interaction of backstreaming ions with the
incoming solar wind produces ULF waves typically in the Pc3 range especially
under radial IMF conditions (Blanco-Cano, Omidi, and Russell, 2009).

The shape of the dayside magnetopause resembles an oblate spheroid and is
readily described using simple models (Mead and Beard, 1964; Olson, 1969). In
contemporary applications, the global magnetosphere is described using a physics-
based numerical model referenced to satellite data at the outer boundary and
incorporated into a comprehensive space weather modeling framework (Toth
et al., 2005). A series of semiempirical models of the geomagnetic field, based
on extensive satellite observations and including external magnetospheric sources,
have been described by Tsyganenko (1990, 1995) and Tsyganenko and Sitnov (2007).
Figure 2.6 illustrates the shape of a midlatitude magnetic field line, in 60 min
snapshots in local time and under quiet solar wind conditions, determined using
Tsyganenko’s 2004 model. Clearly evident are the compression and stretching of the
field on the sunward and night sides. In addition, the field lines also exhibit warping
in the longitudinal direction, which means that field line oscillations cannot be
described as simply toroidal (i.e., azimuthal) or poloidal (radial), since the polariza-
tion varies with local time (Degeling et al., 2010). This is discussed further in
Chapter 3.

The structure of the magnetosphere and its main current systems is repre-
sented schematically in Figure 2.7. Several distinct plasma regimes are present in
the magnetosphere. A dense population of cold (electron volt, eV energy) particles,
primarily from the underlying atmosphere, characterizes the inner magneto-
sphere (also called the plasmasphere). Warm to hot (tens of keV) electrons and
ions occur in the ring current region. Trapped relativistic (MeV) particles are
present in the Van Allen radiation belts, while the plasmatrough or outer
magnetosphere includes low densities of particles that have convected from

20j 2 The Magnetosphere and Ionosphere



Figure 2.6 Geomagnetic field line traces computed using the 2004 Tsyganenko model for 57�

geographic latitude and quiet magnetic conditions: dynamic pressure DP¼ 3 nPa, IMF By¼ 0 nT,
Bz¼ 0 nT, and magnetic disturbance index Dst¼ 5 nT.

Figure 2.7 Structure of the magnetosphere and the main current systems.
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the inner magnetosphere and also via reconnection from the solar wind, and
locally accelerated populations.

Spectrograms of particle energies and fluxes obtained from low-altitude satellites
near the polar cusps show features suggestive of morphologically different regions
(Newell and Meng, 1988), associated with specific types of Pc1–2 ULF wave activity
(Menk et al., 1992). The cusp regions are located near magnetic noon and roughly
denote the demarcation between closed field lines on the dayside and open field
lines that are swept antisunward to form the magnetotail. The magnetic field
strength is locally weak in the exterior cusp, affording magnetosheath plasma
most direct access to low altitudes. The low-altitude cusp is thus characterized
by a high flux of relatively low-energy (�100 eV–few keV) electrons and ions
confined to a region around 1� wide in latitude (Newell and Meng, 1988).

Boundary layers lie immediately inside the magnetopause in the transition region
between the magnetosheath and magnetosphere proper. The low-latitude boundary
layer (LLBL) extends tailward from near the subsolar point, around the flanks of the
magnetosphere, to 5–7RE off the equatorial plane. It is populated by injected
magnetosheath plasma structures that convect tailward at near the magnetosheath
flow velocity. The LLBL is thus a site of momentum transfer from the magneto-
sheath, by mechanisms including waves, particle diffusion, wave-induced particle
acceleration, and charged particle drift. The entire magnetopause boundary layer
maps into a small region adjacent to the cusp at ionospheric altitudes.

In addition, a plasma sheet boundary layer (PSBL) maps from the equatorial tail
region to the auroral ionospheres. The PSBL comprises energized solar wind plasma
(arising from reconnection sites in the distant tail) superimposed upon a significant
and variable ionospheric component that is often present in the form of ion streams.
Typical particle densities are of order 0.1–1 cm�3 and at temperatures �1–5 keV.

Tailward of the exterior cusp is the plasma mantle, populated by de-energized
magnetosheath plasma injected from the entry layer convecting antisunward across
the polar cusp, and particles of ionospheric origin accelerated up from the low-
altitude cusp. Particle densities here are typically in the range 0.01–1 cm�3 and at
temperatures �100 eV. Particles in the plasma mantle exhibit latitude–energy
dispersion since the less energetic ions and electrons are available within the
convection region for a longer time.

The characteristic particle populations of some of the important regions of the
magnetosphere represented in Figure 2.7 are summarized in Table 2.1. These
regions are described in more detail later in this chapter.

Schematic diagrams such as Figure 2.7 convey the impression that the magneto-
sphere is a well-ordered stable system. This is untrue. The shape and location of the
boundaries are highly variable as are the embedded particle populations and current
systems. Various space–weather agencies provide real-time monitors of the mag-
netopause location, which under very active solar wind conditions may move inside
geostationary orbit, while under extremely quiet conditions the bow shock has been
observed 50–60RE upstream (Le, Russell, and Petrinec, 2000).

Two aspects of the outer boundary are noteworthy. First, the viscous shear
between the solar wind-like flow in the magnetosheath and the magnetospheric
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plasma stimulates the Kelvin–Helmholtz instability (KHI) at the low-latitude
boundary layer (Lee, Albano, and Kan, 1981; Walker, 1981). Surface waves may
be generated driving elliptical motion of the plasma and hence field line perturba-
tions and elliptically polarized plasma waves. Under appropriate conditions, these
may couple to kinetic pressure waves in the magnetosheath and fast mode magnetic
pressure waves in the magnetosphere. If the wave angular frequency v < k2

yV
2
A,

where ky is the azimuthal wave number of the waves at the boundary and VA is the
Alfv�en speed, then the waves decay exponentially in the radial direction either side of
the boundary with amplitude varying as (Walker et al., 1992)

exp �
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� �
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KHI waves therefore do not generally penetrate far into the magnetosphere and
are known as surface waves. The KH instability grows most rapidly at a period
given by

T ¼ 2p
0:6

d
V0

� 10d=V0; ð2:13Þ

where d is the scale thickness of the boundary and V0 is half the solar wind speed in
the magnetosheath. The oscillations are therefore in the millihertz frequency range,
leading to the excitation of Pc3–Pc5 plasma waves (Dunlop et al., 1994; Lee and
Olson, 1980; Walker, 1981). This is thought to be an important source of ULF waves
in the morning and afternoon sectors of the outer magnetosphere.

The second feature of note is the possibility of overreflection from the magneto-
pause at high solar wind speeds. The shear flow between the plasma in the
magnetosheath and that in the magnetosphere affects the reflection condition
for waves in the magnetosphere arriving at the magnetopause, and when taking
into account the boundary layer thickness may result in the formation of over-
reflection modes at the magnetopause (Walker, 2000). In essence, the reflected
magnetospheric waves can be amplified via energy coupling from the magneto-
sheath plasma flow.

Table 2.1 Particle characteristics in regions of the magnetosphere.

Quantity Inner radiation
belt

Plasmasphere Ring current and
outer radiation belt

L-shell 1.2< L< 2.5 1.2< L< 5 3< L< 6
Particle density 100 cm�3 	1 cm�3

Electron energy 50 keV–10 MeV 	10 eV 	20 keV–10 MeV
Ion energy 1–100 MeV 	10 eV 1 keV–30 MeV
Main constituents Hþ, e Hþ, e Hþ, Heþ, e
Source region Ionosphere Solar wind
Loss region Atmosphere Ionosphere,

magnetosphere
Atmosphere,
magnetosphere
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No discussion of magnetospheric dynamics is complete without reference to
sources and effects of current systems. This is done in Section 2.3, allowing us to
consider then the properties of the radiation belts and inner magnetosphere.

2.3
Magnetospheric Current Systems

Several major current systems flow in the magnetosphere, illustrated in Figure 2.7,
and play a fundamental role in transporting plasma and magnetic flux throughout
the magnetosphere–ionosphere system. These are briefly described.

2.3.1
Magnetopause Current

As described by Equation 2.10, the position of the magnetopause depends on the
balance between solar wind and magnetic pressure. Simplistically, we may imagine
that charged particles in the solar wind are reflected (through half gyro-orbits) by the
Lorentz force arising from the encounter with tangential geomagnetic field lines in
the outer magnetosphere. The different and opposite gyroradii for electrons and
ions cause charge separation, hence an electric field and current J on the boundary.
In effect, the conducting solar wind plasma encounters the relatively strong
geomagnetic field, producing a current and therefore a J�B force that opposes
the plasma pressure. The current flows from dawn to dusk across the dayside
magnetopause, then oppositely across the magnetopause tailward of a neutral point
near the cusps. This current, also called the Chapman–Ferraro current (Chapman
and Ferraro, 1930; Olson, 1982), results in a global magnetopause current sheet with
average density of order 10�7 A m�2.

The magnetopause current produces a magnetic field that effectively cancels
the geomagnetic field outside the magnetopause and doubles the dipole field inside
the magnetopause. Consequently, during enhanced solar wind conditions when the
magnetopause is compressed earthward, the ground-level field increases. This results
in a short positive excursion in a disturbance index called Dst (see Section 2.3.3). The
rotation of Earth under the magnetopause current system contributes to about 20% of
the characteristic daily semiannual and annual variations observed in the magnetic
field on the ground under quiet solar wind conditions (Olson, 1970).

2.3.2
Tail Current and Reconnection

The drift of charged particles in the distant tail of the magnetosphere produces a
current directed from dawn to dusk flowing in the plasma sheet near the equatorial
plane, where it is called the neutral sheet current, and closing across both the
northern and southern sides of the magnetopause, like the Chapman–Ferraro
current. The current system thus forms a q-shaped configuration when viewed
in the tailward direction from Earth.
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The tail current system actually results from interaction between the IMF and the
geomagnetic field lines, and between the solar wind plasma and plasma in the
boundary layer. Momentum transfer from the solar wind drives convection of field
lines from the dayside outer magnetosphere across the polar caps and into the
nightside. In the original Chapman–Ferraro picture, the magnetosphere was a closed
entity in space and the solar wind was excluded from the magnetosphere since the
solar wind plasma is frozen-in to the IMF, and Earth’s plasma to Earth’s field.
However, at high current densities, the frozen-in flux condition is relaxed and
reconnection occurs between the interplanetary and geomagnetic field lines. This
allows solar wind energy and plasma to couple to the magnetosphere by a dynamo
process, driving a global convection pattern known as the Dungey cycle (Dungey,
1961). This is illustrated in Figure 2.8.

The cycle begins when reconnection at the subsolar magnetopause opens the
previously closed magnetosphere to solar wind flux. The newly opened flux tubes
and plasma are swept antisunward by the flowing solar wind and the embedded IMF
to form the tail. The field lines become greatly stretched and eventually reconnect
near the equatorial plane in the plasma sheet. This closes the open flux. The newly
closed field lines relax earthward under magnetic tension and return flux to the
dayside to complete the global convection pattern.

This cyclical flow is associated with a large-scale dawn-to-dusk electric field, as
shown in Figure 2.8. From Faraday’s law, the voltage across the system associated with
this electricfield is related to the total magneticflux throughout and is a measure of the
overall strength of the flow. Mapped to the ionosphere, this voltage is of order 100 kV
and is connected with ionospheric flows of several hundred meters per second.

Dungey’s picture gives the impression of a steady cycle with equal reconnection
rates at the day- and nightsides. In fact, instantaneous reconnection rates on the

Figure 2.8 Schematic representation of the Dungey convection cycle and reconnection. Sun is to
the left, solid lines denote magnetic field lines, and dashed lines represent plasma streamlines.
From Cowley (1995).
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day- and nightsides can be quite different. Reconnection at the subsolar magneto-
pause is most efficient when the IMF is directed southward, and the IMF orientation
therefore modulates geomagnetic activity. The reconnection rate depends on the
solar wind speed, the IMF Bz, and the effective length of the reconnected field line.
The geomagnetic field is open (via reconnection) for about 6% of the time and the
open flux is of order 0.5 GWb compared to the total flux in the magnetosphere
system that is of order 8 GWb (Milan, Provan, and Hubert, 2007). About 2.7 GWb
open flux per day enters the magnetosphere through dayside reconnection. The
magnetic flux flowing through the magnetosphere is only about 10–20% of that
arriving in the solar wind at the dayside magnetopause. However, reconnection is
the dominant mechanism for momentum and flux transfer from the solar wind to
the magnetosphere, and in the tail results in auroral and other activity often classed
as substorms.

2.3.3
Ring Current

Energetic ions and electrons trapped in the midpart of the magnetosphere drift
azimuthally in opposite directions around Earth in a doughnut-shaped region to
form a ring current with density of order 10�8 A m�2. Ring current particles
typically have energy in the range 10–200 keV and are injected into this region
during storms and substorms, also arriving by convection from the nightside
plasma sheet. However, radiation belt particles with MeV energies also contribute
to the ring current. Under quiet conditions, most ring current ions are protons.
However, under active conditions, Oþ ions from the ionosphere form a significant
component. The mass density and ion composition can be determined by remote
sensing using ground-based magnetometers, as will be seen in Chapters 6 and 7.

Consistent with Lenz’s law, the magnetic field produced by the ring current opposes
the main geomagnetic field, resulting in a decrease on the ground. This is character-
ized by the Dst index derived from a network of low-latitude magnetometers. The
Dessler-Parker-Sckopke (DPS) theorem quantifies this effect (Carovillano and Siscoe,
1973; Sckopke, 1966), although smaller contributions to Dst also arise from magne-
topause and magnetotail currents, while ionospheric currents provide a negligible
contribution (Vasyliunas, 2006). An enhanced ring current with total energy of order
1015 J is associated with a moderate magnetic storm and results in a reduction of the
ground-level magnetic field of order 100 nT for a period of a few hours (the main
phase), after which the ring current begins to decay through charge exchange
reactions with neutral hydrogen atoms, Coulomb collisions with low-energy particles,
or precipitation of ring current particles into the atmosphere.

2.3.4
Field-Aligned Currents

The magnetosphere and ionosphere are coupled through the motion of particles
along field lines producing field-aligned currents. The existence of these currents
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was first proposed by the Norwegian scientist Kristian Birkeland in 1908, and
therefore they are often called Birkeland currents. In a series of remarkable
experiments, Birkeland constructed a terrella – a small magnetized sphere repre-
senting a model of Earth in space – and created artificial auroras around its magnetic
poles using electron beams. He thus demonstrated that auroras are caused by
electrically charged particles traveling earthward along magnetic field lines and
energizing gas molecules in the polar atmosphere. He also reasoned that these
energetic electrons affect the geomagnetic field, causing polar magnetic storms.
Norway honors Birkeland on its 200 kroner banknote.

The existence of Birkeland currents was proven in 1976 by observations from the
Triad spacecraft carrying magnetometers over the polar ionosphere (Iijima and
Potemra, 1976). The currents are mostly carried by electrons and broadly form two
rings, one around 70� magnetic latitude consisting of current into the ionosphere
over the evening and nightside and out of the ionosphere on the morning and
dayside (called the region 1 current), and a lower latitude region 2 system of
oppositely directed current. These currents are a consequence of the global
circulation pattern, since region 1 currents map to the interface between high-
latitude field lines convecting tailward and those returning to the dayside.

These currents have important consequences apart from characterizing the
location of auroras. Spacecraft in low Earth orbit use magnetometers for attitude
control, by determining their orientation with respect to the main geomagnetic field.
However, as these spacecraft pass over the polar regions, the strong, localized
magnetic fields produced by the Birkeland currents may be sufficient to affect the
spacecraft’s attitude control system. Magnetometer data from constellations of
communication satellites can be used to map the precise location and magnitude
of the field-aligned current systems (Waters, Anderson, and Liou, 2001).

2.3.5
Ionospheric Currents

The upward and downward field-aligned currents are closed by Pedersen currents in
the ionosphere. This forms a solenoidal current geometry, so that the magnetic field
on the ground is mostly due to Hall currents in the ionosphere (Fukushima, 1969).
At latitudes between the region 1 and 2 current systems, intense Hall currents result
in electrojets that flow toward midnight around the auroral ovals and are associated
with intense auroral displays. The westward auroral electrojet (around the dawn
side) produces magnetic variations that decrease the surface-level field.

Magnetospheric convection and plasma flow over the polar regions result in a
convection electric field that maps to the polar caps and causes a dawn-to-dusk polar
cap potential of order 50–100 kV. Rotation of Earth under this field results in a
diurnal magnetic field variation.

Magnetic observatories also show systematic seasonal and diurnal variations due
to motions of the upper atmosphere driven by the variation in solar radiation with
local time and latitude and the gravitational pull of the Sun and the Moon. These
result in winds and tidal forces that drive motions of charged particles in the
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ionosphere,andtheresultantelectriccurrents causeaquietdayvariationintheground-
level magnetic field. These ionospheric currents also give rise to currents within the
conducting layers of Earth. The precise magnitude and direction of these currents
depend on the electrical conductivity profile. The quiet-time diurnal ionospheric
currents thus form a convenient source for mapping the conductivity profile of Earth.

2.4
The Radiation Belts

The first US spacecraft, Explorer 1, in 1958 detected intense charged particle
radiation trapped by the geomagnetic field in what are now known as the Van
Allen radiation belts. The two (“outer” and “inner”) belts are highly variable in shape
and density, extending at times beyond geostationary orbit (6.6RE altitude; “GEO”)
and down to low Earth orbit (300–1000 km; “LEO”) near the South Atlantic anomaly.
For example, during the October–November 2003 Halloween storm, a new inner
belt formed with a decay time for 2–6 MeV electrons at L¼ 1.5 of �180 days (Baker
et al., 2007), although the inner belt usually comprises energetic protons resulting
from the interaction of cosmic rays with the atmosphere.

The radiation belts have been well mapped using the low-altitude polar orbiting
SAMPEX spacecraft (Li et al., 2001). Data also come from the GPS spacecraft that
orbit at 20 200 km altitude in the heart of the radiation belts, although the high
radiation doses in these regions require significant shielding to protect spacecraft
and humans (Hastings and Garrett, 1996). Figure 2.9 shows the yearly average
of 2–6 MeV electron flux measured by SAMPEX during 1993–2001 as a function

Figure 2.9 Yearly averaged 2–6MeV electron
flux measured at low altitudes by the SAMPEX
spacecraft during 1993–2001, showing location
and intensity of the radiation belts. Data

courtesy of Shri Kanekal and SAMPEX Data
Center staff. (For a color version of this figure,
please see the color plate at the beginning of
this book.)
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of L. The shape and position of the inner and outer radiation belts are obvious. The
outer belt was weakest during years of low geomagnetic activity (1996 and 1997) and
most intense during years of high activity in the descending and ascending phases of
the sunspot cycle (1994 and 1998–2001). It is to be kept in mind that these
measurements are actually of precipitation from the radiation belts to 550 km
altitude and that the inner belt is usually characterized by proton rather than
electron fluxes.

It is well known that large-scale high-speed solar wind streams often trigger
magnetic storms that produce rapid changes in size and intensity of the radiation
belts, but there is insufficient understanding of transport, acceleration, and loss
processes to predict the radiation belt responses. However, the occurrence of such
streams and sudden large increases in the MeV electron flux correlate with the
appearance of large-amplitude millihertz-frequency (Pc5) plasma waves throughout
the magnetosphere that may energize trapped particles (Elkington, 2006; Kim et al.,
2006). This is seen in Figure 2.10 that compares solar wind speed, the power of
millihertz-frequency (ULF) Pc5 waves recorded on the ground, relativistic electron
flux at geosynchronous orbit, and the Dst parameter, during January–June 1995
(Mathie and Mann, 2000a). Vertical lines identify magnetic storm onsets as
indicated by the sudden increase in the ring current (drop in Dst). It is clear that
high radiation belt electron fluxes are connected with enhanced Pc5 activity during
storms triggered by high solar wind speeds.

Particles may be accelerated to radiation belt energies through stochastic diffusion
or resonant interaction with the radial electric field of plasma waves (Thorne, 2010).
Possible sources of such waves are summarized in Chapter 4 but include fluctua-
tions in the solar wind pressure that transmit compressional mode ULF wave

Figure 2.10 Comparison between solar wind
speed, daily averaged >2MeV electron flux
measured at geostationary orbit measured by
the GOES 7 satellite, daily averaged power in
the 1–10mHz (Pc5) range from an auroral zone
ground station, and geomagnetic activity

represented by the Dst index, during January–
June 1995. Vertical lines denote magnetic storm
onsets, with solid lines depicting storms with
significant electron flux increases. From Mathie
and Mann (2000a).
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energy into the magnetosphere, cyclotron resonance with backstreaming ions in the
upstream solar wind, shear-flow instabilities at the magnetopause (such as the
Kelvin–Helmholtz instability and overreflection), magnetospheric cavity or wave-
guide modes, and internally generated drift and drift-bounce resonance waves. It
has been shown that under active conditions, drift-resonance interaction with Pc3–
Pc5 waves may cause earthward radial diffusion and hence acceleration of electrons
to megaelectron volt energies deep into the magnetosphere within a few hours
(Loto’aniu et al., 2006; Ukhorskiy et al., 2005). Recent multisatellite and ground
observations link the energization (probably via drift resonance) of relativistic
radiation belt electrons with compressional poloidal mode Pc5 waves driven by
quasi-periodic fluctuations in the solar wind dynamic pressure (Tan et al., 2011).
These wave modes are able to transfer energy effectively across magnetic field lines.

Loss mechanisms for radiation belt particles include outward radiation diffusion, loss
to the magnetopause, collisions with neutral particles, and wave-mediated relativistic
electron precipitation (REP) into the atmosphere (O’Brien, Looper, and Blake, 2004).
REP events comprising <1 s microbursts of >1 MeV electrons have been observed
from the SAMPEX satellite at L¼ 4–6 during the local morning, but they also occur on
timescales of minutes and hours. The latter may be associated with�1 Hz EMICwaves
(Clilverd et al., 2010). Some consequences of REP are outlined in Section 2.8.

2.5
The Inner Magnetosphere

The inner magnetosphere, also called the plasmasphere, is populated by cold
(Te	 10 eV) dense plasma originating from, and in dynamic equilibrium with, the
underlying ionosphere (see Section 2.6). Properties of the plasmasphere are determined
by the pressure balance and hence particleflow along nearly corotating closedflux tubes
linking to the ionosphere and by erosion of the outer boundary, the plasmapause, under
the influence of variable convection processes in the outer magnetosphere.

Discovered in 1963 with VLF whistler and spacecraft particle measurements
(Lemaire and Gringauz, 1998), the plasmapause is usually described as a sudden
order-of-magnitude change in electron density near the equatorial plane. The
plasmapause is generally regarded as the separatrix between corotating plasma
drift paths on closed field lines confined to the inner magnetosphere, and convective
plasma motion on drift paths that allow escape into interplanetary space (Nishida,
1966). In reality it is a highly variable three-dimensional feature whose position is
controlled by the balance between factors including the corotation electric field, the
magnetospheric convection electric field, the ionospheric dynamo electric field, and
refilling from the ionosphere. The corotation field arises from rotation with Earth of
the neutral atmosphere and hence the lower ionosphere. This produces an electric
field Ec¼�v�B in a nonrotating reference frame, where v is the corotation velocity.
The corotation field usually dominates the convection electric field and the dynamo
field, which is produced by ionospheric winds moving conducting plasma through
the geomagnetic field.
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Several empirical models have been developed to describe the approximate
L-value of the inner boundary of the plasmapause. An early one gives (Orr and
Webb, 1975)

Lpp ¼ 6:52 � 1:44Kpþ 0:18Kp2 ð2:14Þ
for times centered on 0200 LT
 2 h, where Kp represents the average nighttime level
of magnetic activity. A more sophisticated model (O’Brien and Moldwin, 2003)
provides

Lpp ¼ a1 1 þ aMLT cos w� aw
� �� �

Q þ b1 1 þ bMLT cos w� bw
� �� �

; ð2:15Þ
where Q relates to a magnetic activity index, aMLT and bMLT provide a local
time variation, aw and bw account for the bulged shape of the plasmapause, and
w¼ 2p(MLT/24).

Empirical models of the plasmasphere density have been developed using space-
craft observations. One such description, which has been compared with earlier
efforts, is given by (Sheeley et al., 2001)

Ne ¼ 1390 3=Lð Þ4:83 
 440 3=Lð Þ3:60; 3 	 L 	 7: ð2:16Þ
A review of empirical models of plasmaspheric density developed using in situ and

ground-based observations appears in Reinisch et al. (2009). Not accounted for in
such models is an annual and longitudinal variation in plasmaspheric electron and
ion (Hþ, Heþ, and Oþ) densities (Menk et al., 2012). Furthermore, all these models
give the mistaken impression that the plasmasphere is well ordered and the
plasmapause position well defined. Both are highly variable. Sometimes complex
multiple plasmapause-like features are present, while after extended quiet periods
the plasmasphere is saturated (i.e., flux tubes completely filled from the underlying
ionosphere) and no plasmapause is evident. Under these conditions, density should
decrease with radial distance as L�4, since flux tubes increase in volume as a
function of L4. The process of refilling was most recently summarized, with
measurements of refilling rates and upward fluxes, in Obana, Menk, and Yoshikawa
(2010) and is discussed in more detail in Section 7.4.

Deep within the plasmasphere, plasma motion is generally controlled by flux
transfer through ionosphere–protonosphere coupling and radial E�B drift (see
Section 3.2) of flux tubes driven by neutral winds in the ionosphere. However,
although the plasmapause position is controlled by solar wind-induced convection, it
does not simply move radially with changing magnetic activity. There are three
issues here. First, flux tubes drift radially under the influence of the magnetospheric
electric field that may penetrate to low altitudes under magnetically disturbed
conditions. Within the plasmasphere, these effects are superimposed upon the
diurnal density variations arising from ionization interchange with the underlying
ionosphere. Also, the plasmaspheric refilling rate, and hence the plasmapause
shape, may differ for different ion species, and the Oþ concentration can be
enhanced by an order of magnitude or more near the storm-time plasmapause.
Figure 2.11 shows, for example, the radial variation in mass-loaded ion density
for two combinations of ion species compared with the density profile if only Hþ
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were present, for an inbound pass of the DE-1 spacecraft across the plasmapause
(Fraser et al., 2005). The mass-loaded profiles, especially when Oþ is included, are
quite different from the profile based only on Hþ measurements.

Second, although the dayside plasmasphere is somewhat shielded from the perturb-
ing electric fields, the dayside plasmapause responds promptly to over- or under-
shielding associated with sudden changes in the convection electric field and can thus
rapidly develop localized dents, shoulders, and other features (Goldstein et al., 2002).

Third, a sudden increase in the dawn-to-dusk convection electric field causes an
outward plasmapause bulge usually located around 18 LT to rotate rapidly sunward
toward noon, forming a plume that allows convection and drainage of plasma-
spheric plasma outward into the outer magnetosphere (Grebowsky, 1970).

Observations from the EUV imager experiment on board the IMAGE spacecraft
reveal a rich variety of irregularity features at the plasmapause (Sandel et al., 2003),
including noncorotating plumes and radial “fingers” of depleted or enhanced
density, and density variations on all scales.

The density change and hence jump in Alfv�en speed at the plasmapause form a
boundary for plasma waves propagating in the magnetosphere. This has several
important consequences: (i) MHD models predict separate cavity mode resonances
in the innerandoutermagnetospheres,withcharacteristiceigenperiods,amplitude,and
phase structure. The spectrum of ULF waves should thus differ inside and outside the
plasmasphere. (ii) The density gradient produces a step in the radial field line eigen-
frequency profile, and hence a rapid change in phase and polarization of ULF waves
detected on the ground (Lanzerotti, Fukunishi, and Chen, 1974). (iii) Compressional
(fast)modeMHDwavespropagatingearthward intheequatorialplane,onencountering
the plasmapause, can couple energy to the field-guided Alfv�en mode, resulting in
characteristic dispersion properties across the ground. It is not clear if the physical
mechanism is one of refraction or diffraction. (iv) The amplitude of earthward

Figure 2.11 Radial variation in mass-loaded ion density for two combinations of ion species
compared with the Hþ density, inbound pass of the DE-1 spacecraft on November 12, 1981.
From Fraser et al. (2005).
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propagating ULF waves increases initially at the plasmpause due to increasing
density, then decreases as the waves propagate inward due to continual partial
reflection of wave energy (Allan and Knox, 1979a). (v) Surface wave modes may be
excited at a steep plasmapause, but their existence is yet to be proven. (vi) Spatially
localized guided poloidal mode waves may be produced near the plasmapause
(Klimushkin, Mager, and Glassmeier, 2004).

The plasmapause thus exerts a profound influence on propagating ULF waves
including those involved in accelerating trapped particles. However, since the
plasmapause is highly variable, its behavior is difficult to monitor with spacecraft
observations. In Chapter 7 we present examples of remote sensing this region using
ground-based magnetometer observations.

2.6
Formation and Properties of the Ionosphere

The ionosphere is a partially ionized region that forms the lower boundary to the
magnetosphere and the upper boundary to the neutral atmosphere. In space physics
studies, the ionosphere is sometimes ignored or approximated as a thin sheet with
high conductivity. However, the neutral atmosphere does not support electric
current, so magnetospheric ULF waves convert in the ionosphere from plasma
waves to electromagnetic waves in the neutral atmosphere, with significant changes
to wave properties observed on the ground. Furthermore, wave fields drive motions
of the ionospheric plasma that may affect the propagation of electromagnetic signals
through or reflected from the various ionospheric layers. This impacts upon radio
astronomy, satellite communication and navigation, and over-the-horizon radar
surveillance applications. These topics are discussed further in Chapter 8.

It is instructive to consider how temperature varies with altitude, shown in
Figure 2.12, using predictions from the IRI-2007 (International Reference Iono-
sphere) model (Bilitza and Reinisch, 2008), in this case for 12 LT at �33.0� latitude,
152.0� longitude on January 1, 2001 (i.e., midday at Newcastle, Australia, solar
maximum). Neutral particle temperature Tn increases sharply at �100 km altitude
from troposphere and stratosphere values of 150–300 K (not shown here – the model
commences at 50 km) to �1200 K at 300 km due to the absorption of incident solar
UV, EUV, and X-ray radiation, which causes photoionization and the production of
free electrons. Electron temperatures increase with altitude at a faster rate than for
neutrals, since the ambient electrons are more efficient in removing excess kinetic
energy from the continually released energetic photoelectrons. The resulting hot
electron gas is cooled mainly by collisions with neutral particles at lower altitudes
and with ions at higher altitudes. Electron and ion temperatures are roughly equal
above about 1000 km and are higher at solar maximum than minimum. Not
surprisingly, large diurnal effects occur at lower altitudes.

At low altitudes, atmospheric gases are mixed by turbulence and their relative
proportions are almost constant. Beyond the turbopause at about 100 km, the gas
constituents separate by mass and are regarded as being in diffusive equilibrium. In
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such a situation, the density of a given volume of gas with thermal pressure P at
altitude z depends on the balance between the pressure gradient across the gas and
the gravitational force:

@P
@z0

¼ �Nmg ¼ @

@z0
NkTð Þ; ð2:17Þ

where k is the Boltzmann constant, N is the mass density, T is the temperature and

z0 ¼
ðz
z0

g=g0

� �
dz ð2:18Þ

accounts for the height variation of gravity g. It is useful to define a density scale
height HN representing the logarithmic decrement of density with altitude (Bauer,
1969):

1
N
@N
@z0

¼ @ðlnNÞ
@z0

¼ � 1
HN

: ð2:19Þ

It is sometimes assumed that pressure scale height H¼ kT/mg is the same as the
density scale height HN, but this only applies to an isothermal situation. Never-
theless, the dependence of scale height on particle density means that the lightest
molecules and atoms have largest scale heights.

The formation and properties of the ionosphere have been described in detail in
various texts (e.g., Kelley, 2009; Luhmann, 1995; Ratcliffe, 1972; Rees, 1989;
Rishbeth, 1973; Schunk and Nagy, 2009). The Sun may be regarded as a blackbody
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Figure 2.12 Altitude variation of electron and neutral particle temperature (dashed and solid
lines, respectively) through the ionosphere for midday, solar maximum at 33.0� latitude, 152.0�

longitude on January 1, 2001.
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radiator with surface temperature TE� 6000 K, so kTE� 0.5 eV, although there is
considerable energy flux to 20 eV. The major neutral molecular constituents in the
ionosphere are N2 and O2 and their abundance is controlled by geochemical and
biological processes. Their ionization potentials are 15.58 and 12.08 eV, respectively.
The main atomic species is O, produced from dissociation of O2 by solar UV
photons with threshold energy 5.12 eV. The ionic composition is shown by the
dashed and dotted lines in Figure 2.13, generated using the IRI model under the
same conditions as before. NOþ and O2

þ dominate in the lower ionosphere, but Oþ

is the main constituent above 300 km. Not shown here are Hþ that becomes
dominant above about 3000 km altitude, N2

þ that rapidly recombines to form NOþ,
and Heþ that is never a dominant species in the ionosphere.

Also shown in Figure 2.13 is the electron density profile. The parabolic region
with peak density �350 km altitude is called the F region, while density ledges near
150 and 110 km correspond to the F1 and E regions, respectively. In fact, the daytime
F region peak is identified as the F2 region, while the F1 region disappears at night.
Not evident in Figure 2.13 is the D region, which has relatively low electron density
and occurs around 65–80 km.

The distribution of particle density N at any level in the ionosphere depends on
production, loss, and transport processes and is described by the continuity equation:

@N
@t

¼ q� lðNÞ � r � Nvð Þ; ð2:20Þ
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Figure 2.13 Altitude variation of electron density (solid line) and ionic composition under the
same conditions as for Figure 2.12.
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where q is the rate of production, l(N) is the loss rate of charged particles due to
chemical process, and v is the drift velocity leading to loss by advection. The transport
term is negligible below about 200 km altitude. Under photochemical equilibrium,
ionization production and loss processes are balanced, that is, q¼ l(N).

The production of photoionization is described by

qpj ¼ NjsijQ1 expðtÞ; ð2:21Þ
where sij is the ionization cross section of the jth constituent [m2], Nj is the number
density of that constituent, and Q1 is the number of photons per second incident on
the atmosphere. t is called the optical depth and describes the attenuation of solar
irradiance with distance through the atmosphere:

t zð Þ ¼ s sec xNT zð Þ; ð2:22Þ
where x is the solar zenith angle and NT(z) is the total number of particles from 1 to
altitude z:

NT zð Þ ¼
ðz
1
n z0ð Þdz0: ð2:23Þ

The production of ionization is greatest at the altitude where t¼ 1 and when the
Sun is vertically overhead, that is, x¼ 0. Photoionization production thus depends
on the respective ionization potentials for atoms and molecules, their relative
concentrations, and the flux of radiation at different wavelengths. In combination
with altitude-dependent electron loss terms and transport, this leads to the forma-
tion of the various ionospheric layers.

The E region arises from the absorption of EUV radiation, including the solar H
Lyman b (102.6 nm, t¼ 1 at 105 km) and C III (97.7 nm, 120 km) lines and soft
X-rays (1–20 nm). Metallic ions from meteors and auroral particle fluxes are
important in maintaining the nighttime E region. The most heavily absorbed
part of the spectrum, and hence peak electron and ion production, occurs in the
F1 region, including the He II Lyman a (30.4 nm, 130 km), He I (58.4 nm, 164 km),
and H Lyman continuum (91.1–84.0 nm, 105–120 km). In Figure 2.13, this merges
with the F2 region, which arises not so much from absorption of particular spectral
lines but from the height variation of two-step recombination processes and vertical
transport, while the topside ionosphere results from diffusion from below. Energetic
particle precipitation also causes ionization and is responsible for maintenance of
the ionosphere during polar winter.

Electron loss is mostly through recombination with ions, described by

l Nð Þ ¼ aN eð ÞN Aþð Þ ¼ aN2; ð2:24Þ

if N(e) is the electron number density per unit volume, N(Aþ) is the number of positive
ions per unit volume, and a is the recombination coefficient. Important recombination
reactions in the E region are NOþþ e!NþO, O2

þþ e!OþO, and N2
þþ e!

NþN (all dissociative recombination). Radiative recombination, Oþþ e!O�þ hn,
results in airglow but has a slow reaction time. In the F1 region, a charge exchange
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reaction produces O2
þ or N2

þ molecular ions, which then undergo dissociative
recombination: OþþO2þ e!OþOþO and OþþN2þ e!OþNþN.

A mathematical description of the absorption of solar radiation and consequent
formation of the ionosphere was first provided by Chapman (1931) and is not
repeated here. The theory allowed prediction of the normalized ionization produc-
tion rate with height, time of day, season, and latitude and solar zenith angle. The
production rate is given by

q ¼ q0 exp 1 � y � exp �yð Þsec x½ �; ð2:25Þ
where q0 is the peak production rate for an overhead Sun at height h0 and

y ¼ h � h0

H
: ð2:26Þ

Under photochemical equilibrium, ionization production and loss processes are
balanced, that is, @N/@t¼ 0, and from Equation 2.20, q¼aN2. Putting N0¼ [q0/a]1/2

and using Equation (2.25) gives

N ¼ N0 exp
1
2

1 � y � exp �yð Þsec x½ �
	 


: ð2:27Þ

For several hours near noon each day, sec x� 1. Then, h0¼ h and so

N � N0 exp
�y2

4

	 

� N0 1 � y2

4

	 

: ð2:28Þ

The electron density profile is therefore parabolic in shape, called a Chapman profile.
The presence of free charges in the ionosphere results in a current density and

hence conductivity, which is anisotropic due to the effects of the magnetic field and
collisions. The various components are: (i) direct conductivity s0¼ sD associated
with the current that is parallel to the geomagnetic field; (ii) Pedersen conductivity
s1¼sP associated with the current that is parallel to an imposed electric field, which
is itself perpendicular to the magnetic field; (iii) Hall conductivity s2¼sH associated
with the current that is perpendicular to an imposed electric field, which is itself
perpendicular to the geomagnetic field.

Expressing the electric field as a vector with x-, y-, and z-components, assuming a
horizontal ionosphere and vertical magnetic field, and using Ohm’s law (Blelly and
Alcaydé, 2007) gives

J ¼
sp sH 0
�sH sp 0

0 0 sD

0
@

1
A Ex

Ey

Ez

0
@

1
A; ð2:29Þ

where

sP ¼ 1 � 1
menei

a

a2 þ b2� �
" #

e2Ne

menei
; ð2:30Þ

sH ¼ b

meneið Þ a2 þ b2� � e2Ne

menei
; ð2:31Þ
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sD ¼
	

1=menen þ 1=minin

1=menei þ 1=menen þ 1=minin



e2Ne

menei
; ð2:32Þ

a ¼ 1
menei

þ nen

me n2
en þ v2

e

� �þ nin

mi n2
in þ v2

i

� � ; ð2:33Þ

b ¼ ve

me n2
en þ v2

e

� �� vi

mi n2
in þ v2

i

� � ; ð2:34Þ

vi ¼ eB=mi and ve ¼ eB=me; ð2:35Þ
where nin, nei, and nen are collision frequencies for the ion–neutral, electron–ion, and
electron–neutral species, respectively. The ionosphere conductivity thus depends on
particle masses, magnetic field strength, ionization and its temporal and spatial
variations, and collision frequencies that can in turn be determined from the relevant
number densities together with the temperature, mean molecular mass, and density
of the neutral components. This treatment is often simplified to a two-fluid case, and
further by ignoring collision terms (Song, Gombosi, and Ridley, 2001).

If the magnetic field is oblique, then the conductivity depends on the dip angle I
(Sciffer and Waters, 2002):

s ¼

P
D cos2 I þP

P sin2 I
P

H sin I
P

D �P
P

� �
sinI cos I

�P
H sin I

P
P

P
H cos IP

D �P
P

� �
sin I cos I �P

H cos I
P

D sin2 I þP
P cos2 I

0
B@

1
CA: ð2:36Þ

If the ionosphere is approximated as a thin conducting sheet, then height integrated-
conductivities are specified:

sP ¼
ðz

0
sPdz and sH ¼

ðz
0
sHdz: ð2:37Þ

Figure 2.14 shows height profiles of the direct, Pedersen and Hall conductivities
and phases for noon at solar minimum and maximum and dip angle I¼ 70� (Sciffer,
Waters, and Menk, 2005). Above 200 km, the direct conductivity, along B, is about
107 times larger than the Pedersen and Hall conductivities. However, the Pedersen
conductivity peaks in a relatively narrow region near 140 km, and the Hall conduc-
tivity peaks near 120 km. This gives rise to anisotropic ionosphere conductivity,
resulting in conversion of the ULF wave modes (Hughes, 1974), discussed further in
Chapter 8. At night, the conductivities are an order of magnitude smaller, but the
qualitative results are unchanged.

2.7
Geomagnetic Disturbances

Secular variations of the geomagnetic field arise from the internal core field.
However, shorter period variations (of order a day or less) are due to external
contributions to the geomagnetic field associated with the solar–terrestrial interac-
tion, including magnetic storms and ULF pulsations.
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During the International Polar Year, 1932, a system was developed to characterize
the level of disturbance of the geomagnetic field due to these external effects. This is
based on indices describing the level of disturbance each 3 h, called K indices. The K
indices from typically 12 midlatitude observatories are averaged to produce the three
hourly planetary magnetic activity index, Kp. Today this is the most widely used
measure of geomagnetic disturbance. The K and Kp indices are quasi-logarithmic,
ranging from 00 to 9þ, and an equivalent “linearized” 3 h version of K is the a index,
with a daily average value A and global daily average value Ap. The aa index has been
recorded since 1868 and is based on the three hourly average of K indices from two

Figure 2.14 Altitude variation of amplitude
and phase of direct (solid lines), Pedersen
(dotted) and Hall (dashed) conductivities
through the ionosphere for midday, solar

minimum and maximum conditions at dip
angle I¼ 70�. From Sciffer, Waters, and Menk
(2005).
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near-antipodal subauroral observatories in England and Australia. Detailed histori-
cal analysis of this index shows that the average duration of a geomagnetic storm
(above a threshold of 40 nT) is 1.4 days, the magnitude of storms has not changed
over the lifetime of this index, but the number of storms per solar cycle has almost
doubled since 1915, most likely due to an increase in solar activity (Clilverd et al.,
2002, 2005; Lockwood, Stamper, and Wild, 1999). This is a surprising but clearly
evident trend. Figure 2.15 shows the annually averaged aa index and sunspot count
since 1868. An increasing trend in both is evident. This is highlighted by the simple
linear and cubic fits that are overplotted on both axes. The latter points to an 80–90
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Figure 2.15 Variation in annually averaged aa index (top) and sunspot count (bottom) since
1868. Simple linear and cubic fits are superimposed.
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year variation in geomagnetic and solar activity, often called the Gleissberg cycle
(Demetrescu and Dobrica, 2008; Peristykh and Damon, 2003).

There have been a number of efforts to develop a coupling function and hence an
empirical model describing the solar wind drivers of geomagnetic activity. One well-
known parameter is (Perrault and Akasofu, 1978)

e ¼ VSWB2 sin4 qc=2ð Þ; ð2:38Þ
where VSW is the solar wind velocity and hence the rate at which field lines are
convected to the magnetopause, and qc¼ tan�1(By/Bz) is the IMF clock angle.
Recent work (Newell et al., 2007) suggests that the rate at which magnetic flux is
opened at the magnetopause, dWMP/dt, correlates best with a variety of magneto-
spheric activity indices (except Dst), via

dWMP

dt
¼ V4=3

SWB2=3
T sin8=3 qc=2ð Þ; ð2:39Þ

where BT is the magnitude of the IMF. This relationship quantifies the importance
of reconnection, discussed in Section 2.3.

Coronal mass ejections (CMEs) occur most frequently near the peak of the
sunspot cycle and can trigger intense geomagnetic storms. However, during the
declining and minimum solar phases, coronal holes and accompanying high-speed
solar wind streams and CIRs (Gosling and Pizzo, 1999) become the dominant cause
of geomagnetic activity on Earth. These storms tend to be less intense but recur over
multiple solar rotations because the features rotate with the Sun. This results in
periodicities of 27, 13.5, 9, and 7 days in a range of parameters, including
ionospheric total electron content and the ratio of thermospheric oxygen to nitrogen
(O/N2) (Mannucci et al., 2012).

Substorms are the most frequent major disturbance in Earth’s magnetosphere.
Typically one to four substorms occur daily, each in the local evening/night sector
and lasting 1–5 h. They are characterized by the onset of active auroral displays and
intense irregular activity, including Pi1 and Pi2 pulsations, recorded by magneto-
meters at high latitudes. It has long been known that substorms are associated with
southward IMF Bz and hence magnetopause reconnection. However, during years
of high-speed solar wind streams, substorms occur more frequently, are on average
30% more intense, and transfer twice as much magnetic energy to the auroral
ionosphere (�6� 1014 J) than during years of few or no high-speed streams
(Tanskanen et al., 2005).

Geomagnetic storms are larger events whose temporal development can be
monitored using the Dst index. The causes of the initial and main phase signatures
were outlined in Section 2.3. Storms are triggered by a variety of solar disturbances,
including high-speed streams, CMEs, and other transients, and may deposit 1012–

1013 W of energy into the magnetosphere (Baker, Turner, and Pulkinnen, 2001;
Koskinen and Tanskanen, 2002). Storm activity is modulated by the IMF and a well-
established semiannual variation (equinoctial maximum) in geomagnetic activity is
due to the annual variation in the southward component of the IMF, which is
ordered in solar equatorial coordinates, relative to the solar–magnetospheric
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reference frame that orders the interaction of the solar wind with Earth (Russell and
McPherron, 1973).

During geomagnetic storms, energy is derived from the solar wind flow and
dissipated via ring current injection and decay, ionospheric Joule heating, particle
precipitation into the atmosphere, and other related processes. The significance of
the various energy dissipation processes depends on the power input from the solar
wind. For example, during moderate CME-driven storms, Joule heating and auroral
particle precipitation account for most of the energy dissipation (Baker, Turner, and
Pulkinnen, 2001). Altogether up to 1017 J may be dissipated into the magnetosphere
and ionosphere during major storms. Global resonances of the magnetosphere by
Pc5 plasma waves may account for 30% or more of the energy deposited in the
ionosphere, via Joule heating, during a substorm cycle (Rae et al., 2007b).

2.8
Space Weather Effects

The term space weather describes the collective effect of the variable wave fields and
particle populations on the magnetosphere and impacts on technological systems
including elements of critical infrastructure (Daglis, 2004; Koskinen et al., 2001).
The consequent business risks and potential societal and economic impacts are well
documented (Baker et al., 2008; Hapgood, 2010; Turner, 2012). Research aimed at
understanding space weather processes is an international priority area, addressed
by several spacecraft missions designed to provide information on plasma wave and
particle properties in the outer magnetosphere. The missions and responsible
agencies include Cluster (four-satellite constellation by ESA), Double Star (two
satellites, joint ESA/China), THEMIS (five-satellite constellation, NASA), GOES
(series of US satellites providing continuous operation at a variety of longitudes at
geostationary orbit), RBSP (two-satellite mission through the radiation belts, NASA),
ERG (Japan), and Resonance (Russia).

About 600 satellites operate in orbit around Earth, worth �US$2� 1011 to deploy.
The 250 commercial communication satellites in geosynchronous orbit provide an
annual revenue stream of order $2.5� 1010 or >$2.5� 1011 over the life of the
satellites. This figure underestimates the actual economic value of these operations,
given the interdependence of networked services. Space weather processes may
cause operational anomalies with all these satellites (Bedingfield, Leach, and
Alexander, 1996), as well as single-event upsets in portable electronics, distortion
of HF radio systems, and compromised operation of precision timing and naviga-
tion services such as GPS (Coster and Komjathy, 2008).

Since the skin depth in Earth of long-period geomagnetic variations may be many
kilometers, these variations can induce an EMF in the conducting surface of Earth,
causing geomagnetically induced currents (GICs) in long conductors, including
power networks, pipelines, telecommunication cables, and railway systems (Pirjola,
2002). GICs in long gas pipelines spanning Australia are clearly linked with Pc3–Pc5
magnetic pulsations (Marshall, Waters, and Sciffer, 2010). Such GICs may damage
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large transformers in power distribution networks at high and lower latitudes
(Marshall et al., 2011, 2012).

Single-event upsets, latchup, or burnout are a growing concern in satellite and
avionics applications where high computational density is required with minimum
mass (constraining shielding thickness). In addition, the energetic radiation asso-
ciated with solar particle events and the consequent interactions with atmospheric
constituents provide a potentially significant radiation dose to aircrew and passen-
gers at aircraft altitudes (Getley, 2004).

Spacecraft interact with and are affected by their environment, and spacecraft
design must take these factors into account. Detailed discussions of spacecraft–
environment interactions have been provided by Hastings and Garrett (1996) and
Tribble (2003). Virtually all satellites experience SEUs that are caused at LEO by
energetic particles from the inner radiation belt and at GEO by dielectric charging of
order 106–107 V m�1 due to bombardment by energetic electrons. An example of
this was shown in Figure 2.4. At geostationary orbit, SEU rates range from 10�10 to
10�4 errors per bit-day (Tribble, 2003). During the Halloween 2003 magnetic storm,
the radiation belts were drained and then reformed much closer to Earth, causing
space weather effects on 59% of NASA’s Earth and space science missions (Barbiera
and Mahmot, 2004). Over half the anomalies experienced by operators of commer-
cial satellites in 2003 also occurred during the October magnetic storms (Baker et al.,
2008). Severe and extreme geomagnetic storms that can affect spacecraft operations
and power systems on the ground occur about 100 times per solar cycle (Turner,
2012).

Relativistic electron precipitation may also drive chemical changes in the polar
atmosphere, possibly over long timescales and large geographical areas. Such REP
events cause changes in the fast recombination region of the atmosphere affecting
electron density, atmospheric NOx concentrations at polar latitudes (Newnham et al.,
2011), ozone concentrations (Rodger et al., 2010; Veronnen et al., 2005), OH
concentrations (Verronen et al., 2011), and polar surface air temperature (Sepp€al€a
et al., 2009), in addition to variations in the amplitude and phase of propagating VLF
signals (Clilverd et al., 2009).

It is well established that REP into the atmosphere is associated with magnetic
storms (Clilverd et al., 2010; Meredith et al., 2011). Present climate models do not
include REP effects as they are considered to be of minor importance based on
relative energy considerations. Pc5 waves and electromagnetic ion cyclotron waves
in the outer magnetosphere are likely involved in the acceleration of electrons to
relativistic energies in the radiation belts (Kim et al., 2006; Rostoker, Skone, and
Baker, 1998), and also in the destabilization and precipitation of these electrons to
the atmosphere. This leaves open the question of forcing of the atmosphere and
climate from above under the possible influence of wave–particle interactions.
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3
ULF Plasma Waves in the Magnetosphere

3.1
Basic Properties of a Plasma

Over 99% of matter in the visible universe is in the plasma state, from stellar
interiors and atmospheres to gaseous nebulae and interstellar gas. The plasma
universe starts immediately beyond Earth’s neutral atmosphere; however, plasmas
are also encountered in discharge tubes and lightning. A plasma1) is a gas of mobile
positively and negatively charged particles that are largely free to move collectively in
response to electric, magnetic, and other forces. These motions in turn produce
electric currents and magnetic fields that affect the plasma particles, resulting in
propagating waves and instabilities. Here, we consider electrically neutral plasmas
described using equations of electromagnetism and fluid mechanics. Coulomb
interactions take place, but not electron attachment, dissociation, recombination,
excitation, or de-excitation.

Since motions in plasmas are dominated by collective rather than individual
particle effects, plasma scale sizes are large compared to the dimensions over which
individual particle effects dominate, described by the electron Debye length lDe

(Langmuir, 1928):

lDe ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
eokBT e

Nee2

s
� 69

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
T eðKÞ

Neðm�3Þ

s
m � 743

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
TeðeVÞ

Neðcm�3Þ

s
cm ð3:1Þ

where e0 is the permittivity of free space, kB is the Boltzmann constant, Te is the
electron temperature, Ne is the electron number density, e is the electron charge, and
ions are immobile compared to electrons. In practical terms, the Debye length is the
characteristic distance in a plasma over which charged particles screen out an
electric field by 1/e. Spacecraft always interact with the surrounding plasma,
acquiring an electric potential and hence a Debye sheath that may affect the
operation of payloads, including counters, probes, booms, and antennas. This

1) The term “plasma” was first used by Langmuir in 1928.

Magnetoseismology: Ground-based remote sensing of Earth’s magnetosphere, First Edition. Frederick W. Menk
and Colin L. Waters.
# 2013 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2013 by Wiley-VCH Verlag GmbH & Co. KGaA.
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includes, for example, the electric field instrument on the Cluster satellites, since at
8.6RE above the polar cap lDe is 24 m (Engwall, 2004). Table 3.1 lists typical
properties for some plasmas, including Debye length.

Collective effects can only be exhibited if sufficient particles exist to shield discrete
particle effects. For a spherical particle distribution, the characteristic number
density, called the plasma parameter, is

ND ¼ Ne
4
3
pl3

De � 1:7 � 109 T3/2
e /N1/2

e

� � ð3:2Þ

where T is in eV and Ne is in cm�3.
For a gas to exhibit collective (i.e., plasma) behavior, its dimensions L� lDe and

ND� 1.
When an electron in a “cold” plasma is displaced from equilibrium, an electric

field and hence force are established that accelerate the electron back, causing
overshoot and simple harmonic oscillation. This occurs at the plasma frequency:

vpe ¼ 2pf pe ¼
ffiffiffiffiffiffiffiffiffiffi
Nee2

mee0

s
: ð3:3Þ

Substituting values for the constants (where Ne is in m�3) gives

f pe ¼ 8:98
ffiffiffiffiffiffi
Ne

p
Hz; ð3:4Þ

which determines the fundamental timescale of the plasma. There is a different
frequency for each species in a multicomponent plasma, where the resultant plasma
frequency is the sum of the component frequencies, although the electron fre-
quency term dominates. Measuring the plasma frequency, especially using remote
sounders, is a useful way to determine the plasma density. For example, a radio
signal of angular frequency v propagating in a plasma is reflected when v¼vpe.
This is the principle behind the operation of ground-based ionosondes and the
Radio Plasma Imager (RPI) experiment on the IMAGE spacecraft (Reinisch et al.,
2000).

Table 3.1 Typical properties of some space plasmas.

Plasma type Ne (cm
�3) B (nT) Te (eV) lD (m) fpe (Hz)

Interstellar gas 0.1 0.1 0.1 10 103

Solar wind 10 1 10 10 3� 104

Magnetosphere (6RE) 5 200 103 102 2� 104

Ionosphere (300–400 km) 106 104 0.1 10�3 107

Solar corona 106 105 102 0.1 107

Solar core 1026 1011 103 10�11
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3.2
Particle Motions

3.2.1
Motions of Isolated Charged Particles

In order to understand collective particle behavior, we consider first the forces acting
on individual charged particles. In a uniform magnetic field but with no imposed
electric field or collisions, isolated charged particles with velocity components vpar

and vperp parallel and perpendicular to B will perform circular motion around the
field lines at the cyclotron frequency:

vc ¼ vperp

rL
¼ qB

m
; ð3:5Þ

where rL is the radius of orbit, called the Larmor radius, and q is the particle’s charge.
Taking both components into account, the particle describes a helical trajectory with
the guiding center moving at vpar along the field line. This is illustrated in Figure 3.1.
The direction of the particle orbit is such that the magnetic field generated by it
opposes the external field. The plasma particles thus tend to reduce the main field,
and the plasma is diamagnetic.

Next we include uniform and orthogonal magnetic and electric fields. A charged
particle experiences forces described by the Lorentz force equation:

m
dv
dt

¼ m
d2r
dt2

¼ q E þ v � Bð Þ; ð3:6Þ

where E is in units of V m�1 and B in Tesla. During each gyro-orbit, a particle will be
accelerated perpendicular to B due to the electric field, so that the orbit is not closed
and the particle drifts orthogonal to both B and E. This is known as E�B drift and
the velocity of the guiding center, the drift velocity, is given by

vE ¼ E � B
B2 m s�1: ð3:7Þ

Figure 3.1 Charged particle motions in the magnetosphere, showing gyration around a field line,
bouncing between mirror points, and azimuthal drift along L shells. Pitch angle is q. (For a color
version of this figure, please see the color plate at the beginning of this book.)
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Electrons and ions gyrate in opposite directions, but are also accelerated by the E
field in opposite directions. Both particles therefore E�B drift in the same direction
and no current flows. The effect of this drift is to move charged particles out of the
magnetic and electric field regions.

For a general force F, Equation 3.6 is modified by substituting F¼ q E. For
example, in a gravitational field, F¼m g, although in reality this force is negligible.

In a time-varying electric field directed perpendicular to a static magnetic field,
particles execute gyromotion and E�B drift but also experience a force due to E(t),
resulting in polarization drift that is orthogonal to the other two drifts and 90� out of
phase with E(t). The drift velocity is

vP ¼ m

qB2

dE
dt

¼ � 1
vcB

dE
dt

; ð3:8Þ

where the � sign denotes opposite drift for ions and electrons. This results in a
polarization current:

Jp ¼ ne vip � vep
� � ¼ ne

eB2

dE
dt

me þmið Þ ¼ r

B2

dE
dt

; ð3:9Þ

where r is the mass density of the population.
In the magnetosphere, the magnetic field varies with distance, so the motion of a

particle’s guiding center becomes more complex. We consider two cases, the first
being the effect of the spatial gradient in B. From Equation 3.5, the radius of gyration
depends on the magnitude of B and thus, in a magnetic gradient, the gyration orbits
are not closed and the guiding center will drift perpendicular to both B and the
gradient in B, in the direction of constant B. This is called grad-B drift and is in
opposite directions for ions and electrons. In the magnetosphere, this drift results in
charge separation and formation of the ring current, described in Section 2.3. An
expression for grad-B drift can be obtained by representing the magnetic field as a
static background component B0 and a spatially varying perturbation term, using the
Lorentz equation and a Taylor expansion (Chen, 1984).

Geomagnetic field lines are also curved. The guiding center motion of particles
along the field lines therefore produces a centrifugal force perpendicular to B and in
the plane of curvature. The resultant curvature drift is in the same direction as the
grad-B drift.

It can be shown that averaged over several gyroperiods and ignoring relativistic
effects and plasma pressure, an expression for the combined grad-B and curvature
drifts of the guiding center of a charged particle is

vR þ vrB ¼ m
q
RB � B0

R2
BB

2 v2
par þ

1
2
v2

perp

� �
; ð3:10Þ

where RB is the radius of curvature. Consider, for example, an isotropic population
of 1 eV protons and 30 keV electrons at 5RE altitude in the equatorial plane where
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B¼ 3� 104 nT. Due to grad-B and curvature effects, the ions drift westward at the
velocity of 0.39 m s�1 and the electrons eastward at the velocity of 1.17� 104 m s�1,
the latter taking 4.8 h to drift around Earth. For a number density of 10 el cm�3, this
results in a ring current density of order 2� 10�8 A m�2.

Earth’s radiation belts are formed by particles that are confined to or trapped by
the geomagnetic field lines. These particles exhibit three types of periodic motions:
gyromotion around the field lines, bounce motion between conjugate points, and
drift motion around Earth. The fundamental physics of these processes is described
in detail in a number of texts (e.g. Alfv�en and F€althammar, 1963; Schulz and
Lanzerotti, 1974; Walt, 1994) and briefly outlined in the following sections.

3.2.2
First Adiabatic Invariant

Consider a gyrating charged particle moving with nonrelativistic velocity vpar parallel
to a field line. The gyromotion results in a magnetic moment equal to the product of
the current around the particle orbit and the area of the orbit:

m ¼ qvc

2p

pv2
perp

v2
c

¼ 1
2

v2
perpq

vc
¼ 1

2

mv2
perp

B
¼ Wperp

B
; ð3:11Þ

where Wperp is the component of the particle’s kinetic energy perpendicular to the
magnetic field. It can be shown that m is an approximate constant of motion,
dm/dt¼ 0, for sufficiently small spatial variations in B and over time periods that are
larger than the particle gyroperiod. The quantity m is called the first adiabatic
invariant.

This is an important result. Consider a gyrating particle with guiding center
moving earthward along a field line. The total energy of the particle is conserved:

W ¼ Wperp þWpar ¼ constant: ð3:12Þ

From Equation 3.11, since m is constant, as B increases so does Wperp, and from
Equation 3.12Wpar must correspondingly decrease. This means that as a particle moves
earthward, its gyromotion must increase and the motion parallel to the field line
decreases, until eventually Wpar is zero, and the particle is orbiting in a fixed position
along B. At this point, the parallel velocity reverses and the particle is reflected back up
thefield line. This location is called the mirror point. The gyrating charged particle thus
bounces between mirror points in conjugate hemispheres, as illustrated in Figure 3.1.

The angle of the particle trajectory to the magnetic field is called the pitch angle q,
represented in Figure 3.1. Then, vperp¼ v sinq and using Equation 3.11,

m ¼ 1=2mv2 sin2 q

B0
¼ 1=2mv2

Bm
when q ¼ 90�; ð3:13Þ

where B0 is the magnetic field at an initial location (e.g., at the equatorial plane
where q¼qeq) and Bm is the magnetic field at the mirror point, where q¼ 90�. Since
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m is invariant, as a particle gyrates earthward along a field line, the pitch angle
increases as B increases.

Particle mirroring can be conceptualized as follows. A charged particle executing
gyromotion about a field line establishes a magnetic dipole, which by Lenz’s law
opposes the background B field. In a nonuniform field, this provides a force parallel
to the field line and opposite to the direction of motion of the guiding center.

Particles with large equatorial pitch angles have small parallel velocities and
mirror at relatively high altitudes. If the pitch angle at B0 is too small, then the
particle interacts with the neutral atmosphere and does not mirror. From Equation
3.13, the smallest pitch angle of a mirroring particle qm is

sin2 qm ¼ B0

Bm
: ð3:14Þ

This equation defines the boundary of a region in velocity space called the loss
cone, so that particles within this region are not confined to bounce along the field
line. For example, a particle experiencing collision or interacting with a wave field
may undergo redistribution of its pitch angle to the extent where it is scattered into
the loss cone, meaning that the particle’s parallel velocity is increased sufficiently
that it no longer mirrors. This is more likely to happen for electrons because of their
higher collision frequency, and accounts for particle loss from the magnetosphere
into the atmosphere.

Knowledge of the pitch angle allows the bounce time between conjugate mirror
points to be determined. Various approximate expressions exist for computing this
(Hamlin et al., 1961; Walt, 1994). In a dipole field, one useful approximation is

Tb � 0:117
R0

RE

� �
1
b

1 � 0:4635 sin qeq
� �3=4

h i
s; ð3:15Þ

where R0 is the distance from center of the dipole to the equatorial crossing of the
field line and b¼ v/c.

For 1 MeV electrons and protons crossing the equatorial plane at 2000 km altitude,
typical bounce times are 0.1 and 2 s, respectively. The same particles crossing the
equatorial plane at 4RE altitude, in the heart of the radiation belt, have bounce times
of 0.3 and 5 s, respectively. Relativistic effects are important for these particle
energies.

3.2.3
Second Adiabatic Invariant

A second adiabatic invariant J is obtained by defining the action integral

J2 ¼
þ
p � ds; ð3:16Þ

where p is the momentum of the system, s is a position coordinate, and the action J2

is invariant for slow changes in the system compared to the period of motion.
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For a charged particle moving along the field-aligned x-direction between mirror
points a and b,

J2 ¼
ðb

a

mvxdx ¼ pmv2
perp

vc
¼ 2mp

q
Wperp

B

� �
¼ 2mp

q
m ¼ Km; ð3:17Þ

where K is a constant and m is the first adiabatic invariant. Thus, J2 is a constant
integrated over this path for slow temporal changes compared to the bounce time.
This defines the drift path and surfaces mapped out by the particle. In a perfectly
axisymmetric magnetic field, a drifting particle would circle Earth under gradient
and curvature drift and return to the initial field line, tracing out an L-shell surface.
However, the geomagnetic field is distorted due to the influence of the solar wind
pressure and is therefore not axisymmetric, and conservation of the adiabatic
invariant means the bouncing and drifting particle may trace out different L shells
during the longitudinal drift in order to return to the original field line. This is called
L-shell splitting and may be responsible for the formation of the region 2 current
system (Schield, Freeman, and Dessler, 1969).

The longitudinal drift period can also be readily computed for a dipole field. A
useful approximation is (Walt, 1994)

Td � 2pqB0R3
E

mv2

1
R0

1 � 0:3333 sin qeq
� �0:62

h i
: ð3:18Þ

Typical drift periods around the magnetosphere for equatorially trapped (q¼ 90�)
1 MeV electrons and protons at 2000 km altitude are 3� 103 and 2� 103 s, respec-
tively. The same equatorially trapped particles at 4RE altitude have drift times of
8� 102 and 6� 102 s, respectively. Note that the drift period decreases as R0

increases.

3.2.4
Third Adiabatic Invariant

Conservation of the first and second adiabatic invariants causes particles to mirror in
field-aligned trajectories and to return to the original field line. A particle undergoing
gradient and curvature drift eventually drifts entirely around Earth. The third
adiabatic invariant J3 defines the drift path followed, requiring that the magnetic
flux enclosed by the longitudinal drift path remains constant during slow changes in
the magnetic field (relative to the circulation time). Thus, slow compressions or
expansions of the geomagnetic field cause trapped particles to move outward or
earthward during their longitudinal drift in order to conserve the magnetic flux.
However, rapid changes in the geomagnetic field violate this invariant, resulting, for
example, in loss of particles of given energies from the magnetosphere on specific
drift paths. This may allow a “bump-on-tail” energy distribution and drift-bounce
wave–particle instability to form (Ozeke and Mann, 2001).
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The invariant is written as a flux invariant:

J3 ¼ q
þ
B � dS ¼ qW; ð3:19Þ

where dS is an element of the surface enclosed by the equatorial drift path and W is
the enclosed magnetic flux.

3.3
Low-Frequency Magnetized Plasma Waves

Magnetic field strength and plasma density change with location, so the spatial
variation of Alfv�en speed in the magnetosphere is not uniform. This feature
combined with the various plasma boundaries (ionosphere, plasmapause, and
magnetopause) yields a rich variety of resonance and wave coupling physics,
even for wave frequencies much less than the ion gyrofrequencies. However, an
understanding of these processes begins with a simplified description that assumes
a plasma with no boundaries immersed in a uniform background magnetic field B
and plane wave fronts.

A comprehensive mathematical treatment of ultralow-frequency, magnetized
plasma waves with application to near-Earth space physics was given by Walker
(2005). The properties of magnetized plasma wave modes were originally described
by Alfv�en (1948) and all three low-frequency modes are collectively known as Alfv�en
waves. Since the slow mode requires kinetic pressure, the cold plasma approxima-
tion considers only the propagation and interaction between the fast and shear
modes. Most texts combine the equations from fluid mechanics and electromag-
netism as the starting point and develop a vector wave equation that is then
illustrated by deriving the wave mode solutions in various coordinate systems.

In the following sections, a similar development is presented that combines the
fluid and electromagnetic equations in order to develop the shear Alfv�en mode wave
equation in terms of plasma displacement. Estimating the field line resonance
frequencies for a dipole magnetic field is a common task in ULF wave research and
is crucial for remote sensing applications. A short IDL code that solves the plasma
displacement, toroidal mode differential equation is available (see Appendix 1). This
mode is then used to illustrate how the same results may be obtained from the
equations of electromagnetism alone.

In the magnetosphere, the shear mode resonances derive their excitation energy
by coupling to the fast mode, as discussed by Tamao (1965). There is an additional
wave mode coupling process through the ionosphere Hall current, an important
topic discussed in Chapter 8. Here, we provide a treatment that begins with a
simplified geometry by solving the coupled equations in one dimension while
retaining the essential features of cold, magnetized plasma wave mode coupling.
The aim is to provide introductory details of these ideas at the undergraduate level.
We then consider the properties of cold magnetized plasma wave numerical
solutions in more complex magnetic field geometries.
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3.3.1
Equations of Linear MHD

Derivations of the possible low-frequency wave modes that propagate in a cold,
magnetized plasma usually begin by merely stating the MHD equations. This can
overlook the various assumptions in the subsequent analysis. A well-known relation
is Ohm’s law, often expressed as V¼ IR. However, “force” is a more tangible
quantity, so we begin from here. The force acting on a fluid of density r immersed in
a magnetic field B involves both electrical and kinetic effects, which may be
described by the momentum equation:

r
dv
dt

¼ J � B �rP; ð3:20Þ
where v is the fluid bulk velocity and P is the pressure (kinetic). The generalized
Ohm’s law is obtained by multiplying Equation 3.20 by the charge-to-mass ratio q/m,
adding the ion and electron forms, deleting quadratic terms of the small quantities,
and assuming a neutral plasma, to give

mime

re2

@J
@t

¼ mi

2re
rP þ E þ v � B �mi

re
J � B � J

s
: ð3:21Þ

The Lorentz force terms are also evident in Equation 3.21. The assumptions for ideal
MHD are: (i) low-frequency perturbations (i.e., @J/@t� 0); (ii) the magnetic pressure
is much larger than the kinetic pressure (i.e., !P� 0); (iii) for small currents, the
Hall term J�B is smaller than v�B; and (iv) collisions between particles are
neglected, so the conductivity is large (s!1). Therefore, for linear ideal MHD,

E ¼ �v � B: ð3:22Þ
Faraday’s law for low frequencies becomes

@B
@t

¼ r� ðv � BÞ: ð3:23Þ
The low-frequency form of Amp�ere’s law is

r� B ¼ mJ: ð3:24Þ
We can now distinguish between the steady-state and first-order perturbation (time-
varying) velocity, magnetic field, current, and plasma density:

v ¼ v0 þ v1; B ¼ B0 þ b; J ¼ J0 þ j r ¼ r0 þ r1: ð3:25Þ
For example, @B0/@t¼ 0. If the plasma is initially at rest, (v0¼ 0), then there are no
Doppler effects and the operator d=dt ¼ @=@t.

Keeping only linear terms, the combined momentum, Amp�ere and Faraday
relations, become

mr
dv
dt

¼ ðr � bÞ � B0 þ ðr � B0Þ � b; ð3:26Þ
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r� b ¼ mj; ð3:27Þ
@b
@t

¼ r� ðv1 � B0Þ: ð3:28Þ

The plasma displacement vector j is related to the magnetic field by integrating
Faraday’s law:

b ¼ r� ðj� B0Þ: ð3:29Þ

3.3.2
The Wave Equation

Taking the curl of both sides of Equation 3.29 gives

r� b ¼ r�r� ðj� B0Þ: ð3:30Þ
Putting !�B0¼ 0 and substituting Equation 3.30 into Equation 3.26 yield

@2j

@t2
¼ 1

mr
B0 � r�r� ðB0 � jÞ½ 	: ð3:31Þ

From Equation 3.22, the electric field is

E ¼ B0 � @j

@t
: ð3:32Þ

Using the Alfv�en speed (Equation 1.5) and crossing both sides of Equation 3.31 by
B0 give

@2E
@t2

¼ VA � VA � r� ðr � EÞ½ 	½ 	: ð3:33Þ

This is the linear MHD wave equation used by a number of authors (Cummings,
O’Sullivan, and Coleman, 1969; Radoski, 1974; Westphal and Jacobs, 1962). In order
to proceed, the choice of coordinate system and the spatial variation of the Alfv�en
speed must be specified. The next approximation for the magnetosphere, after
Cartesian coordinates and a uniform B0, is dipole coordinates and the associated
dipole field described by Equations 2.2–2.4.

3.4
The Shear Alfv�en Mode in a Dipole Magnetic Field

3.4.1
Toroidal Oscillation of Field Lines

An equation for separate plasma oscillation modes in any magnetic field geometry
was given by Singer, Southwood, and Kivelson (1981). Consider two field lines
separated by a perpendicular distance da. At another location along the field, the
separation da scales by hada. Plasma displacement j in the a-direction causes a
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magnetic perturbation b given by Equation 3.29. This expression is combined with
the momentum equation and Amp�ere’s law to give the wave equation for transverse
oscillations:

@2

@s2
j

ha

� �
þ @

@s
j

ha

� �
@

@s
ln ðh2

aB0Þ
� �þ v2

V2
A

j

ha

� �
¼ 0: ð3:34Þ

A derivation of Equation 3.34 is given in Appendix 2.
For a dipole magnetic field and plasma oscillations in the azimuthal direction,

ha¼ r cos l and Equation 3.34 may be written without the rather complicated first
derivative term.

The magnitude of Earth’s dipole magnetic field is given by

B ¼ M
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 � 3 cos2 l

p

L3R3
E cos6 l

; ð3:35Þ

where M� 7.8� 1022 A m2, the dipole moment of Earth, RE¼ 6378 km, l is the
latitude, and

r ¼ LRE cos2 l ð3:36Þ
for the radial distance r, measured from Earth’s center to a point on the dipole field
line. The distance from Earth’s center to a field line in the equatorial plane is LRE.
The elemental distance along a field line, ds is

ds ¼ LRE cos l
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 � 3 cos2 l

p
dl: ð3:37Þ

Equation 3.34 may be simplified by writing it in terms of l rather than s, and
Equation 3.37 provides the link between these two variables. Set y¼ j/ha and since
we are solving in one dimension,

d2y
ds2

þ dy
ds

d
ds

ln ðh2
aB0Þ

� �þ v2

V2
A

y ¼ 0: ð3:38Þ

Using the chain rules for the first- and second-order derivatives gives

d2y

dl2

dy
ds

� �2

þ dy
dl

d
dl

dl
ds

� �
dl
ds

þ dl
ds

� �2 d
dl

lnðh2
aB0Þ

" #
þ v2

V2
A

y ¼ 0 ð3:39Þ

and Equation 3.37 defines dl/ds.
The other terms in Equation 3.39 are

d
dl

lnðh2
aB0Þ ¼ 3 sin l cos l

4 � 3 cos2 l
ð3:40Þ

and

d
dl

dl
ds

¼ sin l

LRE

1

cos2 l
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 � 3 cos2 l

p � 3

4 � 3 cos2 lð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 � 3 cos2 l

p
" #

: ð3:41Þ
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Substituting Equations 3.40, and 3.41 into Equation 3.39 gives the toroidal wave
equation for azimuthal oscillations:

d2y

dl2 þ
dy
dl

tan lþ m0rv
2L8R8

E cos14 l

K2 y ¼ 0: ð3:42Þ

The shooting method or Runge–Kutta integration scheme is often used to
numerically solve the toroidal wave equation. Equation 3.42 is also in a form
suitable for solution using matrix methods, providing both the eigenvalues and
eigenvectors from a relatively simple computer code.

Approximating the derivatives by central finite differences, on an equally spaced
grid in l, separated by d, Equation 3.42 becomes (Price et al., 1999)

yi�1
1

d2 �
tan li

2d

� �
þ yi v2qi �

2

d2

� �
þ yiþ1

1

d2 þ
tan li

2d

� �
¼ 0; ð3:43Þ

with y0¼ ynþ1¼ 0 and

qi ¼
m0rðliÞL8R8

E cos14 li

K2 : ð3:44Þ

For a nontrivial solution, the coefficient matrix from Equation 3.43 must have a zero
determinant. An IDL code that solves Equation 3.42 using the formulation of
Equation 3.43 is available (see Appendix 1). The parameters in the code have been set
to solve for an L¼ 6.6 dipole field line and the plasma mass density model of
Cummings, O’Sullivan, and Coleman (1969). Harmonics of the resonant modes are
a natural output of this process, with the eigenvalues giving the resonant frequen-
cies as detailed in the computer code. The eigenvectors may also be plotted to show
the plasma displacement along the resonant field line. The electric and magnetic
field perturbations may be computed from the plasma displacement using Equa-
tions 3.29 and 3.32. This is illustrated in Section 3.5.

3.5
MHD Wave Mode Coupling in One Dimension

The wave equation (3.33) describes both the shear and fast Alfv�en wave modes.
Investigating the combined effects of mode coupling is straightforward in a one-
dimensional Cartesian model. For solutions of the form exp[i(k�r�vt)], Equation
3.28 becomes

�ivb ¼ r� ðv1 � B0Þ: ð3:45Þ
The geometry and properties of the background (static) magnetic field B0 must be
specified. The simplest geometry is a Cartesian box where a radial line in the
equatorial plane on the dayside magnetosphere is mapped to Cartesian coordinates
(e.g. Radoski, 1971; Waters et al., 2000). Assigning the ambient magnetic field to
be in the z-direction, the x-coordinate represents the radial direction and the
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y-coordinate maps to the azimuthal direction. Performing the cross-product opera-
tions on the right-hand side of Equation 3.26 (for !�B0¼ 0) gives

�mr0v
2jx ¼ @bx

@z
� @bz

@x

� �
Bz; ð3:46Þ

�mr0v
2jy ¼

@by
@z

� @bz
@y

� �
Bz; ð3:47Þ

�mr0v
2jz ¼ 0: ð3:48Þ

From Equation 3.29, the component perturbation magnetic fields are

bx ¼ @jx
@z

Bz; ð3:49Þ

by ¼
@jy

@z
Bz; ð3:50Þ

bz ¼ � @jx
@x

þ @jy

@y

� �
Bz: ð3:51Þ

Combining Equations 3.46–3.48 with Equations 3.49–3.51 gives

v2

V2
A

� k2
z

� �
jx ¼ 1

Bz

@bz
@x

; ð3:52Þ

v2

V2
A

� k2
z

� �
jy ¼

ikybz
Bz

; ð3:53Þ

bz ¼ �ikyjyBz � Bz
@jx
@x

: ð3:54Þ

Define the symbol e as

e ¼ v2

V2
A

� k2
z: ð3:55Þ

Eliminating the azimuthal plasma displacement jy using Equations 3.53 and 3.54
and then eliminating bz from Equation 3.52 gives

eBzjx ¼ @

@x
eBz

k2
y � e

@jx
@x

 !
; ð3:56Þ

which is the “box model” wave equation used by Radoski (1974) and Kivelson and
Southwood (1986).

The ðk2
y � eÞ in the denominator of Equation 3.56 has been discussed in the

literature. The singularity that occurs when k2
y ¼ e represents a resonance of the

shear Alfv�en mode, and an imaginary part to kz is often used to avoid mathematical
unpleasantness there. Physically, this imaginary component is attributed to Joule
heating losses of the resonant shear mode in the ionospheres. Furthermore, if there
is no azimuthal variation (ky¼ 0), then any fast mode oscillation, characterized by
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the bz component, does not transfer energy into the shear mode. In the real system,
wave mode coupling also arises from gradients in B0 and the anisotropic ionosphere
conductance.

The solution to this second-order differential equation (3.56) requires a specifica-
tion of the wave medium, through the Alfv�en speed VA. The solution yields the
perturbation displacement jx, given the wave spatial variations ky and kz. The
perturbation magnetic fields are then calculated from Equations 3.49–3.51 and
simplify to

bx ¼ ikzBzjx; ð3:57Þ

by ¼ �kykzBz

k2
y � e

@jx
@x

; ð3:58Þ

bz ¼ eBz

k2
y � e

@jx
@x

: ð3:59Þ

The ky is associated with the azimuthal wave number (Olson and Rostoker, 1978).
The field-aligned wave structure describes the shear Alfv�en resonance and depends
on the spatial variation of VA.

Information on how the Alfv�en speed varies in near-Earth space is mostly limited
to spacecraft measurements of the plasma mass density in the equatorial plane.
Chappell, Harris, and Sharp (1970a, 1970b, 1971) showed a number of examples
obtained from the mass spectrometer on board the Orbiting Geophysical Observa-
tory (OGO) 5 spacecraft. Although these studies were primarily interested in
understanding characteristics of the plasmasphere, these results have contributed
to the common use of a power law model where the plasma mass density r as a
function of radial distance r is given by

r ¼ r0
r0

r

	 
a
; ð3:60Þ

wherer0 is the plasma mass density at the radial location r0. All distances are calculated
by taking the center of Earth as the origin. Values ofa from 1 to 4 have been used for the
plasmatrough, while some researchers have set a¼ 3 for a diffusive equilibrium
plasma for the plasmasphere (Menk et al., 1999; Orr and Matthew, 1971; Poulter et al.,
1984; Warner and Orr, 1979; see also review by Reinisch et al., 2009). The mass density
model of Equation 3.60 in addition to the dipole magnetic field expression (Equation
3.35) may be used to provide values for VA in the equatorial plane. This process is
described in more detail in Chapters 6 and 7.

The methods of magnetoseismology allow estimates of VA to be obtained
from measurements of the field line resonant, shear Alfv�en wave mode. A typical
Alfv�en speed radial profile, derived from field line resonant frequencies, is shown in
Figure 3.2. The travel time along the background field from one ionosphere to the
other is approximated by

T ¼
ð

ds
VA

; ð3:61Þ
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which gives estimates for the resonance frequencies vr. This is the Alfv�en travel
time expression for the fundamental period with an accuracy linked to the assump-
tions of the Wentzel–Kramers–Brillouin–Jeffreys (WKBJ) approximation, as dis-
cussed in Schulz (1996) and Sinha and Rajaram (1997).

The field-aligned wave number for harmonic n is

kz ¼ n
vr

VA
: ð3:62Þ

Including ky in Equation 3.55 gives the condition for the location xt of the fast mode
cutoff (turning point):

v2 � V2
AðxtÞ½k2

yðxtÞ þ k2
zðxtÞ	 ¼ 0: ð3:63Þ

The frequency–spatial relationship between the v in Equation 3.63 and the
resonant frequencies in Figure 3.2 is shown in Figure 3.3. The relative positions
of the resonance points, xr and the turning points, xt show whether the shear Alfv�en
resonance is coupled to a propagating or evanescent fast mode (in the equatorial

Figure 3.2 Typical radial dependence of the Alfv�en speed (solid curve) and FLR frequency (dotted
curve). The plasmapause is near L¼ 5.0. From Waters et al. (2000).

Figure 3.3 The fast mode turning points (Equation 3.63) (solid) and the FLR frequencies (dashed
curve): (a) plasmatrough mode, (b) plasmatrough-plasmasphere mode, and (c) tunneling and
inner magnetosphere trapped modes. From Waters et al. (2000).
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plane). If the magnetopause is a strong wave reflector, then a cavity mode appears in
the model between the magnetopause and a turning point in the plasmatrough,
labeled (a). Another trapped cavity mode can exist between two turning points deep
within the plasmasphere, labeled (b). A tunneling mode, labeled (c, i), can appear as
a propagating mode in the plasmasphere, labeled (c, ii), and then appear as a
plasmasphere trapped mode, labeled (c, iii).

Details of the wave structure may be obtained by solving Equation 3.56, which
requires two boundary conditions. Set the inner boundary at 1.1RE to a strong wave
reflecting barrier so that jx (v, x¼ 1.1)¼ 0. The outer boundary at x¼ 10RE may be
driven by a wave spectrum such as

jxðv; x ¼ 10REÞ ¼ � 1
v
: ð3:64Þ

An example of the structure of a trapped plasmasphere mode is shown in
Figure 3.4. A plasmasphere cavity resonance at 36.8 mHz couples with the FLR

Figure 3.4 The magnitude (solid curves) and phase (dotted curves) of the three magnetic field
components for the trapped plasmasphere mode.
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shown by the peak in amplitude and characteristic change in phase in the by
component at 2RE.

3.6
An Alternative Derivation of the Plasma Wave Equation, from Electromagnetism

The basic equations used in the previous sections keep the time derivative in the
momentum equation while ignoring the displacement current in Amp�ere’s law.
A simpler formulation that only involves the familiar equations of electromagnetism
is possible. This makes the resulting equations more suitable for numerical solution
by computer for two- and three-dimensional studies in complicated geometries
using the popular finite-difference time-dependent algorithms. The key to deleting
the momentum equation from the analysis is in finding a suitable expression for the
permittivity. A detailed explanation of this process was given by Lysak (1997).

The essential assumption is that the frequencies of interest are much smaller
than the ion gyrofrequency Vi. The perpendicular components of the momentum
equation are processed by the operator @/@tþ n, where n is the collision frequency
(with neutrals) to give

@

@t
þ n

� �2

v? ¼ @

@t
þ n

� �
v? �Vi þ q

m
@

@t
þ n

� �
E?: ð3:65Þ

The cross-product with the gyrofrequency can be eliminated and for wave
frequencies v2<V2, the time derivatives with respect to the plasma velocity v
may be neglected. Combining with Amp�ere’s law and including the displacement
current term gives

e
@E?
@t

þ sPE? � sHE? � B̂0 ¼ r� bð Þ?; ð3:66Þ

where sP and sH are the Pedersen and Hall conductivities and e is an effective
dielectric constant,

e ¼ 1 þ c2

V2
A

X
s

ms=M

1 þ n2
s=V

2
s

; ð3:67Þ

with the sum over electrons and all ion species, c is the speed of light, and M is the
average molecular mass of the ions. For collisionless MHD, e ¼ 1 þ c2=V2

A and the
wave equation for low-frequency plasma waves follows the same procedure as for
electromagnetic waves, using the Faraday and Amp�ere laws. The formulation of ULF
wave propagation and coupling properties in the magnetosphere and ionosphere
using this approach is taken up again in Chapters 6 and 8.

3.6 An Alternative Derivation of the Plasma Wave Equation, from Electromagnetism j61



4
Sources of ULF Waves

4.1
Introduction

This book focuses on the use of naturally occurring plasma waves to remote sense
properties and dynamics of the magnetosphere. This requires an understanding of
the energy sources, generation mechanisms, and propagation of these plasma waves
throughout the magnetosphere. The waves are mostly in the millihertz frequency
range and the physics of their formation and propagation have already been
discussed in Chapter 3. This chapter reviews observational results in the context
of this theoretical background.

Chapter 1 introduced the widely used Pc1–Pc5, Pi1, Pi2 classification system for
geomagnetic pulsations. It is now known that these perturbations measured by
ground-based and satellite platforms are the signatures of ultralow-frequency (ULF)
plasma waves propagating through the magnetosphere. Note that the descriptor
“ULF” is the standard terminology in this field of science, but does not fit with the
internationally agreed nomenclature for bands of the electromagnetic spectrum
(which is ordered in units of 3� 10n and does not extend below 3 kHz), as defined by
the International Telecommunications Union.

These ULF plasma waves are broadly of two types, depending on whether their
energy source originates in the solar wind (exogenic) or from processes within the
magnetosphere. Over the years ample evidence has accumulated that properties of
Pc3–Pc5 waves depend on both the solar wind and the interplanetary magnetic field
(IMF). For example, correlations have been demonstrated between wave power at
the ground and the solar wind speed VSW, the IMF magnitude BIMF, and the cone
angle qBx defined in Equation 1.2 (Engebretson et al., 1987; Greenstadt and Russell,
1994; Kessel et al., 2004; Odera, 1986; Saito, 1969; Troitskaya, Plyasova-Bakunina,
and Gul’yel’mi, 1971; Wolfe, Lanzerotti, and Maclennan, 1980) and with the
density of the upstream solar wind (Heilig et al., 2010). Figure 4.1 shows an early
report of a relationship between Pc3 and Pc4 activity and solar wind speed. In
contrast, Figure 4.2 represents the dependence of pulsation period (ordered in
bands where P1¼ 1–5 s period and P12¼ 5–10 min period) over the year 1972 at a
midlatitude observatory, on the IMF magnitude BIMF (Ver€o and Holl�o, 1978). The
curve corresponds to T (s)¼ 160/B (nT), that is, f (mHz)� 6.3 BIMF (nT).

Magnetoseismology: Ground-based remote sensing of Earth’s magnetosphere, First Edition. Frederick W. Menk
and Colin L. Waters.
# 2013 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2013 by Wiley-VCH Verlag GmbH & Co. KGaA.
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Figure 4.1 Correlation between Pc4 pulsation
activity at a high-latitude station (bottom trace,
shaded), Pc3 activity at a low-latitude site (top,
solid), and solar wind velocity measured

simultaneously by the Mariner II spacecraft
(middle, unshaded). Open and filled boxes
represent magnetic storm intervals. From Saito
(1964).

Figure 4.2 Variation of magnetic pulsation
period over 1 year at a midlatitude ground
station against magnitude of the upstream IMF,
BIMF. (a). Pulsation period ordered in bands

(P1–P12) of increasing period, where shading
represents level of activity. (b). Summary of
results, where the continuous curve represents
T (s)¼ 160/B (nT). From Ver€o and Holl�o (1978).
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Geomagnetic substorms and other instabilities in the tail also form an important
source of ULF waves on the nightside of Earth, but are transient phenomena and are
not considered in this book. Magnetospheric remote sensing relies mostly on
plasma waves on the dayside, since this is where the predominant source regions
are located, and field line resonances (FLRs) are difficult to establish in the night
hemisphere where the ionospheric conductance is low.

Wave sources internal to the magnetosphere involve wave–particle interactions.
Some types of Pc4–Pc5 waves experience bounce and drift–bounce resonance
interactions with warm or hot particle populations, possibly including hot ring
current Oþ ions (Ozeke and Mann, 2008). Electromagnetic ion cyclotron waves
(EMICWs) in the Pc1 and Pc2 frequency ranges are generated through an ion
cyclotron resonance with ring current protons (Fraser and McPherron, 1982). In this
case, the presence of “slots” in the Pc1 spectrum indicates the presence of thermal
Heþ and warm Oþ ions in the outer magnetosphere (Fraser et al., 1992).

4.2
Exogenic Sources

There are two main types of exogenic sources of magnetospheric ULF plasma waves:
(i) wave–particle instabilities in the upstream solar wind, and (ii) periodic fluctua-
tions in solar wind pressure or density. Both of these sets of processes result in
compressional mode waves entering the magnetosphere.

A rich variety of plasma waves occurs in the magnetosheath, in particular
Alfv�en/ion cyclotron and mirror modes under low and high plasma b-conditions,
respectively (Narita et al., 2006; Schwartz, Burgess, and Moses, 1996). The region
upstream of the bow shock is also home to a rich variety of waves, including
relatively large amplitude waves with frequency around 30 mHz, upstream propa-
gating whistler waves with frequency around 1 Hz, and 3 s period waves (Fairfield,
1969; Greenstadt, Le, and Strangeway, 1995; Le and Russell, 1992). Here, we focus
on the first type because it has been shown that they drive field line oscillations
within the magnetosphere.

The upstream wave region is called the foreshock, and of particular interest is the
ion foreshock. This region is connected to the bow shock by the IMF field lines and
is characterized by beams of field-aligned backstreaming ions under conditions
when the IMF is uniform and steady and at a moderate angle to the solar wind flow.
Solar wind ions gyrating around field lines and convecting antisunward undergo
specular reflection at the bow shock. When the IMF field lines are nearly parallel to
the tangent to the bow shock, called a quasi-parallel shock, the ions are reflected into
the upstream foreshock region.

The geometry of the situation is illustrated in Figure 4.3. The angle between the
IMF and the solar wind velocity vector is the cone angle, qBx, defined in Equation 1.2,
while the angle between the IMF and the normal to the shock boundary is qBn. The
foreshock boundary is defined by the tangential line indicated and is determined by
the guiding center trajectory of the backstreaming ions. This is downstream from
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the tangent field line due to solar wind convection effects. The particles are confined
to a plane containing the solar wind flow velocity and the IMF, the V–B plane, as
shown in the figure. Of course, the bow shock is three dimensional and the IMF
direction is variable, and although for specular reflection the guiding center motion
is in the V–B plane, the ions will be reflected out of this plane and have large pitch
angle (Le and Russell, 1992).

ULF waves with frequency in the range 10–100 mHz but typically near 30 mHz
are common in the foreshock under quasi-parallel (qBn� 35�) and oblique (25� �
qBn� 50�) conditions (Russell et al., 1983), at times of medium Mach numbers
(MA� 2.3–3) (Krauss-Varban, 1994). These waves are due to Alfv�en/ion cyclotron
waves excited by the resonance instability between the sunward streaming ion
beams and the antisunward streaming solar wind plasma (Narita et al., 2004). These
are transverse waves with a nearly monochromatic spectrum.

Global two-dimensional hybrid (kinetic ions and fluid electrons) simulations and
spacecraft observations for radial IMF conditions reveal the formation of a very
perturbed foreshock region within which a slightly smaller ULF wave foreshock is
embedded (Blanco-Cano, Omidi, and Russell, 2009; Eastwood et al., 2005a, 2005b).

Figure 4.3 Schematic representation of the
magnetopause, bow shock, and the ion
foreshock region (shaded) where ULF waves are
likely generated. The IMF is shown northward,
and thick arrows represent plasma streamlines.

Field lines (solid) map around the
magnetopause and the plasma convects
antisunward. (For a color version of this figure,
please see the color plate at the beginning of
this book.)
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Under quasi-parallel conditions, weakly compressive sinusoidal waves are gener-
ated via the right-hand resonance instability with field-aligned ions, although the
waves are left-hand polarized in the spacecraft frame. These waves can propagate at
angles up to 30� to the magnetic field. Additional highly compressional fast
magnetosonic linearly polarized waves occur close to the bow shock. The extent
of the foreshock and the wave characteristics change with changing cone angle.

Under more quasi-perpendicular conditions, relatively narrow and sometimes
energetic field-aligned ion beams occur in the foreshock, often in association with
�1 Hz whistler-like waves (Meziane et al., 2011).

Spatial properties of ULF waves in the foreshock have been determined using
multispacecraft observations. The wave dimensions are of order 1–3RE along the
wave vector, and 8–18RE perpendicular to this, with a wave front shape similar to an
oblate spheroid (Archer et al., 2005). The waves can convect downstream to the
subsolar region of the magnetopause and into the magnetosphere without signifi-
cant change in their spectrum (Greenstadt et al., 1983). The wave frequency depends
on the strength and cone angle of the IMF, but is typically in the Pc3 range. The
relationship has been variously expressed as follows (Heilig, L€uhr, and Rother, 2007;
Le and Russell, 1996; Ponomarenko et al., 2002; Takahashi, McPherron, and
Terasawa, 1984):

f ðmHzÞ ¼ 6BIMFðnTÞ; ð4:1Þ
f ðmHzÞ ¼ 0:72 þ 4:67 cos qBxð ÞBIMFðnTÞ; ð4:2Þ
f ðmHzÞ ¼ 4:42 � 0:25ð Þ BIMFj jðnTÞ; ð4:3Þ
f ðmHzÞ ¼ 7:6 BIMFj jðnTÞcos2 qBx ; ð4:4Þ
f ðmHzÞ ¼ 0:708MA þ 0:64ð ÞðmHz nT�1ÞBIMFðnTÞ; ð4:5Þ

where MA¼VSW/VA is the Alfv�enic Mach number.
Multisatellite observations have identified upstream waves entering and propa-

gating through the magnetosphere as compressional waves (Clausen et al., 2008,
2009; Constantinescu et al., 2007; Goldstein et al., 2005; Sakurai et al., 1999).
Interestingly, the wave front curvature and propagation properties for Pc3 waves
recorded during an outbound magnetosheath crossing by the four Cluster satellites
show that these waves mostly originate from the cusp and electron foreshock, but
not especially from the ion foreshock (Constantinescu et al., 2007). This suggests
that small Alfv�en/ion cyclotron and mirror mode waves are initially stimulated in the
electron foreshock and then couple to and are amplified by ion beam instabilities in
the slightly downstream ion foreshock region.

Figure 4.4 summarizes results from a detailed statistical survey of Pc3 and Pc4
compressional mode wave power at �350 km altitude using the CHAMP spacecraft
(Heilig, L€uhr, and Rother, 2007). Panels (a) and (b) show that compressional mode
wave power increases with increasing solar wind speed, panels (c) and (d) demon-
strate that wave power peaks at low IMF cone angle, and panels (e) and (f) indicate
that normalized Pc3 wave frequency increases with increasing Alfv�enic Mach
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Figure 4.4 Dependence of power and
frequency of upstream compressional waves
recorded by the low-altitude CHAMP spacecraft
during local daytime and between �60�

magnetic latitude. (a) Log wave power versus
solar wind speed, where triangles represent
one standard deviation from the linear fit line

(correlation coefficient C¼ 0.99). (b) Solar
wind speed distribution. (c and d) Log wave
power versus IMF cone angle, and distribution
of cone angles. (e and f) Normalized Pc3
wave frequency versus Alfv�enic Mach number
MA (C¼ 0.94). Adapted from Heilig, L€uhr, and
Rother (2007).
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number MA (correlation coefficient¼ 0.94). This dependence arises because the
upstream wave frequency is Doppler shifted during convection downstream. While
the wave frequency was found to depend on IMF strength, as shown in Equation 4.5,
cone angle did not seem to affect wave frequency.

In fact, the relationship between ULF waves in the magnetosphere and solar wind
parameters in the foreshock is best described using multiple linear regression and
artificial neural network analyses (Heilig et al., 2010). These demonstrate that wave
power depends on a number of factors, including the solar wind density in the
foreshock and the Mach number, since when these quantities are low, the back-
streaming ion density or the downstream ion convection rate is insufficient to excite
the ion cyclotron resonance that generates the waves. An empirical model has been
developed to predict the RMS amplitude of 22–100 mHz activity (Pc3ind) in the H
magnetometer component at a midlatitude ground station:

Pc3indðpTÞ ¼ 4:064 � 10�5V1:650
SW � cos xþ 2ð Þ1:946 � P0:540

dyn

� cos qBx þ 2ð Þ2:675 � 16 pT; ð4:6Þ

where x is the solar zenith angle and Pdyn ¼ NimpV2
sw is the dynamic solar wind

pressure, in nPa.
Periodic compressional or Alfv�enic fluctuations in the solar wind may also directly

drive discrete frequency ULF waves in the magnetosphere (Kepko and Spence, 2003;
Menk et al., 2003; Potemra et al., 1989; Stephenson and Walker, 2002). Multipoint
studies provide strong evidence of correlated wave power in the Pc5 range in the
upstream solar wind, near the magnetopause, at geostationary orbit, over the polar
regions, and on the ground near the spacecraft footpoints, during high-speed
streams and coronal mass ejections. Observational studies have shown that solar
wind pressure variations are a major driver of Pc5 activity (including propagating
compressional waves, field line resonances, and global modes) in the magneto-
sphere and on the ground (Kessel, 2008; Takahashi and Ukhorskiy, 2007, 2008), with
correlation coefficients up to �0.7 between wave power on the dayside and dynamic
solar wind pressure. It is likely that the compressional oscillations (“breathing
mode” oscillations driven directly by pressure variations) then couple to toroidal
mode field line resonances where the incoming wave frequency and field line
eigenfrequency match. This may occur across a range of latitudes since the source
waves may be impulsive and relatively broadband.

An interesting topic is the possible existence of magnetospheric Pc5 waves,
standing global cavity modes, and field line resonances at stable discrete frequen-
cies, called “magic” frequencies: 1.3, 1.9, 2.6, 3.4, and 4.2 mHz (Francia and Villante,
1997; Harrold and Samson, 1992; Mathie et al., 1999a; Samson et al., 1992;
Ziesolleck and McDiarmid, 1994). Figure 4.5, for example, shows the distribution
in Pc5 frequency recorded across a high-latitude array of ground stations for over 3
months. A tendency for selected frequencies is evident. Recent event-based and
statistical studies suggest that these modes may be driven by periodic variations in
solar wind dynamic pressure (Eriksson, Walker, and Stephenson, 2006; Fenrich and
Waters, 2008; Villante et al., 2007). While some workers examine the correlation
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between spectra from ground magnetometers or radars and solar wind pressure,
others scrutinize the phase coherence between specific events, taking into account
suitable propagation delays from the solar wind to the ground. There is even a
suggestion that auroral luminosity variations are modulated at “magic” frequencies
(Liou et al., 2008). An alternative source mechanism for such discrete frequency
signals is discussed in Section 4.5.

A striking result is summarized in Figure 4.6. This represents the occurrence of
discrete spectral peaks in the 0.5–5.0 mHz range for over 11 years of measurements
of number density in the upstream solar wind and for 10 years of magnetic field data
from geostationary orbit near local noon (Viall, Kepko, and Spence, 2009). Hori-
zontal bars indicate statistically significant occurrences of discrete frequencies in the
solar wind at the 3s level and in the magnetosphere at the 1s level. Occurrence
enhancements appear at discrete frequencies similar to the “magic” frequencies
mentioned earlier in 87% of the solar wind records, and corresponding spectral
peaks in the magnetosphere 54% of the time they occurred in the solar wind. These
results suggest that specific frequency features in the solar wind number density
often directly drive the magnetosphere to oscillate at repeatable discrete frequencies,
but also a subset of repeatable frequencies are observed in the magnetosphere due to
other physical processes.

In summary, multipoint observations show that Pc3 and Pc4 ULF waves generated
in the foreshock region may be observed in the magnetosphere and on the ground,
while there is mounting evidence that magnetospheric Pc5 waves may be directly
driven by pressure oscillations in the solar wind. The first point means that ground
observations of Pc3 and Pc4 pulsations may be used as a diagnostic monitor of
conditions in the upstream solar wind, while the second point is important because
Pc5 waves may be involved in the energization or loss of high-energy particles in the

Figure 4.5 Distribution of Pc5 frequency observed over 3 months across a high-latitude
ground station array, in 2mHz bins. Dashed line shows occurrence averaged over 3 bins.
From Mathie et al. (1999a).
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radiation belts. However, it is not clear why these discrete frequencies should be
present in the solar wind in the first place.

4.3
Boundary Instabilities

The observed correlation between solar wind speed and ULF power in the magne-
tosphere suggests that the Kelvin–Helmholtz instability (KHI) at the magnetopause
may be a significant source of ULF wave energy (Pu and Kivelson, 1983; Southwood,
1968; Walker, 1981). This instability arises when the velocity shear between the
relatively calm magnetospheric plasma and the streaming solar wind plasma

(b)

(a)

Figure 4.6 Summary of statistically significant
occurrence of distribution enhancements (a) in
the solar wind and (b) in the magnetosphere,
over 3 year intervals. Width of each horizontal
bar represents the approximate width of the

frequency band enhancement. Corresponding
peaks occur in both data sets for f� 1.5, 1.9,
2.3, 3.3, and 4.8mHz. From Viall, Kepko, and
Spence (2009).
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exceeds a threshold value, exciting surface waves that propagate antisunward along
the boundary and are evanescent within the magnetosphere.

Mathematical descriptions of the KHI often assume that the instability occurs on a
tangential discontinuity, with the magnetic field and plasma flow direction parallel to
the boundary. For a compressible plasma, fast and slow mode surface waves may be
excited by the KHI, each with a lower and upper critical velocity. Such surface modes
may couple to field line resonances within the magnetosphere (Southwood, 1974).
The thickness of the magnetopause boundary layer may determine the frequency at
which the linear growth rate of the instability is a maximum (Walker, 1981). The
period of the pulsation is related to the scale thickness of the boundary as described
in Equation 2.13. For example, if V0¼ 200 km s�1 and d¼ 1RE, then T¼ 320 s, in the
Pc5 range.

Figure 4.7 illustrates the general situation. The shocked solar wind flowing at
speed VSW past the magnetopause flanks generates shear flow instabilities, which
may excite fast mode waves that couple to field line resonances at different latitudes
with frequency-independent or common phase speed. KHI and such “CPS” events
are more likely under relatively high solar wind flow conditions (Engebretson et al.,
1998) and may include events excited by shocks and other large-scale solar wind
discontinuities. In addition, incoherent solar wind buffeting and impulses may
produce local magnetopause indentations and waves with independent phase
speeds (IPS) that couple to poloidal mode field line oscillations (Liu et al., 2009b;
Mathie and Mann, 2000b).

Figure 4.7 Illustration of the formation of
shear flow instabilities under high solar wind
conditions at the magnetopause flanks, which
couple to FLRs with common azimuthal phase
speeds (CPS) in the magnetosphere.

Incoherent solar wind buffeting and impulses
produce local magnetopause indentations and
waves that couple to FLRs with independent
phase speeds (IPS). Adapted from Mathie and
Mann (2000b).
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Numerical models now permit studies of the entire magnetosphere system under
various conditions. These include global three-dimensional MHD simulations of
the solar wind–magnetosphere interaction, which allow parameter studies of solar
wind drivers (Claudepierre, Elkington, and Wiltberger, 2008). Coupled ULF surface
modes are excited by the KHI near the dawn and dusk magnetopause, one mode
propagating tailward along the magnetopause boundary and another along the inner
edge of the boundary layer. In both cases, the preferred wave number is related to the
boundary thickness, so that the KH waves are monochromatic.

Observational evidence of the KHI includes (i) a switch in propagation direction
and polarization for FLRs at high latitudes, indicating propagation away from local
noon with frequency-independent phase speed characteristic of flow speeds at the
boundary (Dunlop et al., 1994; Olson and Rostoker, 1978; Samson, Jacobs, and
Rostoker, 1971) and (ii) a rapid decrease in amplitude with increasing distance into
the magnetosphere, since the waves decay away from the boundary according to
Equation 2.12.

Multispacecraft observations have provided new opportunities for in situ studies
of wave distributions and properties. For example, electric and magnetic field data
from the THEMIS satellite constellation confirm the importance of the KHI in
exciting toroidal mode Pc5 waves in the outer magnetosphere, especially near the
flanks, during solar minimum years (Liu et al., 2009b). The excitation of the KHI and
resultant MHD-scale vortices has been directly observed (Hasegawa et al., 2009) and
is facilitated by magnetic reconnection and compressional fluctuations of the
dayside magnetosheath, although the KHI wavelength may exceed predictions
based on linear theory.

It has also been suggested that the KHI can be excited across the boundary of flow
channels in Earth’s plasmasheet in the magnetotail. Multipoint spacecraft observa-
tions have detected �5 min period KHI-produced magnetic oscillations in a flow
shear, propagating earthward at about half the plasma flow speed. Such results
suggest that the KHI may play a role in the braking of fast flows in the magnetotail.

The previous section highlighted recent results indicating that solar wind pertur-
bations drive ULF waves at selected frequencies. Recent multisatellite observations
of magnetopause motions find evidence of magnetopause oscillations at the “magic”
frequencies described above (Plaschke et al., 2009a, 2009b), as shown in Figure 4.8.
These are believed to be due to Alfv�en surface waves on the dayside magnetopause
generated by mode coupling from compressional disturbances in the magneto-
sheath, that develop into standing Alfv�en modes (i.e., Kruskal–Schwarzschild
modes) (see Hasegawa and Chen (1974)) due to reflection from the conjugate
ionospheres via field-aligned currents. The eigenfrequencies of the standing modes
are determined by the magnetopause geometry.

In summary, simulation and observational studies show that the KHI at the
magnetopause is probably an important source of long-period ULF wave activity.
However, further work is needed to clarify to what extent this process is responsible
for the range of Pc3–Pc5 pulsations that occur throughout the magnetosphere, and
also on the significance of Kruskal–Schwarzshild mode surface oscillations.
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4.4
Field Line Resonances

The propagation of ULF plasma waves through the magnetosphere and down to
the ground has been discussed by many workers (e.g. Allan and Poulter, 1992;
Walker, 2005). Usually it is assumed that compressional mode waves enter or are
otherwise present in the magnetosphere and propagate inward until they couple
energy to standing shear Alfv�en mode field line oscillations (Chen and Hasegawa,
1974; Menk et al., 1994; Orr, 1984; Tamao, 1965; Southwood, 1974). The coupling
is most efficient for relatively low azimuthal wave number (Allan, White, and
Poulter, 1985), so the field line eigenoscillations – field line resonances – usually
have relatively large longitudinal extent. On the other hand, field lines are
assumed to be radially decoupled, leading to the notion of oscillations of shells
of field lines. As discussed in Section 3.5, the resonant frequency varies with
Alfv�en speed and hence latitude, and we may expect that sufficient broadband
hydromagnetic noise is always present in the magnetosphere to allow resonances
to exist on all field lines, thus forming a continuum spectrum of oscillations (Lee
and Lysak, 1991; Mathie et al., 1999b; Waters, Menk, and Fraser, 1991). Azimuthal
wave number is commonly described in terms of a dimensionless quantity (Olson
and Rostoker, 1978):

m ¼ 2pREDw

360S
cos l; ð4:7Þ
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Figure 4.8 Magnetopause oscillation frequencies determined from 6697 magnetopause
crossings, in 0.2mHz bins. Maxima of the distribution are marked with arrows. From Plaschke
et al. (2009a).
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where S is the station separation, Dw is the estimated wave phase difference
between these stations, and l is the geomagnetic latitude. FLRs are most effectively
driven by fast mode waves when m� 3 (Allan, White, and Poulter, 1985).

The physical principles of FLRs are well known and have been described in
Chapter 3. Field line resonances are readily identified in ground data by a number of
features (Orr and Hanson, 1981; Ziesolleck et al., 1993): (i) a peak in wave power or
amplitude at the resonant latitude, where the half-width is related to the Q of the
resonance; (ii) a high degree of polarization or coherency at the resonant latitude;
(iii) nearly linear wave ellipticity and a reversal of the sense of polarization across the
resonance latitude with apparent propagation toward the resonance; (iv) large
polarization azimuth angle at the resonant latitude; and (v) the azimuthal magnetic
and radial electric field components in space being 90� out of phase at the resonant
frequency. These properties are consistent with toroidal field line oscillations in
space (see Figure 1.7) due to transverse standing waves with the Poynting flux
directed along the field line and power predominantly in the H component on the
ground (after 90� rotation by the ionosphere). Further details on resonance detection
techniques such as analysis of the cross-phase spectrum between spaced stations are
provided in Chapter 5.

How does the resonant frequency vary with latitude? Figure 4.9 shows an
idealized radial mass density profile through the plasmasphere, across a steep
plasmapause 0.2RE wide, and in the outer magnetosphere, with the corresponding
resonant frequency, determined using Equation 1.4. Dashed lines represent a
(hypothetical) density biteout, while horizontal dotted lines indicate resonances
at the same frequency on either side of the plasmapause boundary. Although this is
an idealized representation, it resembles empirical models of the radial variation in
equatorial electron density (e.g. Carpenter and Anderson, 1992). However, at low
L-values, field lines have a significant portion of their length in the ionosphere and
the mass density is additionally influenced by mass loading from ionospheric heavy
ions and diurnal winds (Poulter, Allan, and Bailey, 1988; Waters et al., 2000). This
profile will be referred to again in Section 7.1.

Figure 4.10 illustrates the modeled variation in toroidal mode eigenperiod within
the plasmasphere as a function of colatitude, 6 days after a simulated magnetic
storm. Above 40� latitude (i.e., below 50� colatitude), the eigenperiods increase with
latitude and are dominated by the behavior of Hþ ions near the equatorial plane. The
diurnal variation results from refilling of depleted flux tubes from the underlying
ionosphere, influenced by E�B drifts of the flux tubes due to azimuthal electric
fields. Below 40� latitude, the Oþ ions become more important and result in a
reversal of the eigenperiod profile near 20� latitude. The diurnal period variation
follows the behavior of ionospheric Oþ ions, responding to neutral winds. The low-
latitude reversal in the frequency of FLRs due to ionospheric mass loading has been
detected observationally near L¼ 1.6 (Menk, Waters, and Fraser, 2000; Ndiitwani
and Sutcliffe, 2010).

There is now abundant evidence of the existence of FLRs throughout the
magnetosphere from high to low latitudes. As pointed out in Chapter 3, mathemat-
ical descriptions often assume a simple dipolar geometry that is not appropriate to
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high latitudes where field lines experience significant temporal distortion. This
affects the frequency (Waters, Samson, and Donovan, 1996; Wild, Yeoman, and
Waters, 2005) and polarization properties of the FLRs (Kabin et al., 2007a). This is
important because wave–particle energy transfer involves the wave electric field
component parallel to the drift velocity of charged particles, usually regarded as the
azimuthal field (poloidal mode), although this only applies to a dipole magnetic field.
In a more realistic field, the polarization of Alfv�en modes can no longer be described
as poloidal or toroidal, as it becomes increasingly mixed and changes with local time.
This happens because the contours of constant magnetic field no longer coincide
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Figure 4.9 Model profiles of plasma density
(top) and field line resonant frequency
(bottom), including a typical plasmapause
profile. Filled circles denote L-values of
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indicate resonances at the same frequency
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with contours of constant wave period for either mode in the equatorial plane, and it
means that at high latitudes different Alfv�enic modes may contribute to particle
acceleration in different MLT sectors. The relevant equations were presented in
Section 3.7. Observational confirmation of this effect has come from THEMIS
multisatellite data (Sarris et al., 2009b).

Recent modeling of MHD wave propagation and the formation of FLRs in
response to a fast mode driver in a compressed dipole field geometry reveals
that the spatial characteristics of high-latitude FLRs depend strongly on the source
location at the magnetopause boundary (Degeling et al., 2010). This is a consequence
of the accessibility of fast mode waves from the magnetopause source to distant
locations within the inhomogeneous magnetosphere, and it suggests that observed
FLR structures may provide information on spatial characteristics of the wave source
at the magnetopause.

A further complication arises when the magnetospheric plasma is in relative
motion, such as azimuthal rotation near a KHI site. Model results suggest that
monochromatic fast magnetosonic waves can excite harmonics of standing Alfv�en
waves simultaneously on different resonant surfaces (Kozlov and Leonovich, 2008).
The plasma motion effect is greatest near strong velocity gradients such as the
magnetopause and across a thin plasmapause, causing distorted phase and ampli-
tude profiles near the resonant shell. This suggests that ground observations could
be used to detect such high-velocity regions.

Multipoint satellite and ground measurements show that in the outer magneto-
sphere, just inside the cusp, Pc3 pulsations have dominant transverse toroidal and
poloidal components, with wavelength �103 km, transverse scale size �0.14RE, and

Figure 4.10 Modeled local time variation of fundamental toroidal mode eigenperiod in the
plasmasphere as a function of colatitude. From Poulter, Allan, and Bailey (1988).
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phase velocity �102 km s�1 earthward (Liu et al., 2008, 2009a). The Poynting flux is
field aligned and away from the equatorial plane. These waves likely arise from
incoming compressional mode waves coupling to guided Alfv�en waves on the last
closed field lines, exciting FLRs at lower latitudes. On the ground at high latitudes,
Pc3 pulsations are often observed with FLR characteristics, although the field line
eigenfrequency is actually much lower, in the Pc5 range. One possibility is that these
are higher harmonics of FLRs excited at the upstream wave driving frequency
(Howard and Menk, 2005; Ponomarenko et al., 2005).

Field line resonances observed at low latitudes are most likely driven by fast mode
(compressional) waves propagating from the upstream solar wind deep into the
magnetosphere and coupling to discrete frequency toroidal and poloidal standing
field line oscillations (Menk et al., 2006; Menk, Waters, and Fraser, 2000; Ndiitwani
and Sutcliffe, 2009; Waters et al., 2000; Yumoto et al., 1985).

How much energy does an FLR deposit into the ionosphere? Estimates for large Pc5
FLR events range from �6� 109 W (Greenwald and Walker, 1980) to 1014–1015 W
for high solar wind speed global Pc5 events (Rae et al., 2007b) and 1010–1011 J for high-
m particle-driven FLRs (Baddeley et al., 2005). These values range up to 30% of a
substorm budget, so clearly Pc5 FLRs may dissipate significant energy into the
ionosphere.

Many observations of toroidal FLRs report wave propagation away from local
noon, usually interpreted as evidence of a solar wind source. However, coherent low-
m waves may also be found propagating sunward from the midnight sector. These
have been observed in low- and midlatitude ground data (Mier-Jedrzejowicz and
Southwood, 1979; Ostwald et al., 1993) and at large Lwith spacecraft (Eriksson et al.,
2008). Numerical simulations of MHD wave coupling in the magnetotail waveguide
(Wright and Allan, 2008) suggest that 5–20 min fast mode waves generated in the
magnetotail waveguide by substorms may couple to earthward-propagating Alfv�en
waves and produce field-aligned currents resulting in narrow auroral arcs that move
equatorward at �1 km s�1. The Alfv�en waves phasemix as they propagate earthward,
resulting in a rapid variation of wave fields perpendicular to B. The predicted wave
properties agree with observations of Alfv�en waves with local standing wave
signatures in the plasma sheet boundary layer and on the ground. However, it is
not clear whether this mechanism can explain the coherent sunward-propagating
waves in the tail, or how common such waves might be.

In summary, although the fundamental properties of FLRs are well known, some
key questions still exist: (i) How do the properties of FLRs change at high latitudes in
realistic field geometries, and how do these affect particle acceleration? (ii) How
significant is the effect of plasma motion on the properties of FLRs? (iii) How often
do large FLRs deposit significant energy into the ionosphere, and what are typical
values of energy deposition? (iv) What is the contribution of FLRs to the ULF wave
spectrum at low latitudes, for example, near and inside the FLR cutoff latitude? (v)
Are the FLR-like Pc3 that are detected in the outer magnetosphere harmonics of
FLRs, and if so what is the contribution of these to general ULF activity at high
latitudes? (vi) What is the origin of sunward-propagating waves, are they FLRs, and
how common are they?
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4.5
Cavity and Waveguide Modes

Under suitable conditions, the magnetosphere may form a resonant cavity for
incoming millihertz-frequency fast compressional mode waves, between the reflect-
ing magnetopause and the turning point where the radial wave number is zero. In
an axisymmetric magnetosphere, the radial wave number is quantized and normal
modes of the system can occur at discrete, quantized frequencies. In the presence of
plasma inhomogeneities, these eigenmodes damp through coupling to transverse
field line resonances whose spectrum is therefore dominated by the fast mode
eigenfrequencies (Allan, White, and Poulter, 1985; Kivelson and Southwood, 1985).
In essence, compressional mode energy present in the magnetosphere tunnels
earthward past the turning point and couples to discrete frequency, driven FLRs that
are embedded within the continuum spectrum. Cavity modes may also exist within
the plasmasphere (Allan, Poulter, and White, 1986; Takahashi et al., 2010a; Zhu and
Kivelson, 1989), as illustrated schematically in Figure 3.3.

Since the magnetosphere is in reality not axisymmetric, compressional energy
propagates from the dayside to the magnetotail, and so a waveguide model is more
appropriate. However, cavity and waveguide modes are difficult to detect with
spacecraft (Samson et al., 1995; Waters et al., 2002) and supporting evidence comes
mostly from observational studies suggesting the preferential existence of discrete,
quantized frequencies in the magnetosphere, especially at the so-called magic
frequencies. These are often referred to as Cavity Mode Samson (CMS) frequencies,
after their discoverer J.C. Samson (Samson et al., 1991). Section 4.2 outlined
observations that conversely suggest that discrete frequency modes may exist in
the solar wind.

The discrete frequency CMS modes have been most clearly identified with
ground-based HF radars that detect motions of the ionospheric plasma driven by
the ULF wave fields (Harrold and Samson, 1992; Samson et al., 1992, 1995; Walker
et al., 1992). High-latitude ground magnetometer observations also show evidence of
discrete frequency FLRs, predominantly at the CMS frequencies (Figure 4.5)
(Harrold and Samson, 1992; Mathie et al., 1999a; Villante et al., 1997).

Within the magnetosphere, spacecraft data also suggest the existence of discrete
frequency modes. Figure 4.11 shows a 1 year statistical survey of ULF wave data
recorded by the Cluster spacecraft mostly near 5RE (Clausen and Yeoman, 2009).
The CMS frequencies are identified by vertical dashed lines, while dotted and solid
sloping lines represent linear fits and 95% confidence levels for each wave compo-
nent. While CMS frequencies do not stand out in all three magnetic field compo-
nents, peaks in both the poloidal and toroidal components occur at 6.5, 8.0, 11–11.5,
and 13 mHz. The observations come from locations significantly inward of the
cavity/waveguide turning point for driving Pc5 FLRs and were therefore attributed
to higher harmonics of waveguide/cavity modes.

Evidence is also accumulating that dayside waveguide and cavity modes may be
observed within the plasmasphere. Since the cavity resonances are expected to be a
fraction of an RE apart, they will be difficult to detect with spacecraft but will be
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manifested by a suite of closely spaced frequencies in ground magnetometer data
(Samson et al., 1995). The structure of such trapped plasmaspheric modes was
predicted using a simple 1D waveguide model (Waters et al., 2000) and confirmed
observationally (Menk, Waters, and Fraser, 2000). However, if the plasmapause
boundary is regarded as an imperfect reflector, then virtual resonance modes may
form (Lee and Lysak, 1999). These can exist even in the absence of a clear
plasmapause boundary and extend beyond the plasmasphere. Wave power within
the plasmaspheric resonator may also escape through the plasmapause, producing
field line oscillations at high latitudes (Teramoto, Nos�e, and Sutcliffe, 2008).

Global Pc3 and Pc4 eigenmode oscillations have been observed throughout the
dayside plasmasphere (L� 1.7–3.1) under conditions favorable for the propagation
of broadband compressional mode power from the solar wind into the magneto-
sphere, but in the absence of a distinct plasmapause density signature (Takahashi
et al., 2009). These have been attributed to virtual cavity resonances in the inner
magnetosphere, which may also account for the observed spectral properties of
nighttime Pi2 pulsations (Kim et al., 2005; Lee and Lysak, 1999; Lee and Takahashi,
2006; Teramoto, Nos�e, and Sutcliffe, 2008). Pc4 pulsations recorded on the nightside
at geomagnetically quiet times may also result from plasmaspheric cavity modes,
which are excited by waves generated in the upstream solar wind (Takahashi et al.,
2005). Similar Pc4 pulsations have been reported in HF radar signals (Ponomar-
enko, Waters, and St-Maurice, 2010).

The shear flow between plasma in the magnetosheath and magnetosphere
controls the reflection condition at the magnetopause, and when taking into account
the boundary layer thickness may result in the formation of overreflection modes at
the magnetopause (Mann et al., 1999; Walker, 2000). Overreflection occurs when the
characteristic spatial scale sizes of the wave and the inhomogeneity are comparable,
and the wave and magnetosheath flow have similar propagation vectors. A magne-
tospheric fast mode incident at the magnetopause has a component of group velocity
in the direction of magnetosheath flow, from which it may gain energy through the

Figure 4.11 Occurrence of spectral peaks in 1 year of Cluster spacecraft data for the poloidal,
toroidal, and compressional wave modes. Adapted from Clausen and Yeoman (2009).
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work done by the Maxwell and Reynolds stresses on the velocity gradient at the
boundary (Walker, 2000). This offers an efficient process for the extraction of energy
from the magnetosheath to magnetospheric waveguide modes on the flanks during
fast solar wind speed intervals, and it may explain the production of discrete
frequency ULF waves in the magnetosphere and statistical correlations between
Pc5 power on the ground and solar wind velocity (Mann, O’Brien, and Milling, 2004;
Mathie and Mann, 2001; Pahud et al., 2009).

In summary, mathematical models suggest that fast mode eigenmodes of the
magnetospheric cavity/waveguide and the plasmasphere should result in discrete
frequency waves that may couple to FLRs. Evidence for these is provided mostly by
radar data and statistical analysis of ground and in situ observations. However, the
following difficulties remain: (i) Lack of clear evidence in spacecraft data for the
existence of cavity modes; (ii) What is the significance of the CMS discrete
frequencies? Are cavity/waveguide eigenmodes observed at other frequencies,
including higher frequencies? (iii) Are there preferred conditions (e.g., magnetically
quiet, high solar wind speed, and solar wind compressions) under which global
cavity and waveguide modes preferentially exist? (iv) Under what conditions and at
what frequencies do virtual cavity resonances exist compared to plasmaspheric
cavity modes?

4.6
Spatially Localized Waves

Field line resonances observed with ground-based magnetometers are normally
described as toroidal mode oscillations with low azimuthal wave number ky, but
since the MHD Alfv�en and fast modes are coupled in the magnetosphere, spatially
localized predominantly poloidal mode oscillations with high ky values may be
produced.

The conditions under which toroidal and poloidal Alfv�en waves are generated
were considered in detail by Klimushkin, Mager, and Glassmeier (2004). The
eigenfrequencies of the two modes are different (Orr and Matthew, 1971), although
nearly monochromatic guided poloidal modes occur in regions where the poloidal
mode frequency reaches local minimum or maximum values, in the ring current
and near the plasmapause (Denton and Vetoulis, 1998; Denton, Lessard, and Kistler,
2003; Klimushkin, Mager, and Glassmeier, 2004). While the frequency of a toroidal
mode resonance vT is determined by the travel time of the shear Alfv�en wave along a
field line, the poloidal mode eigenfrequency vP is also affected by geometric and
other factors, and in the WKB approximation is (Klimushkin, 1998; Sch€afer et al.,
2007)

vP ¼ vT � vgeom þ vb; ð4:8Þ

where vgeom describes field line curvature effects and vb accounts for finite plasma
pressure and perpendicular currents including ring currents.
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The radial wave number for the poloidal mode, kr, is given by

k2
r  / 

v2 � v2
P

v2
T � v2

: ð4:9Þ

Waves propagate radially in the region where k2
r > 0 and are reflected at the point

where v¼vP, where kr¼ 0. When v¼vT, toroidal resonances occur and the
poloidal mode is converted to a mainly toroidal one. Thus, wave behavior changes
spatially and temporally. It is progressively easier to satisfy the poloidality condition
with increasing difference between the toroidal and poloidal frequencies, as plasma
pressure increases.

The existence of a peculiar type of large-amplitude, highly monochromatic wave
mode called giant pulsations has been known for a long time (e.g. Glassmeier, 1980;
Takahashi et al., 2011). These are due to spatially localized poloidal mode oscillations
resulting from resonant interaction between the wave electric field and energetic
electrons that bounce and drift azimuthally around Earth. The resonance condition
for a wave of frequency v is

v�mvd ¼ Nvb; ð4:10Þ

where vd is the drift frequency of the particles around Earth, vb is the particle
bounce frequency between conjugate points, m is the azimuthal wave number,
and N is a positive or negative integer. Figure 4.12 is a schematic illustration of
the resonance. Due to spatial integration effects (Ponomarenko et al., 2001), these
waves are heavily attenuated between the ionosphere and the ground, so most
information on them has come from measurements of the wave fields in the
ionosphere using HF sounders (Wright and Yeoman, 1999; Yeoman et al., 2000),
discussed further in Section 7.9, and fortuitous spacecraft conjunctions (Hughes,
McPherron, and Barfield, 1978a). Evidence for poloidal field line eigenoscilla-
tions also comes from the detection of radial oscillations of plasmaspheric flux
tubes from the Doppler shift of artificially produced VLF signals and simulta-
neous observation of FLRs at a similar frequency by ground magnetometers
(Menk et al., 2006). This is discussed further in Section 7.10.

Results from multipoint spacecraft missions show that spatially localized waves
may exist for days in the outer magnetosphere during the recovery phase of storms
(Eriksson et al., 2005; Sarris, Li, and Singer, 2009a; Sarris et al., 2007; Takahashi et al.,
1987). Figure 4.13 shows radial profiles of toroidal and poloidal mode eigenfre-
quencies calculated for conditions when a 23 mHz wave was detected by the Cluster
satellites just outside the plasmapause, with maximum amplitude at L¼ 4.56,
poloidal turning points fobs¼ fP at L¼ 4.4 and L¼ 5.0, radial width of 0.6RE, and
azimuthal wave number m� 155 (Sch€afer et al., 2008). Similar trapped poloidal
modes have also been observed just inside the dayside plasmapause (Sch€afer et al.,
2007). Occasionally, such waves are seen at quiet times when no energetic particles
are present and drift or bounce resonance is unlikely (Eriksson et al., 2005).
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In addition to bounce and drift resonance, compressional high-m waves may also
be generated by the drift mirror mode instability under high b-conditions when
there is significant perpendicular pressure anisotropy. The frequency of the growing
mode depends on the diamagnetic drift frequency, but the instability condition is
affected by field line curvature and coupling to transverse shear Alfv�en waves. The
drift mirror waves will propagate slowly with the Larmor drift frequency. Suitable
conditions were identified during about 30% of the Equator-S satellite orbits in the
morning plasmasheet (Haerendel et al., 1999). The observed plasma “blobs” drift
slowly eastward and sunward and have lifetimes of 15–30 min. Storm-time Pc5
waves in the outer magnetosphere typically have azimuthal wave number in the
range jmj ¼ 20–100, limited radial extent, and a characteristic antisymmetric field-
aligned nodal structure (Takahashi et al., 1987). Long-lived high-m compressional
Pc5 waves satisfying the drift mirror criterion have been observed under average
magnetic activity conditions in the outer magnetosphere on the dawn side (Korotova
et al., 2009; Rae et al., 2007a) and dusk side (Constantinescu et al., 2009).

In summary, trapped spatially localized poloidal mode oscillations occur in the
ring current region and near the plasmapause, and poloidal mode eigenoscillations

Figure 4.12 Schematic illustration of bounce
and drift resonance interaction with high wave
number ULF waves. Particles follow helical
trajectories with changing pitch angle, executing
bounce motion between conjugate points at
frequency vb and azimuthal grad-B and

curvature drift at frequency vd. Bounce
resonance occurs when a multiple of vb

matches the eigenfrequency of an even-mode
standing wave. Drift resonance occurs when vd

matches the wave’s azimuthal wavelength.
From Allan and Poulter (1992).
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may also be detected within the plasmasphere. The following questions arise: (i)
How frequently do high-m poloidal mode particle-generated waves occur? (ii) Can
such waves be generated at quiet times in the absence of energetic particle
distributions? (iii) How common are high-m poloidal mode waves at the plasma-
pause and are they a signature of the plasmapause? (iv) What is the significance of
these waves in the energization of ring current particles (Ozeke and Mann, 2008)? (v)
Techniques such as VLF sounders and HF radars provide the possibility of ground-
based monitoring of high-m poloidal mode waves. What new results could emerge?

4.7
Ion Cyclotron Waves

Until recently, Pc1 and Pc2 (�0.2–5 Hz) plasma waves were generally believed to be
generated in the equatorial region of the magnetosphere by ion cyclotron resonance
with unstable distributions of energetic ring current ions, especially during the
recovery phase of magnetic storms. These are electromagnetic ion cyclotron waves
(EMICWs). The appearance of repetitive modulated packets in ground data was thus
attributed to dispersive field-aligned wave packet propagation in the left-hand ion
mode on successive bounces between hemispheres – that is, hydromagnetic
whistlers (Obayashi, 1965). Nonpropagation stopbands occur at the local bi-ion

Figure 4.13 Location of poloidal mode
resonance region observed at the plasmapause
on August 8, 2003. Upper solid and dashed
curves show radial profiles of toroidal and
poloidal mode eigenfrequencies (assuming a
power law distribution of the form (r/RE)

�2 and

a heavy ion mass loading factor of 2.0),
respectively; horizontal dotted line shows
observed frequency fobs¼ 23mHz. Lower curve
represents amplitude profile. From Sch€afer
et al. (2008).
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frequencies in Heþ- and Oþ-rich plasmas (Fraser and McPherron, 1982). On
reaching the ionosphere, some of the wave energy couples to the right-hand
mode and propagates in a horizontal waveguide (resonator) formed by the peak
in the phase constant profile centered on the ionospheric F2 region electron density
maximum (Fraser, 1975; Tepley and Landshoff, 1966) from source regions near the
plasmapause (Fraser, 1976; Webster and Fraser, 1985). IPDP are an unstructured
subtype of Pc1 and Pc2 pulsations generated by resonant interaction with westward
drifting energetic protons near the plasmapause in the evening sector (Horita et al.,
1979). Figure 4.14 gives a schematic overview of the generation and propagation of
structured Pc1 emissions.

A key difficulty with the above scenario is lack of evidence of wave packet
bouncing between conjugate points (Demekhov, 2007). In situ observations show
that EMICW propagation is almost exclusively away from a narrow zone near the
equator (Fraser et al., 1996; Loto’aniu, Fraser, and Waters, 2005) with minimal
reflection at the ionosphere. This is supported by a model of wave generation within
a narrow “backward wave oscillator” regime into which waves are reflected by
mirrors just off the equator (Trakhtengerts and Demekhov, 2007). In addition, the
packet appearance may result from modulation of the growth process by compres-
sional Pc5 waves (Loto’aniu, Fraser, and Waters, 2009).

It now seems likely that Pc1 and Pc2 EMICWs are generated in a variety of regions
under conditions that lead to the formation of suitable particle temperature
anisotropies. The waves are often observed after magnetic storms (Engebretson
et al., 2008; Halford, Fraser, and Morley, 2010) near the plasmapause, and in the

Figure 4.14 Schematic summary of Pc1 ion cyclotron wave generation and propagation. IAR
refers to the ionospheric Alfv�en resonator. From Demekhov (2007).
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outer magnetosphere in connection with solar wind pressure fluctuations (Arnoldy
et al., 2005; Hansen et al., 1992; Usanova et al., 2008). They are also generated by
interactions with cold plasma density gradients within plasma drainage plumes
(Morley et al., 2009). Observations of Pc1 and Pc2 waves therefore provide infor-
mation on (i) the location of magnetospheric structures, as discussed further in
Section 7.8, (ii) the presence of ring current particles, and (iii) Heþ concentrations
(Fraser and McPherron, 1982).
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5
Techniques for Detecting Field Line Resonances

5.1
Introduction

The ability to remote sense properties of near-Earth space using ULF waves depends
on the excitation of the low-frequency, natural magnetized plasma oscillations that
appear in the magnetosphere, described in Chapter 4. ULF resonance structures
appear in the magnetosphere as a result of simple constraints: a bounded, magne-
tized plasma and a source of excitation energy. The combination of the nonlinear
spatial variation of both the magnetic field and plasma mass density coupled with
boundary conditions that change with time, latitude, and longitude yields rich
resonant structures and dynamics. This chapter describes various experimental data
analysis techniques that have been developed to identify signatures of ULF field line
resonances. This is the first step toward developing the capability to remote sense
the plasma mass density in the magnetosphere.

ULF waves in the magnetized plasma of near-Earth space appear as perturbations
in the magnetic and electric fields and in the plasma density. In principle, ULF wave
data may be obtained from any instrument sensitive to electric or magnetic fields or
their effects on the plasma. The development of a ground-based magnetospheric
diagnostic capability depends on being able to detect FLR signatures in data
recorded by ground-based sensors such as vector magnetometers, scanning merid-
ian photometers, and ionosphere-probing instrumentation such as Doppler soun-
ders and HF radars. Although data from spacecraft-borne sensors have also been
successfully used to detect ULF resonances, most of the experimental data have
come from extensive magnetometer networks on the ground.

The most important property for the detection of FLRs in experimental data is
the radial variation of the magnetic field and plasma properties, as discussed in
Chapter 3. The first ULF resonance structure identification strategies relied on the
variation of amplitude and wave polarization with latitude in addition to wave
polarization properties at conjugate locations (Nagata, Kokubun, and Iijima, 1963;
Sugiura, 1961). Some early attempts to identify FLRs used the magnetometer data
time series directly (Ellis, 1960; Siebert, 1964), while others selected frequency
domain parameters such as power density and wave polarization (Samson, Jacobs,

Magnetoseismology: Ground-based remote sensing of Earth’s magnetosphere, First Edition. Frederick W. Menk
and Colin L. Waters.
# 2013 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2013 by Wiley-VCH Verlag GmbH & Co. KGaA.
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and Rostoker, 1971; Sugiura and Wilson, 1964) as a function of latitude. For
magnetoseismology, we require accurate estimates of the FLR frequencies as a
function of location on Earth, and these early attempts had limited success. For
example, considerable scatter in the FLR frequency with latitude may be present in
ground data (Obayashi and Jacobs, 1958), while some early workers found no
evidence for FLR characteristics (Ellis, 1960).

Comprehensive studies of wave polarization at high latitudes by Samson (Sam-
son, 1973; Samson, Jacobs, and Rostoker, 1971) resulted in a suitable MHD
explanation for the appearance of ULF waves in the magnetosphere (Chen and
Hasegawa, 1974a, 1974b; Southwood, 1974), confirming many features of the earlier
model developed by Tamao (1965). A review of early observations of Pc4–Pc5 waves
interpreted as resonant oscillations is given by Saito (1969). These studies required
extensive latitudinal magnetometer arrays and the associated coordinated data
analysis. More recently, a number of additional techniques and refinements of
previous techniques have become available. These exploit the characteristics of both
the wave amplitude and horizontal wave polarization properties with latitude and
frequency for the detection of FLRs in ground-based magnetometer data. Further-
more, the routine detection of FLRs as a function of latitude without the need for
large magnetometer arrays and with a low data processing burden is essential for
magnetoseismology. Such techniques include polarization analyses (Samson, 1983;
Samson and Olson, 1981), “gradient” analysis (Baransky et al., 1985), and cross-
phase (Waters, Menk, and Fraser, 1991).

In this chapter, a number of techniques that have been used to identify FLRs in
ground magnetometer data are described. We assume the reader is familiar with
basic digital signal processing techniques such as the fast Fourier transform (FFT)
and spectral analysis. The methods used to detect FLRs in the data obtained from
magnetometers and ionosphere probes such as Doppler sounders and HF radars
were reviewed in Waters et al. (2006). That article also contains a computer code to
compute the wavelet transform of ULF wave data if the reader is interested in digital
signal processing using that alternative spectral estimation technique.

Magnetometer data are widely available from space physics World Data Centers
and organizations devoted to the dissemination of geomagnetic field information
(e.g., InterMagnet and SuperMAG). For digital signals, the bandwidth of the spectrum
is set by the Nyquist criterion where the Nyquist frequency (maximum frequency)
fN¼ 1/(2Dt) Hz, where Dt is the (constant) data sample interval in seconds. Data
sampled at Dt¼ 60 s or longer from many stations around the globe are widely
available. However, 1 min magnetometer data allow detection of FLRs only up to
8 mHz, limiting their application to high latitudes where ULF resonances in the Pc5
band are common. For low latitudes (L< 3), Dt¼ 4 s is generally suitable. With
increasing capabilities in data storage, magnetic field data sampled at Dt¼ 1 s are
becoming available, allowing the full range of ULF resonances and their harmonics to
be detected at all latitudes.

The maximum FLR frequencies occur on magnetic field shells where the
integrated Alfv�en speed is the largest (see Equation 1.4). Since the magnetic field
strength decreases with the cube of the radial distance (Equation 2.2), the Alfv�en
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speed is larger closer to Earth. A typical radial profile for the Alfv�en speed in the
equatorial plane of the dayside magnetosphere is shown in Figure 3.2. Inside the
plasmasphere the plasma mass density increases with decreasing radial distance
and around L� 1.5–1.7, the Alfv�en speed in the equatorial plane reaches a
maximum. Closer to Earth the plasma mass density dominates and so both the
Alfv�en speed and the FLR frequencies decrease. The fundamental FLR around
L� 1.6 is in the Pc3 range and may be 80 mHz or greater. The lower latitude
limit for the detection of FLRs appears to be around L� 1.3 (Menk, Waters, and
Fraser, 2000) where ionosphere damping processes appear to inhibit FLR
oscillations.

The high-latitude limit for FLRs occurs at the outermost closed field line of
Earth’s magnetosphere where the fundamental frequencies are �1–3mHz. An
example of GEOTAIL spacecraft data from the dayside, outer magnetosphere is
shown in Figure 5.1. For this interval, GEOTAIL was near 11 MLT in the subsolar

Figure 5.1 Spectra of the azimuthal magnetic field By and radial electric field Ex for 0400–
0440UT, recorded on December 18, 1994, from the GEOTAIL spacecraft in the subsolar region.
From Sakurai et al. (2006).
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region, 10.5RE from Earth. Near the subsolar region of the magnetosphere, the
higher frequency Pc3 band is enhanced. Although oscillations of the magnetic
and electric fields were seen on all sensor components, FLRs are most prominent
on the eradial and bazi components. The shear mode resonance has 90� phase
relationship between the ex and by signals. The enhanced power of the Pc5
resonance �3 mHz is seen in Figure 5.1, followed by higher harmonics in Pc3 and
Pc4 bands.

5.2
Variation in Spectral Power with Latitude

The variation of the Alfv�en speed in the magnetosphere leads to an increase in the
FLR frequency with decreasing radial distance except across the plasmapause region
and at very low latitudes (L< 1.4) (Figure 3.2). For shear Alfv�en FLRs that have
largely an azimuthal (bw) magnetic perturbation in space (Section 3.4), transition
through the ionosphere rotates the field vector by �90�, as discussed in Section 5.6
and Chapter 8. Therefore, if FLRs have sufficient amplitude, they may be identified
in the power spectra of data obtained from the magnetometer time series from a
north–south-oriented sensor. A typical example from the research literature can be
found in Miletits et al. (1990).

The process begins with an examination of the baseline removed, magnetic field
time series from the north–south (x-component) sensors of a collection of stations
that are located at different latitudes but at similar longitudes. For intervals that
show ULF wave activity, the data are transformed into the frequency domain. We
identify these spectra by X( f ) and Y( f ) for data obtained from the north–south [x
(t)] and east–west [y(t)] magnetometer sensor time series, respectively. The
common method is to use the FFT. However, the maximum entropy method
(MEM) and wavelet and Hilbert transforms have also been applied. The FFTs of
the time series segments are then represented as a stack plot of spectral amplitude
or power density versus frequency. An example from the Churchill line of the
Canadian magnetometer array for 16 UT, recorded on February 9, 1995, is shown
in Figure 5.2. The spectra have been ordered with the highest latitude data
(Rankin Inlet; 73.2� AACGM latitude) at the top to the lowest latitude (Pinawa;
61.0� AACGM latitude) at the bottom. Since the amplitude of ULF waves
decreases for lower latitudes, identification of the FLR peak with latitude is
facilitated by normalizing the spectra, as shown in Figure 5.2. The FLRs for
each latitude obtained using the cross-phase method (described subsequently) are
shown as asterisks.

The identification of spectral peaks can be tricky. The enhanced power just above
2 mHz for the Rankin Inlet and Eskimo Point (71.5�) data in Figure 5.2 are quite
clear. However, at lower latitudes, the identification is more challenging, particularly
for Pinawa. Additional resonance information, such as the phase, is therefore often
included to improve FLR identification.
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5.3
Variation of Phase with Latitude

Waves contain both amplitude and phase information. As with other wave types, the
phase properties of ULF waves also provide a rich source of information, a fact that
was used in early attempts to use wave polarization information to identify FLRs
(Sugiura and Wilson, 1964). There are several ways in which the phase information
may be used to identify FLRs. The first process is similar to the spectral power with
latitude already discussed: (i) Obtain ULF wave time series data from a latitudinal
distribution of sensors (e.g., magnetometers, photometers, and HF radar beam).
(ii) For a given time interval, calculate the FFT of these data. (iii) Plot the phase as a
function of latitude for a given frequency.

The phase data are usually combined with the spectral amplitude with latitude
plots as shown in Figure 5.3. For the selected frequency of 5 mHz, a resonance
occurs at 66.5� AACGM latitude, identified as a peak in the power and decreasing
phase with increasing latitude. The technique allows us to identify the latitude of
FLR frequencies between those identified in Figure 5.2. An interesting and as yet

Figure 5.2 Normalized, stacked power spectra
of the north–south magnetic field component
data recorded by the Canadian magnetometer
array 16UT on February 9, 1995. From top to
bottom, the data are from magnetic latitudes of

73.2�, 71.5�, 69.3�, 68.3�, 67.0�, 64.6�, and
61.0�. The asterisks (�) indicate the FLR
frequency identified using the cross-phase
method.
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unexplained feature of FLRs at high latitudes has been identified using this method.
The magnetometer time series were replaced by Doppler velocity variations obtained
by HF radars to investigate the signatures of FLRs in the ionosphere. An example
from Fenrich et al., (1995) is shown in Figure 5.4. The usual peak in power and
decrease in phase with increasing latitude identifies the FLR in Figure 5.4a.
However, for the event in Figure 5.4b, the phase variation with latitude goes the
opposite way, earning these events the title “reverse-phase FLRs.”

5.4
Wave Polarization Properties

A monochromatic wave is usually characterized by amplitude, frequency, and phase.
An alternative representation is to consider wave polarization properties such as
azimuth and ellipticity. For example, circular polarization has unit ellipticity, and
azimuth in this case is meaningless. The sign of the ellipticity determines the left- or
right-handedness of the wave polarization. A common notation from optics is to
denote a pure polarized (no noise) wave by the Jones vector (Collett, 1993). For
example, a right-hand circularly polarized wave in a 2D plane has the Jones vector
[1,i]. Partially polarized signals can be described using the Mueller matrix or Stokes
vector formulation from optics, and many of the ULF wave analysis methods use this
formulation, particularly the pure state methods (Samson, 1973), discussed in
Section 5.8.

The expected polarization of the Alfv�en wave mode as a function of latitude (or
frequency), including effects from the ionosphere, was described in Hughes and
Southwood (1976). The representation of polarization properties in the time domain
is the hodogram, and this has been used throughout ULF research history (e.g.
Sugiura and Wilson, 1964). Hodograms provide useful information if the signals are
noise free and narrowband. However, either or both of these constraints are often
not satisfied for magnetometer time series. The combined power and wave
polarization characteristics with latitude and frequency may be used to identify

Figure 5.3 Power (solid curve) and phase (dashed curve) with magnetic latitude at f¼ 5mHz,
for the data in Figure 5.2.
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FLRs. An example from a low-latitude magnetometer array is shown in Figure 5.5.
The peak in power and change in ellipticity with latitude identify an FLR at L� 1.9.
The frequency of interest may be removed from the processing by the process of
demodulation. The methods for FLR identification are similar, but now use the
demodulated spectra. An example from the literature using demodulated data is
Figure 3 in Beamish, Hanson, and Webb (1979). These methods have provided
estimates for resonance widths but resonance widths measured in the ionosphere

Figure 5.4 (a) Variation of power and phase at
1.9mHz with latitude for a low-m event from
the Goose Bay radar data recorded from 0735 to
0835UT on September 28, 1988. (b) Variation

of power and phase at 1.3mHz with latitude for
a high-m event from the Saskatoon radar data
recorded from 2120 to 2220UT on October 18,
1993. From Fenrich et al. (1995).
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are smaller than those measured on the ground (Ziesolleck et al., 1998). This is
discussed further in Chapter 8.

These techniques assume that spectral peaks that change with latitude correspond
to the FLR, which requires resonant excitation over the sensor array with a relatively
high-quality resonance (Q-factor). However, resonance effects may be masked by the
spectrum of the source energy (Kurchashov et al., 1987). In addition, these methods
require data from many (typically greater than four) magnetometers arranged in

Figure 5.5 Latitude variation (L-value) of the
wave pure state power (top), frequency, and
polarization for data recorded over the
Australian low-latitude magnetometer array.
The peak in power and reversal in the sense of

polarization near L¼ 1.9 identify the resonance
location, while the resonance width is estimated
to be about 0.2RE from the �3 dB width of the
peak in power. From Ziesolleck et al. (1993).
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latitude, with the associated data processing burden. The determination of temporal
variations of FLRs using this format thus becomes tedious.

5.5
Spectral Power Difference and Division

These methods are identified as the “gradient” method in the literature (Baransky
et al., 1985, 1990) and depend on magnetic field measurements of the ULF fields at
closely spaced, latitudinal sites. What does “closely spaced” mean? This question
was discussed in Waters, Samson, and Donovan (1996). The required latitudinal
magnetometer separation depends on the quality of the resonance and the variation
of FLRs with latitude, which is directly related to the radial variation of the Alfv�en
speed in the magnetosphere. Essentially, we need to obtain sufficient difference in
FLR frequency at the two sites while keeping the stations close enough to ensure
coherent signals. For L< 2.8, site separations of �80 km have been successfully
used while at higher latitudes (L> 5), separations of the order of �200 km have been
used (Green et al., 1993; Waters, Menk, and Fraser, 1991; Waters, Samson, and
Donovan, 1995).

The process first requires that a suitable time interval of magnetometer data from
two latitudinally separated, north–south oriented sensors is transformed into the
frequency domain, usually by the FFT and the researcher’s preferred windowing
function. We denote these as the equatorial and poleward spectra (XE( f ) and XP( f ))
to avoid confusion with data recorded in the northern and the southern hemi-
spheres. These amplitude or power spectra are then either subtracted or divided and
plotted as a function of frequency. The idea is illustrated in Figure 5.6, using the
driven, damped simple harmonic oscillator equations. An example using magneto-
meter data from the Fort Churchill and Gillam magnetometers for 16 UT, recorded
on February 9, 1995, is shown in Figure 5.7. The FLR is identified as the frequency
where XP( f )�XE( f )¼ 0 and XP( f )/XE( f )¼ 1 (Baransky et al., 1985) shown by the
asterisk. The “gradient” aspect of the calculation (division by station separation)
allows interpolation of the variation of FLR frequencies with latitude (Kawano et al.,
2002). Further examples appear in Menk, Waters, and Fraser (2000) and in Pilipenko
and Fedorov (1994), which is a review of ULF resonance parameters that may be
derived from measurements with closely spaced, latitudinal magnetometers.

5.6
Single Station H/D

FLR signatures measured on the ground have small azimuthal wave numbers since
the smaller spatial scale perturbations attenuate in amplitude from the ionosphere
to the ground, as discussed in Chapter 8. This selects those FLRs in the magneto-
sphere that have a predominantly azimuthal (east–west; y) variation in the pertur-
bation magnetic field. In the magnetosphere, the FLR exhibits properties of the
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shear Alfv�en wave mode where the perturbation magnetic field and the associated
field-aligned current are related by r� b ¼ m j. However, in the atmosphere,
r� b ¼ 0, which implies a rotation of the perturbation magnetic field in the
north–south (x) direction for detection by ground magnetometers. If the x-compo-
nent magnetometer sensor data contain the FLR signal and the y-sensor data are
dominated by the source spectrum, then a two-sensor, horizontal and orthogonal
arrangement should be suitable for FLR detection.

Figure 5.6 Variation with frequency of two
simple harmonic underdamped oscillators. (a)
Amplitudes with resonant frequencies fE and fP.

(b) Subtraction (solid) and division (dashed) of
these amplitude functions. (c) Phase response
(dashed curve) and cross-phase (solid curve).
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A method that has been used is to calculate the spectral power using data from the
two orthogonal sensors and plot the ratio X( f )/Y( f ). This is also known as the H/D
technique (Pilipenko and Fedorov, 1994; Vellante et al., 1993b). The x-component
spectra should peak at the FLR frequency. TheX( f )/Y( f ) results for the Churchill line
magnetometer data for February 9, 1995 as a function of latitude are shown in
Figure 5.8. On comparing with the spectral power with latitude in Figure 5.2, we see
some improvement in the FLR signature at the lower latitudes as the y-component
spectrum Y( f ) has a normalizing effect on the x-component data. However, Y( f ) is
not necessarily flat and depending on the variation of power with frequency in the
y-component data, the FLR frequency identified byX( f )/Y( f ) may be shifted to lower
or higher frequencies. Single station power ratio measurements were described in
Menk et al. (2004), Pilipenko et al. (1999), and Vellante et al. (1993a).

A driven harmonic oscillator passes through a phase difference of 90� at reso-
nance between the resonance oscillation and the driver term. Therefore, a cross-
phase analysis using the X( f ) and Y( f ) spectra may yield the FLR where the phase
difference is 90�. The frequencies where the cross-phase between X( f ) and Y( f ) is
between 85� and 95� for each station are shown as asterisks in Figure 5.8. In general,

Figure 5.7 (a) Spectral power difference and (b) division for data recorded by the Fort
Churchill (69.3� AACGM latitude) and Gillam (67.0�) magnetometers from 1600–1630 UT
on February 9, 1995.
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we have found that the X( f ) :Y( f ) cross-phase spectra at a single site are not useful
for FLR identification. The X( f ) :Y( f ) cross-phase spectra appear to be dominated
by wave polarization variations most probably from variations in the Y( f ) from the
energy excitation source. For high latitudes and FLRs in the Pc5 band, these
would arise from properties of the Kelvin–Helmholtz instability active at the
magnetopause.

5.7
Cross-Phase from Latitudinally Separated Sensors

So far, the detection of FLRs in experimental data has focused on selected time series
intervals. Multiple spectral plots become tedious to examine in this form and so
spectra stacked by time on the horizontal axis with frequency on the vertical axis are
used. These “dynamic” spectra are generated by computing successive FFTs, sliding
the FFTanalysis window along the time series. One spectral parameter that provides
immediate FLR identification in the dynamic spectrum form is the cross-phase.

Figure 5.6c illustrates the principle of the cross-phase method for identifying
FLRs in ULF data obtained from two latitudinally spaced sensors (Waters, Menk, and
Fraser, 1991). For sensors spaced of order 100 km apart, it does not appear to matter
what wave processes are present at frequencies other than the FLR (including any

Figure 5.8 Spectral power division X(f)/Y(f) from each of the seven stations in the same order as
Figure 5.2. Asterisks (�) show frequencies where the phase difference is between 85� and 95�.
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additional harmonics). The cross-phase function shows an extreme value at the
resonant frequency. This is a positive value for the phase difference given by wP�wE

at most latitudes. Around plasmapause latitudes, the gradient in the Alfv�en speed
reverses and the values for wP�wE at the resonant frequencies are minima (Dent
et al., 2006; Waters, 2000).

The cross-phase technique applied to data obtained from the Churchill line
magnetometers recorded on February 9, 1995 is shown in Figure 5.9. The seven
stations are taken as six consecutive latitude pairs decreasing in latitude from left to
right and moving down the figure, and the FLRs, including harmonics, may be
identified from the peaks in the cross-phase as a function of time of day. The changes
in resonant frequency throughout the day reflect variations of the magnetic field and
plasma mass density, weighted by the inverse of the Alfv�en speed along the field
from one ionosphere to the other. For the higher latitudes (topmost panels), the
temporal variation shows an arch shape, mostly due to changes in the magnetic field,

Figure 5.9 Dynamic cross-phase spectra data
recorded on February 9, 1995 by the Churchill
line of magnetometers of the Canadian array.
Time axis is from 0800 to 0530UT and local

noon is at 1800UT. Cross-phase scale is from
0� to 120�. (For a color version of this figure,
please see the color plate at the beginning of
this book.)
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where the field is compressed around noon and more stretched at dawn and dusk.
There are also magnetic field topology effects that alter the wave polarization and
frequency in the more distorted field geometry (Rankin et al., 2005). These are
discussed in Chapter 7. At lower latitudes, the FLR frequencies increase. Generally,
the magnetic field is well modeled at the lower latitudes and changes in the FLR
frequencies are more directly related to plasma mass density variations in the
magnetosphere.

5.8
Using ULF Wave Polarization Properties

In the spectral domain, ULF data may be processed to yield the rich mix of
polarization properties with frequency. General techniques for the analysis of
pure states and polarized signals applied to ULF data have been discussed in a
series of papers during the 1970s–1980s (Arthur and McPherron, 1977; Samson,
1973; Samson and Olson, 1981). These techniques involve the eigenvalues and
eigenvectors of the complex spectral matrix, computed from multichannel time
series. Finding the eigenvalues and eigenvectors of the complex matrix is not
required if we wish to search only the spectral information for specific polarization
states (Olson, 1987).

The “vector” that describes a digitally recorded time series from m different data
channels is

xT ¼ ½x1ðtÞ; x2ðtÞ; . . . ; xmðtÞ�: ð5:1Þ

The xj(t) [ j¼ 1 	 	 	m] may be time series from sensors at the same site [x(t), y(t), z(t)],
sensors at different locations, or any combination of components and instruments.
The spectral matrix S is formed by the outer product of the FFT of these time series:

S ¼
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where

ZjðkÞ ¼
XN�1

t¼0

xjðtÞe�2pikt; ð5:3Þ

for k¼ 0, 1, 2, . . . , N� 1 and � denotes complex conjugation. The spectral matrix S
is square and for real input data xj(t), the diagonal elements are real and represent
the autopowers of each time series. The off-diagonal elements of S are the cross-
power spectra. The cross-phase is computed from the phase angle of the cross
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powers in the usual way for complex numbers. Equation 5.3 is usually implemented
using the FFT. The spectra are smoothed by some window function that may be
applied either in the time or frequency domain.

Given a polarization state v, a normalized detector for this state may be defined
(Olson and Samson, 1979):

D ¼ vþSv
TrðSÞ : ð5:4Þ

For real input data, the spectral matrix (Equation 5.2) is Hermitian and the trace
of S (Tr[S]) represents the total signal power (at some frequency) and therefore
0 
 D 
 1 in Equation 5.4. In practice, the parameter D is raised to some power
(usually 4) and this is analogous to the “order” of the polarizationfilter if the data are
then filtered by this polarization state. This process has a geometric interpretation.
From Equation 5.1, the spectral matrix spans an “m”-dimensional space and
Equation 5.4 projects a particular vector v onto this space (dot product). The
detector D is large when the vector v is close to a state in S that contains the outer
product of v with its complex conjugate, that is, the polarization state v. Therefore,
Equation 5.4 describes a parameter D that provides a measure of the presence of
some polarization state v in the data. From here on the discussion will be restricted
to the detection of the FLR wave mode. The detection of other wave modes follows a
similar development.

i) Polarization from Orthogonal, Horizontal Magnetometer Sensors. Suppose
that time series data from only two orthogonal sensors from one magnetometer
site are available. The polarization state should change with frequency if a
resonance is present. Figure 5.6 shows that a resonance with large signal-to-
noise ratio might be identified by constructing a polarization filter that describes
a state v that has most of the power in the X( f ) and minimal power in the Y( f )
channels. This process is equivalent to the normalized X( f ) component power
described in Section 5.2. However, it has the flexibility to be able to easily alter
the polarization state. An example was given by Olson (1987).

ii) Polarization from Two Latitudinally Spaced Sensors. Polarization properties
(ellipticity and azimuth) are usually computed using data obtained from orthog-
onal sensors. There is no reason why the same process cannot be applied to the
data from the same magnetometer components, spaced in latitude. The ideal
amplitude and phasing for this case are shown in Figure 5.6. At the resonant
frequency, the spectral amplitudes will be approximately equal and the phase
difference is a maximum (or minimum). The “ellipticity” calculation from
these data should show a trend toward circular at the resonant frequency, if
the phase difference is not too large. Figure 5.10 shows an example using the
same magnetometer x-component data as in Figure 5.9. The FLRs and har-
monics are easily identified and follow the temporal and frequency properties of
the cross-phase analysis shown in Figure 5.9. Monthly averaged dynamic
ellipticity spectra for low-latitude stations were shown in Menk et al. (2012).
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The pure state methods are not limited to two-station magnetometer time
series data. The dimension of S can be as large as we need. The principles are
easily extended to data from a latitudinal magnetometer array. All we need
to do is define a “state” and then search S by the dot product process. An
example of this type of multistation identification of FLRs was discussed by
Plaschke et al. (2008). Using an analytic form for the amplitude and phase
variations across an FLR, the spectral matrix was constructed from data
obtained from multi-latitude sites in the Canadian magnetometer array. Further
developments may provide robust techniques for searching large data sets for
FLR signatures.

Figure 5.10 The “ellipticity” spectra computed
from the north–south component magnetic
field data from pairs of latitudinal spaced
stations of the Canadian Churchill line. The

processing used the same time series as
Figure 5.9. (For a color version of this figure,
please see the color plate at the beginning of
this book.)
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5.9
Automated Detection Algorithms

The ubiquitous nature of ULF waves and FLRs requires low-burden, data analysis
methods. The detection of FLRs over long periods of time (days or years) has been
solved by computing dynamic spectra. In particular, FLR signatures are easily
identified by eye in cross-phase dynamic spectra. However, training the computer
to identify the FLR frequencies in these spectra is a greater challenge. This section
reviews the methods that have been developed to autodetect FLRs and describes
some possible improvements.

The often-clear FLR signature in cross-phase spectra facilitates FLR frequency
detection based on the statistics of cross-phase values (Berube, Moldwin, and
Weygand, 2003). In summary, the method is as follows:

i) Compute the cross-phase and the X( f )/Y( f ) ratio dynamic spectra for mag-
netometer time series data obtained from two nearby, latitudinally spaced sites.
The FFT length sets Df and the number of frequency estimates in the Nyquist
interval n_freq. The time step t_step determines the number of data points to
step successive FFTwindows through the data. Therefore, the spectra consist of
cross-phase and power ratio values at “points” identified by each t_step and Df.

ii) Define a range in time and frequency for computing the “local” statistics. For
example, for Df¼ 1 mHz, a 10 mHz range for the “local” frequency yields
n_f¼ 10 frequency estimates centered on the frequency of interest in the
spectra. A similar process gives n_t, the number of time steps.

iii) Step through the spectra with this “local” analysis box and compute the average
and standard deviations of the cross-phase values (Dw)av and (Dw)SD.

iv) For each time step column in the spectra, select the cross-phase values Dw that
have two standard deviations (Dw)SD larger than the mean (Dw)av.

v) For these cross-phase values, develop a t-statistic, (Dw)av/(Dw)SD and select the
frequency (row in the spectra) that has the largest t-statistic (ensuring t> 1).

vi) For each frequency, examine the slope in the power ratio spectra. The criterion
should be consistent with the power ratio variation in frequency described in
Section 5.3.

The method depends on the selection of the “local” box and hence the values chosen
for n_t and n_f. The user should experiment with these parameters for the particular
data set of interest as the cross-phase statistics in the spectra depend on the latitude and
station spacing. Berube et al. (2003) reasoned that cross-phase values “far” from the
resonant frequency are random so (Dw)av is close to zero. In reality, the method
depends only on (Dw)av� 0 away from resonance, which does not require that the
Dw values be random. In fact, the Dw values often appear constant and near zero with
frequency and time for frequencies less than the resonant frequency.

The application of this auto-FLR detection algorithm is illustrated on the Canadian
magnetometer data described previously, and the result is shown in Figure 5.11.
These data represent a greater challenge for the method, which was originally
described for low-latitude data. The Canadian data contain higher harmonics with
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varying clarity of the cross-phase FLR signature as seen in Figure 5.9. The method
tracks the fundamental quite well when the cross-phase signature is clear, becoming
less reliable as the signature fades.

There is no reason why the auto-FLR detection algorithm should be limited to
cross-phase and power ratio spectra. Figure 5.12 shows the results when the method
is applied to the ellipticity spectra shown in Figure 5.10. The algorithm seems to
perform better than that shown in Figure 5.11. However, if we take the ellipticity or
cross-phase spectra and run a standard image processing, median smoothing over
the data, followed by a peak detection, then the FLR detection success rate is
essentially the same.

The algorithm described in Berube, Moldwin, and Weygand (2003) has been used
a number of times in the literature with varying degrees of success. Boudouridis and

Figure 5.11 The automatic FLR detection algorithm in Berube, Moldwin, and Weygand (2003)
applied to the cross-phase data in Figure 5.9. (For a color version of this figure, please see the
color plate at the beginning of this book.)
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Zesta (2007) compared FFT and wavelet transform implementations of the algo-
rithm and found that the FFTgave the better results. In our experimentation with the
method, the final check rarely required the power ratio step. This was also reported
by Vellante et al. (2007). We could also eliminate the t-statistic step using a median
smoothing. Clearly, more research is required in order to perfect techniques that
reliably identify FLRs and harmonics in long data sets.

Figure 5.12 The automatic FLR detection algorithm in Berube, Moldwin, and Weygand (2003)
applied to the ellipticity data in Figure 5.10. (For a color version of this figure, please see the color
plate at the beginning of this book.)
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6
Ground-Based Remote Sensing of the Magnetosphere

The possibility of remote sensing the cold plasma mass density in near-Earth
space using naturally occurring ULF waves has been recognized since the late
1950s. The relatively continuous ULF geomagnetic pulsations observed in mag-
netometer records were interpreted by Dungey (1954, 1955) as oscillations of
magnetic flux tubes and it was soon recognized that these oscillations could
provide information about near-Earth space (Gul’elmi, 1966; Obayashi and Jacobs,
1958). These early investigations showed the possibilities for remote sensing the
radial plasma density profile in the equatorial plane using ground-based magneto-
meter records.

The techniques described in Chapter 5 provide experimental data that may be
used by remote sensing algorithms to estimate the composition of the plasma in the
magnetosphere. The most common constituent of space plasmas is hydrogen. In
addition, the ionosphere contributes atomic oxygen, and helium ions are also
detected. The remote sensing techniques based on experimentally determined
FLR signatures provide the total plasma mass density. There are additional space-
and ground-based methods that provide the electron concentration and ion-specific
information, such as Heþ from extreme ultraviolet emissions. These techniques are
described in this chapter.

6.1
Estimating Plasma Mass Density

Resonances in the ULF (1 : 100 mHz) band are ubiquitous in Earth’s magneto-
sphere. They arise from oscillations with wavelengths of size similar to the
magnetosphere dimensions. The combined magnetic and fluid equations discussed
in Chapter 3 show how the resonant frequency of the shear Alfv�en mode in a cold
plasma is related to the plasma mass density distributed along the ambient magnetic
field, and the methods required to solve for the resonant sequence were also
introduced. If the resonant frequency and a harmonic number are known for a
field line from experimental data (Chapter 5), then we can estimate the plasma
dynamics between conjugate ionosphere boundaries.

Magnetoseismology: Ground-based remote sensing of Earth’s magnetosphere, First Edition. Frederick W. Menk
and Colin L. Waters.
# 2013 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2013 by Wiley-VCH Verlag GmbH & Co. KGaA.
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FLRs have been compared with resonances on a uniform stretched string (Sugiura
and Wilson, 1964). Analogous parameters for the string tension, mass per unit
length, and string length are the magnetic tension, plasma mass density, and the
distance along the field between the ionospheres, respectively. In the magneto-
sphere, the plasma mass density is distributed along the field line in a nonuniform
manner, so the shape of the oscillation along the field is nonsinusoidal compared
with the uniform density, stretched string case. This has important implications for
estimating the plasma mass density along the field, off the equatorial plane, and
these are discussed later in this chapter.

Signatures of FLRs are seen in ground magnetometer data, mostly during the
daytime. For a latitudinal array of magnetometers, the resonant frequencies may be
determined over a large radial distance in the magnetosphere. An example using
data from the Canadian magnetometer array is shown in Figure 5.9. Harmonics
appear in the highest latitude data (RANK-ESKI) and we see the resonant frequency
increases with decreasing latitude. The arch-shaped temporal variation is caused by
a combination of plasma mass density in the magnetosphere and changes in the
magnetic field (Mathie et al., 1999b; Waters, Samson, and Donovan, 1995). The task
is to extract the plasma mass density information from the data.

The process for estimating the plasma mass density from ULF resonances is as
follows.

i) Obtain the FLR frequencies from the data (magnetometer, photometer, radar,
etc.) as described in Chapter 5.

ii) Select a realistic magnetic field model.
iii) Choose a suitable functional form for the variation of the plasma mass density

along the magnetic field (e.g., Equation 3.60).
iv) Solve the FLR wave equation for the plasma mass density as described in Chapter 3.

Since FLRs are detected for hours during the day, a magnetometer array repre-
sents a slowly rotating magnetosphere plasma mass density probe. Combining the
FLR data from all station pairs in Figure 5.9, the temporal variation may be
represented on a polar plot as shown in Figure 6.1. This format shows temporal
and spatial estimates of magnetospheric plasma mass densities derived from FLRs
measured on the ground at a range of latitudes.

There are a number of assumptions involved in producing plots such as
Figure 6.1. The plasma is assumed to comprise solely of Hþ and so the number
density units are given in Hþ cm�3. If additional information regarding the ion
composition is available, then the units may revert to kg m�3 or each ion number
density may be specified. The plasma mass density along the field has the form
specified (e.g., Equation 3.60) and the estimated values correspond to the plasma mass
density in the vicinity of the equatorial plane, where the Alfv�en speed is minimum.

The choice of the ambient magnetic field model affects the method of solution of
the shear mode differential equation (Equation 3.34). For the inner magnetosphere,
the dipole equations are often suitable, and the plasma mass density may be easily
found by a small modification to the IDL code described in Section 3.4. For the outer
regions, the ambient field responds to the impacts of solar wind energy on the
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magnetosphere, and the associated magnetic field distortions are often modeled
using the Tsyganenko descriptions. The shear mode differential equation must then
include the geometric twists of the magnetic field. Finally, the differential equation
to be solved assumes a pure shear mode oscillation. These assumptions are
examined in detail in Sections 6.6 and 6.8.

6.2
Travel Time Method of Tamao

Seismology is the science of earthquakes, usually associated with the propagation of
elastic waves within a planet. Helioseismology concerns acoustic pressure waves in
the Sun and is discussed in Chapter 9. The Greek, “seio” means “to shake” to give
“seismos,” meaning an earthquake. Textbooks on Earth science describe three types
of wave motions associated with earthquakes: body waves, surface waves, and
normal modes. The longitudinal and transverse “body waves” are the P and S
waves recorded by seismographs. For large earthquakes, normal modes appear with
discrete frequencies, similar to the sound from a ringing bell. Since the early 1900s,
studies of the time of arrival of S- and P-type seismic signals at multiple surface
locations over Earth have revealed details of its internal structure. The essential
features are an impulsive, point-localized source and wave propagation to convey the
information away from the source to multiple detection infrastructure. A similar
process for probing the properties of near-Earth space is discussed in this section.

Figure 6.1 Logarithm of magnetosphere
plasma mass density in units of Hþ cm�3 as a
function of radial distance and MLT, derived
from FLRs detected with the CANOPUS

magnetometer array on February 9, 1995. From
Waters et al. (2006). (For a color version of
this figure, please see the color plate at the
beginning of this book.)
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The first requirement is for a spatially localized, impulsive source. For the
magnetosphere, a promising candidate is the beginning portion of a sudden
impulse (SI), known as a preliminary impulse (PI). Multiple data recording infra-
structure is provided by surface magnetometer instrument arrays. This is a little
different from the seismology case where the impulsive source and detection
instruments are often located close to the same radial distance from Earth’s center.
For the magnetosphere, the detection instrumentation is located on Earth’s surface,
while the impulse source is many RE further out in space. An example of multiple
ground magnetometer records resulting from a shock in the solar wind is shown in
Figure 6.2. The time series from a geostationary satellite (GOES-10) is also shown.
The time of arrival at each location is indicated by triangles. From the arrival times
and the location of the sensors, the plasma mass density in the magnetosphere can
be inferred.

The principles of the method were described by Tamao (1964). Although he
described in detail the fast and shear mode propagation properties for a uniform
Alfv�en speed in a cylindrical system, the application to the nonuniform Alfv�en speed
magnetosphere was also discussed. Given an impulsive disturbance near the
magnetosphere nose, the method is illustrated in Figure 6.3. From the source to

Figure 6.2 Magnetometer time series associated with a sudden impulse event on September 24,
1998. The FSMI-PINA data are from the Canadian sector, while AFA-EAW are from the SPMN and
IGPP-LANL arrays. The arrival times are indicated by triangles. From Chi and Russell (2005).
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the point P, a direct route via the fast mode is possible. However, a fast mode also
converts to shear modes in the magnetosphere, as discussed in Chapter 3. In Figure
6.3, a path from Q!P0 as a fast mode followed by conversion to the shear mode and
a route from P0!P along the field line to the ground are shown. The travel time is
given by ds/VA (Equation 1.4) for each segment, so the travel times depend on the
plasma mass density.

Taking the impulse arrival times and locations in Figure 6.2, the plasma mass
density with radial distance may be estimated, using the assumptions described in
Chi and Russell (2005). Values for the magnitude and field line geometry in the
magnetosphere are required. If the location of the source impulse is known, then
the number of parameters to be determined is reduced. Similarly, if the plasma
mass density is described by some functional form, then the method is simplified.
The Ra density model of Equation 3.60 is often used. Therefore, by minimizing
the sum of squared differences between the observed and modeled travel times,
the plasma mass density parameters are obtained. The inferred plasma mass
density with radial distance using this method and for the travel time data in
Figure 6.2 is shown in Figure 6.4. Time delays for Pc3–Pc4 signals measured
across high-latitude ground magnetometer stations and with HF radars have been

Figure 6.3 Illustration of propagation of
hydromagnetic waves from a point source Q.
The circles around Q indicate wave fronts of the
fast (isotropic) mode. Conversion to the shear

mode for a particular field line occurs at P4, P3,
P2, and so on (b). The resulting time trace on
the ground at point P is indicated in panel (a).
From Tamao (1964).
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interpreted in terms of travel time along Tamao-type paths in Howard and Menk
(2001, 2005) and Ponomarenko et al. (2005).

The travel time method uses MHD waves that have wavelengths much larger than
Earth’s radius. Therefore, any disturbance will quickly fill the magnetosphere
volume, bounce around between leaky boundaries such as the plasmapause,
ionosphere, turning points, and magnetopause, yielding complicated time series
at ground sensors. This is why it is important to determine the travel times as soon
after the impulse as possible. Tamao ignored effects of wave refraction on the travel
time of the fast mode propagation portion. These might become significant for the
inhomogeneous magnetosphere and were considered in Chi, Lee, and Russell
(2006) using an impulse-driven, 3D MHD model described by Lee and Lysak (1999).
For example, the incoming spherical wave fronts shown in Figure 6.3 might be
distorted. This was the case in Chi, Lee, and Russell (2006), particularly near the
plasmapause where the point source spatial disturbance on the magnetopause is not
necessarily the same as that on the plasmapause, distorting the time delays within
the plasmasphere. More research is required in order to determine the corrections
required for the inferred plasmasphere densities using this method.

There are also questions related to the transfer of the signals from the magneto-
sphere through the ionosphere to ground sensors. Tamao (1964) recognized this and
devoted a large portion of his mathematical derivation to estimates of the distur-
bance fields through the ionosphere. In his simplified treatment, the background
magnetic field was vertical, perpendicular to a thin current sheet ionosphere. These

Figure 6.4 Equatorial plasma mass density with radial distance inferred from the impulse travel
times of Figure 6.2 (shaded line) compared with empirical model prediction (dashed line) and
FLR measurements (solid circles). From Chi and Russell (2005).
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approximations and the associated consequences for ULF wave signals detected by
ground magnetometers are discussed in Chapter 8. Since the method depends on
time delays and the steps described above consider travel time only in the
magnetosphere, Kikuchi and Araki (2002) raised the question of an Earth–iono-
sphere waveguide travel path where the propagation speed would be that of light. For
an impulse at the magnetopause equatorial plane, shorter travel times are expected
for latitudes outside rather than inside the plasmasphere. If a signal travels a path at
high latitudes to the ionosphere and then takes an ionosphere-assisted route to low
latitudes, it will reach latitudes within the plasmasphere before a signal that took a
magnetosphere–plasmasphere route. Recent MHD modeling efforts discussed in
Chapter 8 are close to being able to investigate these effects.

In summary, the Tamao-based travel time method for estimating plasma mass
densities in the magnetosphere has a number of requirements in common with the
FLR-based method described in Chapter 5 and Section 6.1. The background
magnetic field properties must be known. For the plasma mass density throughout
the magnetosphere, a particular functional form simplifies both algorithms.
Although the FLR-based method is best achieved using closely spaced pairs of
latitudinally located magnetometers, the travel time method requires a spatial array.
Examples of the travel time method in the literature have described events using
latitude array data from similar local times. However, the travel time method can be
extended to include a local time dependence in the functional form for the plasma
mass density. The FLR method requires the excitation of shear mode resonances,
which appear to be very common during the dayside magnetosphere. The travel
time method requires impulsive excitation, which occur less frequently, and
knowledge of the location of the “point source.”

6.3
Determining Electron Density

Under appropriate conditions, circularly polarized very low-frequency (VLF) plasma
waves interact with trapped magnetospheric electrons resulting in changes in
particle pitch angle and energy. These waves are therefore important for the
scattering of electrons into the loss cone and precipitation into the atmosphere,
contributing to depletion of the radiation belts.

Consider a circularly polarized electromagnetic wave propagating parallel to the
geomagnetic field. The wave E and b vectors are perpendicular to the field and rotate
in a right-hand sense (relative to the propagation direction) at the wave frequency v.
The phase velocity is given by the dispersion relation:

v

k
¼ vph ¼ c v vc � vð Þ½ �1=2

vpe
; ð6:1Þ

where vc is the electron cyclotron frequency (Equation 3.5) and vpe is the plasma
frequency (Equation 3.3). An electron moving at velocity v parallel to the field and
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toward and through the wave gyrates in the same way as the wave’s electric field
vector rotates, which relative to the electron is at Doppler-shifted frequency vþ kv. If
the electron gyrofrequency and Doppler-shifted wave frequency match, a resonance
interaction occurs in which the electron (or wave) may gain energy at the expense of
the wave (or electron) energy, depending on the phase angle between the particle and
wave. The electron cyclotron resonance condition is given by

v ¼ vce � kv ð6:2Þ
and typically occurs near the equatorial plane where the EM waves are amplified by
the transfer of transverse energy from the spiraling electrons. The loss in electron
energy decreases the pitch angle, causing the particles to mirror at lower altitudes or
precipitate into the atmosphere. Ionospheric effects include absorption signatures
on riometers and correlated optical auroral emissions (Hansen and Scourfield,
1990).

Naturally occurring lightning flashes couple energy to such right-hand polarized
VLF electromagnetic waves, which propagate along dispersive paths between the
hemispheres in field-aligned ducts. Frequency–time spectra from receivers near the
conjugate point show characteristic falling tone traces that are historically called
whistler signals because of their sound in audio recordings. The properties of
whistlers were first described in detail by Storey (1953), who pointed out that
measurements of the dispersion properties would provide information on the
electron density at high altitudes.

If the highest frequency of the whistler is comparable to the minimum electron
gyrofrequency along the path, then dispersion at the higher frequencies causes
rising tones contiguously with the descending tones at lower frequencies. This
results in a “nose” in the dynamic spectrum at the frequency of minimum group
delay, which identifies the field line apex.

The group delay of a nose whistler of frequency f, integrated along the path, is
(Carpenter, 1962; Smith, 1961b)

T ¼ 1
2c

ð
path

f pef c

f 1=2 f c � f
� �3=2

ds: ð6:3Þ

Thus, T/p
Ne, and because of the gyrofrequency term in the denominator, the

electron density at the apex of the flux tube has greatest effect on the whistler
dispersion. The duct in which the trapped whistler propagates has an upper cutoff
frequency of half the gyrofrequency and results from a field-aligned density
enhancement of order 5–10% with a lifetime of a few hours (Smith, 1961a).
Duct size is rather small, 0.035–0.07L in thickness and �0.3RE in longitude, and
multiple ducts often exist simultaneously separated by �0.1RE (Angerami, 1970;
Smith and Angerami, 1968). The physics of duct formation was described in detail
in Cole (1971) and Walker (1978).

Whistlers are often scaled from the time delay measured at three frequencies to
provide an equatorial electron density estimate with uncertainty of order 5% (Ho
and Bernard, 1973). The limiting factor for the availability of whistler-based electron
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density data has been data storage requirements at the receiver and the human effort
involved to scale the observations. The recent development of an automated whistler
detector and scaling process (Lichtenberger et al., 2008, 2010) is likely to revolu-
tionize access to and the interpretation of magnetospheric electron density data.

Whistler signals were first described in 1894 (Preece, 1894) and have been used
for systematic studies of the magnetospheric electron density for over 50 years
(Al’pert, 1980). The first major discovery using whistlers was the existence of the
“Carpenter knee” in the magnetospheric density profile, now known as the plasma-
pause (Carpenter, 1963). Since then, whistler observations have become one of
the most important tools for remote sensing the spatial and temporal behavior
of the magnetospheric electron density, in particular near the plasmapause (e.g.
Carpenter, 1983, 1988; Carpenter and Park, 1973). New findings include the radial
variation in density, the existence and properties of cross-L drifts, the penetration
of storm-time electric fields and related convection, plasmapause dynamics and
plasmaspheric refilling, diurnal and seasonal variations in plasma density, the
existence of the plasmapause bulge in the dusk sector and its evolution to form
plumes (e.g., Figure 3 in Carpenter, 1983), and modulation of the duct path length by
magnetospheric ULF waves.

Whistler observations have also been compared with in situ measurements,
confirming that the density distribution along plasmaspheric field lines follows a
diffusive equilibrium model, although in the outer magnetosphere this is some-
where between diffusive equilibrium and an R�4 dependence (Carpenter et al.,
1981). This is illustrated in Figure 6.5, which compares electron density profiles
measured from the upper hybrid resonance emission recorded by the ISEE-1
satellite within about 15� longitude of the ground observatory. Under these quiet
conditions, the profiles follow an R�3 diffusive equilibrium dependence although at
the plasmapause itself (not shown here), the power law dependence was in the range
R�8–R�10.

Three limitations with whistler observations are the spatial and seasonal variation
in lightning activity that triggers the whistlers, the duct cutoff frequency that
restricts naturally occurring whistlers to L� 3, and absorption in the lower iono-
sphere that requires at least one end of the flux tube to be in darkness. The first two
limitations are overcome by using whistler-mode signals produced by artificial VLF
signals from high-power transmitters normally used for navigation and submarine
communication (Andrews, Knox, and Thomson, 1978; Saxton and Smith, 1989).
This opens up the possibility of measuring the Doppler shift of the received VLF
signal, which may vary in response to changes in the electron density along the path
or changes in path length, since phase path length

w /
ð
N1=2

e ds: ð6:4Þ

Measurement of the group delay of the ducted whistler mode signal (by compari-
son with the subionospheric propagation time) yields an estimate of the equatorial
electron density. In addition, the Doppler technique provides a sensitive way to
measure radial motions of flux tube plasma in the equatorial plane of the
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plasmasphere driven by azimuthal electric fields. Compressional mode ULF waves
propagating from the solar wind through the magnetosphere may drive poloidal and
toroidal mode field line resonances that are detected by VLF Doppler shifts and
ground magnetometer cross-phase measurements, respectively. Radial velocities
�10 m s�1, associated with electric fields of �0.1 mV m�1 and fluxes of order
1012 m�2 s�1, can be detected at L� 2.5 (Andrews, Knox, and Thomson, 1978).

6.4
Verification of Ground-Based Mass Density Measurements

As we have seen, remote sensing of the magnetospheric equatorial plasma mass
density may be achieved using measurements of ULF field line resonances obtained
from cross-phase analysis of multistation ground magnetometer data. Although we
can estimate the uncertainty in this approach, it is important to verify the technique.
This is achieved by comparison of FLR-derived mass densities with independently
obtained VLF whistler electron densities and in situ particle and wave observations.
However, we need to be mindful that due to heavy ion mass loading, FLR-derived
mass densities (expressed in Hþ cm�3 or amu Hþ cm�3) may at times be larger than
electron number densities. This may provide additional information on the ion
composition provided that the different techniques are suitably calibrated.

Figure 6.5 Comparison of electron density profiles in the magnetosphere determined from in
situmeasurements by the ISEE-1 spacecraft and from whistlers recorded at Siple, L¼ 4.2, on July
10, 1978. From Carpenter et al. (1981).
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The first event-based comparison of VLF and ULF cold plasma densities was
reported by Webb, Lanzerotti, and Park (1977) for L� 4, assuming electron density
varies with altitude as (r0/r)4 (Equation 3.60), using a dipole magnetic field model,
and assuming the FLR latitude occurs where ULF wave polarization reverses on the
ground rather than at the location of the wave amplitude maximum. Although many
of their VLF and FLR observations came from opposite sides of the plasmapause,
when the observation locations overlapped the inferred electron and mass densities
were the same within experimental error. This error arose mainly from uncertainty
in determining the resonance location.

A detailed comparison of ULF-derived plasmaspheric mass densities and electron
densities from both naturally triggered and artificially produced VLF whistlers was
presented by Menk et al. (1999). Mass densities were calculated using the Taylor and
Walker approximation (Taylor and Walker, 1984) for resonant frequencies obtained
from cross-phase analysis of observations from the midlatitude SAMNET magneto-
meter array. Uncertainty in determining the resonant frequencies resulted in
density error of �15%, while uncertainty in determining the electron density
was �5%. Figure 6.6 compares results for October 16, 1990, when Kp was in the
range 3þ to 2� and the plasmapause was near L¼ 4.5. The SAMNETmass densities
at 08 UT (UT� LT) are represented by filled circles, while solid and dashed lines
represent values based on solutions of the wave equation for pure toroidal and
poloidal mode oscillations in a dipole field and an (r0/r)3 density distribution (Orr
and Matthew, 1971). Asterisks and squares denote VLF electron density
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Figure 6.6 Equatorial plasma densities,
recorded on October 16, 1990, based on
SAMNET FLR measurements at 08UT
(UT� LT; filled circles) and VLF electron density
measurements at 07UT (asterisks) and 20UT

(squares) compared with solution of the wave
equation for pure toroidal and poloidal mode
oscillations (solid and dashed lines,
respectively). Adapted from Menk et al. (1999).
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measurements at 07 and 20 UT from about 4 hours west in local time and agree well
with results from other studies (Park, 1974). Clearly, the mass and electron densities
are quite similar, and the FLRs are well described in terms of toroidal mode
eigenoscillations. Similar comparisons of FLR mass densities and VLF electron
densities (Clilverd et al., 2003; Dent et al., 2003; Menk et al., 2004) confirm that under
magnetically quiet conditions, the two techniques yield very similar density values.

We now consider the comparison of ground magnetometer FLR-based density
determinations with in situ measurements by satellites. Loto’aniu et al. (1999) found
that mass densities determined using cross-phase measurements from the CAN-
OPUS magnetometer array spanning 61�–74� magnetic latitude, assuming an
(r0/r)4 mass density distribution and a T89 magnetic field model, compared very
well with CRRES electron density data when the satellite was passing over the
ground stations under relatively quiet magnetic conditions.

Detailed comparisons have also been performed between ground magnetometer
FLR-derived mass densities, VLF electron densities, and direct measurements of the
electron density with the RPI payload on the IMAGE spacecraft (Clilverd et al., 2003;
Dent et al., 2003). The very successful Radio Plasma Imager (RPI) experiment on the
IMAGE spacecraft comprised an active radio sounder and passive receiver,
which determined plasma wave modes and electron densities (Reinisch et al.,
2000, 2009). Figure 6.7 shows plasma density profiles determined using four different
techniques for August 19, 2000, a geomagnetically quiet day (Kp< 2) in the recovery
phase of a major storm that had occurred 7 days previously. Mass densities were
calculated using FLR cross-phase observations from the SAMNET and IMAGE
magnetometer arrays spanning the United Kingdom and Europe; VLF electron

Figure 6.7 Comparison of plasma density profiles, recorded on August 19, 2000, determined
using ground-based cross-phase VLF whistler and RPI in situmeasurements and SUPIM model
prediction. From Dent et al. (2003).
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densities are based on natural whistler observations at Dunedin, New Zealand
(�162�W geographic) and artificial Doppler whistler-mode observations at Halley
(26�W), and the RPI observations are from passes over eastern Canada (orbit 1) and
northern Russia (orbit 2). Also shown are predicted equatorial mass densities
calculated with the ab initio SUPIM model (Bailey and Sellek, 1990). Despite the
longitudinal separations between the measurement points, density profiles from all
methods are very similar inside the plasmasphere, except for RPI orbit 1, when the
IMAGE spacecraft was traversing an azimuthally localized outer plasmasphere
density depletion. This excellent agreement validates the cross-phase technique
and also demonstrates that there is little heavy ion mass loading on this occasion.

Figure 6.8 shows results from an independent but simultaneous study that
also compared mass and electron densities using four separate techniques, for
January 22, 2001, under moderately disturbed conditions (Kp¼ 4) (Clilverd et al.,
2003). In Figure 6.8a, magnetometer data are from the SAMNETground array (solid
line and error bars) and an L¼ 2.5 pair of low power magnetometers (LPM) in the
Antarctic peninsula (circle), while electron densities are from ducted whistler-mode
signals recorded by VLF receivers monitoring the same L¼ 2.5 flux tube (triangle).
RPI data (dotted line) are from a nearby orbit with electron densities extrapolated to
the equatorial plane assuming uniform field-aligned distribution. The dashed line
represents the electron density distribution predicted by an empirical model
(Carpenter and Anderson, 1992). It is clear that the cold plasma densities deter-
mined by all techniques agree within experimental error (represented by the error
bars) over most of the plasmasphere. The study also compared the diurnal variation
in FLR mass density and VLF and RPI electron densities with SUPIM model mass
density predictions for this day at L¼ 2.5, shown in Figure 6.8b. The model has
difficulty in representing temporal variations, possibly due to varying heavy ion
concentrations during the day (Clilverd et al., 2003).

We explore the topic of heavy ions by comparing in Figure 6.9 mass density
measurements from the MPA instrument on board the 1989-046 LANL spacecraft
with mass density determinations from the CANOPUS ground magnetometer
array during February 1–19, 1995 (Waters, 2006). The Dst index is also shown. The
ground magnetometers are 4.5 hours east of the spacecraft longitude, while the
MPA data have been converted to equivalent Hþ number densities. The “back-
ground” trace provides an indication of the detection limit of the MPA instru-
ment. Days 32–35, 39, and 42–46 were magnetically moderately disturbed, but
conditions were quiet on days 50 and 51.

These observations are mostly from the plasmatrough region and show generally
good agreement between the satellite and ground-based densities. The satellite data
show an increase in density on most afternoons as it progresses through the
plasmapause bulge. Increased densities on days 40–42 and 48–50 indicate active
refilling periods. On some days (e.g., 38–39 and 42) the FLR-based mass densities
are higher than the spacecraft values, most likely due to the presence of heavy ions.

Similar comparisons of FLR-derived mass densities with in situ electron density
measurements in the plasmasphere and near the plasmapause show that increases
in mass loading are most likely associated with enhanced Oþ populations in the
inner plasmatrough following magnetic storms (Dent et al., 2006).
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Figure 6.8 Variation in plasma mass density
(from FLR measurements), electron density
(from VLF measurements and RPI), and model
predictions, on January 22, 2001 (a) as a

function of latitude and (b) with UT. Solid line in
(b) represents SUPIM model mass density
prediction. Adapted from Clilverd et al. (2003).
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6.5
Determining Ion Concentrations

The availability of ion mass density and electron density data suggests the possibility
of determining the plasma ion composition. This may be achieved using observa-
tions from the EUV imager experiment on the IMAGE spacecraft, which provides
line of sight measurements of the intensity of resonantly scattered sunlight at 30.4
nm. This intensity is proportional to the Heþ concentration at the equatorial plane
(Sandel et al., 2003), and equatorial Heþ abundances are inferred from the measured
brightness using the concept of effective path length (Gallagher, Adrian, and
Liemohn, 2005) and the intercalibration process described by Clilverd et al.
(2003). In this way it is found that for the plasma conditions described in Figure
6.8a, there was about 4% by number and 16% by mass of Heþ relative to Hþ.

For a neutral plasma comprising N¼Ne electrons, x protons, and y Heþ and z Oþ

ions, we have N¼ xþ yþ z and M (amu cm�3)¼ xþ 4yþ 16z. There are two

Figure 6.9 Comparison of equivalent Hþ

densities measured in situ by the LANL 1989-
046 satellite (dashed lines) with mass densities
estimated using FLRs identified with the

CANOPUS magnetometer array (plus symbols),
during February 1–19, 1995. Dotted line shows
the background spacecraft threshold. From
Waters et al. (2006).
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equations and three unknowns. If the Heþ concentration is known from the above
procedure, then the Hþ and Oþ abundances can also be found. By comparing the FLR-
derived mass density estimates with VLF electron densities and IMAGE EUV-derived
Heþ densities during a prolonged disturbed interval, Grew et al. (2007) were able to
deduce the plasma composition and its variation near the plasmapause. They found
that in the plasmasphere and plasmatrough, the Hþ : Heþ : Oþ composition by
number was around 82 : 15 : 3, despite significant spatial and temporal changes in
total mass density. However, within about 12 h of a strong decrease in Dst, the Oþ

composition just outside the plasmapause rose to around 60%, suggesting the
formation of an oxygen torus. The estimated ion concentrations did not agree with
predictions from empirical models, which are based on statistical averages.

Using a similar process, Obana, Menk, and Yoshikawa (2010) showed that for
upward flowing plasma during poststorm plasmaspheric refilling, the ion compo-
sition by number of Hþ : Heþ : Oþ was in the range 84–92 : 2–3 : 6–13, suggesting a
somewhat rich heavy ion component. A further example is presented in Section 7.5
in the context of longitudinal variations in plasma density.

In summary, comparison of ground magnetometer FLR measurements with VLF
whistler data and in situ particle measurements and imager data verifies the integrity
of FLR mass density estimates and permits the plasma composition to be moni-
tored. These are important results for magnetoseismology remote sensing.

6.6
Field-Aligned Plasma Density

The development of applications from basic research necessarily undergoes successive
refinements as new techniques and information become available. The plasma mass
density, remote sensing algorithms using FLRs is no exception. In this section, the
assumptions of the method outlined in Section 6.1 are examined and various recent
refinements are discussed. In particular, we examine whether the method can be
extended to provide plasma mass density estimates off-equator, along the ambient
magneticfield. Observations from the RPI experiment on the IMAGE spacecraft may be
used to infer thefield-aligned electron density, and are reviewed in Reinisch et al. (2009).

The power law described by Equation 3.60 originally described the radial variation in
plasma mass density in the equatorial plane, but it has also been used to model the
plasma mass density profile along magnetic field lines. Schulz (1996) found that for a
dipole field, values of the power law exponent a, between 0 and 6, gave rise to evenly
spaced harmonics. These eigenfrequencies form a linear harmonic series when
plotted against integer harmonic number. For a dipole magnetic field model, setting
a¼ 6 makes the Alfv�en speed, VA independent of radial distance, that is, if the mass
density r is proportional to 1/r6, then VA varies as (1þ 3 cos2q)1/2. Harris (1974)
proposed thata¼ 4 be used for the outer magnetosphere (plasmatrough), whilea¼ 3
has been associated with a diffusive equilibrium plasma for the inner magnetosphere
(plasmasphere) (Poulter et al., 1984; Warner and Orr, 1979).

Typical spectra of ULF oscillations obtained from spacecraft data show multiple
(up to eight) FLR harmonics (Takahashi and McPherron, 1982), which leads to the
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question of whether such rich resonant structures contain additional information on
the plasma spatial distribution. Much effort has been focused on the information
that might be contained in the harmonic ratios (e.g. Denton et al., 2006). In
particular, the data might provide information about the plasma mass density along
the field and, therefore, the functional form might not always match a particular
power law index. This has led to recommendations for a¼ 1 or less, instead of 3 or 4.
Negative values of a would imply a plasma mass density increase with increasing
radial distance in space. Refinements to the algorithm for probing off-equator
locations would provide much sought-after values for the Alfv�en speed in the
magnetosphere, particularly for MHD wave modeling researchers. However, before
we attempt to estimate off-equator plasma mass densities using FLRs, an exami-
nation of the uncertainties in the method should be considered.

The experimental FLR data come with uncertainties in the frequencies, either from
the Df of the spectra or from the spread in frequencies in a statistical study of FLRs. If
we assume the functional form of plasma mass density given by Equation 3.60, then
estimates for r0 and a are available from the data. The associated uncertainties in r0

anda can be estimated given the observed harmonics and the frequency uncertainties
Df. A conservative value for the uncertainty in the harmonic frequencies would be
Df¼ 0.2 mHz for five observed harmonics in spacecraft data such as GOES at
geosynchronous orbit. The process is identical if Df is different for each harmonic.

Using the computer algorithm described in Section 3.4, the FLRs can be
calculated over the r0 and a space. If the calculated frequencies are within the
experimental error, then these frequencies are assigned a value of 1. Therefore, for
five observed harmonics, each (r0, a) pair is assigned a number between 0 and 5,
depending on whether the calculated values are within the range of the observed
values �Df. An example for a typical set of five harmonics seen at geosynchronous
orbit is shown in Figure 6.10. The darkest section from r0� 16 down to r0� 9 shows
where all five harmonics are within the experimental uncertainties. This gives a
range in a of �2 to 3. Therefore, the experimental uncertainties in the observed
harmonics do not really allow a distinction between a be it positive or negative
(density enhancement) and do not have sufficient precision for r0 or a to be
expressed beyond the integer place.

A similar example was presented for midlatitude ground magnetometer data in
Figure 10 in Menk et al. (1999) where it was noted that “For a constant second
harmonic frequency and varying fundamental frequency, a variation in (power law
index) a from 3 to 6 or from 1 to 3 at L¼ 2.8 requires a change in plasma mass
density of only þ2%. It is therefore not surprising that the mass density index is a
highly variable parameter, and the actual value chosen in model calculations
probably is not critical.” The same point has been made by others (Maeda et al.,
2009; Vellante and F€orster, 2006) and also applies to estimates of electron densities
using whistler signals, as discussed in Section 6.3.

This insensitive nature of the “best” harmonic sequence to a range of a was
recognized by Carpenter and Smith (1964), and is apparent from the tabulated
values in Cummings, O’Sullivan, and Coleman (1969). This insensitivity must be
related to the relatively small effective section of the field line that determines the
harmonic sequence.
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A discussion of the effective field line length that determines the ULF harmonic
frequencies was given by Vellante and F€orster (2006). Using the equations of
Taylor and Walker (1984), they obtained an integral expression for the fundamen-
tal period T:

T � L4

pC
4zi

ðzi

�zi

ð1 � z2Þ6 cos2 pz
2zi

� �
rðzÞdz

2
4

3
5

1=2

ð6:5Þ

where zi is the field line footprint in the ionosphere and z¼ cos q for q the
colatitude. The normalized integral in Equation 6.5 was termed the effective density
reff/r0 and this parameter indicates the portion of the field line that contributes to
the resonant period.

In order to illustrate the implications for magnetoseismology, we have used
plasma density values from the field line interhemispherical plasma (FLIP) model
(Richards, 2002) for southern hemisphere winter (June 2001) conditions and have
taken the plasma mass density data for local noon at various latitudes. In order to
show the differences in the northern hemisphere compared with the southern
hemisphere, we have modified the presentation of reff/r0. Since the effective section
of a resonating field line is in the vicinity of the Alfv�en speed minimum (equatorial
plane), the integration of Equation 6.5 was calculated from the equator to the
ionosphere for each hemisphere, as shown in Figure 6.11. The normalization was
over the full field line to give maxima of the normalized integral �0.5 for each
hemisphere. The difference in the plasma mass density in the north compared with

Figure 6.10 Range of mass density and power law exponent, given a five harmonic sequence and
associated uncertainties of Df ¼ 0.2mHz.
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the south is seen for the lower latitude L-values of 1.6 and 1.8. Winter for the
southern hemisphere gives a smaller plasma mass density and hence a larger VA at
the lower altitudes. For field lines with L> 3, the nonequinox conditions appear to be
irrelevant.

Figure 6.11 indicates that 90% of the information that determines the harmonic
sequence for field lines with L> 3 is contained within �20� of the equatorial plane.
The effective field line length for a range of latitudes (L-values) may be determined
using this 20� point for the L¼ 6.6 case in Figure 6.11, that is, reff¼ 0.45. We now
evaluate the integral in Equation 6.5 for field lines over L¼ 1.4–6.6. The colatitudes
for both the northern and southern hemispheres are calculated for the 0.45 point of
the integration. These define the section of each field line that contributes to each
harmonic series. The results are shown in Figure 6.12. For L> 3, only about 30% of a
field line length contributes to the harmonics. Therefore, information on plasma
mass densities beyond �20� from the equatorial plane for L> 3 is unavailable using
the ULF harmonic technique. For L< 3, a greater portion of the field is sensitive to
the harmonics.

For L> 3, the ULF harmonic frequencies when plotted with (integer) harmonic
number are linear within experimental uncertainty, which means the frequencies
convey a limited amount of information about the plasma mass density. In principle,
only two harmonics are sufficient to construct the line on which the harmonics will
lie. Additional harmonics (if available) may assist in improving the accuracy of the
slope and frequency intercept of the harmonic sequence.

A particular ULF harmonic sequence yields a unique a and r if we use Equation
3.60 or a unique coefficient set for any other model (e.g., polynomial) in the
minimum least-squared sense. However, the relatively small effective field line
length makes these parameters relatively insensitive to the harmonic sequence. We

Figure 6.11 The fraction of effective field line
length that determines the FLR harmonic
sequence, calculated using Equation 6.5, as a
function of latitude. The L values for each curve

are L¼ 1.6 (long dash), L¼ 1.8 (dot), L¼ 2.0
(dash), L¼ 4.0, 5.0, 6.0 and 6.6 (solid). The
south and north hemispheres are shown in
panels (a) and (b), respectively.
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can, for instance, use plasma mass density profiles that are wildly different at low
altitudes for a given field line. If these different plasma mass density functions
(along the full field line length) are actually similar within the effective near-
equatorial region, then the harmonic sequences calculated for each density function
will be the same, within experimental uncertainty.

6.7
Plasma Density at Low Latitudes

Figure 6.12 shows quite a distinct change in character for L< 2. The inner
plasmasphere is a difficult region for obtaining cold plasma density information.
Rocket and balloon-borne sensors do not reach sufficient altitudes and although
there are many low Earth orbit (LEO) spacecraft around 1000 km altitude, there are
few measurements between LEO and geosynchronous orbit. Some data are available
from spacecraft with highly elliptical orbits that may give snapshots of information
in the L< 3 region. Therefore, a ULF harmonic-based technique that could estimate
the plasma mass density in the inner plasmasphere would be very useful, even if the
plasma composition details were lacking. At present, the most convenient way to test
the ULF harmonic method for estimating plasma mass density at low latitudes is to
use a plasmasphere composition model.

Figure 6.12 indicates that the ULF harmonic approach for estimating plasma
mass density in the L¼ 1.5–3 region requires consideration of a larger section of the
field line than that required for L> 3. The toroidal harmonics depend on the
integration involving VA along the field line. The variation in the Alfv�en speed along

Figure 6.12 The percentage of field line length that contributes 90% to the integral in Equation
6.5, as a function of latitude (L-value).
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the geomagnetic field is different for low and high latitudes. For high latitudes, the
Alfv�en speed is minimum near the equatorial plane where the contribution to the
ULF harmonic values is confined. For low latitudes, L< 2, the proportion of the field
line that contributes to the harmonic sequence increases quickly. At L¼ 1.8 and
L¼ 1.6, 54% and 86%, respectively, of the field line length are involved in determin-
ing the harmonics. For the smaller L-values, the large variation in the Alfv�en speed
near the ionosphere influences the eigenvalues (harmonic sequence). This was the
interpretation for the unequally spaced harmonics shown in Figure 9 in Poulter,
Allan, and Bailey (1988) for L¼ 1.7 and L¼ 1.33. In these results, the harmonic
frequencies when plotted against harmonic number do not lie on a straight line.

For low latitudes, the contribution to the ULF harmonic sequence for a given
L-value includes a larger proportion of the field line, which should provide the
opportunity to remote sense the plasma mass density down to the topside iono-
sphere (Hattingh and Sutcliffe, 1987). The density model of Equation 3.60 is
inadequate, being unable to model both the density variation along the outer field
line distances and the sharp increase in the topside ionosphere. Therefore, the
estimation of plasma mass density using FLR harmonics for L< 3 compared to
L> 3 becomes much more challenging.

The Harmonic Derived Density (HARDD) method (Price et al., 1999) uses
observed multiple harmonics to estimate the plasma mass density at low latitudes
without assuming any functional form. At the heart of this method is the
formulation of the shear mode differential equation in matrix form, as discussed
in Section 3.4. However, instead of solving for the eigenfrequencies, the (non-
linear) inverse problem is solved, given a harmonic sequence, to obtain plasma
mass density estimates at specific locations along the field line. The procedure is
as follows:

i) Obtain the FLR harmonics from the data.
ii) Provide an initial estimate of the plasma mass densities at the sample sites of

Equation 3.44. These are usually obtained from computer simulations such as
the FLIP model.

iii) Generate the matrix (Equation 3.44) for each measured harmonic and calculate
the determinants.

iv) If the determinants are nonzero, use a Newton method iteration on the mass
densities and recompute.

An example of results from this method, compared with three density model
outputs, is shown in Figure 6.13. There were three observed harmonics at L� 1.8, so
this provides plasma mass density estimates at three altitudes. The advantage of this
method is that there is no need to superpose any functional form on the plasma
mass density in order to obtain a solution. However, there are a number of
assumptions. The method, at present, assumes hemispherical symmetry in the
Alfv�en speed. The most restrictive problem is the lack of harmonics seen in low-
latitude ULF data. For the event in Figure 6.13, the third harmonic at L� 1.8 was
�100 mHz. The bandwidth of incoming fast mode excitation energy often only
reaches �70–80 mHz at this latitude.
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6.8
Plasma Density at High Latitudes

The method of remote sensing magnetospheric plasma mass densities using ULF
resonances requires solving the shear mode differential equation assuming some
ambient magnetic field. A dipole magnetic field can be expressed in the right-hand
orthogonal dipole coordinate system that gives the analytic expression ha¼ r cosl in
Equation 3.34. However, the magneticfield beyond about 5RE becomes less dipole-like
and depends on local time and magnetic activity. A representation of the ambient
magnetic field for average solar wind conditions with zero IMF By from the Tsyga-
nenko04 and IGRFmodels was shown in Figure 2.6. Thefield lines are traced starting
from a geographic latitude of 57�. The “stretched” field on the flanks and nightside
decreases the resonant frequencies, while a compressed field on the dayside increases
them (Waters, Samson, and Donovan, 1996). However, high-latitude ULF data show
an additional feature superposed on the expected “arch” variation of FLR with time of
day. An example of the average fundamental FLR with time for Davis, Antarctica
(�74.5 AACGM latitude) is shown in Figure 6.14. Superposed onto the arch is a
decrease near local noon. Clearly, the geometry of the ambient magnetic field must be
included in any algorithm for magnetoseismology.

A first step away from a dipole description for the magnetic field is to use the
formulation of Equation 3.34 and compute the ha numerically. This was done by Singer,
Southwood, and Kivelson (1981) for the Olson–Pfitzer magnetic field model and by
Waters, Samson, and Donovan (1996) for the Tsyganenko96 model. For the “toroidal”
ULF wave mode, the ha are computed for two field traces, separated in longitude. For
example, if we begin the calculation at 57� geographic latitude, then we first convert this
start location to GSM coordinates. We then trace thefield to the other hemisphere using
the selected field model. For the second field line, we begin with the same GSM latitude
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Figure 6.13 Comparison between plasma
mass densities versus altitude determined
using the International Reference Ionosphere
plus diffusive equilibrium models (IRI-DE),

an r�6 model, HARRD method (horizontal error
bars), and Sheffield University plasma model
(SUPIM). From Price et al. (1999).
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as thefirst, but separated by a degree or so in longitude. Theha can be normalized (by the
value at the start), as the derivatives are the important quantity in Equation 3.34 for
determining the frequency. This approach works quite well, provided the ambient field
does not twist so that the plasma displacementj always points azimuthally. However, we
can progress one step further to extend the magnetic “ribbon” calculation of Singer,
Southwood, and Kivelson (1981) and remove the assumption of a pure shear mode.

Torsion components of the ambient magnetic field become more pronounced for
nonzero IMF By and depend on local time. In these cases, the two field line “ribbon”
calculation is certainly possible, but the ribbon twists and turns in space as the field
is traced between the hemispheres and the actual wave perturbation does not
oscillate in the ribbon plane. We need a formulation that considers the properties of
a flux tube. Rankin, Kabin, and Marchand (2006) and Kabin et al. (2007b) described
refinements that do this. Their system uses nonorthogonal coordinates suitable for
any magnetic field as the method numerically calculates the geometric tensor
coefficients that describe a flux tube. The relevant equations in the contravariant
(superscript) and covariant (subscript) form are

@e1

@t
¼ �ivðg11e1 þ g12e2Þ ¼ �V2

J
@3b2;

@e2

@t
¼ �ivðg12e1 þ g22e2Þ ¼ �V2

J
@3b1;

@b1

@t
¼ �ivðg11b1 þ g12b2Þ ¼ 1

J
@3e2;

@b2

@t
¼ �ivðg12b1 þ g22b2Þ ¼ 1

J
@3e1;

ð6:6Þ

Figure 6.14 Normalized, mean trace spectral
power over 0.1–9mHz from magnetometer
data recorded at Davis, Antarctica. The data are
for the full year 1996 and local magnetic noon is

near 0940UT. (For a color version of this figure,
please see the color plate at the beginning of
this book.)
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where V2¼ 1/(m0e) with e ¼ 1 þ c2=V2
A and the gij are the components of the

geometric tensor.
The solutions to Equation 6.6 yield eigenmodes given the boundary conditions

that the electric fields are zero at the ionosphere. Figure 6.15 shows the first two
modes, compared with the results from Equation 3.34 and also Equation 1.4 for the
Tsyganenko field model traced from Davis, Antarctica. The ambient field has both
curvature and torsion, which depend on the local time. Magnetic torsion t as a
function of distance s along the field is

tðsÞ ¼ B̂ðsÞ 	 nðsÞ� � 
 dnðsÞ
ds

;

nðsÞ ¼ dB̂ðsÞ
ds

:

ð6:7Þ

For the ambient field traced from Davis, increased torsion tends to increase the
resonant frequency in the morning and afternoon, while around noon the curvature
pulls the resonant frequency down. The latitudinal extent of these effects may be
predicted using the Tsyganenko model for various conditions. Figure 6.16a shows
the torsion from Equation 6.7 calculated from a Tsyganenko96 model as a function
of latitude. The noon decrease is certainly apparent over the range of latitudes in the
Scandinavian magnetometer array, as shown in Figure 6.16b. Therefore, these
properties of the magnetic field need to be included if details of the plasma mass
density are to be extracted from ULF resonances at high latitudes.
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Figure 6.15 Various FLR calculations for the data in Figure 6.14: First eigensolution (open gray
diamonds) and second eigensolution (Equation 6.6; filled black diamonds), WKB solution using
Equation 1.4 (circles) and Equation 3.34 (triangles).
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Figure 6.16 Extent in latitude of field line
tension and torsion that affects FLR
frequencies. (a) Estimates using the
Tsyganenko 1996 model. (b) Normalized trace
spectra of the horizontal components of

magnetometer data from various stations in the
Scandinavian IMAGE magnetometer array for
the year 1996. (For a color version of this figure,
please see the color plate at the beginning of
this book.)
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Finally, we return to the discussion of a ULF harmonic sequence plotted against
(integer) harmonic number. The dipole magnetic field used with the power law
plasma mass density model yields harmonic sequences that lie on straight lines.
This is a two-parameter model and additional harmonics do not provide additional
information. Harmonic sequences that do not lie on a straight line have been
observed, even when experimental uncertainties have been considered. There are
two possible sources; the plasma mass density and the magnetic field. For low
latitudes, the nonuniform plasma mass density at the lower altitudes produces
harmonics that do not lie on a straight line. For high latitudes, the geometry of the
magnetic field can produce the same effect and these must be included in order to
extract the effects caused by the plasma mass density variations.
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7
Space Weather Applications

The magnetosphere is a dynamic region responding to the variability in solar wind
fields and particle fluxes. The core cold plasma of the magnetosphere, with
ionosphere–magnetosphere coupling, provides the base population for higher
energy particle dynamics. This complex region is where we place expensive space-
craft technology. Magnetoseismology allows us to remote sense these areas. In this
chapter, space weather applications of the remote sensing methods described in
Chapters 5 and 6 are illustrated.

7.1
Magnetospheric Structure and Density

Measurements of field line resonances using arrays of ground-based magneto-
meters provide information on the plasma mass density distribution throughout the
magnetosphere and its temporal variation, as shown in Figure 6.1. A model
equatorial mass density profile, and the corresponding variation in FLR resonant
frequency with latitude, was presented in Figure 4.9. Dashed lines illustrate a local
density “biteout,” and horizontal dotted lines represent resonances at the same
frequency on either side of a well-formed plasmapause. Magnetic conditions
represented here are typical of poststorm recovery phase.

The low-latitude limit of FLRs is a function of geomagnetic activity, the incoming
ULF wave power, the coupling of this power to FLRs, the ionospheric damping of the
resonance and the resonance Q, and the efficacy of resonance detection techniques.
As discussed in Section 6.6, a significant portion of low-latitude field lines is
immersed in the ionosphere, and FLRs are not likely to be detected much below
L¼ 1.4 (Menk, Waters, and Fraser, 2000). At low latitudes, the resonance width is
typically 200–400 km, the resonance Q is in the range 1.5–3, and the normalized
damping rate c/vR is �0.15–0.4 (Menk et al., 1994; Menk, Waters, and Fraser, 2000;
Ziesolleck et al., 1993).

Figure 7.1 summarizes multistation observations of resonant frequencies within
the inner magnetosphere. The peak in frequency near 38� latitude (L¼ 1.6) arises
because plasma mass loading by ionospheric heavy ions decreases the frequency at
lower latitudes, as discussed in Sections 4.4 and 6.7 (Hattingh and Sutcliffe, 1987;

Magnetoseismology: Ground-based remote sensing of Earth’s magnetosphere, First Edition. Frederick W. Menk
and Colin L. Waters.
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Waters, Menk, and Fraser, 1994). This effect varies with local time. Also shown in
Figure 7.1 are model toroidal mode eigenfrequencies for the first three harmonics at
spring equinox (Poulter, Allan, and Bailey, 1988). Current modeling efforts outlined
in Chapters 3 and 8 use 2.5D representations of wave propagation throughout the
coupled magnetosphere–ionosphere system, including actual ionospheric condi-
tions for the day in question.

At midlatitudes, the Alfv�en velocity and density profile are affected by the
plasmapause, which itself varies with magnetic activity. For example, Figure 7.2
shows the variation in plasma mass density between L¼ 2.6 and L¼ 4.4 during
October 16–18, 1990, a magnetically quiet period following a Kp¼ 4 disturbance on
October 15, 1990. Several features are evident: a sharp plasmapause near L¼ 4.2 on
October 16 which largely decayed by the next day; diurnal and day-to-day variations
in density; a strange shelf-like density feature around L¼ 4 on October 17 suggestive
of heavy ion mass loading, and an offset between daytime and nighttime density
values due to the longitudinal separation of the two magnetometer arrays. These
effects are described in more detail in the following sections.

7.2
Plasmapause Dynamics

The plasmapause position and shape vary considerably with changing magnetic
activity. Figure 7.3 shows ground array FLR measurements and the corresponding

Figure 7.1 Summary of experimentally
determined inner magnetosphere resonant
frequencies. Symbols represent results from
various studies: stars – Menk, Waters, and
Fraser (2000); triangles with error bars – Waters,
Menk, and Fraser (1994); solid circles at higher
latitudes – Baransky et al. (1990); large solid
circles with error bars – Hattingh and Sutcliffe

(1987); solid squares at higher latitudes –
Kurchashov et al. (1987); and open squares with
error bars – Green et al. (1993). Solid, dotted,
and dashed lines denote first three harmonics of
the model toroidal mode eigenfrequency for
spring equinox solar maximum and including
E�B drifts. Adapted fromWaters, Menk, and
Fraser (1994).
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equatorial mass density estimates for January 1, 1998, following almost 3 weeks of
magnetically quiet conditions (Menk et al., 2004). In Figure 7.3a, filled circles and
diamonds represent respectively cross-phase measurements obtained from closely
spaced station pairs and H/D values from single stations. Vertical arrows indicate
the plasmapause and magnetopause locations predicted by empirical models. No
distinct plasmapause is evident, and the mass density profile resembles the
Carpenter and Anderson (1992) model electron density values for a saturated
plasmasphere.

Figure 7.4 illustrates how the noontime mass density profile changes with
magnetic activity, represented by Kp in panel (b). The plots span March 7–19,
1998. Densities were estimated from FLR measurements with the SAMNET and
IMAGE magnetometer arrays spanning the United Kingdom and Europe. Tick
marks on the x-axis correspond to a step of L¼ 1, and each date label is at L¼ 6. Solid
and dotted line profiles are for odd and even numbered days, respectively. These
profiles depict the evolution of the plasmapause over a storm cycle. No plasmapause
is evident on March 7, 1998, but following a storm on March 10 and 11, 1998 the
plasmapause has eroded to L� 3. A well-defined plasmapause is present around
L¼ 3.4, 4.2, and 4.2 on March 12–14, 1998, respectively. A steep plasmapause on
March 15, 1998 decays to form two density gradients and by March 19, 1998, no
distinct plasmapause remains.

Observations for an extremely disturbed interval are summarized in Figure 7.5
for the 2003 Halloween storm. Geomagnetic conditions during this interval are
shown in the Figure 7.5a. Dst reached �383 nT at 2300 UT on October 30, 2003, in
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Figure 7.2 Plasma mass density map for October 16–18, 1990, based on observations from two
magnetometer arrays separated by 10 h in local time. Adapted from Menk et al. (1999). (For a
color version of this figure, please see the color plate at the beginning of this book.)
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connection with solar wind speeds exceeding 1000 km s�1 and extreme IMF Bz

conditions. Plasma mass densities estimated from the United Kingdom and
European ground array cross-phase measurements and the T01 magnetic field
model are presented in Figure 7.5b. Densities increased significantly immediately
after the sudden commencements, possibly due to an increase in plasmaspheric
Oþ concentration resulting from rapid ionospheric outflow. A similar density
enhancement was found in the North American sector (Chi et al., 2005) suggest-
ing a globally enhanced heavy ion population. Recent analysis of toroidal mode
FLRs measured by the CRRES spacecraft data (but with no direct Heþ measure-
ments) has shown that an oxygen torus may readily occur in all local time zones
near the plasmapause during storm recovery phases, most likely due to heating of
the underlying ionosphere by plasmaspheric thermal electrons, resulting in an
increased Oþ scale height (Nos�e et al., 2011). There is also likely to be an
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Figure 7.3 (a) Ground magnetometer-derived
FLR measurements and (b) mass density
estimates for January 1, 1998 under
magnetically quiet conditions. Circles and
diamonds represent respectively the cross-
phase measurements obtained from closely
spaced station pairs and H/D values from

single stations. Vertical arrows indicate the
plasmapause and magnetopause locations
predicted by empirical models. FLR harmonics
are seen near the expected plasmapause
location, but no distinct plasmapause is
evident. Adapted from Menk
et al. (2004).
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interactive process involving the oxygen torus, plasmasphere, and Oþ rich
ring current.

FLR measurements provide a time resolution of order 20 min, and considerable
variation can occur in radial density profiles over timescales of an hour. This is
evident in Figure 7.6 that shows hourly mass density profiles between 0720 and 1220
UT on January 8, 1998, a mildly disturbed day (SKp¼ 14.7) during which the
signatures of large solar wind shocks were recorded by ground magnetometers at
0831 and 1017 UT (Menk et al., 2004). The magnetopause is expected to have moved
from 13.1RE at 0800 UT to 9.7RE at 1000 UT. The mass density profiles were
determined using a realistic magnetic field model and show complicated changes in
the position and shape of the plasmapause, which moved from L¼ 5.1 to 4.0 during
this time. These are responses to rapid plasma redistribution caused by the
penetration deep into the magnetosphere of enhanced convection electric fields
that drive cross-L E�B drifts. Filled circles in the figure represent averages of
several VLF-based electron density observations and are similar to the FLR-derived
mass density estimates.

Rapid variations in plasmapause location are not adequately predicted by
empirical models. Although FLR measurements from ground stations can be

Figure 7.4 Noon plasma mass density profiles for March 7–19, 1998 compared with magnetic
activity Kp. Each date label in panel (a) is at L¼ 6, and x-axis tick marks denote steps of 1.0 L.
Figure 8 in Menk et al. (2004).
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used to determine the radial density profile, the plasmapause location may be
identified by lack of a cross-phase signature in situations when it straddles two
closely separated ground stations (Milling, Mann, and Menk, 2001). This is
represented by the horizontal dotted lines in Figure 4.9 and provides the
opportunity to track the plasmapause motion across suitable ground arrays. In
fact, a variety of cross-phase signatures may be recorded, some of which are
outlined in Section 7.3.

Figure 7.5 (a) Dst, Kp, IMF Bz, solar wind
speed, and solar wind dynamic pressure during
the 2003 Halloween storm. Spacecraft data
have been time shifted to account for travel
time to the magnetosphere. Vertical dashed
lines identify sudden storm commencements.

(b) Ground magnetometer-derived plasma
mass densities for L¼ 1.67, 2.39, 2.79, and 3.84
(AQU-CST, HAD-YOR, YOR-CRK, and NUR-
OUJ) for the same interval. Adapted from Kale
et al. (2009).
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7.3
Density Notches, Plumes, and Related Features

The extreme ultraviolet (EUV) imager instrument on the IMAGE spacecraft
provided dynamic measurements of the Heþ intensity in the plasmasphere and
yielded new insights into the spatial and temporal evolution of structures within the
plasmasphere and at the plasmapause (Sandel et al., 2003). These features include
radial density depletions variously called notches, biteouts, cavities, or troughs.
These may exist for as long as 60 h and have angular velocity typically at 85–90% of
the corotation rate, thus slowly drifting westward across ground stations. Apart from
being intrinsically interesting, biteouts are important features since they seem to be
the source region of kilometric (100–800 kHz) radiation (Green et al., 2002). Earlier
observations of field-aligned plasmaspheric density cavities using the CRRES satellite
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Figure 7.6 Hourly radial plasma mass density profiles, separated by an order of magnitude,
spanning two solar wind pressure pulses at 0831 and 1017 UT. From Menk et al. (2004).
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found that they occurred in about 13% of near-equatorial density profiles, particularly
after plasmasphere erosion episodes, extending in L from DL¼ 0.5–2 and �20� wide
in longitude (Carpenter et al., 2000). Electron density in the cavities was found to
be typically five times lower than that in the surrounding plasmasphere.

Density notches may be detected using ground magnetometers. This is illustrated
in Figure 7.7, which compares whole-day cross-phase spectra from the YOR-ESK
station pair in the United Kingdom (midpoint L¼ 2.67) on September 30, 2002 and
October 5, 2002 about 3 days after a storm commencement. The first is a “normal”
day and the band near 13 mHz identifies the resonant frequency. On October 5, this
resonance band is shorter in duration and near 18 mHz, but the most striking
feature is a resonance signature near 45 mHz in the local morning, representing a
localized region of low density.

Properties of this notch feature were described in Grew et al. (2007). Figure 7.8
compares the FLR-derived mass density for 08–09 UT on October 5, 2002 (dotted
line) with the same time on the previous day, and the tracer plot in top right shows
the relative longitudes of the ground station array mapped to the equatorial plane at
1100 UT. The depletion on October 5, 2002 extends from L< 2.4 to L� 4.5 (well into

Figure 7.7 Whole-day L¼ 2.67 cross-phase frequency–time spectra for (a) September 30, 2002
and (b) October 5, 2002 when a density biteout occurred. (For a color version of this figure, please
see the color plate at the beginning of this book.)
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the plasmatrough) with a maximum density decrease of order 60%. The plasma-
sphere corotation rate at this time was about 81%, so the duration of the notch
signature represents a longitudinal width of �4 h. The obvious nature of the notch
signature in the cross-phase spectrum accords with the schematic representation in
Figure 4.9 and emphasizes the utility of routinely recorded ground FLR data.

Ground-based observations of VLF whistlers over four decades ago revealed the
presence of detached regions of outlying plasmasphere-like density originating
during storm recovery phases in the plasmapause bulge region, near dusk (Carpen-
ter, 1970). These were reported as long-lived tail-like sunward surges of plasma
attached to the main body of the plasmapause and drifting slowly azimuthally with a
lag relative to the ground (Ho and Carpenter, 1976).

IMAGE EUV observations have shown that these plasma regions are drainage
plumes that form in the dusk sector due to increased convection, 3–5RE in length and
0.5–1.0RE in width (Sandel et al., 2003). Plumes are not only fundamental elements in
magnetospheric plasma dynamics but also the likely site of wave–particle interactions
resulting in the generation of ELF hiss and Pc1 and Pc2 EMICwaves (Yuan et al., 2012).
Plumes map to the ionosphere and are associated with total electron content (TEC)
perturbations in GPS signals (Foster et al., 2002; Yizengaw, Moldwin and Galvan,
2006). Ground magnetometer observations of enhanced mass density at L> 4 during
the Halloween superstorm suggest that FLR measurements may be useful for
detecting the formation of plasmaspheric drainage plumes under strong convection
conditions (Chi et al., 2005). In fact, a drainage plume was mapped by Grew et al. (2007)
using mass density estimates from ground magnetometer stations spanning Europe.
The results are summarized in Figure 7.9. A density enhancement associated with the
plume near L¼ 4.3 is clearly evident in the mass density profile, in agreement with
the EUV tracer plot if the plume feature is extrapolated to the ground array longitude.

Figure 7.8 FLR-derived mass density profiles
for 08–09 UT on October 4, 2002 (solid line)
and October 5, 2002 (dotted line). Solid and
dashed radial lines in the tracer plot in the top

right represent the ground station longitudes
projected to the equatorial plane at 1100 UT.
From Grew et al. (2007).
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The mass density profile is similar to electron and Heþ density plume profiles
obtained with the IMAGE EUV and RPI instruments (Garcia et al., 2003).

Occasionally, a reversed cross-phase signature is seen between closely spaced
ground magnetometer pairs. An example is shown in Figure 7.10, where arrows
indicate sudden reversals in the sense of cross-phase. Such features identify a steep
density gradient (Menk et al., 2004). If the radial density variation is described by a
power law of the form r�a, then in a dipole field geometry the toroidal mode
eigenfrequency decreases with increasing L for a� 8, is constant with L for a¼ 8,
and increases with increasing L for a> 8. The latter situation corresponds to a cross-
phase reversal (Kale et al., 2007).

Cross-phase reversals may occur at plumes and other features as well as at a steep
plasmapause. This is illustrated in Figures 7.11–7.13. Figure 7.11 shows dynamic
cross-phase spectra for station pairs centered on L¼ 3.9 and L¼ 3.2 on June 11,
2001, a day after the moderate magnetic disturbance. In addition to a reversal in
cross-phase near 0930 UT (UT�MLT) at L¼ 3.9, three different frequency struc-
tures occur in the L¼ 3.2 spectra, with a reversed cross-phase at the middle
frequency. Electron density data are available from the IMAGE RPI experiment
for this day and Figure 7.12a shows electron densities measured around 19–20 UT
(07–08 MLT) within �30� of the equatorial plane. The corresponding Alfv�en speed
profile derived from these electron density measurements and assuming a neutral
proton-electron plasma is presented in Figure 7.12b. The inset shows an IMAGE
EUV image for 1626 UT on this day, in which a drainage plume is evident around
09 LT. A detailed study of the formation of this plume was presented by Spasojevi�c
et al. (2003).

Figure 7.9 Radial mass density profile for 22–23 UT on October 3, 2002 showing evidence of a
plasmaspheric drainage plume near L¼ 4.3. The ground station array longitude is represented by
the radial line in the tracer plot at the top right. From Grew et al. (2007).
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The expected FLR frequencies and phases for this day have been determined by
incorporating the Alfv�en speed profile into a 2.5-dimensional numerical MHD
model of the coupled magnetosphere–ionosphere, which itself used the IRI and
MSIS models to represent the ionosphere for this time (Waters and Sciffer, 2008).
The results are shown in Figure 7.13. The model magnetosphere was stimulated at
the L¼ 10 RE field line by a fast mode pulse with a Gaussian spatial distribution and
uniform spectral content across the 1–100 mHz range. Azimuthal wave number
was set to m¼ 2 and the ionospheric Pedersen and Hall conductances at 5 S. The
input electron density and calculated resonant frequency profiles are given in panel
(a), while panels (b) and (c) represent the expected ground-level power and cross-
phase profiles. Reversals in expected resonance frequency and cross-phase spectra
appear around L¼ 3.7 and L¼ 4.4.

Figure 7.10 Dynamic cross-phase spectra for May 14, 2001, showing cross-phase polarity
reversals, arrowed, at 0730 and 1200–1230 UT. From Kale et al. (2007). (For a color version of this
figure, please see the color plate at the beginning of this book.)
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This work shows that (i) cross-phase reversals can identify the presence of plasma-
spheric drainage plumes and other density features, (ii) such features may occur
under moderately disturbed conditions, and (iii) numerical modeling tools permit
realistic prediction of the frequency and phase profiles.

7.4
Refilling of the Plasmasphere

The plasmasphere is in dynamic equilibrium with the underlying ionosphere, and
plasma flow up and down flux tubes is determined by the pressure gradient along
the tube. Properties of the plasmasphere and ionosphere are therefore determined
by diurnal effects and storm–time variations, when the plasmapause is eroded
earthward and plasmaspheric plasma is convected via plumes into the outer
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magnetosphere. These processes reduce flux tube densities resulting in subsequent
refilling from the ionosphere. The dynamic behavior of both the plasmasphere and
ionosphere is therefore controlled by refilling processes and external drivers.

The refilling process has received considerable attention through observational
and modeling studies (e.g. Lemaire and Gringauz, 1998; Reinisch et al., 2004;
Singh and Horwitz, 1992). Refilling of the plasmasphere following storm–time
erosion takes some days. Measurement of refilling rates with spacecraft is difficult
since the flux tubes corotate and may also expand and contract in volume and
move in position in different local time sectors. Much early information on
refilling rates was obtained from electron density estimates using VLF whistler
measurements (Park, 1970, 1974), although this is difficult during local daytime
and therefore VLF results often focus on summer data from high geographic
latitudes. Refilling rates are latitude dependent and are specified in terms of the
rate of density change in the equatorial plane per hour or per day, or the upward
(or downward) fluxes typically across an area of 1 cm2 at 1000 km altitude. At
midlatitudes, the upward electron flux (referenced to 1000 km altitude) is typically
of order 3� 108 el cm�2 s�1. Downward fluxes at night are somewhat smaller
(Obana, Menk, and Yoshikawa, 2010). There is some evidence that refilling is a
two-step process, with smaller upward fluxes on the first day.

Measurements also come from incoherent scatter radars and satellites including
the IMAGE RPI and EUV experiments (Denton et al., 2012; Reinisch et al., 2004,
2009; Sandel and Denton, 2007). These techniques mostly focus on measurements
of rates of change of electron density, although transport rates and fluxes are
different for different heavy ions, and the plasmaspheric density profile evolves
differently for different heavy ion species (Singh and Horwitz, 1992). A notable
exception is the use of the IMAGE EUV instrument to estimate Heþ fluxes (Sandel
and Denton, 2007).

Section 7.2 demonstrated that ground-based measurements during and following
magnetic storms show changes in resonant frequency due to rapid depletion and
subsequent refilling of the plasmasphere. An example is illustrated in Figure 7.14
that shows the change in mass density during November 1–4, 1990 (SKp¼ 17.0,
18.0, 13.0, and 5.0) after a Kp¼ 5 magnetic storm the previous day. Both diurnal and
systematic refilling variations in density are evident. Horizontal dashed lines denote
the expected quiet-time mass density from an empirical model (Berube et al., 2005).
Mass densities reached quiet-time levels at L¼ 2.8 within 2 days, taking 3 days at
L¼ 3.8. It is relatively easy to estimate refilling rates and upward and downward ion
fluxes from the density gradients. For example, in Figure 7.14, the refilling rate at
L¼ 3.7 on November 1–2, 1990 is �20 amu cm�3 h�1.

Detailed studies of plasmaspheric refilling based on FLR measurements with
ground magnetometer arrays and IMAGE satellite observations were described by
Dent et al. (2006) and Obana, Menk, and Yoshikawa (2010). The latter study
determined plasmaspheric refilling rates and upward fluxes in the recovery phase
of three moderate magnetic storms, summarized in Figure 7.15. Refilling to
prestorm levels took 2–3 days for L¼ 2.3 flux tubes, 3 days at L¼ 2.6, and over 4
days for L> 3.3. As seen in the top panel of the figure, refilling rates ranged from
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�250 to 13 amu cm�3 h�1 from L¼ 2.3–3.8, superimposed upon diurnal variations.
Refilling rates generally decrease with increasing latitude, although this trend was
reversed on June 18, 2001 when both flux tubes were outside the plasmasphere and
upward fluxes likely comprised a rich heavy ion component (Obana, Menk, and
Yoshikawa, 2010). Upward plasma fluxes for the three storms are shown in the
middle panel and are around 0.9–5.2� 108 amu cm�2 s�1. These compare well with
results from previous studies (except for Chi et al., 2000) that are for electron fluxes.
Nighttime loss rates, not shown in the figure, were typically 50 amu cm�3 h�1. Daily
averaged refilling rates, taking into account these downward nighttime fluxes, were
about 420 amu cm�3 d�1 for L¼ 2.9–3.1.

Finally, the bottom panel of Figure 7.15 shows the cosine of the solar zenith angle
averaged between the northern and southern hemispheres. This demonstrates that
the change in solar illumination and hence ion production rate with latitude
accounts for only about half the observed L-dependence of upward flux.

Such results point to the important contributions that ground-based measure-
ments of ULF field line resonances may make to the understanding of magneto-
spheric refilling processes. Retrospective studies are possible using many years of
magnetometer data available from various ground sites.

7.5
Longitudinal Variation in Density

The tilt and offset of the geomagnetic field with respect to Earth’s geographic spin axis
referred to in Section 2.1 result in a longitudinal asymmetry in solar illumination. This
is illustrated in Figure 7.16a, where the footprint of the L¼ 2.5 shell is mapped to a
geographic Mercator projection. The large offset of the dipole field near �70�E
longitude (e.g., the eastern United States) means that the L¼ 2.5 field line has its
footprint near 65� geographic latitude in the southern hemisphere but near 42�

latitude in the northern hemisphere. During austral summer, the southern end of this
flux tube is immersed in an almost continuously sunlit ionosphere; during austral
winter, the local ionosphere is almost continuously dark. This has profound effects on
ionospheric conductance and the formation of half- and quarter-wave field line
resonances, discussed in Section 8.7. Another consequence is a substantial longitu-
dinal and annual variation in plasmaspheric density due to the variation in electron
and ion supply to the flux tube, discussed here.

It has long been known that electron density of the ionospheric F region is
unusually high in December months compared with that in June months (Rishbeth
and M€uller-Wodarg, 2006). A related annual variation in plasmaspheric electron
density appears in VLF whistler data. This is illustrated in Figure 7.16b, which
summarizes 8 years of whistler data from Stanford, CA (L	 2.5; �122�E). The
ordinate axis represents whistler dispersion D¼ t ( f )1/2, where t is the travel time at
frequency f¼ 5 kHz. The quantity D is proportional to equatorial electron density
N1=2

eq along the whistler flux tube. The figure shows that electron densities in
December exceed those in June by a factor of �1.5. This trend has been verified
with in situ observations and also causes an annual variation in the spectrum of
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pitch-angle scattered radiation belt electrons precipitating into the atmosphere
(Clilverd et al., 2007).

A longitudinal and annual variation has also been found in plasmaspheric ion
density. Figure 7.16c compares the ratio of annual maximum/minimum mass
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density (from ground magnetometer FLR measurements), Heþ density (IMAGE
EUV), and electron density (IMAGE RPI) at L¼ 2.5 at solar maximum (Menk et al.,
2012). Maximum asymmetry clearly occurs near �60�E longitude in each case.
This needs to be accounted for in empirical density models. Furthermore, the
seasonal variation in the relative ion concentrations can be estimated as outlined in
Section 6.5. In this case, it was found that at both �3�E and �74�E longitudes, the
Heþ concentration was about 5% by number, but Oþ concentrations appear to be
substantially higher at �3�E than at �74�E. The reason for this is not clear, but may
be related to the proximity to the South Atlantic anomaly. It has previously been
established that FLR frequencies at low latitudes are higher near the anomaly,
presumably due to changes in Oþ production or loss rates (Sutcliffe, Hattingh, and
Boshoff, 1987).

7.6
Solar Cycle Variations in Density

Comparison of whistler dispersion data in Figure 7.16b with yearly averaged
sunspot numbers listed above the plot shows that plasmaspheric electron
densities decreased from solar maximum to minimum by a factor of �1.5 at
L	 2.5, although this trend was not obvious for L� 3 (Park, Carpenter, and
Wiggin, 1978). The period and occurrence frequency of Pc3 field line resonances
recorded at L¼ 1.9 during 1957–1973 show well-defined variations with solar
cycle (Figure 7.17a). This is consistent with the observed variation in resonant
frequency of Pc3 ULF waves at L¼ 1.6, indicating an increase in plasmasphere
density by a factor of �2 from solar minimum to maximum (Figure 7.17b)
(Bencze and Lemperger, 2011; Vellante et al., 1996). However, this effect may be
masked by an increase in the frequency of the driving upstream waves with
increasing solar activity, while at such low latitudes, mass loading from iono-
spheric Oþ strongly affects the resonant frequency. The variation in F2 region
electron density also shown in Figure 7.17 is somewhat larger than that in mass
density (Bencze and Lemperger, 2011). Enhanced ionospheric density results in
increased plasmaspheric density, increasing damping of FLRs (Ver€o and Menk,
1986) and decreasing occurrence frequency.

A strong solar cycle effect also appears in mass density data from near-
geosynchronous satellites (L¼ 6.8), illustrated in Figure 7.18 (Takahashi, Denton,
and Singer, 2010b). Panel (a) shows that the third harmonic of the resonant
frequency, fT3, is in antiphase with the F10.7 solar radio flux variation over a solar
cycle, while panel (b) demonstrates that the plasmatrough density and F10.7 are
closely related. Regression analysis yields a linear relationship for 27 day average
quantities (R¼ 0.937):

logðreq 27dÞ ¼ 0:421 þ 0:00390F10:7 27d; ð7:1Þ
where req_27d is in units of amu cm�3.
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The observed solar cycle variation in resonant frequency at L¼ 6.8 is similar to
that at L¼ 1.6. This implies that the F10.7 parameter controls the solar cycle mass
density variation in both the plasmatrough and plasmasphere in the same quanti-
tative manner, through the dependence of ionospheric conditions on solar UV/EUV
radiation. These results suggest that routine measurements of field line resonant
frequency can provide a proxy for solar flux or, conversely, that routine observations
of solar output can be used to statistically predict mass density inside both the
plasmasphere and the plasmatrough. The solar cycle variation in mass density
will also affect magnetospheric phenomena that depend on density or resonant
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Figure 7.17 (a) Solar cycle variation in period and occurrence rate of Pc3 field line resonances at
L¼ 1.9. (b) Corresponding variation in FLR-derived equatorial mass density and ionospheric
electron density. From Bencze and Lemperger (2011).
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frequency. For example, a solar cycle variation in the efficiency of resonance-driven
radial transport is likely (Takahashi, Denton, and Singer, 2010b).

7.7
Determining the Open/Closed Field Line Boundary

At high latitudes, FLR measurements provide an indication of the location of the
last closed field line (open–closed boundary (OCB)) and the occurrence of recon-
nection at the dayside magnetopause. This is illustrated in Figure 7.19. Under
average IMF conditions, cusp region ground stations pass just equatorward of the
OCB, and cross-phase measurements show azimuthal phase delays consistent
with wave propagation away from a Kelvin–Helmholtz instability source region
near noon. Figure 7.19a and b depicts the cross-phase between two sites both at
�74.5�CGM latitude but separated by 100 km in longitude, across the 2.7–4.7 mHz
band (W5), as a function of IMF Bz (a) before and (b) after local noon (Ables and
Fraser, 2005). The local time and IMF-dependent differences are due to the
variation in cusp latitude and hence proximity of the OCB with IMF Bz. The
two boxed sectors herein indicate outlier regions at large negative Bz. Two case

Figure 7.18 (a) Variation of the third harmonic of the quiet time 27 day average resonant
frequency fT3 at L¼ 6.8, and solar radio flux F10.7 during 1980–1992. (b) Corresponding variation
in equatorial mass density and F10.7. From Takahashi, Denton, and Singer (2010b).
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studies are summarized in Figure 7.19c. On March 22, 1996, the diurnal variation
in W5 is typical for closed field line conditions, with propagation away from noon.
On April 14, the pattern is reversed. This occurs on about 5% of days, when IMF
Bz<�2 nT and the azimuthal component of propagation is toward noon, indica-
tive of newly opened flux tubes unbending under the influence of IMF By.

7.8
Determining the Magnetospheric Topology at High Latitudes

A rich variety of plasma waves in the 0.1–5 Hz (Pc1–Pc2) range are evident in
frequency–time records from ground magnetometers in the polar regions.

Figure 7.19 (a and b) Variation in 2.7–4.7mHz
cross-phase (W5) between longitudinally
separated Antarctic ground stations with IMF Bz
(a) before and (b) after local noon, over all of
1996. (c) Diurnal variation inW5 for two

selected days, and the mean and standard
deviation inW5 for all of 1996. Local noon is
near 1030 UT. From Figures 1 and 2 in Ables
and Fraser (2005).
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Historically, the names given to these wave types described their appearance in such
data sets and similarities with the appearance of VLF whistlers: hydromagnetic
chorus, hm whistler, periodic hm emission, hm emission burst, pearls, narrowband
Pc2, unstructured Pc1 noise, 4 s band, intervals of pulsations of diminishing period
(IPDP) or rising period (IPRP), and so on (e.g. Arnoldy et al., 1988; Fukunishi et al.,
1981; Nagata et al., 1980). It was generally supposed that these emissions mostly
resulted from ion cyclotron waves generated under a variety of conditions in the
outer magnetosphere.

In order to identify the wave source regions, Menk et al. (1992, 1993) mapped the
occurrence of different types of Pc1–Pc2 waves using observations from ground
stations distributed between the plasmapause and the polar cap. They used particle
data from the DMSP low-Earth orbit satellites, ionograms, riometer data, and Pc5
magnetic pulsations to identify different magnetospheric regions and show that
specific types of Pc1–Pc2 waves are associated with the outer magnetosphere,
boundary layer, and cusp and plasma mantle regions, and therefore that ground-
based observations of Pc1–Pc2 pulsations may be used to identify and monitor the
high-latitude magnetosphere topology. This is because large regions of the outer
magnetosphere characterized by distinct particle populations map to relatively small
regions on the ground at high latitudes.

The situation is represented schematically in Figure 7.20 and has been confirmed
by detailed triangulation measurements from a closely spaced station array
(Neudegg et al., 1995). Intense unstructured broadband (�0.15–0.45 Hz) diffuse

Figure 7.20 Schematic representation of Pc1–Pc2 source regions in high-latitude ground
magnetometer data. From Menk et al. (1992).
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noise-like emissions occur within 2� poleward of the poleward edge of the cusp, and
most likely originate in the plasma mantle (Dyrud et al., 1997). Narrowband
unstructured emissions typically around 0.2 Hz occur under and a few degrees
equatorward of the plasma sheet boundary layer in the noon sector and are mostly
likely due to ion cyclotron waves generated in the equatorial plasmatrough (Hansen
et al., 1991). A variety of discrete Pc1 emissions comprising short packets or bursts
with frequencies <0.4 Hz are probably due to ion cyclotron waves generated by
resonance with 1–5 keV ions in the equatorial boundary layer region (Hansen et al.,
1992). Reconnection events and solar wind compressions may increase the tempera-
ture anisotropy of trapped ions in this region to promote ion cyclotron wave growth.

Finally, accumulating evidence suggests that structured Pc1–Pc2 emissions that
occur during local afternoon in the plasmatrough in the recovery phase of magnetic
storms are generated at the strong density and temperature gradients occurring at
the edge of and inside plasma drainage plumes (Engebretson et al., 2008; Morley
et al., 2009).

In summary, ground magnetometer measurements of Pc1–Pc2 pulsations can
provide information on the location of the magnetospheric mantle, cusp, low-
latitude boundary layer, and plasma drainage plumes. Although the waves may
propagate away from their source regions in the ionospheric duct, the waveguide
attenuation is relatively high and the direction of propagation points to the source
(Neudegg et al., 1995).

7.9
Wave–Particle Interactions

The criterion for resonance interaction between a ULF wave of frequency v and
azimuthal wave number m and the trapped particles bouncing between conjugate
points with frequency vb and drifting around Earth at frequencyvd was discussed in
Section 4.6 and is given by

v�mvd ¼ Nvb: ð7:2Þ
Such interactions may be important in energizing radiation belt particles (Ozeke

and Mann, 2008). The ULF waves involved are guided poloidal mode waves with
high azimuthal wave number and may be generated by unstable energetic particle
distributions in the ring current (Hughes et al., 1978b). Due to spatial integration
effects, such waves are attenuated on the ground but are readily detected in the
ionosphere with radio sounders (Ponomarenko et al., 2001; Wright and Yeoman,
1999). This aspect is described further in Section 8.5. Here, we present one
representative example.

On January 6, 1998, the Finland and Iceland East CUTLASS SuperDARN HF
radars were operating in a special high time-resolution mode optimized for ULF
wave detection. A sequence of westward-moving wave-like features was recorded
in the returned echo Doppler shift from the overlapping radar fields of view for
over 4 h. This is illustrated in Figure 7.21 that shows a detrended Doppler
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velocity–latitude–time plot for beam 5 of the Finland (Hankasalmi) radar located
at 62.3�N, 26.6�E geographic, over 0400–0800 UT. Further details on the radars,
nearby ground magnetometers and data analysis techniques, appear in Menk et al.
(2003). Alternating vertical bands between 65� and 70� magnetic latitude repre-
sent motion of F region plasma toward and away from the radar. These echoes are
from a region between Scandinavia and Greenland identified by a shaded patch
in the map presented in Figure 7.25. Representative power spectra along this
beam are shown in Figure 7.22. The velocity oscillations are in the 3–4 mHz
frequency range, and are not obvious in ground magnetometer records (not
shown here).

Observations from overlapping beams of the Finland and Iceland radars allow the
frequency, wave number, and phase speed of the oscillations to be determined.
These are presented in Figure 7.23 and show that the oscillation frequency varied
between 3 and 4 mHz, with azimuthal wave number m	�70 and westward phase
speed of about 800 m s�1. At the same time, FLRs were identified using cross-phase
measurements from the IMAGE array of ground magnetometers spanning
Scandinavia and used to determine equatorial mass densities. Near the latitude
of the radar oscillations (66�–70�), the resonant frequencies were around 4 mHz,
but moving to lower L the resonant frequencies increased stepwise at 66� MLAT to
10–14 mHz. This change in frequency relates to a strange density enhancement,
seen in Figure 7.24. This resembles the mass density signature of a plasma plume,
as shown in Figure 7.9, although there are no further observations to support this.
During this time, the POLAR satellite was passing overhead, as shown by the
track mapped to the ground in Figure 7.25a. The ion distribution function was

Figure 7.21 Doppler velocity oscillations in beam 5 of the Finland (Hankasalmi) HF radar from
0400–0800 UT on January 6, 1998. (For a color version of this figure, please see the color plate at
the beginning of this book.)

156j 7 Space Weather Applications



determined using the TIMAS and CAMMICE instruments and is shown in
Figure 7.25b. A bump in the distribution near 20 keV indicates an unstable particle
population.

Waves can grow at the expense of particle energy if there is a non-Maxwellian
distribution of energetic particles. For example, ring current protons injected at
a substorm undergo longitudinal drift, but these drift paths may open at certain
L-shells due to changes in magnetic activity, violating the third adiabatic invariant.
Assuming that waves have frequency f¼ 3 mHz and m¼�70, then from Equa-
tion 7.2 vd¼ 2.7� 10�4 rad s�1 if we assume only drift resonance, that is, N¼ 0.
These particles take 6.5 h to drift around Earth. A possible substorm injection
occurred near 1600 UT on the previous day, so the particles would have drifted
almost twice around Earth to reach the observation zone.

Magnetospheric protons undergo gradient, curvature, and E�B drifts due
to the convection and corotation electric fields. In a dipole field, the bounce-
averaged azimuthal drift can be described by (Chisham, 1996; Ozeke and Mann,
2008)

vd ¼ � 6WLP að Þ
BSR2

E

þ 2y0L
3 sinw

BSR2
E

þVE; ð7:3Þ

where W¼proton energy, P(a)	 0.35þ 0.15 sina is a function of the particle’s
equatorial pitch angle, w is the azimuth angle, y0 is the convection electric potential
and can be expressed empirically as a function of Kp, and VE is Earth’s rotation rate.
Using measured parameters and putting W¼ 21 keV, a¼ 45�, and L¼ 6.2 gives
vd¼ 2.7� 10�4 rad s�1, in agreement with observations.
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Figure 7.22 Representative power spectra of the oscillations in beam 5 at two range gates.
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The N¼ 0 drift resonance requires the wave to be a fundamental poloidal mode
standing wave. Magnetic conditions on both January 5 and early January 6, 1998
were quiet, suitable for drift resonance with injected particles (Chisham, 1996). The
event is similar to a giant pulsation event recorded by multiple satellites and ground
stations outside the plasmasphere (Takahashi et al., 2011). In our case, the high
azimuthal wave number inhibits ground observations, although toroidal mode FLRs
were detected at a similar frequency using cross-phase measurements. It is possible
these waves are generated by a drift wave instability, which requires a plasma density
or temperature gradient (Green, 1985) such as may be expected near a drainage
plume. On the other hand, the good agreement between observed particle and wave
properties points to a drift resonance. The peak in FLR-derived mass density is
intriguing. While similar to the signature of a drainage plume, it may also indicate
the presence of a heavy ion population, although magnetic conditions were quiet.

In summary, this example has shown that (i) ionospheric sounders can readily
detect high-wave number ULF waves that are difficult to detect with ground

Figure 7.23 (a) Time variation of frequency (squares) and azimuthal wave number (triangles) for
Doppler oscillations detected by the Finland and Iceland East radars. (b) Equivalent phase speed
of the westward propagating wave.
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magnetometers alone, (ii) the waves are associated with FLRs and most likely guided
poloidal mode standing oscillations, and (iii) the waves are most likely generated
through resonance interaction with westward drifting ring current particles outside
the magnetosphere, possibly associated with a drainage plume or significant heavy
ion population.
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Figure 7.24 Radial mass density profile determined from cross-phase measurements across the
IMAGE magnetometers spanning Scandinavia. A density peak appears near 66� magnetic
latitude.

Figure 7.25 (a) Map showing location of ionospheric Doppler oscillations (shaded circle) and
projection of POLAR satellite orbit. (b) Ion distribution functions recorded by POLAR when
passing over the wave observation region. Courtesy of L. Baddeley.
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7.10
Radial Motions of Flux Tubes

Compressional mode ULF plasma waves propagating through the magneto-
sphere may couple to shear Alfv�en field line oscillations, as described in
Section 3.5. However, the azimuthal wave electric field may also drive E�B
cross-L plasma drifts producing radial oscillations of flux tubes, resulting in
Doppler shifts of ducted whistler mode VLF signals (Andrews, 1977). Funda-
mental toroidal mode standing field line oscillations exhibit an electric field
antinode in the equatorial plane, and any VLF Doppler oscillations due to such
azimuthal flux tube motions are at double the frequency of the ULF wave.
However, poloidal mode standing field line oscillations have an electric field
node at the equator, and the Doppler oscillations are at the same frequency for
the fundamental mode but at double the ULF frequency for the second
harmonic. This allows the oscillation mode to be determined and enables
comparison of the magnetic disturbance in the magnetosphere with that seen
on the ground. In this way, (i) the 90� rotation of Pc4–Pc5 wave fields by the
ionosphere was observationally verified, (ii) the azimuthal component of the
wave electric field in the equatorial plane was measured, and (iii) the strength
of the north–south wave magnetic field at the base of the magnetosphere was
estimated, by Andrews (1977).

Occasionally, VLF Doppler oscillations are excited simultaneously on more
than one adjacent flux tube. In this case, the relative phasing between the
Doppler oscillations may be used to estimate the phase velocity and wave
normal direction of the fast mode ULF wave in the magnetosphere. In one
such study of 13 mHz Doppler oscillations at L	 2.4 (well below the local FLR
frequency), the ULF wave phase velocity in the equatorial plane was estimated
at 0.92� 106 m s�1 with a wave normal direction of 52� anticlockwise from the
Sun–Earth line, that is, from the region of the afternoon magnetopause (Yearby
and Clilverd, 1996). This phase velocity was comparable to but a bit less than
the Alfv�en speed.

A study of about 100 ULF Doppler oscillation events recorded over 1 year
using colocated magnetometers and VLF receivers at L¼ 2.5 was reported by
Menk et al. (2006). It was shown that: (i) ULF waves and VLF Doppler oscillations
occurred at frequencies corresponding to ion cyclotron generation in the
upstream solar wind; (ii) the Doppler oscillations are due to radial flux tube
motions of �3–5 km driven by fast mode waves with azimuthal electric field in the
equatorial plane of order 1 mV m�1 and northward magnetic field �0.8–1.2 nT;
(iii) when the wave frequency and the local field line eigenfrequency matched, the
waves coupled to standing toroidal mode FLRs detected with cross-phase ground
magnetometer measurements; (iv) localized poloidal mode standing oscillations
were also produced and detected with cross-phase measurements in the magneto-
meter D components on the ground; and (v) scale size of whistler flux tubes in the
equatorial plane is much smaller than that for FLRs, so VLF Doppler oscillations
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can provide more precise spatial information on ULF wave fields in the magne-
tosphere than can be obtained from ground-based measurements.

These studies demonstrate that VLF receivers can directly monitor ULF wave
fields in the magnetosphere, and in combination with ground magnetometer
observations can provide information on wave sources and properties.
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8
ULF Waves in the Ionosphere

8.1
Introduction

ULF waves are temporal variations in the geomagnetic field that imply some
nearby temporal change in electric current. In near-Earth space there are no
metallic conductors, so for a given electric field, larger currents flow where the
electrical conductivity is largest. In the magnetosphere, effects from the Lorentz
force favor field-aligned movement of charge until the upper ionosphere is
encountered. The shear Alfv�en ULF wave mode carries a field-aligned current
(FAC). As the neutral particle density increases with decreasing altitude, the field-
aligned current is diverted more horizontally. The geomagnetic field and colli-
sions of neutral and ionized particles in the ionosphere produce the Hall current,
which together with the field-aligned current and associated “direct” conductivity
and the usual current parallel to the electric field (Pedersen conductivity) com-
prises the components of the anisotropic ionosphere conductivity. These iono-
spheric currents generate the magnetic signature of ULF waves detected by
ground-based magnetometer networks.

Coordinated studies of ULF waves and their properties began in earnest during
the 1950s, and the importance of the ionosphere and its effects on ground
magnetic signatures of ULF waves was readily appreciated. Energy deposition
into the ionosphere for the higher frequency ULF waves (�1 s period) was
estimated by Dessler (1959), and by the early 1960s it was well known that the
ionosphere acted “as a sort of filter” to ULF waves, particularly the amplitude
attenuation features (Akasofu, 1965). Results from a computer numerical solution
for kilohertz waves using magnetoionic theory were described by Pitteway (1965)
and studies by Hughes (1974) and Hughes and Southwood (1976) formed the
basis for the comprehensive analysis of ULF wave propagation through the
ionosphere to the ground.

The interaction of ULF waves with the ionosphere involves many parameters.
These include the geomagnetic field B0 and dip angle I, the direct, Pedersen and
Hall conductances and their variation with altitude, and wave properties such as
frequency, phase speed, and spatial scale dimensions. Analytic treatments
assume time and spatial variations of the ULF fields of the form exp[i(k�r�vt)]

Magnetoseismology: Ground-based remote sensing of Earth’s magnetosphere, First Edition. Frederick W. Menk
and Colin L. Waters.
# 2013 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2013 by Wiley-VCH Verlag GmbH & Co. KGaA.
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and a thin current sheet ionosphere described by height integrating the
conductivities to give the direct, Pedersen and Hall conductances. Most treat-
ments have also assumed a vertical B0. This is because for ideal MHD in the
magnetosphere and vertical B0 in the ionosphere, the shear and fast mode waves
can be described in terms of divergence-free and curl-free expressions of the
ULF electric field, with a simplifying orthogonality property. These are the two
solutions of Kato and Tamao (1956), Dungey (1963), and Hughes (1974),
employed more recently by Yoshikawa and Itonaga (2000). Developments since
then have explored the important role of the ionosphere Hall current in the
modification of ULF wave properties as they interact with the magnetosphere–
ionosphere–atmosphere ground system.

8.2
Electrostatic and Inductive Ionospheres

The development of mathematical models to describe the interaction of ULF
waves with the magnetosphere–ionosphere–atmosphere ground system has nec-
essarily invoked a number of simplifying assumptions. The analysis requires
equations that can seamlessly model the transition from the combined electro-
magnetic and fluid perturbations in the magnetosphere (magnetohydrodynamics)
to an ionosphere with anisotropic conductivity, and emerge as an electromagnetic
wave in the neutral atmosphere, all at subhertz frequencies. This has similarities
with multilayer electromagnetic wave reflection and transmission problems
encountered in undergraduate electromagnetic theory and may be formulated
using reflection and transmission coefficient matrices (e.g. Alperovich and
Federov, 2007). The development in terms of the wave fields, while requiring
more mathematical steps, provides insight into the details of the process and
assumptions imposed and is followed here.

Any electromagnetic perturbation can be described by the Amp�ere and Faraday
equations:

r�H ¼ J þ @D
@t

; ð8:1Þ

r � E ¼ � @B
@t

; ð8:2Þ

and the simplified, point form of Ohm’s law, J¼ sE. The most common simplifica-
tions are to (i) treat the ionosphere as “electrostatic,” (ii) confine the ionosphere
currents to a vertically thin and horizontally uniform sheet, and (iii) assume a
vertical geomagnetic field B0.

An electrostatic ionosphere has r� E ! 0, which is usually envisioned as a very
slow time rate of change in the magnetic field, typically less than�10 mHz.
However, from the left-hand side of Equation 8.2, this condition may also be
achieved for waves with large spatial scales or, equivalently, small wave numbers. An
impedance analysis for the electrostatic ionosphere was expressed in terms of the
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conductance in Scholer (1970), where it was shown that the reflection coefficient AA
for shear Alfv�en waves is

AAstatic ¼ Sa � Sp

Sa þ Sp
; ð8:3Þ

where Sp is the Pedersen conductance (height-integrated conductivity) and Sa¼
1/(m0VA) is the Alfv�en wave conductance.

The vertical B0 condition discussed in the literature assumes the reader has in
mind a horizontal ionosphere. A more precise description is that B0 is perpendicular
to the thin, horizontally uniform ionospheric current sheet. This configuration is a
reasonable approximation for the high-latitude regions. In this case, the divergence-
free and curl-free (toroidal and poloidal) wave fields are the two ULF modes (shear
Alfv�en and fast modes) on the magnetosphere side, as shown by Dungey (1963) and
developed further by Hughes (1974). The two conditions of perpendicular B0 and
horizontally uniform thin current sheets were also used to simplify the physics of
wave reflection and mode conversion from an inductive ionosphere (nonelectro-
static condition), since the field of the toroidal part is orthogonal to the field of the
poloidal part (Yoshikawa and Itonaga, 1996).

At lower latitudes, the field line resonant frequencies increase and both the
vertical B0 and the low-frequency approximations are invalid. The electrostatic
approximation was removed in Yoshikawa and Itonaga (1996) and in subsequent
work by examining the consequences of the back-emf induced by the ionosphere
Hall current, which essentially puts back the right-hand side of Equation 8.2. A
concise description of the process is shown in Figure 8.1 (Yoshikawa and Itonaga,
2000). The process begins by assuming that a shear Alfv�en wave mode is incident
onto the ionosphere from an ideal MHD region. In practice, both the shear Alfv�en
and fast modes may be incident from the magnetosphere onto the ionosphere. The
incident shear Alfv�en mode is represented in Figure 8.1 by a field-aligned current
directed vertically downward. In the horizontal ionospheric current sheet, the r � E
currents are produced. Both the Pedersen and Hall currents are present for the
electrostatic ionosphere condition.

The Hall current complicates magnetosphere–ionosphere coupling and is often
omitted. This can lead to inconsistent descriptions. For example, ULF waves
incident from the magnetosphere (biA) onto the ionosphere and attenuated on
the ground (bg) have often been modeled using (Nishida, 1964)

bg � 2
SH

SP
expð�jk?jdÞbiA; ð8:4Þ

which includes the Hall conductance SH, but no inductive terms. This might be
followed by a relationship between the electric and magnetic wave fields (Allan and
Knox, 1979):

b ¼ m0SPE; ð8:5Þ
where SH is omitted. It is important to have a consistent description when, for
example, mapping the ground magnetic signatures of ULF waves to the fields in the
ionosphere.
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An appreciation of the role of the ionosphere Hall currents appears to have
coincided with the recent emphasis on inductive effects of the ionosphere. However,
it is important to realize that the Hall current term must be included even for an
electrostatic ionosphere approximation. This is the mechanism that produces the
ground magnetometer signal for this particular geometry.

The inductive feedback process is illustrated in the lower portion of Figure 8.1.
One might view the process as a concept similar to the back-emf in electric motors.
Equation 8.4 describes an exponential decrease in the ULF magnetic field from the
ionosphere to the ground. The divergent Hall current in the inductive process
opposes the rotational Hall current, which is an additional physical mechanism that
reduces the ground magnetometer signal as the ULF frequency increases. This and
other effects of the ionosphere conductances are discussed in the following sections.

Figure 8.1 Illustration of the current density in
the ionosphere for an incident shear Alfv�en
mode with a vertical geomagnetic field. Top:
The divergent Pedersen and rotational Hall
currents are driven by the divergent ULF wave

electric field. Bottom: The divergent Hall and
rotational Pedersen currents are also excited by
the inductive ULF electric field. From Yoshikawa
and Itonaga (2000).
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8.3
ULF Wave Solution for a Thin Sheet Ionosphere

Removing the condition for vertical B0, ULF wave interaction with a thin sheet
ionosphere was described by Sciffer and Waters (2002). The geometry for the
southern hemisphere has X pointing north, Y the west and Z is upward. The
background magnetic field lies in the XZ plane at an angle, I from the X axis so that

B0 ¼ B0j j cos Ið Þ; 0; sin Ið Þ½ � ð8:6Þ
The magnetic field consists of a static (geomagnetic) field, B0 with a superimposed
ULF time variation, b. There is no static electric field and the ULF electric field is E.
Assuming a temporal dependence of the ULF wave fields in Equations 8.1 and 8.2
as e�ivt gives

r� b ¼ � iv
c2

eE ð8:7Þ

r � E ¼ ivb ð8:8Þ
where e is the permittivity tensor. The one-dimensional (1D) solution is obtained by
assuming a horizontal spatial dependence of exp[i(kxxþkyy)] and solving for the wave
fields as a function of height. We begin in the magnetosphere where ideal MHD
conditions require the field aligned ULF wave electric field, E// to be zero, that is,

E== ¼ ExcosðIÞ þ EzsinðIÞ ¼ 0 ð8:9Þ
The two ULF wave modes in the magnetosphere are the fast mode and the shear
Alfv’en mode. The fast mode has

r � E ¼ 0 ðr � EÞ== 6¼ 0 ð8:10Þ
with dispersion relation

v2

V2
A

¼ k2
x þ k2

y þ k2
z;f ð8:11Þ

Therefore, the wave electric field of the fast mode is

Ef ¼ b½�kysinðIÞ; kxsinðIÞ � kz;f cosðIÞ; kycosðIÞ� ¼ bPf ð8:12Þ
where b is a (complex) constant to be determined. The shear Alfv’en wave mode has

r � E 6¼ 0 ðr � EÞ== ¼ 0 ð8:13Þ
and dispersion relation

v2

V2
A

¼ ½kxcosðIÞ þ kz;asinðIÞ�2 ð8:14Þ

Equations (8.11) and (8.14) give both the incident and reflected solutions for kz,f and
kz,a. The wave electric field of the shear Alfv’en mode is

Ea ¼ a½fkx sinðIÞ � kz;a cosðIÞgsinðIÞ; ky;�fkxsinðIÞ � kz;a cosðIÞgcosðIÞ� ¼ aPa

ð8:15Þ
for a a (complex) constant.
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The total ULF wave fields in the magnetosphere region are

Emag
x

Emag
y

Emag
z

2
664

3
775 ¼ ar P̂

r
a þ aiP̂

i
a þ br P̂

r
f þ biP̂

i
f ð8:16Þ

where P are unit vectors that contain the wave polarization information.
The horizontally uniform, thin ionosphere current sheet is located at Z¼0 and the

conductance tensor is

~S ¼
Sdcos2ðIÞ þ SPsin2ðIÞ SHsinðIÞ ðSd � SPÞsinðIÞcosðIÞ

� SHsinðIÞ SP SHcosðIÞ
ðSd � SPÞsinðIÞcosðIÞ SHcosðIÞ Sdsin2ðIÞ þ SPcos2ðIÞ

2
664

3
775

¼
S11 S12 S13

S21 S22 S23

S31 S32 S33

2
664

3
775

ð8:17Þ

where Sd, SP and SH are the direct, Pedersen and Hall conductances. The relative
permittivity tensor relates the conductance tensor, vacuum permittivity and wave
frequency

e ¼ 1 þ i~S
e0v

¼
e11 e12 e13

e21 e22 e23

e31 e32 e33

2
4

3
5 ð8:18Þ

The ionosphere currents alter the horizontal magnetic flux components across the
sheet according to the standard magnetic field boundary conditions

ân � Db ¼ ð�Dby;Dbx; 0Þ ¼ m0ðjionx ; jiony ; 0Þ ð8:19Þ
From (8.19), (8.1) and j¼S E using (8.17), the electric fields in the magnetosphere,
ionosphere and the atmosphere are related by

m0 S11 � S31S13

S33

� �
Eion
x þ m0 S12 � S32S13

S33

� �
Eion
y

� i
v

limz!0þ
dEmag

x

dz
� dEmag

z

dx

� �
� limz!0�

dEatm
x

dz
� dEatm

z

dx

� �� �
¼ 0

ð8:20Þ

m0 S21 � S31S23

S33

� �
Eion
x þ m0 S22 � S32S23

S33
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Eion
y

� i
v

limz!0þ
dEmag

z
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y

dz

� �
� limz!0�

dEatm
z

dy
� dEatm

y

dz

" # !
¼ 0

ð8:21Þ
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There are no currents in the atmosphere and from the dispersion relation for
electromagnetic waves in free space

katmz ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2

c2
� k2

x � k2
y

r
ð8:22Þ

The horizontal components of the electric field are continuous across the iono-
sphere-atmosphere interface. The ground is located at Z¼�d where we set the
electric fields to zero. Since the frequencies are in the mHz range, the atmosphere
wave number in Equation (8.22) is usually imaginary so the electric fields in the
atmosphere have the following form

Eatm
x;y / sinh½ikatmz ðzþ dÞ�

sinh½ikatmz d� expiðkxx þ kyyÞ ð8:23Þ

Eatm
z / cosh½ikatmz ðzþ dÞ�

sinh½ikatmz d� exp iðkxx þ kyyÞ ð8:24Þ

Furthermore, the proportionality constants for Equation (8.23) are the x and y
components of Equation (8.16). We now have the appropriate functional forms of
the equations for the magnetosphere, ionosphere sheet and atmosphere. Substi-
tuting Equations (8.23, 8.24) and (8.16) for Z¼0 (at the ionosphere current sheet)
into Equations (8.20) and (8.21) gives one 2�2 element matrix, qi, for the incident
signal and a similar matrix, qr, for the reflected signal. The 2�2 element reflection
and mode conversion matrix is obtained by multiplying the incident matrix, qi by
the inverse of qr.

The IDL code (rcoeff_ionos.pro) available from Appendix 1 shows how the reflection
and mode conversion coefficient matrix is computed. The input variables are the
ULF frequency, ionosphere current sheet height, Alfv�en speed for the magneto-
sphere, horizontal ULF wave numbers, and the ionosphere conductance. The
upward and downward vertical wave numbers for the shear Alfv�en and fast modes
are calculated, followed by the electric field unit vectors P from Equations 8.12
and 8.15. The conductivity tensor elements of Equation 8.17 are then used to
compute the coefficients of the electric fields in Equations 8.20 and 8.21. The 2� 2 qi

and qr matrices are then calculated and combined to give the final result. The code
plots the four coefficients as a function of B0 dip angle, as shown in Figure 8.2.
For the parameters chosen, the atmosphere wave number is imaginary, so Equa-
tions 8.23 and 8.24 are valid.

Figure 8.2 shows the magnitudes and phases of the reflection and mode
conversion coefficients as a function of geomagnetic field dip angle. The A
and F refer to the shear Alfv�en and fast modes, respectively. The AA and the
FF panels show wave reflection values for the shear and fast modes, respectively.
These are reflection coefficients from the ionosphere–atmosphere ground system.
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Figure 8.2 Reflection and mode conversion
coefficients for kx¼ ky¼ 8� 10�8m�1,
ionosphere height, d¼ 125 km, Alfv�en speed
VA¼ 2pd, direct height-integrated conductivity

Sd¼ 1� 106 S, Pedersen height-integrated
conductivity SP¼ 4 S, Hall height-integrated
conductivity SH¼ 8 S, and ULF frequency
f¼ 20 mHz.
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The AF and FA panels show the mode conversion values. For example, the AF
panel shows the conversion from shear Alfv�en to fast mode produced by the
system that peaks for midlatitudes, while the conversion from any incident fast
mode into the shear Alfv�en mode is maximum near the equator and low latitudes,
for the given parameters. While the coefficients plotted with dip angle appear
symmetrical about the equator, this is not necessarily the case. Using the code, we
can reduce the conductances to values representative of a nighttime ionosphere.
The AF and FA coefficients become hemisphere dependent, while the AA
coefficient reduces for most latitudes. A large value for AA produces high-quality
(longer ring time) field line resonances.

The combined ULF wave fields and the various upward and downward
components of the shear Alfv�en and fast modes may also be calculated. The
electric fields in the magnetosphere may be obtained from Equation 8.16 and
the associated magnetic wave fields are then calculated using Equation 8.8. In
the atmosphere, the ULF wave electric fields are obtained from Equations 8.23
and 8.24. The IDL program ulf_updown_fields.pro (see Appendix 1) shows the
details of the calculations and how the continuity of the tangential electric field
components are used to match the magnetosphere and atmosphere solutions.
Most of this code is identical to rcoeff_ionos.pro to obtain the reflection and wave
mode conversion matrix. Thereafter, the appropriate amplitudes of the various
solutions in the different regions are found and stitched together to form the
final altitude solution. In addition to providing the solution for any B0 dip
angle, the user may also alter the mix of incident fast to shear Alfv�en mode and
the phase difference between the two modes. The solutions are valid provided
the atmosphere wave number in Equation 8.22 is imaginary. An example of the
code output is shown in Figure 8.3. All the horizontal electric field components
in Figure 8.3a are zero on the ground, which is assumed to be a perfect
conductor. The reader might set the code parameters for 100% input shear
mode (mix¼ 1.0) and zero ky. The downward fast mode wave fields would then
be zero and the switch from by in the magnetosphere to bx in the atmosphere
and on the ground for the total field components should be evident. This
demonstrates the well-known change in ULF wave polarization through the
ionosphere, which is seen in the bottom left panel of Figure 8.3b even for the
80% shear Alfv�en mix default setting in the code.

8.4
ULF Wave Solution for a Realistic Ionosphere

A number of instruments are available to probe ULF wave properties in the
ionosphere. These include HF radars and Doppler sounders, which will be
discussed in Section 8.6. Therefore, a height-dependent model for ULF wave
passage through the ionosphere is required. The thin ionosphere current sheet
approximation can be removed and replaced with an altitude-dependent
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conductivity tensor. The ULF wave solution for this case must be solved numeri-
cally. Performing the curl operations in Equations 8.7 and 8.8 for our one-
dimensional approximation yields four first-order differential equations for the
horizontal ULF wave field components:

Figure 8.3 The upward and downward
components of ULF wave fields for a
geomagnetic field dip angle 70�,
kx¼ 8� 10�8m�1, ky¼ 8� 10�9m�1

ionosphere height, d¼ 120 km, Alfv�en speed
VA¼ 2pd, direct height-integrated conductivity

Sd¼ 1� 106 S, Pedersen height-integrated
conductivity SP¼ 6.2 S, Hall height-integrated
conductivity SH¼ 7.6 S, and ULF frequency
f¼ 20mHz. (a) ULF electric field. (b) ULF
magnetic fields.
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Figure 8.3 (Continued).
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and two analytic equations for the vertical field components:

Ez ¼ � e31

e33
Ex � e32

e33
Ey � ky

c2

ve33
bx þ kx

c2

ve33
by; ð8:29Þ

bz ¼ � ky
v
Ex þ kx

v
Ey: ð8:30Þ

Equations 8.25–8.28 may be solved as a boundary value problem (Sciffer, Waters,
and Menk, 2005) and the reflection and mode conversion matrix calculation is no
longer required. However, these numerical solutions do not provide details of the
various ULF wave mode up/down components that are available from the analytic
solutions.

Experimenting with typical values for the ULF wave spatial scale, frequency, dip
angle, and ionosphere conductance shows that a number of physical processes alter
the properties of ULF waves as they interact with the ionosphere. The best-known
effect is a rotation of the ULF wave polarization azimuth in the horizontal plane as
seen in the bx and by components of Figure 8.3b. A simplified explanation for this
effect begins with Amp�ere’s law, where the curl of the ULF wave magnetic field
changes from a field-aligned current associated with the shear Alfv�en mode to zero
current in the atmosphere. Therefore, the components of the magnetic field must
rotate to set the curl to zero. However, this does not include effects from the Hall
current. If we begin with an incident shear Alfv�en mode, then depending on the
various parameters (dip angle, spatial scale, frequency, and ionosphere conduct-
ance), the shear Alfv�en to fast mode conversion coefficient AF will be nonzero,
resulting in fast mode in the topside ionosphere. Therefore, in general, the lower
altitudes of the magnetosphere, near the ionosphere, will have some mix of the
shear Alfv�en and fast modes, even if we approximate the ULF properties by
assuming a pure shear Alfv�en incident mode. The fast mode generated in the
anisotropic ionosphere is evanescent upward. Therefore, the horizontal plane,
polarization azimuth change from the ground to the magnetosphere depends on
all ULF/ionosphere interaction parameters and the altitude of the measurement.
The polarization properties are further altered if the ionosphere conductivity
contains horizontal gradients. These aspects are illustrated in Figure 8.4.
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Figure 8.4 (a) The polarization azimuth
computed from ULF bx and by for a frequency of
16 mHz and dip angle of I¼ 70� at solar
maximum ionosphere conditions. The wave
numbers are kx¼ 10�10m�1 and ky varying
between 10�8 and 10�4m�1. (b) The amplitude

of the field-aligned (compressional) component
of the ULF wave magnetic field for the
parameters used in panel (a). From Sciffer,
Waters, and Menk (2005). (For a color version
of this figure, please see the color plate at the
beginning of this book.)
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The attenuation in amplitude of ULF waves propagating from space, through
the ionosphere to the ground, has been known for quite a long time in the form of
Equation 8.4 or some similar expression (e.g. Nishida, 1964). Essentially, the
MHD disturbance encounters a boundary (atmosphere) where the propagation
constant normal to the boundary switches from real to imaginary, an evanescent
mode. While Equation 8.4 does involve the Hall conductance, it is an “electrostatic
ionosphere” approximation, which does not necessarily mean small frequencies.
For ULF wave and ionosphere parameters that give an inductive ionosphere, the
ULF amplitude on the ground is also attenuated by the back-emf currents of the
inductive effect. This is illustrated in Figure 8.5 where the incident ULF magnetic
field has been given unit magnitude. The fields expected on the ground for an
electrostatic ionosphere are shown with 	 symbols. The rollover in amplitude is
more pronounced as the ULF frequency increases, due to the inductive feedback
onto the ionosphere Hall current. The finite ionosphere conductance also means
that the ULF wave electric field is not zero here, as is often assumed in the
calculation of FLRs.
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Figure 8.5 The normalized, horizontal ULF
magnetic field on the ground for a dip angle of
60�, VA¼ 1� 106m s�1, kx¼ 0, ky¼ 1/d, and
d¼ 100 km. (a) Variation with aP¼SP/SA for

SH¼ 2SP and SA is the Alfven conductance.
(b) Variation with aH¼SH/SP for SP¼ 10 S.
The 	 symbols show the SH/(SPþSA) curve.
Adapted from Sciffer, Waters, Menk (2004).
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8.5
FLRs and the Ionosphere

As discussed in Chapters 5 and 6, remote sensing the plasma mass density in the
magnetosphere using FLRs requires a determination of the FLR frequencies at
given locations. Although the ionosphere is often represented as the resonance
nodal points for FLR electric fields, Section 8.4 showed nonzero electric fields
there. Furthermore, the ionosphere introduces neutral particle collisions into the
resonance with associated damping. From considerations of simple harmonic
motion, damping is known to alter the resonant frequency. If the ionosphere
introduces shifts in frequency for the FLRs or affects them in any way that
influences plasma mass estimation, then we need to include these effects in
magnetoseismology algorithms. In this section, the effects of the ionosphere on
the identification and selection of FLR frequencies are discussed.

The formation of FLRs depends on suitable energization in the magnetosphere
and reflection coefficients at the ionosphere. Magnetoseismology depends on being
able to detect FLRs over a range of latitudes, so models that are limited to assuming a
verticalB0 at the ionosphere are inadequate. The FLR frequencies increase to the Pc3
band when probing the inner plasmasphere, so we need to include the inductive
ionosphere features. Furthermore, FLRs have an amplitude profile with latitude that
is inconsistent with an exp(ikxx) spatial model, so a one-dimensional description is
inadequate.

A ULF wave model for the magnetosphere, ionosphere, and atmosphere requires
solutions to elliptic, parabolic, and hyperbolic differential equations. For example,
the combined fluid and electromagnetic, ideal MHD equations of Section 3.5 are
fine for the magnetosphere, but not for the atmosphere. A ULF wave model that
solves the MHD equations in the magnetosphere, tracks ULF wave fields from the
magnetosphere through the ionosphere to the ground, including oblique B0,
Pedersen and Hall currents, and solves in a meridian plane was described by
Waters and Sciffer (2008). In this setting, the FLR spatial structure and frequencies
are solved, so that latitude-dependent ionosphere and magnetosphere (Alfv�en
speed) parameters are included with shear Alfv�en and fast mode coupling described
in both the magnetosphere and the ionosphere.

The ULF waves are described in the most general way as an electromagnetic
disturbance, using the effective permittivity discussed in Section 3.6. The coordinate
system must be compatible with the dipole-like magnetosphere and the spherical
ionosphere and atmosphere. In order to simplify the ionosphere boundary condi-
tions yet model ULF waves in a dipole geometry, a distorted dipole coordinate system
was developed (Lysak, 2004). We define a coordinate set (u1, u2, u3) that is a function
of the standard spherical coordinates (R, q, w). Then, we define two basis vector sets,
one tangential to the geomagnetic field and the other set orthogonal to the
ionosphere current sheet. For R the position vector in spherical coordinates, the
tangential basis vectors vi are defined by

vi ¼ @R
@ui

¼ @iR: ð8:31Þ
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The cotangent (reciprocal, dual, or gradient) basis vectors vi are

vi ¼ rui: ð8:32Þ

These basis vectors are related such that vi � vj¼dj
i. The Jacobian of the transfor-

mation from (R, q, w) to (u1; u2; u3) is

J ¼ @ðu1; u2; u3Þ
@ðR; q;wÞ ¼ v1 � ðv2 � v3Þ:

The coordinate system that morphs from spherical into dipolar has (Lysak, 2004)

u1 ¼ �RI

R
sin2 q; u2 ¼ w; u3 ¼ � R2

I cos q

R2 cos q0
; ð8:33Þ

where RI is the radius of the ionosphere, R is the radial distance from the center of
Earth to the particular point in space, and q0 is the colatitude on the ground. The
model assumes an azimuthal dependence of all electric and magnetic fields of the
form eimw where m is the azimuthal wave number.

The Maxwell equations may be reformulated using the covariant and contra-
variant basis vectors (D’haeseleer et al., 1991). In the magnetosphere, the basis
vector component v3 is tangential to the geomagnetic field, so the ULF electric field
component E3¼ 0. The equations to be solved are

@E1

@t
¼ V2

J
ðimb3 � @3b2Þ; ð8:34Þ

@E2

@t
¼ V2

J
ð@3b1 � @1b3Þ; ð8:35Þ

@b1

@t
¼ 1

J
@3E2; ð8:36Þ

@b2

@t
¼ � 1

J
@3E1; ð8:37Þ

@b3

@t
¼ 1

J
ðimE1 � @1E2Þ; ð8:38Þ

for V2¼ 1/(m0e), which uses the permittivity defined in Equation 3.67. The popular
finite-difference time-dependent techniques are used to solve Equations 8.34–8.38,
given a spatial distribution of the Alfv�en speed. Energy for the FLRs is provided by
driving a high-latitude field line with a compressional signal that initiates fast mode
propagation.

The ionosphere current density is described by j¼S�E and the standard electro-
magnetism field boundary conditions apply. The horizontal electric fields E1 and E2

and the radial magnetic field b3 are continuous across the ionosphere current sheet.

178j 8 ULF Waves in the Ionosphere



The ionospheric boundary equation relating the electric and magnetic fields is

m0S � E ¼ r̂ � Db; ð8:39Þ
where S is the conductance tensor and Db is the discontinuity in the ULF magnetic
field across the current sheet. The atmosphere is described by !�b¼!� b¼ 0, so
the ULF magnetic field may be expressed in terms of a scalar potential y where
b¼�!y and !2y¼ 0. This Laplace equation in the atmosphere is solved using
spherical harmonic basis functions to obtain the magnetic field below the current
sheet. For ULF waves, the ground is a good conductor, so the radial component of
the wave magnetic field on the ground is set to zero. At the ionosphere current sheet,
continuity in the radial magnetic field component is imposed.

A snapshot of the ULF wave fields from the model is shown in Figure 8.6. Here the
excitation was a band-limited fast mode at the outer field line with a center frequency
of 5 mHz. The top left panel shows the compressional component of the magnetic
field perturbations bm, while the top right panel is the electric field component En in
the plane of the page, perpendicular to the dipole field. This is the radial direction

Figure 8.6 ULF wave fields in space and on the ground from the MHD wave model.

8.5 FLRs and the Ionosphere j179



when in the equatorial plane. The En component shows the FLR structure, with a
fundamental harmonic along the field near L
 6 and a third harmonic for L
 9. The
driver was set to excite odd mode harmonics. The lower left panel shows the
resultant time series of the north–south magnetic field on the ground for various
latitudes (L-shell). Such simulation of ULF fields from the magnetosphere to the
ground allows the investigation of remote sensing applications.

The model was used to assess the effect of the ionosphere on FLR frequency and
location (Waters and Sciffer, 2008). The main result is shown in Figure 8.7. A broad,
but band-limited fast mode was used to excite a fundamental FLR in the plasma-
sphere at 20 mHz. The Pedersen and Hall conductances were varied to see if the 20
mHz resonance moved in latitude. Figure 8.7a shows a slight shift of the peak in
power with latitude as the conductance increases. This shows features very similar to
that of a simple harmonic oscillator with damping. As discussed in Chapter 6, the
FLRs are detected using the cross-phase of data obtained from latitudinally spaced
sites. The cross-phase computed from the model output data at fixed sites near 40�

latitude selects the 20 mHz resonance as shown in Figure 8.7b. While the maximum
of the cross-phase decreases with decreased conductance (increased damping), the
frequency selected by the cross-phase maximum is consistently at the same FLR
frequency. A similar result is obtained for the amplitude difference method, as seen
in Figure 8.7c. Therefore, over the range of realistic ionosphere conductances,
detection of the FLR frequency using the cross-phase, within experimental uncer-
tainty, is independent of the ionosphere conductance. This is consistent with results
presented in Chapter 6.
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Figure 8.7 (a) Power at 20mHz in the north–
south magnetic field perturbation versus
latitude for grid points located on the ground
for different values of ionosphere Pedersen
conductance (solid: 10 S; dotted: 2 S; dash: 1 S;
dash-dotted: 0.4 S). (b) Cross-phase (top) and

(bottom) amplitude difference spectra for the
20 mHz fundamental FLR for different values of
ionosphere Pedersen conductance (dotted:
10 S; dashed: 2 S; dash-dotted: 1 S; dash-dot-
dotted: 0.4 S). From Waters and Sciffer (2008).

180j 8 ULF Waves in the Ionosphere



8.6
Remote Sensing ULF Electric Fields in Space

ULF wave reflection properties at the ionosphere are critical parameters for
magnetoseismology. ULF field line resonances exhibit enhanced amplitudes in
the magnetosphere and for odd harmonics, the electric field amplitudes are largest
in the equatorial plane. Electric fields in space accelerate charged particles. ULF
waves, particularly in the lower Pc5 frequency range, are likely to play an important
role in MeV electron dynamics in the radiation belts as discussed in Section 7.9.
However, there are few in situ measurements of ULF electric fields in space, and it is
difficult to obtain multi-spaced measurements. Ground magnetometer arrays
provide a promising data source for developing a magnetosphere electric field
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remote sensing algorithm (Ozeke, Mann, and Rae, 2009). Given the number of
parameters that influence the ULF wave transition from space to the ground, it may
seem impossible to obtain reasonable estimates of the wave electric field magnitudes
in the magnetosphere using ground data. However, this can be achieved provided the
ionosphere Hall current and associated effects are included.

Assume a fundamental FLR frequency has been detected at a particular latitude on
the ground. This provides the north–south magnetometer time series bgn. The idea is
to map this amplitude into the east–west magnetic field component (assuming 90�

rotation) in the ionosphere, biw followed by a solution for the resonance wave
function along the field to estimate the equatorial electric field Eeq

n . The various
ratios of the electric and magnetic fields from these three locations provide a
convenient way to organize the results of an investigation of the process. Using the
model described in Section 8.5, Sciffer and Waters (2011) showed that the tricky part
is to map the ground fields up into the ionosphere. Using a 5 mHz fast mode driver
for the model, a fundamental resonance appeared at L¼ 6.3. The various electric and
magnetic field ratios were determined for model runs with azimuthal variation of
m¼ 2 and m¼ 0 and various ionosphere conductance levels, and the results are
summarized in Table 8.1. The resonant widths are also included.

Table 8.1 shows that the ratio of the equatorial plane electric field to the ionosphere
magnetic field (second last column) is relatively constant. The process to take biw
from the ionosphere to bgv at the ground depends on conductance and m number
(wave spatial scale). In order to illustrate what is happening, the wave fields for the

Table 8.1 Conductances, resonance widths, and wave amplitude ratios for the shear mode in the
ionosphere and magnetosphere and on the ground form¼ 1 andm¼ 2.

SP (S) SH (S) Dqi (�) Dqg (�) Eeq
n =bgn Eeq

n =biw biw=b
g
n

m¼ 0
5 1 2.5 5.0 0.02 0.06 0.41
5 5 1.5 3.0 0.04 0.06 0.72
5 10 1.5 3.0 0.03 0.06 0.50
m¼ 2
1 0 5.0 — — 0.05
1 0.2 6.0 12.0 0.16 0.05 3.26
1 1 6.0 12.0 0.03 0.05 0.68
m¼ 2
5 0 2.5 — 0.05 —

5 1 3.0 6.0 0.20 0.05 3.95
5 5 2.5 5.0 0.04 0.05 0.81
5 10 2.0 4.0 0.02 0.05 0.46

m¼ 2
10 0 1.5 — — 0.05 —

10 2 2.0 4.0 0.22 0.05 4.37
10 10 2.0 4.0 0.05 0.05 0.95
10 20 2.0 4.0 0.03 0.05 0.56

From Sciffer and Waters (2011).
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L¼ 6.3 resonance are shown in Figure 8.8. The decay in amplitude of the fast mode
(bm and bn) with height is the key feature, and this is generated by the ionosphere
rotational current system, resulting in an upward evanescent fast mode. These fields
influence the ground magnetic field magnitudes. A common perception is that ULF
wave amplitudes measured on the ground are less than those at the ionosphere, due
to the exponential decrease of Equation 8.4. Ratios less than unity in the last column
of Table 8.1 and the results in Sciffer, Waters, and Menk (2004) and Yoshikawa and
Itonaga (2000) show that ULF magnetic field observed on the ground may be larger
than those above the ionosphere. The reason is the production of fast mode in the
ionosphere. This ratio of magnetic field in the ionosphere to that on the ground is
the trickiest step when trying to determine Eeq

n =bg
n. More research is required in

order to develop a simple analytic relationship. In the meantime, Eeq
n can be

estimated from ground data using the 2D model of Waters and Sciffer (2008).

8.7
Quarter-Wave Modes

Magnetoseismology using FLRs depends on the identification of the correct
harmonic. If the ionosphere has large conductance values in both hemispheres
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Figure 8.8 Amplitude of the equatorial ULF (a)
magnetic field and (b) electric field for m¼ 2 at
the resonant L-shell (6.3RE) as a function of
distance along the field line. The conductance
values were SP¼ 5 S and SH¼ 10 S. The solid

lines show the n components, the dashed lines
show the w components, and the dotted line
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Sciffer and Waters (2011).
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for a particular field line, then the ULF wave electric fields will be a minimum there.
Therefore, the usual choice is an odd harmonic, typically the fundamental. However,
the offset of the solar-driven properties of the ionosphere, which are ordered by
geographic coordinates, compared with magnetospheric processes such as FLRs
which are described using geomagnetic coordinates, can result in quarter-wave
resonant modes when only one hemisphere supports a ULF wave electric field node
(Allan and Knox, 1979b; Obana et al., 2008). Owing to the relative geometries of the
geographic and geomagnetic coordinate systems, quarter-wave modes are more
likely to occur in the American longitude sector and around dawn and dusk in winter
or summer, as shown for a representative day in Figure 8.9.

Figure 8.9 Map showing the terminator location (dashed line) and sunlit and dark hemispheres
at 1200 UT on June 27, 2001, and various magnetometer station pairs (filled circles) and their
conjugate midpoints (open circles). From Obana et al. (2008).
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Consider the predawn situation when the ionosphere electron density is relatively
depleted. For a south (north) hemisphere midwinter (midsummer), a magnetic field
line in the summer ionosphere will encounter sunrise before the opposite winter
hemisphere. This produces quite different FLR ionosphere boundary conditions
with the possibility of a reasonable “node” in the summer ionosphere and an
“antinode” at the winter one. As the sunrise progresses into morning, the winter
ionosphere also increases in conductance, switching the FLR to the usual half-wave
resonance.

Figure 8.10 shows the temporal sequence for the detection of FLRs using the
cross-phase technique when the ionosphere conductances in the southern hemi-
sphere are quite different from those in the northern hemisphere. Due to solar EUV
around dawn, the summer north hemisphere allows a ULF electric field quasi-node,
while the south winter hemisphere lags in electron density replenishment and the
resonance at this end is like an open pipe condition with an electric field quasi-
antinode, forming a quarter-wave mode. The FLR frequency of the quarter-wave
mode is about half the value of the more common half-wave mode resonance. The

Figure 8.10 Time series of (a) eigenfrequency
and (b) inferred mass density for conditions
represented in Figure 8.9. (c) Height-integrated
Pedersen conductivities at northern (solid line)

and southern (dashed line) ends of the field
line. (d) Interhemispherical (north–south)
ratio of Pedersen conductance. From Obana
et al. (2008).
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quarter-wave frequencies appear in the 12–13 UT section of Figure 8.10. As the
winter hemisphere ionosphere conductance increases, the resonance transforms
into the half-wave mode. The consequences of assuming half-wave modes for
plasma mass density estimation are shown in Figure 8.10b. Therefore, when
estimating plasma mass density from FLRs around dawn and dusk we must
consider the possibility of quarter-wave modes, especially at American longitudes.

8.8
Detection of ULF Waves in the Ionosphere

Many ionosphere and ULF wave parameters can alter ULF wave properties in
transition from space to the ground, and it is important to obtain ULF wave data at
ionosphere heights in order to understand the process. Radio sounders operating in
the HF (3–30 MHz) band provide data from the various ionosphere altitudes, since
the electron density Ne and plasma frequency are related by fp
 9

p
NeHz. Variations

in the frequency of HF signals that correlated well with geomagnetic field variations
in the ULF range were first reported in the 1960s (Chan, Kanellakos, and Villard,
1962; Duffus and Boyd, 1968) for oblique radio propagation paths. More detailed
studies using vertical incidence found that the HF frequency shift due to ULF waves
was proportional to the HF frequency (Marshall and Menk, 1999; Menk, Cole, and
Devlin, 1983) and to the magnitude of the geomagnetic field variation (Menk, 1992;
Watermann, 1987). This provides a mechanism for obtaining ULF wave information
in the ionosphere using HF signals.

The path s of HF electromagnetic signals propagating through the ionosphere
depends on the frequency fHF and the refractive index m that is given by the
Appleton–Hartree equation. If the refractive index changes with time, then the
associated change in fHF is (Bennett, 1967)

Df ¼ � f HF

c

ð
s

@m

@t
cosw ds; ð8:40Þ

where c¼ 3� 108 m s�1 and w is the angle between the direction of energy transport
and the wave normal. For vertical incidence, the Doppler frequency shift is often
written in terms of the Doppler velocity V	 (Poole, Sutcliffe, and Walker, 1988):

Df ¼ 2f HF
V	

c
; ð8:41Þ

where V	 is the time rate of change of the phase height. Terms such as “Doppler
velocity” arose from radar research where the velocity of a target gives an associated
Doppler frequency, although Df does not necessarily require movement of the
reflection layer (Poole, Sutcliffe, and Walker, 1988). The time rate of change of
electron number density is

@Ne

@t
¼ q� l� v � rNe � Ner � v: ð8:42Þ
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If charged particle production and loss are equal (so q� l¼ 0), then the Doppler
velocity arises from magnetic field and electron density effects on the refractive
index, expressed as

V	 ¼
ðzr

0

@m

@BL

@BL

@t
þ @m

@BT

@BT

@t
þ @m

@Ne

@Ne

@t

� �
dz; ð8:43Þ

where BL and BT are the parallel and transverse components of the geomagnetic
field and zr is the real reflection height. ULF waves alter the refractive index and
hence the frequency of HF signals by perturbing the ionosphere electron density
and the geomagnetic field.

Thecontinuouswave(CW)Dopplersounder transmitsaverystable frequencyupward
into the ionosphereandusesaphase-locked loopinthereceivercircuit todetectDf (Menk
et al., 1995). An example of Doppler sounder and magnetometer time series from low
latitudes isshowninFigure2inMarshallandMenk(1999).Theexaminationofsuchdata
in the spectral domain reveals a number of harmonics and how they vary with latitude.
We transform each data sequence into the frequency domain using an FFT. An example
showing the ratio of the Doppler to the magnetometer spectral amplitude across a range
of latitudes is shown in Figure 8.11. The shear mode at resonance enhances the Doppler
signal giving peaks in the ratio at the resonant frequencies, as seen in Figure 8.11a. This
reveals the decrease in the fundamental frequency with increasing latitude, and the
presence of harmonics up to 120 mHz. The cross-phase between the ionosphere
Doppler and ground magnetometer signal (Figure 8.11b) shows sharp 180� phase chan-
ges at the FLR frequencies. Field line resonance signatures may be identified in
the ionosphere at higher harmonics than on the ground. The observational results
provide input to models, which then provide information on the resonance width and
wave mode mix at the ionosphere (Menk, Waters, and Dunlop, 2007).

Ionosondes and over-the-horizon radars use pulsed signals that also detect ULF
wave signatures in the ionosphere. The international HF radar research community
operates over 25 installations of the Super Dual Auroral Radar Network (Super-
DARN) design. A comprehensive description of the system and research topics can
be found in Chisham et al. (2007). A technique to extract the ULF signals from the
Doppler velocities obtained by the SuperDARN instrumentation was described in
Ponomarenko, Menk, and Waters (2003). The line-of-sight Doppler velocities are
obtained along the radar beam at various ranges (e.g. Figure 7.21). Each of the 16
possible beams can be sampled at 3 (or 6) s intervals. An example from the radar on
Bruny Island, Tasmania where Doppler velocities up to 500 m s�1 are seen is shown
in Figure 8.12. The SuperDARN Doppler data include the convection electric field-
driven velocities described in Chapter 2. In order to extract the ULF signatures, the
larger convection-driven velocities are excluded using an autoregressive smoothing
filter, leaving the ULF oscillations shown in Figure 8.12c.

The SuperDARN instruments are a crucial component of space physics research,
particularly in the southern hemisphere where oceans dominate the surface. The
radars provide a spatial resolution down to plus/minus a range gate (�45 km),
measurements over sea where ground magnetometers cannot be located, remote
configurable scan sequences, and ULF data at ionospheric heights (�300 km) over a
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large spatial area. Up to 1000 magnetometer installations would be required in order
to match the equivalent location data stream from one radar. Many of the clearest
latitude profiles of FLRs have come from HF radar data (e.g. Figure 5.4). They
provide experimental data on high-m ULF wave events, which are often screened
from detection on the ground due to their localized spatial structure.

Figure 8.11 (a) Normalized amplitude of
ionospheric ULF Doppler oscillations,
correlated with magnetic pulsations on the
ground, on January 12, 1994 as a function of
frequency and L-value. (b) Ionosphere–ground

phase difference for ULF Doppler oscillations
on this day as a function of frequency and L-
value. Arrows indicate local field line resonance
frequencies. From Menk, Waters, and Dunlop
(2007).
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The combination of radar and ground magnetometer data provides information
on the transfer function between the ionosphere and the ground. The radar
configuration of the two Australian SuperDARN radars and the location of a
ground magnetometer on the only available land in the field of view (Macquarie
Island) are shown in Figure 8.13. Around 10 UT (20 MLT) on October 19, 2006, a
substorm was preceded by two Pi2 signals. The mean-subtracted time series from
the Macquarie Island fluxgate magnetometer is shown in Figure 8.14. The first Pi2
is seen �0930 UT followed by a second �1000 UT, which is most clear on the

Figure 8.11 (Continued).
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Figure 8.12 Doppler velocity variations in
beam 14 of the Bruny Island (Tasmania)
SuperDARN HF radar, for 0600–1400 UT on
February 21, 2000. Range–time cells with no
valid data have diagonal shading. Panel (a)
shows unmodified data obtained via FITACF
procedure. Panel (b) shows the same data but
with an artificially saturated velocity amplitude

scale (�10m s�1). Panel (c) results from
removing an autoregressive smoothing trend
(window size 600 s) from the data and using the
saturated amplitude scale. Bands of stripes in
the traces represent periodic vertical
oscillations of the ionospheric reflection point
driven by the ULF wave fields. From
Ponomarenko, Menk, and Waters (2003).
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Y-component. The crossed beam configuration of the radars over Macquarie Island
provides the horizontal ionosphere electric fields of the Pi2. Focusing on the first Pi2
event, the magnetometer and radar time series, projected onto orthogonal north–
south and east–west basis vectors, are shown in Figure 8.15. A wave polarization

Figure 8.13 Bruny Island (Tasmania) and Invercargill (New Zealand) HF radar fields of view. The
highlighted beams are used in a special operating mode to detect ULF wave signatures.

Figure 8.14 Mean removed, fluxgate magnetometer time series from Macquarie Island, 08–14
UT, October 19, 2006. Two Pi2 signals are indicated by the vertical dashed lines.
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analysis shows that the polarization azimuth in the ionosphere, compared with the
ground, differs by 90�, consistent with a shear Alfv�en mode. The ionosphere transfer
ratio of this Pi2 was 0.025 nT/m s�1.

8.9
Consequences for Radio Astronomy

In this final section, we highlight some aspects of studies of ULF waves in the
ionosphere that impact the astronomy community. Experimental evidence for ULF-
induced Doppler shifts superposed on HFsignals in the ionosphere has been available
for over three decades. Of course, these are not the only nor the largest causes of
ionospheric perturbations. Traveling ionosphere disturbances (TIDs), atmospheric
gravity waves, and large changes in TEC during magnetic storms impact HFproperties
in the ionosphere. However, the focus here is on ULF waves, and in this section, on
those ULF waves that are seen in both ground magnetometer and ionosphere data.
This excludes some high-m ULF waves, which are not seen on the ground.

An investigation of ULF wave effects on interferometer-based radio astronomy
data was described in Waters and Cox (2009). Using the formulation outlined in
Section 8.4, the ULF fields through the ionosphere were computed, followed by
estimates of the variations in electron number density using Equation 8.42, which

Figure 8.15 Magnetometer and Doppler velocity data for the Pi2 event recorded at 0930 UT on
October 19, 2006.
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are related to variations in the total electron content (TEC). These are similar to the
calculations required to model Doppler shifts from HF signals that “reflect” from
the ionosphere, such as those discussed in Section 8.8. The main difference for the
higher frequencies that pass through the ionosphere is the treatment of the !Ne

term. If there are no horizontal gradients, then this term is zero, since Ne is zero at
both ends of the integration path, that is, the ground and space. The calculations
discussed here were for the LOw Frequency ARray (LOFAR) radio telescope in The
Netherlands (�53� latitude).

The phase differences in a 70 MHz signal passing through the midday ionosphere
(no horizontal gradients) at separations equal to the ULF quarter wavelength are
shown in Figure 8.16. The ULF wave horizontal spatial scales are shown on the
vertical and horizontal axes. These are quite significant phase changes, particularly if
an interferometer is to operate over large ground distances and given the time
variability we see in the ULF wave activity. If horizontal gradients in the ionosphere
electron density (around dawn and dusk) are included, then the phase differences
can reach 360� and beyond. Clearly, multidimensional ULF wave models and the
combined ionosphere and ground measurements of ULF waves are very important
for developing remote sensing applications involving ULF waves.

Figure 8.16 The variation in differential phase
for a 70MHz signal due to changes in TEC from
a 15 mHz ULF wave with ULF wave mix of 80%
shear Alfv�en mode at 1000 km altitude, as a
function of the ULF wave spatial scale size.

Conditions were for local noon using the
divergence term (last term in Equation 8.42)
only. From Waters and Cox (2009). (For a color
version of this figure, please see the color plate
at the beginning of this book.)
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9
Magnetoseismology at Other Planets and Stars

9.1
Magnetoseismology at Other Planets

It seems reasonable to imagine that standing eigenoscillations of magnetic field
lines may exist at any planet possessing a magnetosphere, such as the gas giants. It
has long been known that auroral activity, decametric and kilometric radio emis-
sions, plasma wave emissions (e.g., at the upper hybrid resonance frequency), and
lightning-triggered field line-guided whistlers are produced at these planets (Clarke
et al., 1980; Kurth et al., 1985). This allowed Jupiter’s radial electron density profile to
be determined over three decades ago (Gurnett et al., 1981).

Figure 9.1 shows a representative Jovian radial electron density profile. Several
interesting features are evident: a magnetopause typically near 60RJ, very low
density just inside the magnetopause, the presence of the Io plasma torus at 6RJ

(discussed further below), and the radial decrease in electron density Ne/ (1/R)a

with a power law index varying from a¼ 7.4 near the Io torus to a¼ 4.8 in the outer
magnetosphere. It is likely that the entire plasma distribution in the outer magne-
tosphere originates from plasma escaping radially outward from the Io torus. The
plasma scale height of the torus determined from whistler dispersion measure-
ments ranges from 1.5 to 2.5RJ. Detailed analysis of Voyager spacecraft data has
revealed the presence of a variety of complex plasma wave modes and density
features in Jupiter’s magnetosphere (Barnhart et al., 2009). Furthermore, observa-
tions of Jovian synchrotron radiation during the Cassini fly-by indicate the presence
of ultrarelativistic electrons with energies up to 50 MeV, which may be repeatedly
accelerated through an interaction with plasma waves (Bolton et al., 2002).

Jupiter’s magnetosphere is dominated by the outflow of gas from the intensely
volcanic moon Io. This becomes ionized to form a plasma torus comprising mostly
electrons, sulfur, and oxygen ions, initially corotating with Jupiter’s 10 h period,
compared with the 42 h orbital period of the moon and the neutral gas ring. The
coupling of Jovian magnetospheric field lines with torus plasma produces large
electric currents resulting in large-scale Alfv�en and slow mode magnetic field and
plasma perturbations. An auroral spot occurs at the footprint of the Io flux tube.
There is accumulating evidence that Jupiter’s substantial auroral and hydromagnetic
wave activities are controlled by the Io torus interaction, including the breakdown of

Magnetoseismology: Ground-based remote sensing of Earth’s magnetosphere, First Edition. Frederick W. Menk
and Colin L. Waters.
# 2013 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2013 by Wiley-VCH Verlag GmbH & Co. KGaA.
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corotation as Io flux tubes become progressively more stretched closer to Jupiter
(Bonfond et al., 2012).

Standing Alfv�en waves have been detected at the Io plasma torus by Voyager 1
(Acu~na, Neubauer, and Ness, 1981; Glassmeier et al., 1989) and Pioneer 10 (Walker
and Kivelson, 1981), and in Jupiter’s middle magnetosphere (Khurana and Kivelson,
1989). Strictly speaking, global standing waves are not expected since the field line
eigenperiod (between conjugate ionospheres) is very long relative to the Alfv�en
speed, and comparable to the planet’s rotation period. Field line resonances are also
not expected in the Jovian magnetosphere. However, in regions of enhanced mass
density and hence low Alfv�en speed, standing waves may be locally excited. The Io
torus is such a region. Decoupled axisymmteric toroidal and poloidal mode
eigenoscillations of the entire torus, with periods of about 1200 and 800 s, respec-
tively, have been observed (Glassmeier et al., 1989). A mass density of order
104 amu cm�3 has thus been inferred at the Io torus, representing a mass loading
of 7–9 compared with the local electron density. The Alfv�en wave power dissipated
by Io plasma interactions is �1012 W, mostly into the Jovian ionosphere, inner
magnetosphere, and torus region. However, the generation mechanism of the MHD
waves observed in the inner magnetosphere is not clear. Observations by the Ulysses
spacecraft of 6800 s (0.15 mHz) oscillations in particle fluxes, plasma density, and

Figure 9.1 Representative electron density profile near the dayside magnetic equatorial plane for
Jupiter. Radial distance is in units of Jovian radii (RJ). From Gurnett et al. (1981).
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magnetic field intensity have been interpreted as second-harmonic poloidal mode
flapping of the magnetic–equatorial surface near 21RJ (Schulz et al., 1993). Solving
the familiar MHD equations for poloidal eigenmodes and assuming a power law
field-aligned density distribution yield equatorial density estimates of about 24 amu
cm�3, suggesting significant heavy ion mass loading.

Due to the low solar wind pressure, Saturn’s magnetosphere is very large. Plasma
in the outer magnetosphere corotates at about 80% of the rigid-body corotation rate
and is mainly concentrated around the equatorial plane. The magnetosphere
comprises mostly Hþ and Oþ and by assuming a radial dependence of mass
density, the Alfv�en speed and expected field line eigenperiod can be readily
determined, as shown in Figure 9.2. The predicted eigenperiod is several hours,
comparable to the planetary rotation period of 10 h 39 min. Thus, standing waves
along field lines are also unlikely at Saturn, since magnetic field and plasma
conditions are unlikely to be invariant during an eigenperiod.

At Earth, resonant coupling occurs when the frequency of an incoming driving fast
mode matches the local eigenfrequency for standing oscillations with suitable
ionospheric boundary conditions. At Saturn, the ionosphere does not influence
the resonant coupling of propagating waves and resonant mode coupling occurs if
thefield-aligned component of the phase velocity of the driving fast mode wave equals
the local Alfv�en velocity at the resonant point. For example, KHI-driven magnetopause
surface waves that produce fast mode perturbations may resonantly couple to
propagation-guided Alfv�en modefield line oscillations at the local resonant frequency,
which is not necessarily an eigenfrequency of the field line (Cramm et al., 1998).

In fact, the observation in Cassini magnetometer data of a time-stable modulation
of Saturn’s magnetic field at a period of 10 h 47 min is regarded as a proxy
measurement of the planet’s rotation rate, although the cause of this modulation

Figure 9.2 Estimated eigenperiods for dipolar field lines in Saturn’s magnetosphere assuming
the electron density at the magnetopause is Ne¼ 1� 105m�3 and an r�4 radial dependence of
mass density. From Cramm et al. (1998).
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is not clear (Giampieri et al., 2006). Transverse Alfv�en oscillations with similar
periods are superimposed on the main field modulation and appear to originate in
separate magnetospheric regions independent of local time, latitude, or radial
distance (Kleindienst et al., 2009). The cause of such features has not been
established, but may involve a corotating magnetic field anomaly caused by a
current system or some internal asymmetry. Detailed analysis of Cassini magneto-
spheric magnetic field data shows that magnetic field modulation rates on open field
lines in the northern and southern hemispheres are different (10.6 and 10.8 h) and
are superimposed on the rotating quasi-uniform inner field on closed field lines,
suggestive of field-aligned current systems that rotate with different periods
(Andrews et al., 2010). This is an exciting and topical area of work.

There is a subtle but important aspect to such investigations of magnetic field
perturbations at other planets. A variety of phenomena may be modulated by the
magnetic perturbations. For example, Cassini studies show that the modulation of
kilometric radiation fluxes is synchronous with the magnetic field perturbations
(Andrews et al., 2010). This means that phenomena that could be more conveniently
studied remotely, for example, from Earth, may provide information on magnetic
field variations, which in turn relate to properties such as the configuration and mass
loading of flux tubes and hence the structure of the magnetosphere, current
systems, and core field. This expands opportunities for remote sensing of other
planets and in fact other stars, as will be seen in Section 9.4.

Mercury possesses a weak magnetic field and minimagnetosphere, but no
significant ionosphere. Nevertheless, transverse 2 s ULF waves with narrowband
appearance similar to field line resonances were detected at 1.3RM by Mariner 10 in
1974, when the magnetopause was at 1.72RM (Russell, 1989). Assuming a cool
electron–proton plasma of density 3 cm�3, the expected field line eigenperiod is 8 s;
so the observed waves could be a third to fifth harmonic, although other harmonics
were not detected.

Observations from the MESSENGER spacecraft that reached Mercury in January
2008 show frequent occurrence of Kelvin–Helmholtz waves at the dayside magne-
topause and extensive ULF wave activity in a magnetosphere that is dominated by
Naþ ions (Boardsen et al., 2009; Slavin et al., 2008). Narrowband, mostly right-hand
polarized 2–6 s period waves have been seen at frequencies between the Heþ and Hþ

cyclotron frequencies, with up to four harmonics. The generation mechanism of
these waves is not yet clear and Mercury and its wave environment will prove to be a
strange and interesting world.

9.2
Magnetoseismology of the Solar Corona

Alfv�en predicted the existence of MHD waves within the Sun (Alfv�en, 1942), and the
use of such waves as a remote plasma diagnostic technique was proposed some
decades ago (Roberts, Edwin, and Benz, 1984; Uchida, 1970). The development of
modern imaging techniques from ground- and space-based platforms, including the
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SOHO (Solar and Heliospheric Observatory) and TRACE (Transition Region and
Coronal Explorer) satellites, has revealed that MHD waves and oscillations are
ubiquitous in the solar atmosphere over a wide range of periods, occurring in open
structures such as solar plumes and closed magnetic structures such as coronal
loops and prominences. Their observation and use in coronal magnetoseismology
is a dynamic and growing area of research (Banerjee et al., 2007; De Moortel, 2005;
De Moortel and Nakariakov, 2012). Coronal seismology may turn out to be an
important new science, given that MHD waves are present in most, if not all, coronal
structures and may provide a considerable part of the energy needed to heat the quiet
solar corona and drive the solar wind.

A number of different MHD modes are observed in the solar corona. Kink modes
are asymmetric standing fast magnetoacoustic waves (azimuthal wave number
m¼ 1) that cause bulk transverse motions of coronal flux tubes and are often
generated by a nearby flare event. The oscillations have frequency of 3–4 mHz and
are heavily damped (Aschwanden et al., 1999; Nakariakov et al., 1999). The phase
speed of the fast kink mode is (De Moortel, 2005)

cK ¼ 2L
T

¼ VA
2

1 þ re=r0

� �1=2

; ð9:1Þ

where L is the length of the coronal loop, T is the observed period, re/r0� 0.1 is the
ratio of densities outside and inside the loop, and VA is the usual Alfv�en velocity.
The observed frequency thus allows the local magnetic field strength in the loop to
be estimated, given reasonable assumptions for other better-known quantities
(Aschwanden et al., 1999; Nakariakov and Ofman, 2001). Estimated values are of
order 5–50 G (104 G¼ 1 T), although comparison with 3D simulations suggests
that loop curvature, density, and aspect ratio affect the estimated field strengths
(De Moortel and Pascoe, 2009).

Compressible guided fast magnetoacoustic waves called sausage modes (m¼ 0)
cause axially symmetric expansion and contraction of flux tubes, varying the
magnetic field and hence the orbits of trapped particles within the structure.
They are likely responsible for the periodic modulation of microwave and X-ray
emissions (Aschwanden et al., 2004; Roberts, Edwin, and Benz, 1984).

Longitudinal, slow acoustic modes are compressive guided waves and both
propagating and standing slow modes have been observed, the latter in connection
with 1–2 mHz oscillations in UV emissions from hot coronal loops (Wang et al.,
2003). Propagating slow modes are discussed further in the next section.

The detection of incompressible, transverse torsional Alfv�en waves in the corona
is challenging. There is indirect evidence of their existence in the corona, but to date
torsional waves have only been detected in the lower solar atmosphere (Jess et al.,
2009; Verth, Erd�elyi, and Goossens, 2010). One set of such observations was
obtained using the Swedish Solar Telescope to examine a 10� 10 arc-sec region
of a bright point group at 6562.8 nm with spatial resolution of about 110 km at the
solar surface. Wavelet analysis revealed coherent full-width half-maximum oscilla-
tions with a 180� phase shift across the region of interest, produced by Alfv�en waves
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causing torsional twist of the field lines of �22� (Jess et al., 2009). The energy flux of
such waves averaged across the entire solar surface is expected to be around
240 W m�2, sufficient to heat the entire corona. In a separate study, high-resolution
observations of chromospheric spicules with the Solar Optical Telescope on the
Hinode satellite, supported by 3D MHD simulations, have revealed that these exhibit
transverse oscillatory displacements indicative of Alfv�en waves in the chromosphere
(De Pontieu et al., 2007). The energy flux in the chromosphere was estimated at
4–7 kW m�2, resulting in �120 W m�2 in the corona.

Prompted by such observations, Verth, Erd�elyi, and Goossens (2010) examined
the use of torsional Alfv�en eigenmodes to remote sense the corona. Deriving the
relevant equations for the two cases of isolated, vertically aligned thin and expanding
flux tubes embedded in an exponentially stratified atmosphere, they showed using
both a WKB approximation and numerical solution how the fundamental mode
frequency varies with plasma density, b, scale height, and flux tube radius. For
isolated thin flux tubes, the analysis of eigenmodes can determine the temperature
difference between the internal and external plasma, while in the finite width case
the wave modes will provide information on the radial structure of the flux tube.

In summary, observational and modeling results show that magnetoseismology of
the solar atmosphere is an exciting field that is likely to yield important new
understanding of the properties of this region. Furthermore, the MHD waves
may play an important role in coronal heating and hence formation of the solar
wind (De Pontieu et al., 2007).

9.3
Introduction to Helioseismology and Asteroseismology

Propagating longitudinal, slow acoustic mode waves were mentioned in the previ-
ous section. These modes, along with propagating transverse mode waves, occur
throughout the corona, often at the footpoints of large, quiescent coronal loop
structures, close to active regions. Observed periods are around 170 s (5.9 mHz,
�3 min) and 320 s (3.1 mHz, �5 min) for loops above sunspots and plage regions,
respectively. These periods are similar to the well-established 3 min oscillations in
sunspots and 5 min oscillations in the photosphere (De Moortel, 2005). There is
accumulating evidence that 2–4 mHz (5 min) acoustic modes of the solar interior
couple to the corona, producing features such as oscillations in soft X-ray fluxes
(Didkovsky et al., 2011), outward propagating slow mode disturbances in coronal
loops (De Moortel et al., 2002), and the fast kink mode in coronal loops (Aschwanden
et al., 1999).

The processes by which the internal 5 min modes are generated have been known
for some decades. Periodic 300 s oscillations of local regions of the solar surface
were reported by Leighton et al. in 1962 (Leighton, Noyes, and Simon, 1962), who
noted the potential for using the observed period to probe the properties of the solar
atmosphere. Since then there have been many studies of these features, including
using dedicated multipoint ground observatories such as GONG (Global Oscillation
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Network Group) and BiSON (Birmingham Solar Oscillation Network). Several
reviews exist (e.g. Christensen-Dalsgaard, 2002; Milone and Wilson, 2008).

The oscillations are manifested as small line-of-sight Doppler shifts of spectral
lines, corresponding to velocity variations for each mode of order 10 cm s�1 super-
imposed upon the turbulent background. The oscillations are observable because of
their high spatial and temporal coherence in long data sets integrated across the
solar disk. Ulrich (1970) proposed that these oscillations are due to standing acoustic
modes in the solar interior. Subsequently, Claverie et al. (1979) determined the
global mode structure of these oscillations, and a dispersion law was developed by
Duvall (1982). Resonant cavities within the Sun result in normal modes formed by
acoustic waves propagating around the Sun between upper and lower boundaries
and arriving in phase at the original point. These are called p-modes, characterized
by the quantities l, m, and n, where l is the spherical harmonic around the stellar
circumference,m is the azimuthal order, and n is the radial order. Thus, purely radial
modes, l¼ 0, penetrate the center of the Sun, while modes of the highest degree,
l� 1000, are trapped in the outermost part of the solar radius.

The dispersion relation for plane acoustic waves is

v2 ¼ c2 k2
�� ��; ð9:2Þ

where k¼ krarþ kh is the wave vector and kh is the tangential wave number. The
mode properties are controlled by the variation of adiabatic sound speed c(r). The
radial variation of the p-mode is given by

k2
r ¼ v2

c2
1 � S2

l

v2

� �
; ð9:3Þ

where

S2
l ¼

l lþ 1ð Þc2

r2
� k2

hc
2 ð9:4Þ

is the Lamb frequency (Christensen-Dalsgaard, 2002).
Figure 9.3 schematically illustrates the propagation of acoustic modes in a solar

cross section. Temperature and hence sound speed c increase with depth (decreas-
ing r), while from Equation 9.4 kh decreases with increasing c. This causes
refraction, forming a boundary at the inner turning point (dotted circle in the
figure) where r¼ rt, v¼Sl, and kr¼ 0. For r¼ rt, kr is imaginary and the wave decays
exponentially. The outer cavity boundary is defined by the sharp decrease in density
near the surface.

The formation of normal modes requires that an integer number of wave cycles
are accommodated in the waveguide around the Sun with boundaries at r¼ rt and
r¼R. Equation 9.3 can therefore be rewritten as

nþ að Þp �
ðR
rt

krdr �
ðR
r t

v

c
1 � S2

l

v2

� �1=2

dr; ð9:5Þ

where a is a phase term. The result is a spectrum of very narrow closely-spaced
peaks centered near 3300 mHz. A typical disk-averaged oscillation spectrum is
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shown in Figure 9.4. The narrowness of the peaks points to low damping rates, while
the varying height of the peaks arises from the asymptotic nature of the low-degree p-
modes.

The oscillation frequencies of different modes can be measured to precisions of a
few parts in 105 and are used to diagnostically probe the internal structure of the

Figure 9.3 Schematic representation of p-mode acoustic waves propagating within the solar
interior. From Christensen-Dalsgaard (2002).

Figure 9.4 Power spectrum of solar oscillations based on 4 months data from the BiSON
observatory array. From Christensen-Dalsgaard (2002).
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Sun. Studies extending over more than 30 years have shown that the frequencies of
low p-modes across the 2500–3700 mHz spectral range vary with solar cycle.
Frequencies increase by about 0.5mHz from sunspot minimum to maximum,
although the shift for the highest-frequency modes is larger than for the lowest-
frequency modes. The frequency shifts correlate with a range of solar activity
proxies, in particular the F10.7 flux (Chaplin et al., 2007).

Helioseismology has proven to be a remarkable tool for probing solar structure
and properties, providing a better understanding of the Sun and improving
constraints on solar models (Serenelli, 2010). It is now possible to use helioseismic
holography to monitor active regions on the far side of the Sun, potentially providing
1–2 weeks warning of space weather events (Gonz�alez-Hern�andez et al., 2010). This
is possible because the acoustic waves experience a phase shift when interacting
with an active region. Full-hemisphere far side maps are calculated twice daily and
accessible at the GONG Web site: http://gong.nso.edu/data/farside/. At present
seismic holography can detect about 40% of the total active regions that appear on
the east limb of the Sun with about 60% confidence.

Even more remarkable has been the extension of this science to study the interior
of other stars, called asteroseismology (Aerts, Christensen-Dalsgaard, and Kurtz,
2010; Su�arez et al., 2012). An early result from ground-based observations of radial
velocity oscillations on the star a Centaurus A, based on 1260 spectra obtained
over five nights, is shown in Figure 9.5. Average amplitude of the oscillations is
35 cm s�1. A series of peaks between 1.7 and 3 mHz are evident, while frequency
resolution is 2.6 mHz and peak separation is 106mHz.

Figure 9.5 Power spectrum of radial velocity oscillations on the star a Centaurus A, based on
observations from the 1.2m Swiss telescope at the ESO La Silla Observatory. From Bouchy and
Carrier (2001).
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The launch of the Kepler spacecraft in March 2009 has permitted asteroseismic
study of other solar-type stars, providing new information on stellar structure and
evolution. A study (by up to 11 teams) of two Sun-like stars with the first 8 months of
Kepler data has revealed p-mode global modes with frequency of maximum
amplitude of 830 and 675mHz, frequency separations of 48 and 42 mHz, yielding
estimates of the stellar rotation periods, mean density, mass (1.25 and 1.33MS), and
radius (2.15 and 2.4RS) (Mathur et al., 2011). A further asteroseismic study of 22
solar-type stars observed for 1 month each during the first year of the mission used
an automated analysis of oscillation frequencies to determine stellar radii and
masses to about 1% precision and ages to about 2.5% precision (Mathur et al., 2012).

It is clear that helioseismology and asteroseismology have and will continue to
provide astonishing remote sensing capability on the properties of our Sun and
other solar-like stars. Detailed analysis of Kepler observations and refinement of
helioseismic holography will likely usher in new ways of thinking about the stellar
space environment within which our planet swims.

9.4
Field Line Resonances at Other Stars

Remarkably coherent quasi-periodic oscillations (QPOs) occur in the X-ray flux from
accreting neutron stars, with frequencies typically in the kilohertz range. Most
sources exhibit twin spectral peaks that vary in frequency simultaneously. The
characteristic timescale for material orbiting near the accreting star is in the same
frequency range, and beat-frequency models have been invoked to explain the
QPOs. One alternative explanation supposes that Alfv�en oscillations of the accretion
disk occur at the quasi-sonic point radius where the Alfv�en velocity matches the
orbital Keplerian velocity, with different mass densities accounting for the different
frequencies.

A more satisfactory model based on the excitation of field line resonances was
proposed by Rezania and Samson (2005). Plasma is accelerated supersonically into a
neutron star from the accretion disk and produces two effects: (i) the excitation of
MHD waves due to compressive action of the accreting plasma on the star’s
magnetosphere, and (ii) distortion inward of the stellar magnetosphere in the
disk plane and outward bulging of flux tubes away from that plane. Resonant
coupling between compressional and shear Alfv�en waves in the enhanced
density regions of these flux tubes results in two MHD modes with frequencies
v�¼ kz(vp�VA) in the kilohertz range, where vp is the field-aligned plasma velocity.
This is represented in Figure 9.6, which compares the predicted variation in
separation of the two spectral peaks, with the predicted upper frequency and
observations for different stars. The model calculations assumed a stellar dipole
moment m¼ 0.32� 1023 G cm3, accretion rate of 1017 g s�1, stellar radius of 10 km,
and mass of 1 solar mass. Flux tube plasma oscillates at these frequencies resulting
in modulation of the accreting plasma flow and hence modulated X-ray flux. This
model may explain observed QPO features and also allows estimation of the mass
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density, which is �1014 g cm�3 at x¼ 10 stellar radii, compatible with realistic
values. This model may also explain the �10 Hz QPOs observed in rapid bursters.

Thus, we see that the concept of field line resonance may be used to remote
sense properties of very distant stars as well as other planets and the magnetosphere
of Earth.

Figure 9.6 Modeled variation in separation of the two spectral peaks of neutron star X-ray
oscillations, with the predicted upper frequency and observations for different stars. From Rezania
and Samson (2005).
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Appendix A
Computer Codes

Three computer codes are provided. Two of these allow the reader to explore the
effects of the ionosphere on ultralow-frequency (ULF) wave propagation from the
magnetosphere to the ground. The third code solves the toroidal mode FLR wave
equation derived in Appendix B and discussed in Section 3.4. This is the funda-
mental equation used in magnetoseismology.

The source codes are provided in the Interactive Data Language (IDL). The code to
solve the toroidal mode equation is quite short, and so has been reproduced herein.
The source codes for the calculation of the reflection and transmission coefficients
in addition to the ULF wave fields interacting with the ionosphere may be obtained
from the following Web site: http://plasma.newcastle.edu.au. A brief description of
these three codes is given in the following sections.

A.1
Reflection and ULF Wave Mode Coefficient Calculation: rcoeff_ionos.pro

The program rcoeff_ionos.pro solves for the reflection and ULF wave mode
conversion coefficients as a function of the geomagnetic field dip angle, using
the formulas discussed in Section 8.3. The parameters are set to reproduce Figure
8.2. The model assumes a thin sheet ionosphere at altitude d. The input parameters
are the ULF frequency (mHz), height of the thin sheet ionosphere, d (m), Alfv�en
wave speed just above the ionosphere sheet (ms�1), horizontal wave numbers kx, ky
(m�1), and the Pedersen, Hall, and direct conductances (S).

The conditions for ideal magnetohydrodynamics (MHD) waves in an infinite
half-space with uniform Alfv�en speed are assumed above the ionosphere sheet.
Lines 66–121 in the code define the fields and wave numbers for this ideal MHD
region. The mode conversion matrix involves the hyperbolic sine and cosine
functions since the solutions assume evanescent waves in the atmosphere. The
program prints the values for kz,a, the vertical wave number in the atmosphere.
For a valid solution, these should be purely imaginary. Line 61 of the code checks
this condition.

Magnetoseismology: Ground-based remote sensing of Earth’s magnetosphere, First Edition. Frederick W. Menk
and Colin L. Waters.
# 2013 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2013 by Wiley-VCH Verlag GmbH & Co. KGaA.
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A.2
ULF Wave Fields from a Thin Sheet Ionosphere: ulf_updown_fields.pro

The program ulf_updown_fields.pro uses the wave mode conversion matrix to
compute the up- and down-going ULF wave electric and magnetic fields reflected
from a thin sheet ionosphere. The code is set up to reproduce Figure 8.3. Inputs are
the same as the rcoeff_ionos.pro code, with additional parameters being the ULF
wave mode mix and phasing for the incident wave and the geomagnetic field dip
angle. The outputs are the ULF electric and magnetic fields with altitude for the up-
and down-going shear and fast modes. Above the ionosphere sheet, uniform, ideal
MHD conditions are assumed along with an evanescent solution in the atmosphere.
The first half of the code reproduces the calculation of the wave mode conversion
matrix used in rcoeff_ionos.pro, while the second half of the code computes the
various fields.

A.3
Field Line Resonant Frequencies: toroidal_eig_dipole.pro

This short IDL code uses a matrix method to solve the “toroidal” mode differential
equation for field line resonant frequencies in a dipole magnetic field, as discussed
in Chapter 3. The input parameters are the number of harmonics to print (harm),
the L-value of the resonant field line (L), plasma mass density in the equatorial plane
(n_eq) and the L-value of this (L_neq), and the plasma mass density exponent (alph)
assuming an r�alph density model.

The code is set up to solve for the half-wave solutions by setting the plasma
displacement to zero at both ends of the field line. It is trivial to alter the code to solve
for quarter-wave mode oscillations by changing one of the boundary conditions so
that the derivative of the plasma displacement is zero at one end of the field line. The
output eigenvalues give the harmonic frequencies in millihertz. The eigenfunctions
can easily be obtained by uncommenting the la_eigenproblem command to place
the eigenfunctions into the “evec” variable.

;##########################################################################

; Calculate the toroidal FLR harmonic frequencies given:

; (a) Dipole magnetic field

; (b) r^m plasma mass density profile

;

; C.L. Waters and I.A. Price

; Centre for Space Physics

; University of Newcastle, Australia

;;############################################################################

Pro toroidal_eig_dipole

sizen=401 ; number of spatial grid points

harm = 6 ; number of FLR harmonics to calculate

L = 6.6 ; L value of field line to solve along

n_eq = 1.0 ; H+/cm^3 at equatorial plane

L_neq = 6.6 ; L Value where density is n_eq

alph = 3 ; exponent on r^m density model
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Re = 6371.d3 ; Earth radius in m

Anchor = 150.0d3 ; Altitude of Ionosphere anchor point

lat0 = acos(sqrt((Re + anchor)/(Re*L))) ; Latitude for this L value (at

ionosphere height)

Print, ’L_Value = ’,L

Print, ’Latitude=’,Lat0*180./!pi

Print, ’Proton Number density at Equator = ’,n_eq

;

h = 2.0*lat0/double(sizen-1) ; step size of lambda (latitude)

mu = 1.2566371d-6 ; Permeability of free space

LRe=L*Re

K0=8.0d15 ; magnetic moment of Earth

Mp=1.6725d-27

m_den=n_eq*1.0d6*Mp ; mass density in kg/m^3

;

; Calculate r^m plasma mass density model

dens_a = dblarr(sizen)

f_len = 0.0 ; Initialise field line length variable

For ii=0,sizen-1 do begin

lda = -lat0 + float(ii)*h

r = LRe*cos(lda)*cos(lda)

dens_a(ii) = m_den*(L_neq*Re/r)^alph

f_len = f_len + LRe*cos(lda)*sqrt(4.0-3.0*cos(lda)^2)*h

end

Print,’Field length = ’,f_len/Re,’ Re’

;

; Solve for FLRs

B = DBLARR(sizen,sizen) ; finite difference matrix

C = DBLARR(3) ; space for calc matrix elements

EVAL = COMPLEXARR(sizen) ; eigenvalue array

; EVEC = COMPLEXARR(sn,sn) ; eigenvector array - if required

ORDER = INTARR(sizen) ; array used to sort eigenvalues

const = double(((K0/(LRe^4))^2)/mu)

;

; Populate finite difference (central) matrix

; Do 1st row, including boundary condition -> for zero at both ends - i.e. 1/2 wave mode

; For 1/4 mode wave, change b.c. to set 1st derivation = 0

lda = -lat0 ; Start in Sth hemisphere

C = [-2.0/h, 1.0/h+tan(lda)/2.0]

B(0:1,0) = C*const/(h*dens_a(0)*(cos(lda)^14))

; Do the internal matrix elements

For i = 1, sizen-2 do begin

lda = -lat0 + h*i ; increment latitude

C = [1.0/h-tan(lda)/2.0, -2.0/h, 1.0/h+tan(lda)/2.0]

B(i-1,i) = C * const/(h*dens_a(i)*(cos(lda)^14))

end

; Do last row, including boundary condition

lda = lat0

C = [1.0/h-tan(lda)/2.0, -2.0/h]

B(sizen-2:sizen-1,sizen-1) = C*const/(h*dens_a(sizen-1)*(cos(lda)^14))
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; Solve eigenvalue problem

; res=la_eigenproblem(B, /double, eigenvectors=evec) ; Use this if eigenvectors

are required

res=la_eigenproblem(B, /double)

res_s = sort(res) ; Sort the eigen values small to large

flr_a=dblarr(harm)

For i = 0,harm-1 do flr_a(i) = sqrt(-1.0*double(res(res_s(i))))*500/!pi ; freqs in mHz

Print,’FLR freqs :’

Print,flr_a,’ mHz’

Print,’Finished’

End

210j Appendix A Computer Codes



Appendix B
The Transverse MHD Wave Equation for General Magnetic
Field Models

Calculation of the resonant period of toroidal mode geomagnetic pulsations requires
the magnetohydrodynamic (MHD) wave equation be solved with suitable magnetic
field and plasma density models. Formulations that embed dipole magnetic field
and Ra plasma density models in the differential equations are common, as
discussed in Section 3.4. A formulation for a general magnetic field model was
given by Singer et al. (1981), and a derivation of their toroidal mode wave equation is
provided here. A derivation of the general linear MHD wave equation is given in
Section 3.3 (Equation 3.33).

Consider two adjacent field lines separated at some point by a distance da. At any
other point along the field, the separation scales by hada. For the perpendicular unit
vector between field lines, â,

ra ¼ â=ha: ðB:1Þ

A plasma displacement ja in the a-direction causes a magnetic perturbation
(Equation 3.29):

b ¼ r� ðjaâ� B0Þ; ðB:2Þ

and so

b � ra ¼ ra � ½r � ðra� jahaB0Þ�: ðB:3Þ

Using the vector identity for the curl of the cross-product of two vectors, we obtain

b � ra ¼ ra � ½raðr � jahaB0Þ � jahaB0ðr � raÞ þ jahaðB0 � rÞra

�ðra � rÞjahaB0�: ðB:4Þ
Since ra is perpendicular to B0,

ra � B0 ¼ 0; ðB:5Þ
and so

b �ra ¼ jraj2ðr�jahaB0Þ þ jahara�½ðB0�rÞra� � ra � ½ðra�rÞjahaB0�:
ðB:6Þ

Magnetoseismology: Ground-based remote sensing of Earth’s magnetosphere, First Edition. Frederick W. Menk
and Colin L. Waters.
# 2013 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2013 by Wiley-VCH Verlag GmbH & Co. KGaA.
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Equation B.5 also implies that

rðra � jahaB0Þ ¼ 0: ðB:7Þ
The vector identity,

rðC �DÞ ¼ ðD � rÞCþ ðC � rÞDþ D� ðr � CÞ þ C� ðr � DÞ; ðB:8Þ
applied to Equation B.7 gives

ðjahaB0 � rÞraþ ðra � rÞjahaB0 þ jahaB0 � ðr �raÞ þ ra� ðr � jahaB0Þ ¼ 0:

ðB:9Þ
However, the curl of the gradient of a is zero. Therefore, Equation B.9 becomes

ðjahaB0 � rÞraþ ðra � rÞjahaB0 þra� ðr � jahaB0Þ ¼ 0: ðB:10Þ
Applying ra to both sides of Equation B.10 gives

ra � ½ra� ðr � jahaB0Þ� þ ra � ½ðjahaB0 � rÞra� þ ra � ½ðra � rÞjahaB0� ¼ 0:

ðB:11Þ
Since the divergence of a curl equals zero, Equation B.11 is

ra � ðjahaB0 � rÞra ¼ �ra � ðra � rÞjahaB0: ðB:12Þ
Equation B.12 is now substituted for the last term in Equation B.6 to give

b � ra ¼ jraj2r � ðjahaB0Þ þ 2jahaB0 � ðra � rÞra: ðB:13Þ
Using the vector identity of Equation B.8, this becomes

rðra � raÞ ¼ 2ðra � rÞ þ 2ra� ðr �raÞ: ðB:14Þ
Therefore,

2ðra � rÞra ¼ rjraj2: ðB:15Þ
Substituting Equation B.15 into Equation B.13 yields

b � ra ¼ jraj2r � ðjahaB0Þ þ jahaB0rjraj2 ¼ r � ðjraj2jahaB0Þ;
ðB:16Þ

so that

b � ra ¼ r � ðjahajraj2B0Þ: ðB:17Þ
From Equation B.1,

jraj2 ¼ 1

h2
a

: ðB:18Þ

Equation B.17 then becomes

b � ra ¼ ba
ha

¼ B0 � r ja
ha

� �
: ðB:19Þ
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For plasma displacement with negligible magnetic field compression, combining
Amp�ere’s law and the momentum equation gives

m0r
@2

@t2
ðjaâÞ ¼ ðr � baâÞ � B0: ðB:20Þ

Using Equation B.1, we have

m0r
@2

@t2
ðjaâÞ ¼ ðrbaha �raÞ � B0: ðB:21Þ

We make use of the vector identity

ðA� BÞ � C ¼ BðA � CÞ � AðB � CÞ; ðB:22Þ

so that Equation B.21 becomes

m0r
@2

@t2
ðjaâÞ ¼ raðrbaha � B0Þ � rbahaðra � B0Þ: ðB:23Þ

Using Equations B.1 and B.5, we get

m0r
@2ja
@t2

¼ 1
ha

B0 � rbaha: ðB:24Þ

Substituting Equation B.19 into Equation B.24, we obtain

m0r
@2

@t2
ja
ha

� �
¼ 1

h2
a

B0 � r h2
a B0 � r ja

ha

� �� �� �
: ðB:25Þ

This must be in a form that provides a suitable numerical solution. To do this,
assume a time variation of the form eivt so that

�v2m0r
ja
ha

� �
¼ 1

h2
a

B0 � r h2
a B0 � r ja

ha

� �� �� �
: ðB:26Þ

For ds, the increment of length along the magnetic field direction at any point,
Equation B.26 becomes

�v2m0r
ja
ha

� �
¼ 1

h2
a

B0
@

@s
h2
a B0

@

@s
ja
ha

� �� �� �
; ðB:27Þ

giving

�v2m0r
ja
ha

� �
¼ 1

h2
a

B0 h2
aB0

@2

@s2
ja
ha

� �
þ h2

a

@

@s
ja
ha

� �
@B0

@s
þ B0

@

@s
ja
ha

� �
@h2

a

@s

� �
;

ðB:28Þ

and so

�v2m0r

B2
0

ja
ha

� �
¼ @2

@s2
ja
ha

� �
þ 1
B0

@

@s
ja
ha

� �
@B0

@s
þ 1

h2
a

@

@s
ja
ha

� �
@h2

a

@s
; ðB:29Þ
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that is,

�v2m0r

B2
0

ja
ha

� �
¼ @2

@s2
ja
ha

� �
þ @

@s
ja
ha

� �
@

@s
ln ðh2

aB0Þ
� �

; ðB:30Þ

giving

@2

@s2
ja
ha

� �
þ @

@s
ja
ha

� �
@

@s
ln ðh2

aB0Þ þ v2

V2
A

ja
ha

� �
¼ 0: ðB:31Þ
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