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Preface

In 1984 Desmond O’Connor and David Phillips published their comprehensive 
book „Time-correlated Single Photon Counting“. At that time time-correlated sin-
gle photon counting, or TCSPC, was used primarily to record fluorescence decay 
functions of dye solutions in cuvettes. From the beginning, TCSPC was an amaz-
ingly sensitive and accurate technique with excellent time-resolution. However, 
acquisition times were relatively slow due to the low repetition rate of the light 
sources and the limited speed of the electronics of the 70s and early 80s. Moreover, 
TCSPC was intrinsically one-dimensional, i.e. limited to the recording of the wave-
form of a periodic light signal. Even with these limitations, it was a wonderful tech-
nique. 

More than 20 years have elapsed, and electronics and laser techniques have made 
impressive progress. The number of transistors on a single chip has approximately 
doubled every 18 months, resulting in a more than 1,000-fold increase in complex-
ity and speed. The repetition rate and power of pulsed light sources have increased 
by about the same factor. 

One might presume that TCSPC had been rendered obsolete in 20 years. Nothing 
like that happened. On the contrary, TCSPC has got a considerable push from the 
development of lasers and electronics. It has developed from a sluggish, intrinsi-
cally one-dimensional fluorescence lifetime technique into a fast, multidimensional 
optical recording technique. Advanced TCSPC is now used for applications like 
single-molecule spectroscopy, fluorescence correlation spectroscopy, time-
resolved laser scanning microscopy, and diffuse optical tomography. Nevertheless, 
surprisingly little has been published about the development of TCSPC techniques 
in the last 10 years.  

Desmond O’Connor and David Phillips wrote in their preface: „It is perhaps ar-
rogance which causes us to believe that new users of the technique do not always 
appreciate fully the advantages and pitfalls of the equipment and the curve fitting 
routines necessarily used with this hardware.“ The advantages and some of the 
pitfalls do still exist, and further advantages and a few pitfalls have emerged. Oper-
ating an instrument as a black box may deliver results at a satisfactory level of accu-
racy. However, if appropriately used, advanced TCSPC not only delivers better 
results but also solves highly sophisticated problems. It is the goal of this book to 
help existing and potential users understand and make use of the advanced features 
of TCSPC. 

The book starts with some general remarks about optical signal recording. After 
a brief introduction to the most common photon-counting techniques the general 
principle of TCSPC is explained. Then the principles of multidimensional TCSPC, 
multidetector techniques, sequential recording, imaging techniques, and time-tag 
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recording are described. Typical applications of advanced TCSPC are introduced 
and special technical problems associated with these applications are addressed. An 
overview about detectors, detector parameters, their impact on TCSPC measure-
ments, and the performance of selected detectors is presented. A final section gives 
practical hints on how to build and use TCSPC systems, including optical compo-
nents and systems, electronics, problems of electromagnetic shielding, optimisation 
of TCSPC system parameters, and calibration.  

The book does not include data analysis. Analysis of multispectral TCSPC data, 
diffuse optical tomography data, or fluorescence correlation data differs considera-
bly from traditional fluorescence decay analysis, and many analysis problems are 
not entirely solved yet. The author believes that data analysis should be the subject 
of a different book, and leaves this task to someone who is more familiar with it. 

I thank Heidrun Wabnitz for encouraging me to write this book, and for countless 
helpful hints and discussions. I am also indebted to my collaborators for their work 
in the development of TCSPC. My thanks go especially to Helmut Hickl for devel-
oping the digital signal processing techniques, Stefan Smietana for his tremendous 
amount of work in designing instrument software, and Axel Bergmann for his data-
analysis developments and his untiring strategic endeavour to push TCSPC into 
promising applications. 

I am indebted also to those workgroups who have ventured into using advanced 
TCSPC features in new applications. I thank in particular Karsten König who was 
the first to use fast TCSPC scanning in two-photon microscopy; Dietrich 
Schweitzer who built the first time-resolved ophthalmic imager; Herbert Rinneberg, 
Britton Chance, and Rinaldo Cubeddu and their collaborators for introducing 
TCSPC into diffuse optical tomography; Michael Prummer, Markus Sauer, and 
Claus Seidel for their single-molecule applications; and Hans-Erich Wagner, Ronny 
Brandenburg, and Kirill Kozlov for their multidimensional TCSPC experiments on 
gas discharges. I must also give thanks to Christoph Biskup for his work on FRET 
in living cells, and Ammasi Periasamy, Rory Duncan, Brian Bacskai, Enrico Grat-
ton, John White, Dennis Fan, Damain Bird, and Peter So for related microscopy 
applications. I am indebted to Advanced Research Technologies (ART), Biorad, 
Leica Microsystems, and Zeiss for their cooperation. 

Many thanks also to my former professors, Siegfried Dähne and Edgar Klose for 
their support and the productive working atmosphere they fostered in the early days 
of TCSPC development.  

Finally, I thank Sarah Smith for improving the English of this book. 

Berlin, January 2005 Wolfgang Becker
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ADC  Analog-to-Digital Converter 
AOM Acousto-Optical Modulator 
APD Avalanche Photodiode. The diode achieves internal amplification 

by using the avalanche effect for carrier multiplication. 
Ar+ laser Argon ion laser. A gas laser that emits at a number of wavelengths 

in the blue-green region of the spectrum. When actively mode-
locked the Ar+ laser delivers pulses of 80 to 125 MHz repetition 
rate and 100 to 300 ps duration. 

BNC A coaxial connector system, used for medium-bandwidth systems 
in electronics. 

Boxcar A signal-recording device based on sequential sampling of a re-
petitive, analog input signal. A large number of samples can be 
averaged to recover a signal from the noise background. 

CCD Charge-Coupled Device. The carriers are trapped under the gate 
of a metal-oxide-semiconductor (MOS) structure, and shifted se-
quentially through the device. The technique is used for image 
sensors.  

CFD Constant-Fraction Discriminator. A CFD has a trigger delay 
widely independent of the amplitude of the input pulses. 

CFP Cyan fluorescent protein. CFP is a derivative of the green fluores-
cent protein, GFP. The fluorescent protein comes from a fluores-
cent jellyfish. The DNA of cells and whole organisms can be ma-
nipulated to produce these proteins. 

Cj  Symbol used for the junction capacitance of a semiconductor 
diode 

CLSM Confocal Laser Scanning Microscope. The sample is scanned by 
a focused laser beam. The light from the excited spot is fed 
through a pinhole in a plane optically conjugated with the focal 
plane in the sample. The pinhole suppresses light from outside the 
focal plane. 

CMOS Complementary Metal Oxide Semiconductor technology, combi-
nation of N-channel and P-channel MOSFETs on the same chip. 
The technique is the basis of all modern digital computing, mem-
ory, and logic circuits. 

Counting Loss The loss of events (e.g. photons) in the dead time of the counter 
after a previously detected photon.  

Count rate Average number of events (e.g. photons) per unit of time. De-
tected count rate: Number of photon pulses per unit of time deliv-
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ered by the detector. Recorded count rate: Number of photons per 
unit of time recorded by the photon counter. 

CW Continuous Wave. Used for continuous electronic signals in the 
radio-frequency range and continuous optical signals. In optics 
the term is not quite uniformly used. Sometimes high-repetition 
rate mode-locked lasers are called CW, although they emit a train 
of pulses. 

dB Logarithmic unit for relative voltage and power levels. For volt-
ages the decibel is dB = 20 log (V1/V2), for powers dB = 10 log 
(P1/P2)

Dead Time The time during which a counter or a detector is unable to accept a 
new input event after the detection of a previous one. 

Dichroic Selective reflection and transmission of light of different wave-
length. Dichroic mirrors are used to separate light signals of dif-
ferent wavelength.  

DOT Diffuse Optical Tomography. The internal structure of highly 
scattering objects is reconstructed by measuring the diffusely re-
flected and transmitted light in several directions. 

DNL Differential Nonlinearity. The nonuniformity of the voltage in-
crements in an analog-to-digital converter, or the nonuniformity 
of the time-channels of a photon counter 

Dynode Amplification electrode in a photomultiplier tube (PMT). Elec-
trons are accelerated onto the dynode and multiplied by the emis-
sion of secondary electrons. 

E Symbol used for „Efficiency“ in different contexts. The counting 
efficiency describes the ratio of the number of photons needed by 
an ideal optical recording technique to the number needed by a 
real technique to obtain the same standard deviation of the result. 
The FRET efficiency describes the coupling of donor-acceptor 
pairs undergoing fluorescence-resonance energy transfer. 

e Elementary charge (of the electron). 1,602 10-19 As  
EB-CCD Electron-Bombarded CCD. A vacuum image sensor tube based 

on a photocathode and a CCD sensor chip. The photoelectrons are 
accelerated toward the CCD chip. A gain effect is obtained by 
creating a large number of electron hole parts in the semiconduc-
tor for each incoming electron. 

ECL Emitter-Coupled Logic. A logic family based on bipolar transistor 
pairs connected via their emitters. ECL avoids saturation of the 
transistors and has a signal delay widely independent of the tem-
perature. ECL is very fast but also power-consuming. It is used in 
communication devices and fast timing electronics. 

ECFP Enhanced cyan fluorescent protein. See CFP. 
EMC Electromagnetic Compatibility 
EYFP Enhanced yellow fluorescent protein. See YFP. 
EROS  Event Related Optical Signal. A fast change in the absorption and 

scattering coefficients of the brain after stimulation. 
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F Symbol used for „Figure of Merit“. F describes the ratio of the 
standard deviation of the fluorescence lifetime measured with an 
ideal and a real recording technique.  

FCS Fluorescence Correlation Spectroscopy. FCS uses the correlation 
of fluctuations in the fluorescence intensity of a small number of 
excited molecules. 

FET Field-Effect Transistor. Junction-FETs exploit the change of the 
cross-section of a conducting channel by the voltage-dependent 
depletion region of a reverse-biased junction. MOSFETs modu-
late the carrier density in a conductive channel by the voltage ap-
plied to a metal-oxide-semiconductor structure. 

FIDA Fluorescence Intensity Distribution Analysis. Uses the distribu-
tion of the fluorescence intensity of a small number of molecules 
measured within consecutive time bins. See also PCH. 

FILDA  Fluorescence Intensity Distribution and Lifetime Analysis. Uses 
the distribution of the fluorescence intensity and the fluorescence 
lifetime of a small number of molecules measured within con-
secutive time bins. 

FIFO First-In-First-Out. Principle used in data buffers. Successive data 
words sent into the input port of a FIFO buffer are read in the 
same order at the output port. FIFOs are used as temporary data 
buffers in systems with fluctuating data rates.  

FLIM Fluorescence Lifetime Imaging. The image is built up from the 
fluorescence lifetime.  

f number Ratio of the equivalent focal length of an optical system to the 
diameter of the entrance pupil. 

FPGA Field-Programmable Gate Array. Programmable logical device. 
A large number of logic gates on a semiconductor chip is con-
nected by a programmed pattern to obtain a complex digital logic 
system. FPGAs exist in one-time programmable and reprogram-
mable versions. 

FRET Fluorescence Resonance Energy Transfer, or Förster Resonance 
Energy Transfer. FRET is observed in systems with two fluoro-
phores when the emission band of the donor molecules overlaps 
the absorption band of the acceptor molecules. If the donor is ex-
cited the energy is transferred directly into the acceptor and emit-
ted via the emission band of the acceptor. FRET occurs over dis-
tances of a few nm only.  

FWHM Full Width at Half Maximum. Used as a definition of the electri-
cal and optical pulse width. 

GaAs Gallium Arsenide. Semiconductor, used for high-frequency semi-
conductor components, for NIR photodiodes, and for photocath-
odes with high efficiency in the near infrared. 

GaAsP Gallium Arsenide Phosphide. Material used for photocathodes 
with high efficiency in the visible region. 
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GFP Green fluorescent protein. GFP comes from a fluorescent jelly-
fish. The DNA of cells and whole organisms can be manipulated 
to produce GFP. 

GND Ground. Reference potential in electronic circuits. 
HEK cell Human Embryonic Kidney cell. Cultured cells, frequently used 

for biological experiments on the cell level. 
HV High Voltage 
I Symbol used for electrical current and light intensity 
ICG Indocyanine Green. A contrast agent with absorption and fluores-

cence in the near infrared. 
IR Infrared, spectral region from about 750 nm to 1 mm wavelength. 
IRF Instrument Response Function. In a detection system the IRF is 

the pulse shape obtained for an infinitely short input pulse. In a 
fluorescence lifetime system the IRF is the pulse shape detected 
for a sample with an infinitely short fluorescence lifetime. 

Jitter Uncertainty in the time or amplitude of an optical or electrical 
signal. 

KDP  Potassium Dihydrogen Phosphate. KDP crystals are used for 
second-harmonic generation of laser radiation. 

LED Light-Emitting Diode 
LSM Laser Scanning Microscope  
M1 First moment of a distribution. M1 of a photon distribution versus 

time represents the average arrival time of the photons.  
Macro Time Term used in time-correlated single photon counting. For each 

individual photon, the time from the start of the experiment, the 
Macro Time, and the time within the signal period, the Micro 
Time, are stored. 

MCA Multichannel Analyser. Records a histogram of the frequency of 
the input pulses versus the amplitude. 

MCP Multichannel Plate. A plate consisting of parallel, microscopi-
cally small channels oriented perpendicular to the surface. The 
inner walls of the channels have a conductive coating. When a 
voltage is applied between the opposite surfaces of the plate the 
channels work as electron multipliers. MCPs are used in pho-
tomultiplier tubes and image intensifiers. 

MCP-PMT Photomultiplier tube (PMT) based on electron multiplication in 
multichannel plates. 

MCS Multichannel Scaler. The device counts events, e.g. photons, into 
successive channels of a fast memory. 

MCX  Connector system used in electronics. 
Micro Time Term used in time-correlated single photon counting. For each 

individual photon, the time from the start of the experiment, the 
Macro Time, and the time within the signal period, the Micro 
Time, are stored. 

N Symbol used for the number of photons within a measurement 
result, or within a defined time interval of a measurement result. 
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NA Numerical Aperture. The sine of the vertex angle of the largest 
cone of rays at the input or output of an optical system, multiplied 
by the refractive index in which the cone is located. Defines the 
light collecting power and the definition of an optical system. 

NDD Nondescanned Detection. Detection principle used in laser-
scanning microscopes with multiphoton excitation. After passing 
the objective lens, the light from the sample is diverted directly to 
a large-area detector, without passing back through the scanner or 
through a pinhole. 

Nd:YAG Laser based on neodymium-doped yttrium-aluminium garnet. 
The emission wavelength is 1,064 nm, the power can be up to sev-
eral tens of W. Mode-synchronisation delivers picosecond pulses 
at a repetition rate of 50 to 100 MHz. 

NIM Nuclear Instrumentation Module 
NIR Near Infrared. Wavelength range from about 750 nm to 3 µm. 
OPO Optical Parametric Oscillator. Uses nonlinear optical effects in a 

crystal to split the pump beam into two coherent output beams of 
tuneable wavelength. The sum of the reciprocal output wave-
lengths is equal to the reciprocal input wavelength. 

PCB Printed Circuit Board 
PCH Photon-Counting Histogram. Contains the distribution of the 

fluorescence intensity of a small number of molecules measured 
within consecutive time bins. The PCH is the basis of Fluores-
cence Intensity Distribution Analysis (FIDA). 

PIN Diode Diode consisting of a positively doped (P) layer, an undoped (I) 
layer, and a negatively doped (N) layer. Used for high-frequency 
switches and attenuators, and for high-speed photodiodes. 

PDT Photodynamic Therapy 
Pile-Up In time-correlated single photon counting: Loss of a additional 

photons detected after the first photon within one same signal pe-
riod. Pile-up causes distortion of the signal shape and loss in the 
number of detected events. In high-energy particle detection: De-
tection of several particles within the response of a scintillator, 
detector and subsequent amplifier. Pile-up causes distortion in the 
measured energy distribution and loss in the number of detected 
particles.  

PLL Phase-Locked Loop. Circuit consisting of a phase comparator, a 
loop filter, and a voltage-controlled oscillator. The phase com-
parator compares the phase of an input signal with the phase of 
the oscillator signal. The oscillator is controlled as to maintain 
zero phase between the oscillator and the input signal. 

PMT Photomultiplier tube. Vacuum tube consisting of a photocathode 
and a number of multiplication stages for the photoelectrons. 
PMTs reach gains of 106 to 108 and are able to detect single pho-
tons. 

QE Quantum Efficiency. The QE of a fluorophore is the ratio of the 
number of emitted and absorbed photons. The QE of a photocath-
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ode or a photodetector is the number of photoelectrons or the 
number of detected photons divided by the number of incident 
photons. 

RET Resonance Energy Transfer. See FRET. 
RG56, RG174 Standard types of coaxial cables with 50  characteristic imped-

ance.
RF Radio Frequency 
RMS Root mean square. Subsequent signal values are squared, the 

mean of the squares is calculated, and the square root of that mean 
is taken. Used to describe the uncertainty of a signal, the timing 
accuracy of a detector or of an electronic system, or the deviation 
of an optical surface from the ideal shape.  

Routing Principle used in multidimensional time-correlated single photon 
counting. Each photon is „routed“ into different memory blocks 
according to a control signal read synchronously with its detec-
tion. Routing is used to record photons detected by several detec-
tors, to multiplex the measurement at different excitation wave-
lengths or sample positions, or to classify the photons according 
to an externally measured parameter. 

Router Device to operate several detectors at one time-correlated single 
photon counting channel. The router exploits the fact that the de-
tection of several photon per signal period is unlikely. It combines 
the photon pulses of all detectors into a common timing pulse line 
and simultaneously generates a digital signal defining the detector 
that detected the current photon.  

Sequencer Programmable logic block in the recording electronics of multi-
dimensional time-correlated single photon counting. Used to re-
cord and accumulate sequences of recordings, or to acquire im-
ages in a scanning setup. 

SER Single-Electron Response. Output pulse delivered by a detector 
for a single photoelectron generated at its input. In most detectors 
the SER is identical with the pulse shape for a single detected 
photon. 

SHG Second-Harmonic Generation. Generation of light of half the 
wavelength of the incident laser light in a nonlinear crystal. 

SLIM Spectral Lifetime Imaging. Combination of lifetime imaging 
(FLIM) with simultaneous detection in several wavelength inter-
vals. 

SMA A coaxial connector system, used for high-bandwidth connec-
tions in electronics. 

SMB A coaxial connector system, used for medium-bandwidth connec-
tions in electronics 

SNR Signal-to-Noise Ratio 
SPAD Single photon Avalanche Photodiode. An avalanche photodiode 

(APD) is operated above the breakdown voltage. A detected pho-
ton causes an avalanche breakdown with an easily detected cur-
rent pulse. SPAD operation requires an APD with uniform break-
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down over the full area and precautions to quench a triggered ava-
lanche and thus avoid destruction of the diode. 

SPAPD Single photon Avalanche Photodiode, see SPAD. 
TAC Time-to-Amplitude Converter. Converts the time between a start 

and a stop pulse into a voltage. TACs can be built with a resolu-
tion down to a few picoseconds. 

TCSPC Time-Correlated Single photon Counting. The technique is based 
on the detection of single photons of the signal under investiga-
tion, measuring the detection times, and building up the distribu-
tion of the photon numbers versus the detection time. 

TDC Time-to-Digital Converter. A circuit that converts the time of an 
event, e.g. a detected photon, directly into its digital expression. 
TDCs are normally based on the pulse delay in a chain of succes-
sive logic gates. The term is not quite uniformly used. Sometimes 
modules based on analog time measurement principles with sub-
sequent analog-to-digital conversion are also called TDCs. 

THG Third-Harmonic Generation. Generation of light of one third the 
wavelength of the incident laser light in nonlinear crystals. 

Ti:Sapphire Laser based on a titanium-doped sapphire crystal. The typical 
power is a few watts, the wavelength tuneable from about 720 to 
960 nm. The pulse width is in the range of 100 fs to a few ps, the 
repetition rate between 78 and 92 MHz. 

TOF Time-of-Flight. The term is used in experiments of high-energy 
physics, mass spectroscopy, and diffuse optical tomography 
(DOT). The TOF-distribution in DOT is the distribution of the 
photons versus time after propagation through a turbid medium. 

 Fluorescence lifetime spectroscopy:  is used for the fluorescence 
lifetime or the lifetime components in multiexponential decay 
functions. n = natural lifetime in the (hypothetical) absence of all 
nonradiative decay processes, 0 = observed lifetime in the ab-
sence of external quenching processes, rot = rotational depolarisa-
tion time. 

 Fluorescence correlation spectroscopy:  is used for the time in 
the correlation function. 

TTS Transit-Time Spread. In a photon counting detector, the transit 
time for the individual photons varies. The TTS is the distribution 
of the observed times of the output pulses for infinitely short input 
light pulses. 

UV Ultraviolet region of the optical spectrum, 1 nm to 400 nm. 
YFP Yellow fluorescent protein. YFP is a derivative of the green fluo-

rescent protein, GFP. The fluorescent proteins come from a fluo-
rescent jellyfish. The DNA of cells and whole organisms can be 
manipulated to produce these proteins. 



1  Optical Signal Recording 

100 years ago Einstein published his work „Über einen die Erzeugung und Ver-
wandlung des Lichtes betreffenden heuristischen Gesichtspunkt“ („On a Heuristic 
Point of View about the Creation and Conversion of Light“) [157]. Since then it has 
become a commonly known fact that light can be emitted and absorbed only in 
discrete increments of energy. Emission and absorption phenomena can be ex-
plained only if light is considered as a stream of discrete particles, photons. Any 
optical detection technique is subject to the same fundamental rules. Measurement 
of light means absorption of photons in a detector. No matter how the detector 
works and what the output signal of the detector is, the measurement represents a 
discrete number of photons in a given time interval. For the majority of light signals 
the individual photons are independent. That means, no detector and no optical 
signal recording technique yields a standard deviation or a signal-to-noise ratio, 
SNR, better than 

NSNR  (1.1) 

for a number of photons, N, reaching the detector in a given time interval. For time-
resolved detection there is the obvious fact that, for a given light intensity, the num-
ber of photons is proportional to the detection time interval. Consequently, the sig-
nal-to-noise ratio decreases with decreasing time interval or increasing detection 
bandwidth.  

The effect is demonstrated in Fig. 1.1 for the output signal of a photomultiplier 
tube. The figure shows the output signal of an XP2020 photomultiplier tube at a 
light intensity corresponding to an average output current of –1 uA, –10 uA and  
–100 uA (left to right). The bandwidth is 1 MHz, 10 MHz, and 100 MHz (top to 
bottom). 

A decrease is clearly visible in signal-to-noise ratio with increasing bandwidth. 
Even more important, the output signal at high bandwidth is no longer a continuous 
signal. Instead, it is a random sequence of pulses corresponding to the individual 
photons detected. Even at 100 uA, the absolute maximum of the output current of 
the XP2020 photomultiplier tube, the signal is not really continuous. This situation 
is typical for optical detectors having a time resolution in the nanosecond and pico-
second range. At a gain high enough to distinguish single photons from the noise 
floor and an average output current within the maximum load of the detector, the 
output signal becomes a random sequence of pulses. 

There are a number of techniques to recover the shape of the measured signal 
from the detector output signal or to derive parameters of a system that is investi-
gated by a light signal. The efficiency of a signal recovering technique can be  
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defined as the ratio of the numbers of photons required to derive a signal parameter 
with a given accuracy by the considered technique and by a hypothetical, perfect 
technique. Different signal recording techniques can differ significantly in effi-
ciency. Moreover, the efficiency depends on the intensity of the signal, on the re-
quired time resolution, the available acquisition time, and other details of the ex-
periment. A technique that is efficient in one application may be inefficient in 
another. Therefore a wide variety of time-resolved detection techniques are used. 
The techniques can be classified into time-domain and frequency-domain tech-
niques, and into analog recording and photon counting techniques. 

   

Fig. 1.1 Output signal of a photomultiplier tube at different light intensity and signal band-
width. Left to right: Average output current –1 uA, –10 uA and –100 uA. Top to bottom: 
Bandwidth 1 MHz, 10 MHz, and 100 MHz. Time scale 1 µs / div., XP2020 PMT at –2,000 V 

Time-Domain Techniques versus Frequency-Domain Techniques 

Time-domain techniques record the intensity of the signal as a function of time, 
frequency-domain techniques record the phase and the amplitude of the signal as a 
function of frequency. Time domain and frequency domain are connected via the 
Fourier transform. Therefore, the time domain and the frequency domain are gener-
ally equivalent. However, this does not imply an equivalence between time-domain 
and frequency-domain recording techniques or the instruments used for each. An 
exhaustive comparison of the techniques is difficult and needs to include a number 
of different electronic design principles and applications.  
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In the following we assume that a sample is to be characterised by an optical 
probing technique. It is excited by a modulated or pulsed light source. The light 
emitted by the sample is recorded, and typical sample parameters are derived from 
the recorded signal. Typical time-domain and frequency-domain techniques are 
shown in Fig. 1.2. 

Time Domain Frequency Domain

Sample

Pulsed Excitation
Simultaneous Recording
into many time channels

Sample

Pulsed Excitation
Pulse-by-Pulse Gate

Scan

Sample

Pulsed Excitation
Simultaneous Recording
into a few time channels

A) Digitizers, Multichannel Scalers, TCSPC

C) Multi-Gate Photon Counting

E) Boxcar Integrators, Gated Image Intensifiers

Sample

Pulsed Excitation
Simultaneous recording
of phase and amplitude

B) Technique does not exist

into many frequency channels

Sample

Pulsed or Sinewave
Excitation

Recording of amplitude and

phase, sequentially for a few

frequencies

D) Optical Modulation Techniques 

Sample

Sinewave excitation
Frequency sweep

Amplitude and Phase

F) Electronic Network Analysers

Fig. 1.2 Time-domain (left) and frequency-domain techniques (right)

The most efficient way to record a signal in the time domain is to record its inten-
sity directly into a large number of time channels (A). For a sufficiently large num-
ber and sufficiently small width of the channels, the signal shape can be derived 
from the data with a signal-to-noise ratio close to the ideal value, SNR = N1/2. A 
number of recording techniques come close to the ideal, at least over a limited range 
of signal intensity and time-channel width. Typical representatives are the time-
correlated single photon counting technique, the multichannel scaler technique, 
and real-time digitising techniques. 

The equivalent in the frequency domain is to excite the sample by light pulses 
and to record the complete amplitude and phase spectrum at a large number of 
frequencies simultaneously (B). Surprisingly, a useful technique for performing 
this kind of measurement does not exist.  

Often it is possible to model the behaviour of the sample or of the general 
shape of the signal waveform or the signal spectrum. The number of time chan-
nels or the number of frequency channels into which the signal is recorded can 
then be reduced. For example, fluorescence decay functions are weighted sums of 
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exponentials, which can be derived from only a few data points. A typical time-
domain technique of this group is multigate photon counting (C). The detected 
photons are counted within a small number of subsequent time windows by sev-
eral parallel counters. The efficiency depends on the model of the sample and the 
number and the width of the time gates. If a simple model is applicable to the 
signal shape and the time gates are optimised for the expected sample parameters, 
the efficiency can be almost ideal.  

In the frequency domain, the sample is excited with modulated light (D). The 
amplitude and the phase are measured at a single frequency or at a small number 
of frequencies. Different modulation frequencies can be obtained by changing the 
excitation frequency or by using different harmonics of a pulsed excitation wave-
form. The efficiency of the modulation technique depends on a number of techni-
cal details, especially the depth of modulation of the excitation light and the way 
the detector signal is demodulated. Only for excitation with short pulses of high 
repetition rate and ideal demodulation a near-ideal efficiency is obtained. 

The signals can also be recorded sequentially (E and F). In the time domain, a 
narrow time gate is scanned over the signal waveform (E). Gate scanning is used 
in boxcar integrators, in gated photon counters, and in gated image intensifiers. Of 
course, gate scanning yields a poor efficiency, because it gates off the majority of 
the signal photons. 

In the frequency domain, the frequency of the excitation is scanned, and the phase 
and the amplitude are recorded as functions of the frequency (F). Frequency scanning 
is used in electronic network analysers. The principle can be used for optical meas-
urements if the light source can be modulated electronically in a wide frequency 
range. Differing from a gate scan in the time domain, the frequency scan technique 
theoretically yields a near-ideal efficiency. However, in practice perfect efficiency 
can be obtained only for excitation with short pulses, not for sinewave excitation. 

Analog Techniques versus Photon Counting Techniques 

There are two ways to interpret the detector signals shown in Fig. 1.1. The detec-
tor signal can be considered as a waveform superimposed over the shot noise of 
the photons, or as a random sequence of pulses originating from individual pho-
tons. The first leads to analog signal recording, the second to photon counting. 

An analog technique based on direct digitising is shown in Fig. 1.3, left. The 
detector signal is first digitised in short time intervals, and then accumulated over 
a number of signal periods. Obviously, interpreting the detector signal as an ana-
log waveform causes problems at low intensities. The signal-to-noise ratio is the 
square root of the number of photons, N, within the impulse response time of the 
detector. At low intensity the signal-to-noise ratio drops far below 1. Eventually, 
the detector signal becomes a sequence of a few, randomly spread pulses. The 
frequency of the pulses can even drop far below one photon per signal period, in 
which case baseline instability and electronic noise set a limit to the number of 
accumulations and consequently to the sensitivity of the measurement. Obviously 
analog recording is better suited to recording high-intensity signals.  

The brute-force solution of time-domain analog recording is to use a low signal 
repetition rate and a correspondingly higher laser peak power. The light intensity 
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within the pulses can then be increased without exceeding the maximum permissi-
ble average output current of the detector. However, pulsed operation at low duty 
cycle and high intensity results in saturation effects in the sample, linearity errors 
in the detector, and long-term degradation of detector performance. 

Analog Recording - Time Domain Photon Counting

Detector Signal

Digitizing

Accumulation

Discrimination

Accumulation

Detector Signal

Analog Recording - 

Detector Signal

Filtering

Phase-Sensitive Detection

Phase Amplitude

Time-Measurement

Frequency Domain

Fig. 1.3 Analog recording in the time domain (left), analog recording in the frequency 
domain (middle), and photon counting (right)

Analog recording in the frequency domain is shown in Fig. 1.3, middle. The de-
tector signal is fed through a filter centred at the modulation (or pulse repetition) 
frequency. The filter smoothes out the signal so that the random pulse sequence is 
converted into a more or less noisy sinewave signal. The phase and amplitude of 
this signal are measured by phase-sensitive detection. Baseline drift and low-
frequency noise are suppressed in the filter and do not cause many problems. 
However, if the photon rate is so low that filtering does not yield a continuous 
signal, reasonable phase information is no longer available. Therefore the effi-
ciency degrades at low photon rates. 

Photon counting is shown in Fig. 1.3, right. Each detector pulse represents the 
detection of an individual photon. The pulse density of the signal, rather than the 
signal amplitude, provides the measure of the light intensity at the input of the 
detector. The pulses are detected by a discriminator. The output pulses of the dis-
criminator must be counted into a large number of time channels according to the 
time in the signal period. This can be achieved by two different techniques. The 
multichannel-scaler technique switches through the channels of a high-speed 
memory and drops the discriminator pulses into the current memory channel. 
Time-correlated single photon counting (TCSPC) measures the times of the indi-
vidual pulses and puts them into a channel labelled with the corresponding time. 
The benefit of the TCSPC technique is that the time resolution of the recording is 
not limited by the speed of the memory. The principle of TCSPC is described in 
detail under Sect 2.4, page 20. 

Photon counting, especially TCSPC, differs significantly from any analog tech-
nique in a number of important features, which will be discussed below.  
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Time Resolution and Signal Bandwidth 

The signal bandwidth of an analog signal recording technique is limited by the 
bandwidth of the detector. In other words, the width of the instrument response 
function, or IRF, cannot be shorter than the width of the single electron response, 
or SER, of the detector. The SER is the pulse that the detector delivers for a single 
photoelectron, i.e. for a single detected photon. 

The time resolution of photon counting is not limited by the SER width. In-
stead, it depends on the accuracy at which the arrival time of the individual pulses 
can be determined. This accuracy is determined by the timing accuracy of the 
discriminator at the input of the counting electronics, and by the transit time fluc-
tuations in the detector. The timing error can be an order of magnitude better than 
the width of the SER. Therefore photon counting techniques yield a higher band-
width and a shorter IRF for a given detector than any analog recording technique. 

As an example, Fig. 1.4 shows the single-electron response measured with a 
high-speed oscilloscope and the transit-time distribution for a Hamamatsu 
R3809U MCP PMT measured by TCSPC. 

Fig. 1.4 Single photon response (left) and transit-time distribution (right) of a Hamamatsu 
R3809U MCP, from [211] 

Although the width of the SER is 300 ps, the IRF width of the TCSPC meas-
urement is only 25 ps. The corresponding bandwidth is more than 10 GHz.  

Please note: Bandwidth and IRF width should not be confused with the mini-
mum fluorescence lifetime detectable by a particular technique. The fluorescence 
lifetime is obtained by fitting a model, in the simplest case an exponential func-
tion, to the recorded data. Depending on the signal-to-noise ratio of the raw data, a 
lifetime considerably shorter than the IRF width can be measured. 

Gain Noise  

Due to the random nature of the amplification process in a photomultiplier tube or 
avalanche photodiode, the single-photon pulses have a considerable amplitude jitter 
(see Fig.  1.5). For analog processing, the amplitude jitter contributes to the noise 
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of the result. Photon counting techniques count all photons with the same weight. 
The signal-to-noise ratio is not influenced by the gain noise of the detector.  

An example is shown in Fig. 1.6. The same signal was recorded by an oscillo-
scope (left) and by photon counting (right). The counter binning time and the 
oscilloscope risetime were adjusted to approximately the same value so that the 
detection bandwidth was approximately the same. The lower SNR and the wider 
noise amplitude distribution in the oscilloscope trace is clearly visible.  

Fig. 1.6 Effect of amplitude jitter (gain noise) of the single-photon pulses of a PMT on the 
recording of an optical pulse recorded by an analog oscilloscope (left) and by photon count-
ing (right)

Gain Stability 

The gain of typical high-sensitivity detectors, e.g. photomultiplier tubes (PMTs) or 
avalanche photodiodes (APDs), depends strongly on the supply voltage. It also 
changes by degradation effects and ageing. For analog processing the magnitude 
of the recorded signal changes with the detector gain. Although the influence of 
the detector gain on the result provides a simple means of gain control, it is a per-
manent source of long-term instability. Photon counting directly delivers the num-
ber of photons per time interval. Within reasonable limits, the detector gain and its 
instability have only negligible influence on the result. 

Sample Rate 

The sample rate, i.e. the density of the signal points on the recorded curves, must 
by higher than twice the frequency of the fastest signal component present in the 

Fig. 1.5 Amplitude jitter of the single-photon pulses of a PMT 
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signal. This relationship is known as the „Nyquist condition“. Only if the Nyquist 
condition is fulfilled can the signal parameters be recovered without presumptions 
about the signal shape. Time-domain analog recording techniques for sample rates 
above a few GHz are inefficient, inaccurate, or extremely expensive. 

If photon counting is used, the detection time of the individual photons can be 
measured with a channel resolution of a few picoseconds, and can be used to build 
up the photon distribution versus time. Time-correlated single photon counting 
yields a time channel width of less that 1 ps, or an effective sample rate of more 
than 1 THz. 

Noise Rejection  

As shown in Fig. 1.1, the detector signal at low light intensity is a random se-
quence of single-photon pulses. The average distance between the pulses can be 
much longer than the pulse width. The signal can then only be recovered by ac-
cumulating a large number of signal periods. However, an analog technique also 
accumulates the electronic noise floor and the baseline drift in the long gaps be-
tween the photons. Therefore the signal-to-noise ratio of all analog techniques 
drops below the ideal value of N1/2 at low light intensity. 

Photon counting is insensitive to baseline drift and noise as long as the noise 
and amplitudes are small compared to the amplitude of the single-photon pulses. 
Therefore, the signal-to-noise ratio of photon counting techniques follows the N1/2

law down to the detector background count rate. 

Count Rate 

The benefit of the analog recording techniques is that they can be used up to ex-
tremely high photon rates. If the detector gain can be reduced so that the detector 
is not overloaded (i.e. does not start to respond nonlinearly and is not in danger of 
damage), the detectable photon rate is virtually unlimited. This is, of course, not 
so for photon counting techniques. Photon counting requires that the individual 
photons remain distinguishable in the detector signal. This requires high detector 
gain. Moreover, the average time intervals between the photon pulses must remain 
considerably larger than the SER pulse width. Fast multichannel scalers in con-
junction with fast detectors work at peak count rates of several hundreds of MHz. 
For continuous operation, the maximum permissible detector current limits the 
count rates to a few tens of MHz. 

Time-correlated single photon counting (TCSPC) measures the time of each in-
dividual photon. This is a relatively complicated operation, with a correspondingly 
long signal processing time or „dead time“. Moreover, load-induced changes of 
the detector response which remain unnoticed in other techniques show up in 
high-resolution TCSPC results. Both the dead time and the stability of the detector 
response set a limit to the count rate of TCSPC. Nevertheless, advanced TCSPC 
devices can be operated up to count rates of several million photons per second 
without noticeable loss in efficiency or accuracy.  
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Acquisition Time 

It is often believed that analog techniques, in particular frequency-domain tech-
niques, are faster than photon counting techniques in terms of acquisition time. 
Photon counting is usually considered to be a technique that delivers extremely high 
time resolution, but also requires extremely long acquisition times. Certainly, ana-
log techniques have a virtually unlimited photon detection rate and are therefore 
able to deliver short acquisition times at high intensities. On the other hand, early 
photon counters, in particular TCSPC systems, had a very limited photon count 
rate due to slow signal processing electronics. Moreover, they were hampered by 
the low pulse repetition rate and low intensity of light sources of that time. 

A closer look at the technical principles of TCSPC and their application to ex-
periments beyond the traditional fluorescence lifetime measurements reveals quite 
a different picture now. 

It has been mentioned above that the efficiency of TCSPC is near-ideal over a 
wide range of sample-response times and intensities. As will be shown, advanced 
TCSPC is also able to record in several detection channels simultaneously. If a 
signal has to be resolved not only in time but also in wavelength, spatial coordi-
nates, or polarisation, the multidetector capability yields an enormous increase in 
efficiency. As long as the detected photon rate does not exceed the counting capa-
bility of the TCSPC device, the acquisition time can be considerably shorter than 
for any analog recording technique. 

For example, optical detection techniques are increasingly used for experiments 
on biological samples. The limited photostability of these samples sets severe 
limitations to the excitation power. The photon rates obtained from most biologi-
cal samples are well within the counting capability of advanced TCSPC. Under 
these conditions TCSPC yields acquisition times shorter than any analog tech-
nique. 

Biological samples often show transient fluorescence effects. To investigate 
these effects, either the amplitude and phase or the waveform of the signal have to 
be acquired at intervals faster than the time scale of the changes. Frequency do-
main techniques are limited by the response time of the filters in the signal path, 
and by the sequential recording of the amplitude and phase at different frequen-
cies. Photon counting can perform a fast sequence of consecutive measurements, 
in acquisition time intervals of any length greater than the excitation period. It will 
be shown that TCSPC is even able to deliver information about the detection time, 
wavelength and polarisation of individual photons in the detected signal. The 
recording of individual photons entirely wipes out the border between the resolu-
tion within a particular recorded waveform and consecutive waveforms. It opens 
the way to a large number of experiments entirely beyond the reach of the cur-
rently known frequency-domain techniques. Spectroscopy of single molecules, 
either freely diffusing or fixed in a substrate, can be performed on the microsec-
ond and millisecond time scale. It is not even necessary that the excitation light be 
pulsed. Correlation between subsequent photons can be obtained by means of 
continuous excitation and can be used to reveal diffusion, rotation, and conforma-
tional dynamics of single molecules and dye-protein complexes on any time scale 
from picoseconds to milliseconds.  



2  Overview of Photon Counting Techniques 

2.1  Steady-State Photon Counting 

The simplest photon counter consists of a detector, followed by a discriminator 
and a counter (Fig.  2.1). The discriminator receives single-photon pulses from the 
detector. To obtain pulses of sufficient amplitude at the discriminator input a pre-
amplifier can, but need not, be used in front of the discriminator. 

Detector

Discrimi-
nator

Preamplifier

Counter

Threshold

Discriminator
threshold

Noise

Photon pulses

Photon
pulses

Fig. 2.1 Steady-state photon counter 

The single-photon pulses have a more or less random amplitude. There is a 
noise background consisting of low amplitude pulses from the detector, noise from 
the environment, and electronic noise from the amplifier. The discriminator there-
fore has an adjustable threshold, which is set to discriminate the single-photon 
pulses against the background noise. The discriminator threshold is set well above 
the noise level, but below the peak amplitude of the photon pulses delivered by the 
detector. When a single-photon pulse exceeds the selected threshold, the discrimi-
nator delivers a pulse of a defined duration and a defined logic level. The dis-
criminator output pulses are counted by the subsequent counter. The photons are 
acquired for a given time interval, after which the result is read from the counter. 

Although the simple circuit shown in Fig.  2.1 lacks any appreciable time reso-
lution, it has most of the positive features of photon counting: background sup-
pression, suppression of detector gain noise, and a sensitivity independent of de-
tector gain variations over a wide range. Photon counters of this type are often 



12      2 Overview of Photon Counting Techniques 

built as compact modules that include a detector, its power supply, a discrimina-
tor, a counter, and an RS 232 interface. 

2.2  Gated Photon Counting 

By adding a logic gate between the discriminator and the counter, single-photon 
pulses can be counted within narrow time intervals. The principle is shown in 
Fig. 2.2. 
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Fig. 2.2 Gated Photon Counting 

A discriminator separates the single-photon pulses from the background noise. 
The discriminator output pulses are sent through a logic gate, and only pulses 
within the gate pulse are counted. The gate pulses are triggered externally, e.g. by 
a photodiode receiving the pulses of the excitation laser. Often a gate pulse gen-
erator and a delay generator are used to control the gate pulse duration and delay. 
However, often the photons need to be counted only in a narrow, fixed time inter-
val within the signal pulse period. In these cases it is sufficient to derive a gate 
pulse from the laser pulse via a fast photodiode and a discriminator [5, 27]. 

In practice the gate is often combined with the first counter stage. The principle 
is shown in Fig. 2.3. Although this figure is somewhat technical, it is essential to 
fully understand gated photon counting.  
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The first counter stage is an edge-triggered JK flip-flop. A JK flip-flop changes 
its state when a positive clock edge arrives and both J and K are in the „1“ state. 
Consequently, the counter counts only detector pulses whose leading edges are 
within the gate pulse. This shows a remarkable feature of gated photon counting: 
The time resolution can be better than the width of the single-photon response of 
the detector. This feature is inherent to all photon counting techniques and is 
found in extreme form in time-correlated single photon counting; see Sect. 2.4, 
page 20. Some typical timing situations are shown in Fig. 2.3, right. 

With fast ECL (emitter coupled logic) circuits, a gate width down to 500 ps can 
be achieved. Gated photon counting is therefore very useful for recording the 
intensity of a high-repetition rate pulsed signal in a fixed time window. Several 
options are shown in Fig. 2.4. The gate function can be used to suppress back-
ground pulses from the detector in the time intervals where no signal is present, or 
to discriminate between fast and slow effects, e.g. between Raman scattering and 
fluorescence or between fluorescence and phosphorescence. 
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Gate PulseGate
pulse

Signal

Gate
pulse

Background

Fig. 2.4 Using the gate function to suppress background counts between the signal pulses 
(left), to reduce the fluorescence signal in Raman measurements (middle), and to suppress 
the Raman signal in fluorescence measurements (right)

The maximum count rate of a gated photon counting system can be very high. 
The discriminators, the gating circuitry, and the counter can be made as fast as 
1 GHz. In practice the count rate is limited by the detector. With fast PMTs, a 
peak count rate of several hundred MHz can be achieved. Of course, rates this 
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high can be obtained from a PMT only for a few hundred ns within a low-duty-
cycle signal. 

Sometimes gated photon counting is used to record not only the intensity but 
also the waveform of repetitive light signals. A large number of measurement 
cycles is run, and the waveform of the input signal is sampled by scanning the 
delay of the gate pulse (Fig. 2.5). 

The gate scan technique is the photon-counting equivalent to the „Boxcar“ 
technique used to record analog signals. Compared to the Boxcar technique, gated 
photon counting (in principle) yields a better time resolution, a better baseline 
stability, and a better signal-to-noise ratio. However, since scanning a narrow gate 
over the signal rejects the majority of the detected photons, the gate scan tech-
nique has a very poor efficiency compared with multiscaler techniques and time-
correlated single photon counting.  
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photons
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Fig. 2.5 Recording the waveform of a repetitive light signal by scanning the gate 

A counting efficiency close to one for fluorescence lifetime measurements can 
theoretically be achieved by a multiple gate architecture; see Fig. 2.6. This tech-
nique counts the photon pulses of a high-speed detector directly, using several 
parallel gated counters. The gates are controlled via separate gate delays and by 
separate gate pulse generators. If the measured decay curve is completely covered 
by consecutive gate intervals, all detected photons are counted. The counting effi-
ciency thus approaches one. The counters can be made very fast and, in principle, 
the count rates are only limited by the detector. With the commonly used PMTs, 
peak count rates around 100 MHz and average count rates of several tens of MHz 
can be achieved. 

The multigate technique has become one of the standard techniques of fluores-
cence lifetime imaging (FLIM) in laser scanning microscopes [145, 185, 186, 439, 
519]. The practical implementation of the technique is described in [78, 486]. 
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However, the multigate technique is limited by the relatively long gate duration 
(in practice > 500 ps) and the limited number of gate and counter channels (2 to 
8). From the point of view of signal theory, the signal waveform is heavily under-
sampled. Undersampled signals cannot be reconstructed from the sample values 
without presumptions about the signal shape. Fortunately, fluorescence decay 
curves are either single exponentials or a weighted sum of a few exponentials. 
Ideally, the lifetime of a single exponential decay can be calculated from the pho-
tons collected in only two time windows; see Fig. 2.7. The optimum gate width 
has been determined to be T = 2.5 f [78, 187, 486]. The lifetime components of 
multiexponential decay functions can be determined if the number of gates is 
increased. 
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Fig. 2.7 Left: Calculation of fluorescence lifetime from intensities in two time intervals, 
ideal IRF. Right: Calculation of fluorescence lifetime from intensities in two time intervals, 
real IRF 
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However, in practice the photon distribution is the convolution of the fluores-
cence decay function with the instrument response function (IRF). The IRF is the 
convolution of the excitation pulse shape, the transit-time-spread (TTS) of the 
detector, the pulse dispersion in the optical system, and the on-off transition time 
of the gating pulse. Thus the resulting detector signal cannot be considered a sum 
of exponentials (Fig. 2.7, right). The problem can be solved by placing the time 
gates in a later part of the signal. After the IRF has dropped to zero the signal 
becomes exponential and the normal data analysis can be applied. However, dis-
carding the photons in the first, most intense part of the signal causes the effi-
ciency to drop rapidly for lifetimes below 500 ps [187]. Although lifetimes down 
to 70 ps have been measured, it appears unlikely that double exponential decay 
functions with a fast component of 100 to 300 ps can reliably be resolved. 

Multigate photon counting was developed primarily to overcome the count rate 
limitations of early TCSPC devices, i.e. to obtain fluorescence lifetime data within 
short acquisition times. Acquisition times for multigate FLIM of biological sam-
ples stained with highly fluorescent dyes are in the range 10 to 100 seconds [486]. 
Unless the samples are extremely bright, the acquisition time for comparable life-
time accuracy and pixel numbers can be expected in the same range as for multi-
dimensional TCSPC. 

Like all photon counting techniques, gated photon counting uses a fast, high-
gain detector, which is usually a PMT or a single-photon avalanche photodiode. 
Due to the moderate time resolution of the gating technique, there are no special 
requirements to the transit time spread of the detector. However, the transit time 
distribution should be free of bumps, prepulses or afterpulses, and should remain 
stable up to a count rate of several tens of MHz. 

2.3  Multichannel Scalers 

Multichannel Scalers („Multiscalers“) are the photon-counting equivalent of a 
digital oscilloscope or a transient recorder. They record the input pulses directly 
into a large number of consecutive channels of a fast memory. The technical prin-
ciples behind multiscalers are described below.  

Fast Multiscaler Techniques with Direct Accumulation 

The original idea behind the multiscaler technique is to switch through subsequent 
memory locations of a high speed memory and to drop the detected photons into 
the current memory location. The start of the „sweeps“ through the memory is 
synchronised with the period of the optical signal. The general principle is shown 
in Fig. 2.8. 
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The benefit of the multiscaler principle is that it directly delivers the waveform 
of the signal, and records a large number of photons in a single sweep. A multisca-
ler records the waveform of a signal with a time resolution given by the address 
switching rate. The number of time bins can be very high so that an extremely 
wide time scale can be covered in a single measurement. Because the address 
switching rate is controlled by a quartz oscillator, the time scale is accurate within 
a few ppm. 

However, the direct implementation of the principle shown in Fig. 2.8 delivers 
a relatively poor time resolution and count rate. The limitation is the speed of the 
memory. For a single sweep at least one write cycle must be possible per address, 
and for accumulation of subsequent sweeps one read-modify-write cycle per ad-
dress is required. Therefore, the time channel width is 10 ns and the count rate 
about 100 MHz, at best. A higher time-resolution can be obtained by the principle 
shown in Fig. 2.9 [26, 236, 270]. 
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The device contains a fast shift register with n bits, a memory with a data bus 
wide enough to access a number n of subsequent time bins in parallel, and a struc-
ture of n parallel adders. The pulses delivered by the input discriminator are fed 
into the shift register at a clock period of the desired bin time, Tbin. After n shift 
operations, a photon detected in the first clock period arrives in the last bit of the 
shift register. In this moment the shift register bits are transferred into the parallel 
processing unit. The processing unit performs a parallel read of n consecutive time 
bins from the memory, adds a „1“ in the bins where the shift register contained a 
photon, and writes the result back into the memory. For each of the n time bins m 
data bits are provided in the memory, corresponding to a maximum number of 
photons of 2m 1. During the memory read-add-write cycle the shift register ac-
quires the photons of the next n time bins. The information of these time bins is 
treated in the same way, but with a memory address incremented by n time bins. 

The benefit of the shift-register technique is that the only parts that have to 
work at a clock period of Tbin are the discriminator, the shift register, and the input 
register of the parallel processing unit. The speed requirements of the adders and 
the memory are reduced by a factor of n. Therefore, multiscalers of the principle 
shown in Fig. 2.9 achieve a resolution down to about 1 ns per time bin. Due to the 
direct accumulation of the photons in the memory, dead time between successive 
sweeps can be almost entirely avoided. Moreover, there is virtually no dead time 
between successive time bins. Therefore these multiscalers achieve a near-ideal 
counting efficiency. The maximum count rate is normally 1/Tbin , i.e. one photon 
can be recorded per time bin and sweep.  

The time resolution of the shift-register principle can be further increased at the 
expense of a reduced sweep rate. In this case, the contents of the shift register is 
not added to the previous memory contents, but simply written into the memory. 
To accumulate several signal periods the memory must be read and cleared after 
each period. This decreases the maximum sweep rate considerably. 

Direct accumulation of high count rate signals at moderate time resolution can 
by accomplished by a prescaler. The principle is shown in Fig. 2.10. 
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For the selected bin time, the detected events are counted in the prescaler. Be-
fore the transition to the next time bin the prescaler result is transferred into the 
processing unit. The unit reads the memory of the current address, adds the pre-
scaler result to the read value, and writes the result back into the memory [27]. 

The prescaler is made fast enough to count pulses at the fastest possible rate of 
the discriminator, and deep enough to count photons at this rate for the bin time 
Tbin. Multiscalers of the prescaler type are able to count photons at GHz rate into 
time bins down to about 100 ns. 

When a multiscaler is used for optical spectroscopy, its internal clock oscillator 
usually cannot be synchronised with the pulse period of the signal. This results in 
a trigger uncertainty of one clock period. The resulting time resolution for the 
fastest devices is currently is in the range of 1 to 1.5 ns. This is not sufficient for 
fluorescence lifetime measurements of most organic dyes. The multiscaler tech-
nique is, however, an excellent solution for phosphorescence and delayed fluores-
cence of organic dyes, chlorophyll and singlet oxygen [128], luminescence decay 
measurements of organic rare-earth compounds and luminescence decay meas-
urements of inorganic fluorophores. Other applications are LIDAR experiments, 
time-of-flight mass spectrometers [236], and time-domain reflectometry of long 
optical fibres. Multiscaler recordings of the luminescence of optical filter glasses 
are shown in Fig. 7.13 and Fig. 7.14, page 275. 

Event Recording 

A different approach is „event“, „time stamp“, or „time tag“ recording. The tech-
nique writes the time of the individual detection events into memory. The general 
principle is shown in Fig. 2.11. A fast counter counts the clock periods from the 
moment when a pulse arrives at the trigger input. When a photon is detected the 
state of the counter is read and written into the next location of the memory. The 
memory is usually configured as FIFO (first in first out), i.e. the bytes at the out-
put are read in the same order as they were written into the input.  
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Because there is no scaler for the photons (or other trigger events), devices 
based on event recording are actually not multichannel scalers in the original 
sense. However, waveform recording is possible by analysing the stream of event 
times. The result is then the same as for a multiscaler that accumulates the data 
directly. 

The time resolution of time-tag recording is limited by the resolution of the 
counter that delivers the event times. Extremely high time resolution can be ob-
tained from a TDC (time-to-digital converter) chip. These chips are combinations 
of a counter and an interpolation circuit based on gate delays (see Sect. 4.2.2, page 
55). A „multiscaler“ based on a TDC actually comes close to a TDC-based 
TCSPC device working in the time-tag mode.  

The count rate of the event recording principle depends on the memory read 
and write rates. The peak count rate is limited by the write rate, the average count 
rate limited by the rate the FIFO can be read at the output. Currently, the count 
rates for devices based on event recording techniques are substantially lower than 
for the multiscalers employing direct accumulation techniques.  

The event or time tag mode is an excellent choice for applications where the 
signals consist of single events or short bursts of events appearing in long, often 
random, time intervals. Typical applications are lifetime measurement of excited 
nuclear states, time-of-flight spectroscopy of high energy particles, and LIDAR. 
The most common application in optical spectroscopy is fluorescence correlation 
spectroscopy (FCS). FCS detects the fluorescence of a small number of molecules 
in a femtoliter volume. Diffusion, Brownian motion, conformational changes, and 
intersystem crossing cause random intensity fluctuations. The detection times of 
the photons are used to build up the autocorrelation function of the intensity, or 
cross-correlation functions between the intensity detected in different wavelength 
intervals or under different polarisation. Details are described under Sect. 5.10, 
page 176. 

2.4  Time-Correlated Single Photon Counting (TCSPC) 

2.4.1  General Principle 

The TCSPC technique makes use of the fact that for low-level, high-repetition-rate 
signals, the light intensity is so low that the probability of detecting one photon in 
one signal period is far less than one. Therefore, it is not necessary to provide for 
the possibility of detecting several photons in one signal period. It is sufficient to 
record the photons, measure their time in the signal period, and build up a histo-
gram of the photon times [112, 267, 268, 317, 318, 321, 348, 371, 389, 449, 549]. 
The principle shown in Fig. 2.12. 
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The detector signal is a train of randomly distributed pulses corresponding to 
the detection of the individual photons. There are many signal periods without 
photons; other signal periods contain one photon pulse. Periods with more than 
one photon are very rare. When a photon is detected, the time of the corresponding 
detector pulse in the signal period is measured. The events are collected in a mem-
ory by adding a „1“ in a memory location with an address proportional to the 
detection time. After many photons, the distribution of the detection times, i.e. the 
waveform of the optical pulse, builds up in the memory. 

Although this principle looks complicated at first glance, TCSPC records light 
signals with an amazingly high time resolution and a near-ideal efficiency. 

The time of the individual single-photon pulses can be measured with high pre-
cision. The bandwidth of a photon counting experiment is therefore limited only 
by the transit time spread (TTS) of the pulses in the detector, and not by the width 
of the single-photon pulses (the single electron response, SER). The TTS is usu-
ally an order of magnitude narrower than the shape of the SER. For a particular 
detector, TCSPC therefore obtains a significantly higher time-resolution than any 
analog recording technique. 

The effective resolution of a TCSPC experiment is characterised by its instru-
ment response function (IRF). The IRF contains the pulse shape of the light source 
used, the temporal dispersion in the optical system, the transit time spread in the 
detector, and the timing jitter in the recording electronics. With ultrashort laser 
pulses, the IRF width at half-maximum for TCSPC is typically 25 to 60 ps for 
microchannel-plate (MCP) PMTs [4, 211, 547], and 150 to 250 ps for conven-
tional short-time PMTs. The IRF width of inexpensive standard PMTs is normally 
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between 300 ps to 1 ns, but has been tweaked down to less than 120 ps [81, 268, 
349]. Standard avalanche photodiodes operating above the breakdown voltage and 
commercially available single-photon APD modules deliver IRF widths in the 
range of 40 to 400 ps [114, 245, 302, 332, 408, 459]. Special APDs have achieved 
IRF widths down to 20 ps [115]. An overview of the TCSPC performance of vari-
ous detectors is given in [243] and in Sect. 6.4, page 242. 

The width of the time channels of the recorded photon distribution can be made 
as small as 1 ps. The small time-bin width in conjunction with the high number of 
time channels available makes it possible to sample the signal shape adequately 
according to the Nyquist theorem. Therefore standard deconvolution techniques 
[389] can be used to determine fluorescence lifetimes much shorter than the IRF 
width and to resolve the components of multiexponential decay functions.  

It should be pointed out that the TCSPC technique does not use any time-
gating. Therefore all detected photons contribute to the result of the measurement. 
The counting efficiency, i.e. the ratio of the numbers of recorded and detected 
photons, is close to one. In conjunction with the large number of time channels, 
TCSPC can achieve a near-ideal „Figure of Merit“, i.e. an uncertainty of fluores-
cence lifetime measurements close to the statistical limit [19, 274]. 

Depending on the desired accuracy, the light intensity must be no higher than 
that necessary to detect 0.1 to 0.01 photons per signal period [389]. If the count 
rate is higher, „pile-up“ occurs, i.e. there is a substantial signal distortion due to 
the detection of several photons per signal period. Pile-up was a severe limitation 
in early TCSPC systems, in which the fastest light sources were nanosecond flash 
lamps with a repetition rate in the 10 kHz range [317, 318, 321, 449, 549]. In 
those systems, various pile-up rejection circuits were proposed to suppress the 
recording of multiphoton events [449, 541]. However, the amplitude jitter of sin-
gle-photon pulses made it difficult if not impossible to distinguish whether one or 
two photons were being detected within the width of the SER of the detector. The 
count rates in early TCSPC systems working with ns flashlamps was therefore of 
the order of a few hundred or thousand photons per second, with correspondingly 
long acquisition times. Precise measurements had to be run for several hours to 
collect enough photons. This has led to TCSPC’s reputation for extremely slow 
acquisition times, a reputation that has outlasted the reality.  

With the availability of high repetition rate light sources, e.g. mode-locked argon 
or Nd:YAG lasers, synchronously pumped dye lasers, or titanium sapphire lasers, 
pile-up effects are no longer a severe limitation of TCSPC. Moreover, the maximum 
count rate of the recording electronics has been increased by two orders of magni-
tude in the last decade [34]. State-of-the-art TCSPC devices now work at count rates 
of several million photons per second. Acquisition times achieved with these in-
struments can be in the millisecond range and below. Furthermore, multidimen-
sional TCSPC techniques have been developed that simultaneously record the pho-
ton density over several additional parameters, such as wavelength or coordinates of 
an image area. Fast TCSPC data sequences can be recorded to investigate dynamic 
effects. A variation of the TCSPC technique can use time-tag recording to obtain 
fluorescence lifetime and fluorescence correlation data simultaneously. Finally, the 
small size of modern TCSPC devices makes it possible to use several TCSPC chan-
nels in parallel, resulting in unprecedented count rate and data throughput. 
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2.4.2  The Classic TCSPC Setup 

The classic implementation of time-correlated single photon counting is shown in 
Fig. 2.13. 
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Fig. 2.13 Classic TCSPC setup. Control and data readout circuitry not shown 

The detector, usually a PMT, delivers pulses for individual photons of the re-
petitive light signal. Due to the random amplification mechanism in the detector, 
these pulses have a considerable amplitude jitter, which imposes stringent re-
quirements on the input discriminator. If a simple discriminator were used, it 
would trigger when the leading edge of the input pulse reached a defined thresh-
old. Even if the discriminator were infinitely fast, the amplitude jitter would in-
duce a timing jitter of the order of the pulse rise time. Therefore a „Constant Frac-
tion Discriminator“, CFD, is used to trigger based on the PMT pulses. The CFD 
triggers at a constant fraction of the pulse amplitude, thus avoiding pulse-height 
induced timing jitter. Practical implementations of CFDs trigger at the baseline 
transition of a reshaped pulse, which is equivalent to constant fraction triggering 
[181, 317, 467]. The details of this method are described in Sect. 4 page 47. 

In addition, a second CFD is used to obtain a timing reference pulse from the 
light source. The reference signal is usually generated by a photodiode, or, in case 
of ns flashlamps, by a PMT operated at medium gain. Thus the reference signal may 
have some amplitude fluctuation or amplitude drift. The use of a CFD in the refer-
ence channel prevents these fluctuations from causing timing jitter or timing drift. 

The output pulses of the CFDs are used as start and stop pulses of a time-to-
amplitude converter, TAC. The TAC generates an output signal proportional to 
the time between the start and the stop pulse. Conventional TACs use a switched 
current source charging a capacitor. The start pulse switches the current on, the 
stop pulse off. If the current in the start-stop interval is constant, the final voltage 
at the capacitor represents the time between start and stop. This principle works 
with remarkable accuracy, and time differences of a few ps can be clearly re-
solved. 
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The TAC output voltage is sent through a „Biased Amplifier“, AMP. The am-
plifier has a variable gain and a variable offset. It is used to select a smaller time 
window within the full-scale conversion range of the TAC. 

The amplified TAC signal is fed to the Analog-to Digital Converter, ADC. The 
output of the ADC is the digital equivalent of the photon detection time. The ADC 
must work with an extremely high precision. Not only must it resolve the amplified 
TAC signal into thousands of time channels, but the time channels must also have the 
same width. Any nonuniformity of the channel width results in a systematic variation 
of the numbers of photons in the channels, creating noise or curve distortion. 

The ADC output is used as an address word for the measurement data memory. 
When a photon is detected, the ADC output word addresses a memory location 
corresponding to the time of the photon. By incrementing the data contents of the 
addressed location the photon distribution over time is built up. 

The setup shown in Fig. 2.13 is often complemented by passive delay lines in 
the detector and reference channels, by rate meters that display the start and stop 
rates, and by a suitable computer interface for data readout. 

2.4.3  Reversed Start-Stop 

The principle described above measures the time from the reference pulse, which 
is usually a pulse from an excitation light source, to the detection of a photon. Of 
course, there are many pulse periods in which no photon is detected. In these peri-
ods the TAC is started but not stopped. Consequently, there must be a circuit in 
the TAC that detects the out-of-range condition, and resets the TAC for the next 
signal period. The frequent start-only events and subsequent resets are no problem 
at low pulse repetition rates. 

However, for light sources of 50 to 100 MHz repetition rate, like titanium-
sapphire lasers or pulsed diode lasers, the principle described above is not applicable. 
The TAC must be reset each 10 or 20 ns, while measuring some rare detection events 
between the reset pulses. Therefore, high-repetition rate systems work in the „re-
versed start-stop“ configuration [267, 540]. The principle is shown in Fig. 2.14. 
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In the reversed start-stop configuration, the TAC is started when a photon is de-
tected and stopped with the next reference pulse from the light source. Conse-
quently, the TAC has to work only at the rate of the photon detection events, not at 
the much higher rate of the excitation pulses. In the reversed start-stop mode the 
TAC output voltage decreases for increasing arrival times of the photons. The 
reversal of the time axis can be compensated for electronically by inverting the 
signal in the biased amplifier, by inverting the ADC bits, or simply by reversed 
readout of the data memory. 

The setup shown in Fig. 2.14 is based on the presumption that the period of the 
excitation pulses is constant and free of jitter down to the order of 1 ps. This is 
certainly correct for a titanium-sapphire laser or other mode-locked laser systems 
using low-loss cavities. For pulsed diode lasers the pulse period jitter can be con-
siderably higher. These lasers are controlled by quartz oscillators which can have 
a pulse period jitter of the order of some 10 ps. The reversed start-stop configura-
tion can easily be made insensitive to pulse period jitter by introducing a passive 
delay line in the reference channel. The effect of the delay is shown in Fig. 2.15. 
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Fig. 2.15 Reversed start-stop. Left undelayed reference signal, right delayed reference 
signal. The laser pulse which released the photon is marked black. With an appropriate 
delay in the reference channel the time of the photon is measured against the correct laser 
pulse

With the correct delay in the reference channel the time is measured against the 
laser pulse which released the detected photon. The influence of possible pulse 
period jitter is thus eliminated. 

With a stop rate of 50 to 100 MHz, the classic pile-up effect (see Sect. 7.9.1, 
page 332) is no longer a problem. Theoretically a detector count rate of several 
MHz can be processed without significant pile-up errors. However, for count rates 
in excess of some 100 kHz the signal processing speed of the nuclear instrumenta-
tion modules used in classic TCSPC setups became the limiting factor [383]. Mak-
ing the TAC and the digital signal processing faster than the typical NIM-TACs 
was certainly feasible. However, an ADC of adequate resolution and channel 
uniformity could not be made faster than a conversion rate of a few hundred kHz. 
Moreover, signal connections between different NIM modules could become a 
problem at higher speed. Although there were some attempts to introduce a faster 
conversion technique [313] into NIM-based TCSPC, the breakthrough came with 
advanced TCSPC devices integrating all the required building blocks on a single 
printed circuit board.  



3  Multidimensional TCSPC Techniques 

The NIM technique used for classic TCSPC setups was restricted to the recording 
of a more or less invariable shape of an optical signal with high time resolution, 
high precision, and high sensitivity. Dynamic effects in the signal shape could be 
detected only at time scales of seconds or longer. Furthermore, the classic TCSPC 
technique was intrinsically one-dimensional, i.e. it only recorded the photon den-
sity versus the time in the pulse period. The count rate was limited by the TAC 
and ADC speed, and by the bandwidth of the intermodule signal connections. 

A new generation of TCSPC devices abandoned the NIM technique entirely and 
integrated all building blocks an a single printed circuit board (PCB). The enormous 
size reduction became possible by using surface mount PCB technology, hybrid 
circuits, and field programmable gate arrays (FPGAs). The single-board design 
relaxed the interconnection problems between the individual building blocks so 
that the speed of new analog and logic ICs could be fully exploited. The electronic 
system was optimised as a whole, resulting in time-shared operation of TAC, 
ADC and memory access. Together with new time-to-digital conversion principles 
the count rate of TCSPC was increased by two orders of magnitude. 

Compared with the very limited capacity of the more or less discrete control 
electronics of classic TCSPC systems, the use of FPGAs led to a breakthrough in 
functionality. Advanced TCSPC devices use a multidimensional histogramming 
process. They record the photon density not only as a function of the time in the 
signal period, but also of other parameters, such as wavelength, spatial coordi-
nates, location within a scanning area, the time from the start of the experiment, or 
other externally measured variables. It is actually the multidimensionality and 
flexibility in the data acquisition process that makes new TCSPC techniques really 
„advanced“. 

The general architecture of a TCSPC device with multidimensional data acqui-
sition is shown in Fig. 3.1. 

In addition to the time-measurement block of the classic TCSPC technique, 
multidimensional TCSPC contains a channel register and a sequencer logic. The 
memory is much larger than for classic TCSPC. When a photon is recorded its 
destination in the device memory is controlled by the time-measurement block, by 
the bits in the channel register, and by the bits generated in the sequencer logic. 
Consequently, the device builds up a multidimensional photon distribution versus 
the time of the photons in the signal period, versus the data word at the „channel“ 
input, and versus one or several additional data words generated by the sequencer. 
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The additional address bits provided by the channel register and the sequencer 
are often termed „routing bits“, and the technique is termed „routing“. Depending 
on the information fed into the „channel“ input, a number of novel signal acquisi-
tion principles are available: 

Multidetector operation: Several detectors are used. A „router“ generates a 
„channel“ information that indicates which of the detectors detected the current 
photon. With an array of detectors, a multianode PMT, or another position-
sensitive PMT spatial resolution or spectral resolution can be obtained.  
Multiplexed detection: Several lasers of different wavelength, different excita-
tion positions, different samples or sample positions are multiplexed. The 
„channel“ signal indicates the number of the particular laser, the sample or the 
position in the sample in the moment when the photon was detected. 
Multiparameter detection: The „channel“ information comes from one or sev-
eral external ADCs. The ADCs deliver data words for externally measured 
sample parameters, such as temperature, or electrical or magnetic field strength. 
One or several recording dimensions are added by the sequencer, for example: 
Sequential recording: Controlled by an internal clock oscillator, the sequencer 
counts through a range of subsequent address words. The result is a sequence of 
waveform measurements. The individual measurements can be multidimen-
sional themselves, due to the capabilities of the „channel“ control. The se-
quence can be recorded at almost any rate. It can be triggered by an „experi-
ment trigger“, and a specified number of triggered sequences can be 
accumulated. 
Scanning: The sequencer synchronises the recording with the action of an ex-
ternal scanner. The sequencer delivers two additional dimensions, X and Y. 
Synchronisation with the scanner is obtained by sending to or receiving clock 
pulses from the scanner. The result is a spatial array of data sets, each of which 
can be multidimensional, due to the capabilities of the „channel“ control. 

The most frequently used multidimensional recording modes and their combi-
nations are described in the next paragraphs. 
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A variation of the TCSPC technique does not build up photon distributions but 
stores information about each individual photon. This is called „time tag“, „time 
stamp“, „list“, or „FIFO“ mode. The memory is configured as a FIFO buffer. For 
each photon, this method stores the time in the signal period („micro time“), the 
time from the start of the experiment („macro time“), and the data word at the 
channel input. During the measurement, the FIFO is continuously read, and the 
photon data are transferred into the main memory or to the hard disc of a com-
puter. Advanced TCSPC devices often can be configured either to build up a mul-
tidimensional photon distribution or to store the individual photons. The FIFO 
mode is described in Sect. 3.6, page 43. 

3.1  Multidetector TCSPC 

For reasonable operation of a TCSPC device the average number of photons de-
tected per signal period must be less than one, see Fig. 2.12, page 21. Often a limit 
of 0.01 photons per signal period is given [389], but a detection rate up to 0.1 per 
signal period can usually be tolerated, see Fig. 7.78, page 336. In any case, the 
detection of several photons per period remains an unlikely event. 

Now consider an array of detectors over which the same photons flux is spread. 
Because it is unlikely that the complete array detects several photons per period it 
is also unlikely that several detectors of the array will detect a photon in one signal 
period. This is the basic idea behind multidetector TCSPC. Although several de-
tectors are active simultaneously they are unlikely to deliver a photon pulse in the 
same signal period. The times of the photons detected in all detectors can there-
fore be measured in a single TAC. 

Technically, the photons of all detectors are combined into a common timing 
pulse line. Simultaneously, a detector number signal is generated that indicates in 
which of the detectors a particular photon was detected. The photon pulses are 
sent through the normal time measurement procedure of the TCSPC device. The 
detector numbers are used as a channel (or routing) signal for multidimensional 
TCSPC, routing the photons from the individual detectors into different waveform 
memory sections. The principle is illustrated in Fig. 3.2. 

Routing was already used in classic NIM-based TCSPC setups [56, 57, 58, 59]. 
Each of the detectors had its own CFD. The CFD output pulses were combined 
into one common TAC stop signal, and controlled the destination memory block 
in the MCA. The technique was used to detect the fluorescence simultaneously 
with the IRF, to detect in two wavelength intervals, and to detect the fluorescence 
simultaneously under 0° and 90° polarisation. However, because separate CFDs 
were used for the detectors, the number of detector channels was limited. 

The modern implementation uses a single CFD for all detector channels. A 
router combines the single-photon pulses into one common timing pulse line, and 
generates a channel signal that indicates at which of the detectors the current pho-
ton arrived [30, 34]. A block diagram of a router is shown in Fig. 3.3.  
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The routing module consists of a number of amplifiers, A1 through An, con-
nected to discriminators, D1 through Dn, a digital encoder circuit, and a summing 
amplifier, As. The amplifiers, A1 through An, amplify the single-photon pulses of 
the detectors, typically to several hundred mV. When a detector detects a photon, 
the corresponding discriminator responds and the subsequent encoder generates a 
channel byte that indicates which detector detected the photon. Simultaneously, 
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the photon pulse propagates through the summing amplifier, As, and appears at the 
photon pulse output of the routing module.  

For flawless operation at count rates in the MHz range, it is essential that the 
amplifiers, A1 through An, and the discriminators, D1 through Dn, be fast enough 
to reliably distinguish subsequent photons detected in the same detector. Because 
the photons appear randomly this requires a response time of less than 20 ns. 
Moreover, detection of several photons in different detectors within the response 
time is unlikely, but not impossible. The encoder is, of course, unable to deliver a 
valid routing information for such events. It does, however, easily detect them. It 
delivers then a „disable count“ signal, which suppresses the recording of the event 
in the TCSPC module. 

Figure 3.4 shows how the router works in concert with the TCSPC module. The 
CFD of the TCSPC module receives the single-photon pulse from the router, i.e. 
the amplified pulse of the detector that detected the photon. When the CFD detects 
this pulse, it starts a normal time measurement sequence for the detected photon. 
Furthermore, the output pulse of the CFD loads the „channel“ information from 
the router into the channel register. The latched channel information is used as a 
dimension in the multidimensional recording process. In other words, it controls 
the memory block in which the photon is stored. Thus, in the TCSPC memory 
separate photon distributions for the individual detectors build up. In the simplest 
case, these photon distributions are single waveforms. However, if the sequencer 
is used, the photon distributions of the individual detectors can be multidimen-
sional themselves. 
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The „disable count“ signal is activated if several photons are detected in differ-
ent detectors within the response time of the router. It suppresses the storing of a 
detected photon in the memory of the TCSPC module. Thus the multidetector 
technique elegantly uses the „disable count“ signal to reduce pile-up effects at low 
pulse repetition rates. If several photons appear within the same signal period, they 
are more likely to be detected in different detectors than in the same one. There-
fore, the multidetector technique is able to detect a large fraction of the mul-



32      3 Multidimensional TCSPC Techniques 

tiphoton events. Because these events are not added into the photon distributions, 
waveform distortions by pile-up are substantially reduced (please see also 
Sect. 7.9.1, page 332). 

Routing modules exist for different detector types. For detectors delivering 
TTL output pulses, such as the Perkin Elmer SPCM-AQR APD modules or the 
Hamamatsu H7421 PMT module, the router is relatively simple. The detector 
pulses can be connected directly to the discriminators D1 to Dn. 

In practice the noise sets a limit to the number of individual PMTs that can be 
connected to a router. The cables connecting the PMTs to the router must be 
matched with 50 Ohm resistors. Even with a near-perfect summing amplifier, the 
noise from the matching resistors will be added to the output signal. Even worse is 
noise from the environment picked up by the detectors. While resistor noise adds 
quadratically, noise from the environment is more or less in phase for all detectors 
and therefore adds linearly. In practice, no more than eight individual PMTs are 
connected to one routing device. 

A higher number of channels can be obtained if a multianode PMT is used. In a 
multianode PMT the combined photon pulses of all channels are available at the 
last dynode. This makes an external combination of the pulses unnecessary. The 
noise problem is therefore lessened. Routers for multianode PMTs are combined 
with the PMT tube into a common detector housing. TCSPC multichannel detec-
tor heads now exist for 16 channels. Using this method, devices with 32 channels 
and even 64 channels appear feasible. In practice the number of channels is lim-
ited only by the power dissipation of the routing electronics. 

It should be pointed out that the multidetector technique does not use any detec-
tor switching or multiplexing. Thus detectors need not be inactive for any fraction 
of the acquisition time. Thus the multidetector technique can considerably im-
prove the counting efficiency of a TCSPC system. This is especially the case if a 
fluorescence signal has to be recorded with spectral resolution. With a single de-
tector several measurements have to be performed one after another, usually by 
scanning the spectrum by a monochromator. Most of the photons emitted by the 
sample are then discarded. In a multidetector TCSPC system, on the other hand, 
the signals of all wavelength intervals are detected simultaneously and loss of 
photons is avoided. 

Of course, the multidetector technique does not increase the maximum through-
put rate of a TCSPC system. In any TCSPC device there is a small but noticeable 
loss of photons due to the „dead time“ of the processing electronics. The dead time 
of advanced TCSPC devices is of the order of 100 ns, and for count rates above 
1 MHz the counting loss becomes noticeable (see Sect 7.9, page 332). The counting 
loss for a multidetector TCSPC system is the same as for a single detector system 
operated at the total count rate of the detectors of a multidetector system.  

An important and sometimes confusing feature of the multidetector technique is 
that the relative counting loss is the same for all channels, independent of the 
distribution of the rates over the detectors. The reason is that the photons detected 
by all detectors are processed by the same TCSPC channel so that the counting 
loss depends on the overall count rate. However, the photons appear randomly in 
the particular detector channels. Therefore the dead time caused by a detection 
event in one detector on average causes the same relative loss for all detector 



3.2 Multiplexed TCSPC      33 

channels. At first glance this behaviour may be considered a drawback. However, 
in practice it is often rather a benefit because the intensity ratios of the particular 
detection channels remain unaffected by the counting loss. The intensity ratio is 
often more important than the absolute intensity. 

The multidetector technique was first implemented in 1993 in the SPC 300 
module of Becker & Hickl [25, 30]. Although an amazingly efficient and versatile 
technique, it was first used widely only when diffuse optical tomography (DOT) 
began to require a large number of time-resolved detection channels [384, 385]. 
Typical modern applications of the multidetector technique are diffuse optical 
tomography, time-resolved laser scanning microscopy, combined fluorescence 
cross correlation and fluorescence lifetime experiments, single molecule spectros-
copy, and multispectral measurement of transient fluorescence lifetime effects.  

An alternative to the multidetector technique is parallel operation of several in-
dependent TCSPC channels, which increases the total counting capability at the 
expense of higher system cost. Please see Sect. 3.7, page 45. 

3.2  Multiplexed TCSPC 

The routing capability of TCSPC can be used to multiplex several light signals 
and record them quasisimultaneously. The principle of multiplexed TCSPC is 
shown in Fig. 3.5 . 
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Several optical signals are multiplexed on the microsecond or millisecond time 
scale. Multiplexing of signals can be accomplished by switching several diode 
lasers, either electronically or by fibre switches, or by rotating elements in an 
optical system. The channel signal indicates the current state of the multiplexing 
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in the optical system. Consequently, the photons of the different signals are routed 
into separate photon distributions. 

In most applications multiplexing has advantages compared with consecutive re-
cording of the same signals. One advantage is that sequential recording by the se-
quencer can still be used at a time scale longer than the multiplexing period. In addi-
tion, slow changes in the sample have the same effect on all multiplexed signals. 

Multiplexing has some similarities to multidetector operation. However, multi-
plexing is controlled by a determinate signal from some kind of experimental 
control device. Moreover, multiplexing usually switches between the signals at a 
rate much lower than the pulse repetition rate. Consequently, the photons of one 
signal are recorded for a large number of signal periods before the system 
switches to the next signal. Multidetector operation, on the other hand, is random. 
The destination of a photon in the memory is controlled by a property of the pho-
ton itself, e.g. its wavelength, angle of polarisation, or location of emission. There-
fore multiplexing can be combined with multidetector operation. In this case a 
number of channel bits are used for the detector channel information delivered by 
the router. Other channel bits are used for multiplexing. Figure 3.6 illustrates the 
structure of a multiplexed multidetector system. 
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The system records the photon distribution over the time in the signal period, 
the detector channel number, the multiplex-channel number, and one or two addi-
tional coordinates determined by the sequencer. The result can be interpreted as a 
sequence of photon distributions for all combinations of detector and multiplexing 
channels.

An important application of multiplexed multidetector systems is diffuse opti-
cal tomography (DOT). In DOT several picosecond diode lasers are multiplexed 
into the input of a fibre switch. The multiplexed lasers are switched consecutively 
into a large number of optical fibres which deliver the light to the sample. The 
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diffusely transmitted light is recorded by a large number of detectors at different 
locations at the sample (see Sect. 5.5, page 97).  

Multiplexed multidetector systems can also be used in laser scanning micros-
copy to obtain lifetime images in several emission wavelength intervals and  
for different excitation wavelength. Please see Sect. 5.7, page 129 and Sect. 5.6, 
page 121. 

3.3  Sequential Recording Techniques 

Sequential recording, also known as „double kinetic mode“ [353] or „time-lapse 
recording“, adds one or two additional dimensions to the photon distributions 
recorded by multidetector operation and multiplexing. Controlled by its internal 
clock oscillator, the sequencer switches through a specified number of memory 
blocks. Each memory block contains the photon distributions of all detectors and 
multiplexing channels. Sequential recording in a multidetector system is illustrated 
in Fig. 3.7. For sake of simplicity, multiplexing has been omitted. 

The sequence may be started with a simple „start measurement“ command. How-
ever, in practice what is to be recorded is usually the response of the investigated 
system to a stimulation event. The stimulation can be a strong laser pulse, a tempera-
ture jump, a change in an electric field applied across the sample, or the switch-on of 
the excitation source. Usually, therefore, it is better to start the recording by a trigger 
pulse that coincides with the stimulation. After being started, the sequencer steps 
through a defined (usually large) number of memory blocks. Each block contains a 
full photon distribution over the time in the signal period, t, several detector chan-
nels, and (not shown in Fig. 3.7) several multiplexing channels. 
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If the stimulation of the system under investigation is repeatable a large number 
of triggered sequences can be accumulated. With accumulation, a sufficient num-
ber of photons per step is obtained even for sequencing rates faster than the count 
rate. The different time scales are illustrated in Fig. 3.8. Again, multiplexing was 
omitted for simplicity. 
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Because the sequence is controlled by the TCSPC hardware, it is possible to 
achieve extremely fast and accurate stepping, down to less than a microsecond per 
data block. Of course, sequential recording can also be achieved by software control 
of a TCSPC device, and advanced TCSPC devices in fact include operating modes 
for recording software-controlled sequences. However, modern computers are far 
from being real-time systems. Stepping faster than 100 ms per step becomes inaccu-
rate, which makes an accumulation of software-controlled sequences impossible. 

In some TCSPC devices a „Continuous Flow“ mode is implemented to record a 
virtually unlimited number of waveforms. The sequencer of the continuous-flow 
mode uses two independent data memory banks; see Fig. 3.9. After a trigger pulse 
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or a start command by the operator, the sequence starts in the first memory bank. 
The sequencer switches through the memory blocks of the current bank. Again, 
each memory block provides space for a full photon distribution versus the time in 
the signal period, and the detector and multiplexing channel numbers. When the 
current memory bank is full, the sequencer swaps the memory banks and contin-
ues recording. While the measurement is running in one memory bank, the results 
of the other bank are read and stored to the hard disk. Thus, a virtually unlimited 
number of decay curves can be recorded without any time gaps between subse-
quent steps of the sequence [31]. 

The „Continuous Flow“ mode is useful in all applications which require a large 
number of curves to be recorded in time intervals down to the 100 us scale. Typi-
cal applications are dynamic brain imaging by diffuse optical tomography (DOT) 
[328], and single-molecule detection in a capillary gel electrophoresis setup [31]. 

The continuous flow mode can also be used with a trigger signal that starts ei-
ther the recording of each bank or the recording of each data block within the 
current bank. The continuous flow mode, with bank or data block triggering, is an 
efficient and convenient technique for slow-scan systems. Trigger pulses from the 
scanning device synchronise the recording with the scanning, and the data are 
continuously read from the TCSPC module without stopping the scan. 

3.4  Scanning Techniques 

In conjunction with an external optical scanner, a sequencer can be used to acquire 
time-resolved images [33, 38, 147]. The principle is shown in Fig. 3.10. 
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The sequencer is configured as a scanning interface. It contains two counters, 
X,Y, for the x and y location in the scanning area. Synchronously with the scan-
ning action, the sequencer counts through x and y. Synchronisation is achieved by 
the scan clock pulses, frame clock, line clock, and pixel clock. The sequencer can 
work either in an active mode, i.e. control a scanner, or in a passive mode, i.e. be 
controlled from a free-running scanner.  

In the active mode the sequencer runs a time-controlled sequence through the 
pixels and lines of the image, and sends the frame clock, line clock, and pixel 
clock pulses to the scanner. The active mode is called „Scan Sync Out“ and is 
often used for slow-scan imaging in conjunction with piezo scan stages. 
Scan Sync Out can be combined with multidetector operation and multiplexing. 
Of course, the memory size of the TCSPC module limits the number of detector 
and multiplexing channels and the number of pixels in the image . 

Another active mode, called „Scan XY Out“ sends digital position signals to a 
scanner. This simplifies the control of a scan stage considerably. Due to the lim-
ited number of signal input and output lines, multidetector operation and multi-
plexing are usually not applicable. 

In the passive mode the sequencer receives the clock pulses from the scanner. 
The pixel clock is used as the clock for the X counter, the line clock as the clock 
for the Y counter. The X counter is reset by the line clock, the Y counter by the 
frame clock. Practical implementations of scanning sequencers include additional 
prescalers for pixel and line binning, and additional counter control logic for re-
cording selectable parts of a scan area. The passive imaging mode of the se-
quencer is often called „Scan Sync In“ mode. The Scan-Sync-In mode can be 
combined with multidetector operation and multiplexing. The size of the image 
and the number of detector and multiplexing channels are limited by the memory 
space in the TCSPC module.  

The Scan-Sync-In mode has become a standard fluorescence lifetime imaging 
(FLIM) technique in confocal and two-photon laser scanning microscopes [33, 36, 
38, 62, 147, 161, 282]. These microscopes use optical beam scanning with pixel 
dwell time in the microsecond range and below. Several individual detectors or 
channels of a multianode PMT detect the fluorescence in different wavelength 
intervals. In the typical applications the pixel rate is higher than the photon count 
rate. This makes the recording process more or less random. When a photon is 
detected, the TCSPC device measures its time in the laser pulse period, t, and 
determines the detector channel number (i.e. the wavelength of the photon) and 
the current beam position, x and y, in the scanning area. These data are used to 
build up the photon distribution over t, n, x, and y. As shown in Fig. 3.10, the 
result can be interpreted as a number of data blocks for different wavelength, each 
containing a stack of images for different times in the laser pulse sequence. 

The scan rate in the Scan-Sync-In mode is determined essentially by the scan-
ner. Therefore, the scan rate, zoom, or region of interest selected in a scanning 
microscope automatically acts on the TCSPC recording. Scanning can simply be 
started und continued until a sufficient number of photons has been collected. 

Of course, the Scan Sync In mode is not restricted to confocal and two-photon 
laser scanning microscopy or high-speed scanning. Due to the simple interfacing 
with the scanner, it can be used for other scanning applications as well [454]. 
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3.5  Imaging by Position-Sensitive Detection 

Imaging by scanning techniques has its benefits, such as relatively simple imple-
mentation of multiwavelength detection and optical sectioning by confocal detec-
tion or two-photon excitation. Nevertheless, parallel acquisition of time-resolved 
images is desirable for a number of applications.  

Parallel image acquisition is, in principle, possible by two-dimensional mul-
tianode PMTs. The anode elements are connected to a standard routing device, 
and the photons are recorded as described above under Sect. 3.1, page 29. How-
ever, the number of amplifiers and discriminators in the router increases with the 
number of anode elements. Power consumption and space requirements restrict 
the number of pixels that can be obtained this way. The practical limit is some-
where between 16 and 64. An array of 64 pixels cannot really be considered an 
image. 

Techniques Based on Charge Division 

Almost continuous position information can be obtained from an MCP-PMT with a 
resistive anode or with a micromachined wedge-and-strip geometry [247, 248, 262, 
312] (see also Sect. 6, page 213). The detector principles are shown in Fig. 3.11. 
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Fig. 3.11 Principles of position-sensitive single-photon detectors based on charge division 

The position is calculated by the ratio of the pulse amplitudes (or charge) meas-
ured at the outputs of the anode structure. Timing information is available from 
the pulse at the last dynode or at the low-voltage side of the multichannel plate 
(see also Sect. 6.1.3, page 215). Once the position information is available, the 
task is reduced to multidetector operation in a large number of detector channels. 

Unfortunately, transforming the outputs of the detectors into X- and Y-propor-
tional address words of a multidimensional TCSPC system is anything but simple. 
In principle, the sums, differences, and quotients of the signals can be calculated 
in analog circuits containing operational amplifiers and dividers [262]. The results 
are converted by two ADCs, and the output bytes of the ADCs are sent to the 
TCSPC routing input. Unfortunately a circuit like this is very slow, since the dy-
namic range of the signals (A1 to A4) is very large. For a spatial resolution of 
100  100 pixels the signals A1 to A4 vary in a range of 1:100. Moreover, the 
amplitude of the single-photon pulses themselves may vary by 1:10, so that the 
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overall dynamic range is 1:1,000. Analog dividers of a dynamic range this high 
cannot be made fast. Therefore the maximum count rate that can be expected from 
a system like this is of the order of 105 s 1.

A second approach is to use FIFO operation (see Sect. 3.6, page 43). The sig-
nals A1 to A4 are converted directly by four ADCs. The converted values for A1 
to A4 and the TAC times for the individual photons are stored in a file. The image 
is built up off-line by analysing the recorded data. The problem of this approach is 
the huge amount of data that has to be transferred over the computer bus and 
stored on a hard disc. Given a data word size of 12 bit for A1 through A4, and 
12 bit for the TAC time, 60 bits or 8 bytes per photon are required.  

Another possible approach is to convert the signals A1 to A4 directly, and to 
calculate the quotients in a digital divider structure. However, digital division is 
time-consuming as well. A possible solution to the processing-time problem is the 
system architecture shown in Fig. 3.12. 
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Fig. 3.12 TCSPC system for position-sensitive detection by detectors based on charge 
division

The timing pulse from the multichannel plate is processed in the usual way in 
the time-measurement block. The pulses from the anode structure of the detector, 
A1 through A4, are converted by four ADCs on the TCSPC board. The position of 
the photon is calculated in a digital arithmetic unit. The unit has to deliver one 
X Y data pair within 100 ns or less to keep the dead time within the common stan-
dard of advanced TCSPC. The solution to the problem is „pipelining“: 

The time-consuming step in the calculation of the position is the division. Digi-
tal division is a multistep procedure, which requires as many steps as there are 
result bits. Therefore, the throughput can be increased by using a structure of par-
allel dividers. The fist divider runs the first division step for the current photon, 
the second divider the second step for the previous photon, and so on. A 12-bit 
quotient appears at the output of the pipeline 12 photons later. A single step of the 
division can be performed within less than 100 ns. Therefore, after a delay of 12 
photons, any next quotient is available within 100 ns. The pipeline delay in the 
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divider must, of course, be compensated for by a similar pipeline at the output of 
the time-measurement system. 

In principle, parallel imaging can be combined with multiplexing and sequenc-
ing. Of course, the size (or pixel number) of the images, sequencer steps, and 
multiplexing channels that can be used simultaneously are limited by the memory 
space in the TCSPC module. 

The architecture shown in Fig. 3.12 is similar, but not identical with the general 
architecture of multidimensional TCSPC devices. However, the architecture 
shown in Fig. 3.12 can be used for a whole family of detectors; see also 
Sect. 6.1.3, page 215.  

Techniques Based on Pulse Delay 

A second principle of position-sensitive detection is based on MCPs with delay-
line anodes [3, 254]. The principle of these detectors is shown in Fig. 3.13. 
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The position along the delay line is derived by measuring the delay between the 
single-photon pulses at both outputs of the delay line. For two-dimensional detec-
tion two perpendicular, semitransparent delay lines can be used. The total transit 
time of the delay line is about 10 ns. Consequently a time resolution of about 
40 ps is required to obtain a spatial resolution of 256 pixels along the delay line. 
This resolution is well within the reach of a standard TCSPC device, but at the 
very limit of a simple TDC chip (see Sect. 4.2.2, page 55). Therefore, the re-
cording system usually requires two or three complete TCSPC channels. One 
determines the time between the single-photon pulse at the dynode output, D, and 
the reference pulse from the laser. The second and the third TCSPC channel 
measures the time between the single-photon pulses at A1 and A2 of the delay-
lines. The benefit of the delay-line PMT is that the location can be derived directly 
from the delay of the pulses. No analog or digital division is required, as in the 
case of charge division.  

Either the TCSPC channels can be operated in the time-tag mode (see Sect. 3.6, 
page 43) or the ADC result of the second and third TCSPC channel can be used as 
a routing signal for the first one. 
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Time-tag recording means that the TCSPC channels do not build up a photon 
distribution but store each individual photon with its TAC time („micro time“) and 
its time from the start of the experiment („macro time“). The computer calculates 
the photon distribution at each location along the delay line and the time in the 
signal period. Time-tag recording of delay line data requires that the macro time 
clocks of all TCSPC channels be synchronised. Even then it is difficult to assign 
the data in the position channel to the correct data in the time channel. Due to 
slightly different CFD thresholds and different dead times, a photon recorded in 
the position channel need not necessarily be recorded in the time channel, and vice 
versa. To avoid misinterpretation of the data, a macro time resolution of 50 ns or 
finer is required. 

Routing the photons by the ADC result of a second TCSPC channel faces simi-
lar problems. It must be guaranteed that the position information is derived from 
the same photon as the time information. This is possible by gating the start CFD 
of one TCSPC channel with the detection of a photon in the other. The principle is 
shown in Fig. 3.14. 
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Fig. 3.14 TCSPC system for delay-line detector 

TCSPC channel 1 measures the time of the photons in the laser pulse sequen-
ce. It uses the pulse from the low-voltage side of the multichannel plate, which 
does not depend on the location of the photon. TCSPC channel 2 measures the 
time between the two ends of the delay-line anode of the detector. The start CFD 
of channel 2 is gated by the output pulse of the CFD of channel 1. The start 
pulse of channel 2 is delayed by 10 ns. Consequently, channel 2 starts only for 
photons that are detected in channel 1. The ADC result of TCSPC channel 2 is 
used as a channel input signal of TCSPC channel 1. The signal is latched into 
the channel register after a delay that corresponds to the conversion time of 
TCSPC channel 2. In the memory of TCSPC channel 1 the photon distribution 
over t and x builds up. TCSPC channel 2 actually does not need a memory. How-
ever, a memory is convenient for building up and displaying the photon distribu-
tion versus the x coordinate. 
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3.6  Time-Tag Recording 

A variation of the TCSPC technique does not build up photon distributions but 
stores information about each individual photon. The mode is called „time tag“, 
„time stamp“, „list“, or „FIFO“ mode. For each photon, the time in the signal 
period, the channel word, and the time from the start of the experiment, or „macro 
time,“ is stored in a first-in-first-out (FIFO) buffer. During the measurement the 
FIFO is continuously read, and the photon data are stored in the main memory or 
on the hard disc of a computer.  

The structure in the time-tag mode is shown in Fig. 3.15. It contains the channel 
register, the time-measurement block, a „macro time“ clock, and the FIFO buffer 
for a large number of photons. It has some similarity to the multidimensional 
TCSPC described in the paragraphs above. In fact, many advanced TCSPC mod-
ules have both the photon distribution and the time-tag mode implemented, and 
the configuration can be changed by a software command [25]. The sequencer 
then turns into the macrotime clock, and the memory turns into the FIFO buffer. 
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When a photon is detected, the „micro time“ in the signal period is measured by 
the time-measurement block. Simultaneously the detector channel number for the 
current photon and often a number of additional bits from external experiment 
control devices are written into the channel register. The „macro time“ clock de-
livers the time of the photon from the start of the experiment. All these data are 
written into the FIFO. 

The output of the FIFO is continuously read by the computer. Consequently, 
the time-tag mode delivers a continuous and virtually unlimited stream of photon 
data. It is, of course, imperative that the computer read the photon data at a rate 
higher than the average photon count rate. However, modern operation systems 
are multitask systems, and it is unlikely that the computer reads the FIFO continu-
ously. Moreover, in typical applications bursts of photons appear on a background 
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of relatively moderate count rate. Therefore the FIFO has to be large enough to 
buffer the photon data for a sufficient time. In practice FIFO sizes of 64,000 to 8 
million photons are used. 

The macro time clock can be started by an external experiment trigger or by a 
start-measurement command from the operating software. In some TCSPC mod-
ules the clock signal source of the macro time clock can be selected. The macro 
time clock can be an internal quartz oscillator, an external clock source, or the 
reference signal from the laser. Triggering and external clock synchronisation are 
absolute requirements for multimodule operation in the time-tag mode, see 
Sect. 5.11.3, page 189. 

In principle, many multidimensional recording problems can also be solved in 
the time-tag mode. Synchronisation with the experiment can be accomplished via 
the experiment trigger, the macro time clock, and additional experiment control 
bits read into the channel register. The drawback of the time-tag mode is the large 
amount of data that has to be transferred into the computer and processed or 
stored. A single photon typically consumes four or six bytes. A single FLIM or 
DOT recording may deliver 108 to 109 photons, resulting in several gigabytes of 
data. At high count rates the bus transfer rate into the computer may be still suffi-
cient, but the computer may be unable to process the data on-line or to write them 
to the hard disc. The transfer rate problem is even more severe for multimodule 
systems. Nevertheless, the time-tag mode is sometimes used for imaging and for 
standard fluorescence lifetime experiments. This is not objectionable as long as 
the system takes into account possible count rate limitations by the bus transfer 
rate, as well as the enormous file sizes and possible synchronisation problems. 

Time-tag recording is used in fluorescence correlation spectroscopy (FCS) [51, 
335, 368, 429], fluorescence intensity distribution analysis (FIDA), and time-
resolved single molecule spectroscopy by burst-integrated fluorescence lifetime 
(BIFL) detection [155, 419]. FCS records the autocorrelation and cross-correlation 
functions of the fluorescence intensity. FIDA builds up histograms of the photon 
numbers in subsequent sampling time intervals. In both cases the fluorescence life-
time yields additional information about different fluorescent species in the sample. 
BIFL detects the fluorescence bursts of single molecules and analyses the fluores-
cence lifetime and anisotropy in the bursts, the burst duration, and the times between 
the bursts. The techniques are described under Sect. 5.10, Sect. 5.12, and Sect. 5.13, 
page 193. 

The time-tag mode in conjunction with multidetector capability and MHz 
counting capability was introduced in 1996 with the SPC 431 and SPC 432 mod-
ules of Becker & Hickl. Its large potential in single molecule spectroscopy began 
to attract attention when sufficiently fast computers with large memories and hard 
discs became available. 



3.7 Multimodule Systems      45 

3.7  Multimodule Systems 

The maximum count rate of a single TCSPC channel is limited not only by the 
counting loss due to the „dead time“ of the TCSPC channel, but also by pile-up 
effects and the counting capability of the detector. 

Compared with classic systems, the dead time of advanced TCSPC systems has 
been considerably reduced. It is however, still on the order of 100 to 150 ns. The 
fraction of photons lost in the dead time – the „counting loss“ - becomes notice-
able at detector count rates higher than 10% of the reciprocal dead time (see 
Sect. 7.9.2, page 338). The counting loss can be compensated for by a dead-time-
compensated acquisition time. Therefore, often a relatively high loss can be toler-
ated. The practical limit is the „maximum useful“ count rate, which is defined as 
the recorded rate at which 50% of the photons are lost. For currently available 
TCSPC modules, the maximum useful count rate ranges from 3 to 5 MHz, corre-
sponding to a detector count rate from 6 to 10 MHz. 

Pile-up is caused by the detection of a second photon within one signal period 
[104, 105, 238, 389, 549]. Because a second photon is more likely to be detected 
in the later part of a signal period, pile-up causes a distortion of the signal shape 
(see Sect. 7.9.1, page 332). The pile-up distortion is smaller than commonly be-
lieved (see Fig. 7.78, page 336), and reasonable results can be obtained up to a 
detector count rate of 10 to 20% of the signal repetition rate. Nevertheless, the 
pile-up sets a limit to the applicable count rate. 

The third limitation, the counting capability of the detector, depends on the de-
tector type used, the voltage divider design, and the requirements for IRF stability, 
long-term gain stability, and detector lifetime. For conventional PMTs the practi-
cal limit for TCSPC is of the order of 5 to 10 MHz. For MCP-PMTs the maximum 
count rate is 200 kHz to 2 MHz, depending on the MCP gain used. 

Because of pile-up and detector effects, a breakthrough in the counting capabil-
ity of TCSPC cannot be achieved by simply making the signal processing elec-
tronics of the TCSPC device faster.  

The only solution to the count rate problem is multimodule operation. Splitting 
the light into several detectors connected to independent TCSPC modules propor-
tionally increases the counting capability. Of course, multimodule operation also 
increases the system cost and can cause space and power supply problems in the 
host computer. These problems have at least partially been solved since packages 
of relatively small and cost-efficient TCSPC modules are available. A fully paral-
lel four-channel package (SPC 134, Becker & Hickl, Berlin) is shown in 
Fig. 3.16. 
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Fig. 3.16 Package of four fully parallel TCSPC channels 

With a dead time of 100 ns per TCSPC channel, total useful count rates of the 
order of 20 MHz can be achieved. All four channels can be used for multidetector 
operation. The high count rate and the high number of channels make multimod-
ule TCSPC systems exceptionally useful for diffuse optical tomography [34], and 
high count rate applications in laser scanning microscopy [39]. Details are de-
scribed under Sect. 5.5, page 97 and Sect. 5.7, page 129. 

Another application of multimodule systems is in correlation spectroscopy of 
single molecules. If the photons detected in different detectors are recorded in 
different modules, the minimum correlation time is no longer limited by the dead 
time. By synchronising the macrotime clocks of the modules, a continuous corre-
lation from the picosecond to the millisecond scale can be achieved, see 
Sect. 5.11.3, page 189. 
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4.1  Constant-Fraction Discriminators 

TCSPC is based on the measurement of the detection times of individual photons 
of the detected light signal. Accurate time measurement means accurate triggering 
on the single-photon pulses of the detector and the reference pulses from the light 
source. Unfortunately, the pulses at both inputs are far from being stable. The 
single-photon pulses have a considerable amplitude jitter due to the random ampli-
fication mechanism in the detector, and the reference pulse amplitude may change 
due to intensity fluctuations of the light source. 

Of course, a simple leading edge discriminator cannot be used to trigger on 
such pulses. The amplitude jitter would introduce a timing jitter of the order of the 
pulse rise time (Fig. 4.1, left). In practice the timing jitter is even larger because 
any discriminator has an intrinsic delay that depends on the signal slope speed and 
the amount of overdrive. 
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Fig. 4.1 Leading edge triggering (left) and constant fraction (zero cross) triggering (right)

Therefore constant-fraction discriminators (CFDs) are used both at the detector 
and at the reference input. The CFD triggers at a constant fraction of the pulse 
amplitude, thus avoiding pulse-height-induced timing jitter. Early CFD implemen-
tations used tunnel diodes as trigger elements [181, 317, 348]. CFD design was 
considerably simplified with the introduction of fast comparator chips (AM 685, 
AD 96685, SPT9689) based on ECL (Emitter Coupled Logic) [264, 467].  
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The new CFDs use the differential inputs of the comparators to trigger at the base-
line transition between the difference of the input pulse and a delayed pulse 
(Fig. 4.1, right). 

Theoretically the temporal position of the baseline-cross point is independent of 
the pulse amplitude. In practice there is a residual jitter due to the dependence of 
the intrinsic delay of the discriminator on the slope speed and the amount of over-
drive. The residual jitter can be minimised by selecting a trigger threshold slightly 
different from zero. 

In practice, direct triggering at a signal level of exactly zero is impossible. Ul-
trafast discriminators tend to oscillate at zero input voltage, and the smallest noise 
amplitudes outside a PMT pulse cause the discriminator to trigger. Therefore, 
practical implementations of the principle use a combination of a leading edge 
discriminator and a zero cross trigger. The principle is shown in Fig. 4.2. 
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Fig. 4.2 Constant fraction discriminator using zero cross triggering 

The comparator of the leading edge discriminator, C1, is connected directly to 
the input and responds when the input voltage exceeds a defined threshold. 

The zero cross trigger, C2, gets its input signals via two passive delay lines, 
DEL1 and DEL2. The effective input signal is the difference of the pulses at the 
input and the output of DEL2. At the baseline transition of the difference voltage 
C2 triggers and produces a positive transition at its output. This pulse is used as a 
clock input of a fast ECL D-flip-flop. A D-flip-flop stores the information at the 
D input with the active edge of the signal at the clock input. The D input comes 
from the leading edge discriminator. Therefore the flip-flop is set if a baseline 
cross is detected during the time when the input voltage is above the threshold of 
the leading edge discriminator. After the circuit has triggered the D-flip-flop is 
reset either externally or via an additional logic gate. 

The effective shape of the zero cross can be optimised by changing DEL2 and 
by changing R1 and R2. DEL1 is selected to place the pulse edge of C2 within the 
pulse delivered by C1. 

In practice the timing accuracy depends on the speed of the discriminators and 
the D-flip-flop. The discriminators have to respond to very short pulses down to 
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500 ps duration, and the change of the intrinsic delay due to pulse amplitude varia-
tions must be as small as possible. The D-flip-flop has to pick off the transition at 
the clock input within the duration of the signal at the D input. Although both 
signals can be as short as 1 ns, the delay must be independent of the previous state 
of the D and clock lines.  

In most TCSPC modules, rate counters complement the CFDs in the photon 
pulse and reference channels of TCSPC devices. The CFDs of the photon channel 
and the reference channel are often different. The photon channel is designed for 
lowest amplitude-induced timing jitter and the reference channel for highest trig-
ger rate. Some TCSPC devices do not use a CFD in the reference channel at all 
and rely instead on the stability of the reference pulses. 

An interesting feature can be added by placing a selectable frequency divider 
behind the CFD of the reference channel. The effect of the frequency divider is 
shown in Fig. 4.3. 
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The frequency divider delivers a stop pulse to the TAC in each n-th signal period. 
The time of a photon detected anywhere within these n periods is measured against 
this stop pulse. Consequently, the photon distribution builds up over n periods. 

Recording several signal periods may be considered useless at first glance. The 
reduced effective stop rate increases pile-up effects at high count rates, and com-
mon data analysis processes exploit only one signal period. Nevertheless, the 
reference frequency divider is useful to locate the signal pulse within a larger 
conversion window of the TAC / ADC combination. The most important applica-
tion of the reference divider is the calibration of the time scale of a TCSPC sys-
tem. When several signal periods are recorded, the pulse period of the signal can 
be used as a reference for the time scale (see Fig. 7.88, page 346). The pulse pe-
riod is determined either by the cavity length of the laser or by the quartz oscilla-
tor of a diode laser. In either case it is stable and known with high precision. Any-
one who has attempted to calibrate the time scale of a TCSPC system using optical 
delay lines or a „known“ fluorescence lifetime can confirm the simplicity and 
accuracy of a calibration based on the pulse period. 
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4.2  Time Measurement Block 

There are a number of different time measurement techniques applicable to 
TCSPC. The TAC-ADC principle of the classic TCSPC technique has been up-
graded with a fast, error-cancelling ADC technique. Integrated circuits for direct 
time-to digital conversion (TDCs) have been developed, and a sine-wave time-
conversion technique has been introduced. 

4.2.1  Time Measurement by Fast TAC / ADC Principle 

Because of its superior time resolution the conventional TAC-ADC technique 
used in the classic TCSPC setups is still used in advanced TCSPC devices. How-
ever, the conventional TAC-ADC technique has been upgraded by a modified 
ADC principle that cancels the nonuniformity of the ADC characteristics. With 
the new ADC technique, ADC chips with moderate accuracy but extremely high 
speed can be used. Together with a speed-optimised TAC circuitry, the new ADC 
technique achieves exceptionally high conversion rates. 

TAC

The general principle of a TAC is shown in Fig. 4.4. The circuit contains two flip-
flops, FF1 and FF2, controlling two switches, S1 and S2. In the quiescent state 
both switches are in the „0“ position. The current of a current source, IS, flows 
through S1 and S2 into ground. The voltage at the timing capacitor, C, is zero. A 
start pulse sets FF1 which switches S1 into the „1“ position. The current IS now 
flows into the timing capacitor, causing a linearly increasing voltage across it. The 
stop pulse sets FF2, which switches S2 into the „1“ position. The switch diverts IS

into ground, and the voltage across C remains constant at a level proportional to 
the time difference between start and stop. When the voltage at C has been sam-
pled by a subsequent ADC, both flip-flops are reset so that the voltage across C 
returns to zero. 
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Fig. 4.4 General principle of a time-to-amplitude converter 
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To obtain a high differential linearity of a TAC two points are essential: a fully 
differential design, minimising crosstalk between the start and stop signals, and 
switches with low switching transients. A practical implementation is shown in 
Fig. 4.5. 
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Fig. 4.5 Practical implementation of the TAC principle 

The flip-flops, FF1 and FF2, are fast ECL logic differential clock D-flip flops. 
The switches, S1 and S2, are formed by transistor pairs, Q1, Q2, and Q4, Q5. The 
current source is Q6. In the quiescent state Q2 and Q5 are conducting. IS flows 
through Q5 and Q2. Q2 drains a current, IR, which is held higher than IS. The 
difference, IS – IR, flows through the Schottky diode, D, which provides a stable 
quiescent voltage, VC, at the timing capacitor, C. When FF1 is started by a start 
pulse IR is diverted through Q1 into ground and IS flows into C, causing VC to 
increase linearly. A stop pulse sets FF2 diverting also Is into ground. Now, the 
voltage across C remains constant until a reset pulse switches both flip-flops into 
the quiescent state. Vc is buffered by an amplifier, AMP1, which is usually a cur-
rent feedback amplifier of low input current. The buffered voltage is amplified by 
the TAC output amplifier, AMP2. This amplifier has a variable gain and a variable 
offset, and limits the signal to the range of the subsequent ADC. By changing the 
gain and the offset of AMP2 subranges within the conversion range of the TAC 
core can be defined. Furthermore, there is an input to add the „dither“ voltage, 
Vdith, which is used for ADC error cancellation (see below).  

In the circuit principle shown in Fig. 4.5 all start and stop related signals are 
fully differential, resulting in minimum crosstalk between start and stop. Further-
more, the voltage across the current source of IS does not change with the switch-
ing operation and the output impedance of Q2 and Q5 remains high up to very 
high frequencies. Ringing of IS and other switching transients is therefore mini-
mised. 

In practice a TAC circuit contains additional circuitry that generates a start 
pulse for a subsequent ADC, resets FF1 and FF2 after the ADC has sampled the 
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TAC output voltage, and keeps the TAC in the reset state until the timing capaci-
tor is completely discharged. The time scale can be changed by electronically 
switching different capacitors, C, to the output of Q2 and Q5, and by controlling 
the charge current, IS. The TAC can also contain discriminators which inhibit the 
start of the ADC if the TAC output voltage, Vout, is outside the conversion range 
of the subsequent ADC. 

The TAC module of a Becker & Hickl SPC 830 TCSPC device is shown in 
Fig. 4.6. The module is built in chip-and-wire hybrid technique. Most of the semi-
conductor chips are inserted as bare dice connected to the signal lines on the sub-
strate by bond wires. 

Fig. 4.6 TAC in hybrid technique (approximately life size) 

Fast ADC with Error Correction 

The ADC of a TCSPC system has to work with an extremely high accuracy. It has 
to resolve the TAC signal into several thousand time channels, and the width of 
the particular channels must be equal within 1% or better. ADC chips are usually 
specified by a „nonmissing code accuracy“ which defines the number of bits for 
which the ADC characteristics is still monotonous. 12-bit conversion with a chan-
nel uniformity of 1% requires a nonmissing code accuracy of 19 bits. Although 
ADCs with such a high accuracy exist, they are far too slow for TCSPC applica-
tions. Therefore, in the early TCSPC systems, the ADC was the bottleneck both in 
terms of speed and channel uniformity [383]. 

A breakthrough was achieved by an error correction technique based on a 
modified „dithering“ process [29, 34]. Dithering is a technique to enhance the 
resolution of an ADC by accumulating a large number of samples with a digitally 
generated noise (the dither signal) added to the input signal. The digital equivalent 
of the dither signal is later subtracted from the ADC output bytes.  

In TCSPC the principle of dithering is reversed. The ADC input signal is ran-
dom, and a determinate dither signal is used. The principle is shown in Fig. 4.7. 
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The basic idea is to give the TAC characteristic a variable offset referred to the 
ADC characteristic. Thus photons are converted at slightly different positions on the 
ADC characteristic, even if they are detected at the same time in the signal periods. 

A digital-to-analog converter, DAC, is used to shift the TAC output voltage up 
and down on the ADC characteristics. This „dither“ DAC is controlled by a 
counter that counts the start pulses of the TAC. Consequently the dither DAC 
generates a sawtooth voltage, Vdith, that increases by one DAC step at the re-
cording of each photon. The DAC voltage is added to the output voltage of the 
TAC core, Vc. The resulting signal, Vout = Vc + Vdith, is converted by the ADC. To 
restore the correct time of the photon the counter output word, CNT, i.e. the digital 
expression of Vdith, is digitally subtracted from the ADC word, ADW. The result is 
used to address the memory in which the photon distribution is built up. 

Of course, a single address byte still contains the unavoidable deviation of the 
particular ADC step from the correct value. But there is a significant difference 
from a direct ADC conversion in that the error is now different for different pho-
tons. Because a large number of photons are collected the errors are averaged. The 
result is a smoothing of the effective ADC characteristic. 

For an ideal dither DAC, the smoothing of the ADC characteristics does not 
cause any loss of signal detail. In practice, gain and linearity errors of the DAC 
cause a slight broadening of the recorded signal of the order of 1 or 2 ADC steps.  

The improvement in conversion accuracy depends on the number of ADC 
steps, Ndac, over which the signal is dithered, and on the distribution of the errors 
of the ADC characteristic. If the size of an ADC step has no correlation to the size 
of the adjacent steps the improvement is Ndac

1/2. In practice the design principle 
used in ultrafast ADC chips results in more or less periodic errors. In this case the 
improvement in accuracy is considerably higher than Ndac

1/2.
Figure 4.8 shows the differential nonlinearity (left) and the electronic instru-

ment response function (right) of an SPC 134 TCSPC module (Becker & Hickl, 
Berlin) for a different number of DAC bits, Ndac. The nonlinearity curves were 
recorded by detecting a continuous, unmodulated light signal. The instrument 
response functions were measured by using 1 ns pulses from a pulse generator at 
the photon pulse and reference inputs. 
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Fig. 4.8 Left: Unmodulated light recorded with a counter data width, Ndac, of 0 bit, 7 bit and 
9 bit. Right: Corresponding electronic instrument response functions. The curves are shifted 
for better display 

The curve recorded without any error cancellation (Ndac = 0 bit) clearly shows 
the linearity errors of the ADC chip, in this case an SPT 9720 from Signal Proc-
essing Technology. For Ndac = 7 bits the linearity is acceptable, for Ndac = 9 bits 
excellent. The corresponding instrument response functions (shown right) do not 
show a substantial broadening depending on the number of DAC bits. 

A small drawback that has to be taken into account is that the ADC range can-
not be fully used for the TAC signal because some headroom at both ends has to 
be provided for the dither voltage. The sum of the TAC core voltage and the dither 
voltage, Vc + Vdith, may also be clipped at the ends of the ADC input voltage 
range. In some TCSPC devices the clipping shows up as ramps at both ends of the 
ADC range. 

Variable ADC Resolution 

Currently TCSPC modules based on the TAC-ADC principle use 12-bit ADCs, 
i.e. resolve the recorded waveform into 4096 time channels. Many applications do 
not require this large a number of time channels. It is more important to have a 
large number of waveform memories available, and therefore desirable to reduce 
the number of time channels. Electronically it is relatively simple to bin several of 
the original ADC channels into one time channel of the recorded photon distribu-
tion, see Fig. 4.9. 

channels after binning

original ADC channels

Fig. 4.9 Reducing the number of time channels by binning several ADC channels 
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It can even be reasonable to bin all ADC channels into only one time channel, 
discarding the time information. For example, TCSPC modules designed to record 
images by a scanning procedure can be used as high sensitivity high resolution 
steady state imagers, or TCSPC modules having a time-stamp mode can be used 
for fluorescence correlation spectroscopy with a continuous laser.  

Another way to reduce the number of time channels is an „ADC zoom“. An 
ADC zoom assigns the original ADC channels of a selectable part of the ADC 
characteristics to a full-scale recording with a reduced number of channels. The 
principle is shown in Fig. 4.10. 

The ADC zoom feature is useful in imaging and other multicurve applications 
if very short fluorescence decays are recorded with a fast detector. The photons 
then fill only part of the available ADC conversion range. By zooming into this 
range, it is possible to record a large number of waveforms (or pixels) with an 
extremely high time resolution.  

original ADC

ADC channels after zoom

 channels

Fig. 4.10 ADC zoom 

4.2.2  Digital TDCs 

Digital TDCs (time-to-digital converters) use the transit time of a pulse through a 
chain of logic gates for time measurement [253]. The basic principle of time meas-
urement by a delay chain is shown in Fig. 4.11. 
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Fig. 4.11 Time measurement by an active delay line 
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A start pulse is sent through an active delay line built of a large number of simi-
lar gates, G1 to Gn. A similar number of flip-flops are connected to the delay 
gates with their data inputs, D. A stop pulse applied simultaneously to the clock 
inputs, C, of all flip-flops latches the state of the gate outputs into the flip-flops. 
By analysing the outputs of the flip-flops, Q1 to Qn, the time between the start and 
the stop pulse can be determined. Unfortunately this simple circuit has a severe 
flaw. The problem is that the delay of the logic gates depends on the operating 
voltage and the temperature which makes the scaling factor of the time measure-
ment unstable. Moreover, differences in the gate delays cause a high differential 
nonlinearity. 

Both problems can be solved by using the gate chain as a ring oscillator 
(Fig. 4.12). 

C

D

C

D

C

D

C

D

C

D

G1 G2 G3

Start/Stop

Gn

Q1 Q2 Q3 Q4 Qn

G4

Ring Oscillator

Phase

comparator

Quartz

reference

oscillator

Control of gate delay

Fig. 4.12 Using a PLL-stabilised ring oscillator for time measurement 

A single pulse continuously circulates in the delay chain. The gate delay is sta-
bilised by building a PLL (phase-locked loop) around the ring oscillator. The PLL 
controls the gate delays so that the phase and frequency of the ring oscillator are 
locked to a reference clock from a quartz oscillator. If both the start and the stop 
pulse are applied to the clock line of the flip-flops, the time interval between both 
can be obtained from the state of the flip-flop outputs. Moreover, for different 
start-stop pairs, the ring oscillator pulse is in different positions in the delay chain. 
If a histogram of the start-stop times is recorded, the nonuniformity of the gate 
delay is averaged out. 
The time range of the circuit shown in Fig. 4.12 can be extended by counting the 
periods of the ring oscillator. The result is the structure shown in Fig. 4.13. 
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TDCs of this type are used in large numbers for particle detection in high en-
ergy physics [10, 11, 99, 100]. They are also used for time-of-flight mass spec-
trometers and laser range finders [333, 334]. The time resolution of the fastest 
commercially available TDC chips is currently about 120 ps [1, 2]. A time resolu-
tion of 60 ps can be obtained by operating two such TDC channels in parallel with 
the input pulse in one channel delayed by 60 ps. Resolution down to 30 ps has 
been achieved by using four parallel channels and an adjustable RC delay line for 
the input pulses [100]. Calibration of the additional delay steps was achieved by 
recording a random signal and analysing the code density.  

A high resolution can also be obtained if two delay lines with slightly different 
gate delay are used, i.e. a Vernier principle is applied [146]. The principle is 
shown in Fig. 4.14. 
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Fig. 4.14 Vernier principle. The gates B1 to Bn are slightly faster than the gates A1 to An 
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The gates B1 to Bn are slightly faster than the gates A1 to An. Therefore the 
stop pulse catches up with the start pulse after travelling through a number of 
gates. The gate in which this happens is determined by analysing the flip-flop 
outputs, Q0 to Qn. To stabilise the Vernier circuit against gate delay changes by 
temperature or supply voltage variations, a second Vernier structure is imple-
mented on the same chip. The second structure is fed by start-stop pulse pairs of 
known delay, T0. The gate delay difference in the reference structure is kept stable 
via a „delay locked loop“ (DLL) so that both pulses arrive at the output simultane-
ously (Fig. 4.15). 

The same delay control voltage that results in a delay difference of T0 in the 
reference structure is also applied to the measurement Vernier circuit. Both delay 
structures are identical in their structure and layout and are implemented on one 
chip. Therefore the overall delay difference in the measurement Vernier structure 
is very close to T0, and the time scale is close to T0 / n per gate. A Vernier TDC 
with 128 stages achieved a resolution of 30 ps [146], yet with a differential 
nonlinearity of almost 100% peak-to-peak. The resolution appears to be limited 
mainly by the increase of differential nonlinearity and by the jitter in a long active 
delay line. 
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Fig. 4.15 Delay regulation loop in the reference structure of a Vernier TDC. The gate delay 
in the gates A1 to An is regulated so that a known delay, T0, between start and stop is 
cancelled at the end of the delay lines A and B. The obtained control voltage is applied also 
to the Vernier structure that measures the time between the input pulses 

In TCSPC devices the digital TDC technique is currently inferior to the TAC-
ADC technique in terms of time channel width and differential nonlinearity. Nev-
ertheless, TDCs are used in modern TCSPC modules [66]. The channel resolution 
is specified with 40 ps. A resolution of 40 ps per channel is insufficient to fully 
exploit the time resolution of fast PMTs and SPADs, and far too coarse for MCP-
PMTs. Nevertheless, the modules have been used for a wide range of applications. 
The advantage of the TDC principle of Fig. 4.13 is that it easily yields absolute 
timing information over a continuous range from picoseconds to seconds. This 
makes it exceptionally useful for single molecule spectroscopy. The TDC tech-
nique may become particularly useful for TCSPC devices with a large number of 
fully parallel channels. Currently, TDC chips with up to 8 channels of 120 ps 
resolution are available [1, 2]. TCSPC devices based on these chips may cover a 
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wide range of correlation measurements. With the rapid progress in CMOS tech-
nology leading to lower and lower gate delay, the resolution and differential 
nonlinearity of TDCs will improve. This may result in TDC-based TCSPC devices 
with extremely high count rates and a resolution that comes close to the resolution 
of the TAC/ADC principle. 

4.2.3  Sine-Wave Conversion 

A third time-conversion technique uses sine-wave signals for time measurement. 
Two orthogonal sine-wave signals are sampled with the start and the stop pulses. 
The phase difference between start and stop is used as time information [313]. 
Currently the sine-wave technique is inferior to the TAC-ADC principle and the 
TDC principle in terms of count rate. It is not used in single-board TCSPC de-
vices. However, with the fast progress in ADC and signal processor speed the sine 
wave technique may become competitive with the other techniques. The principle 
is shown in Fig. 4.16. 
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Fig. 4.16 Sine-wave principle of time-to-digital conversion 

An oscillator generates a sine-wave signal at a frequency of 20 to 200 MHz. 
The signal is split in two components with 90° phase difference. These two signals 
are fed into two fast sampling ADCs. If a pulse edge is detected at the start/stop 
input, both ADCs are started. They sample their inputs, convert the sampled volt-
ages, and write the results, A and B, into a FIFO. At the output of the FIFO the 
time of the pulse edge is obtained by calculating arctan A/B. The technique works 
like a fast-rotating pointer, with the sine-wave signals defining a point on the cir-
cle the pointer describes. 

The circuit shown in Fig. 4.16 covers a time range of one sine-wave period 
with a resolution defined by the ADC resolution. The range can easily be extended 
by counting the sine-wave periods between subsequent pulses or by adding a sec-
ond sine-wave converter working at a subharmonic of the oscillator [313]. Conse-
quently, the circuit is able to cover a virtually unlimited time range with high 
resolution and high absolute accuracy. 

The phase of the oscillator is independent of the phase of the stop pulses. 
Therefore the start and stop times are converted at random locations on the circle 
described by the rotating pointer. In a histogram of the time differences of the 
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input pulses, the differential nonlinearity of the ADCs is averaged out. Moreover, 
the fact that all the recorded ADC samples, A and B, must be located on a circle 
can be used to correct the results for a number of possible errors. The correction 
algorithms are described in [313]. A 200-MHz circuit with 12-bit ADCs achieved 
a standard deviation of the time measurement of 39 ps. This value could be re-
duced to 4 ps by correction of deviations from the 90° phase shift, gain errors of 
the ADCs, and linearity errors. For comparison, good TCSPC devices using the 
TAC/ADC principle yield a standard deviation of 3 to 4 ps without correction, 
including the timing jitter of both CFDs.  

The most severe problem of the circuit shown in Fig. 4.16 is that the start and 
stop pulses share a common line. The time between subsequent pulses cannot be 
shorter than the conversion time of the ADCs. The conversion time can be below 
20 ns if fast ADCs are used, but then crosstalk between the pulses must be ex-
pected. For TCSPC application it is probably better to use separate ADCs for start 
and stop, driven from the same oscillator. 
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5.1  Classic Fluorescence Lifetime Experiments 

5.1.1  Time-Resolved Fluorescence 

The following paragraph gives a brief summary of the various effects governing 
the decay of fluorescence, with their potential applications. More detailed intro-
ductions into fluorescence kinetics are given in [50, 235, 389, 425, 549] and [308]. 

The most relevant molecular states and internal relaxation processes of fluores-
cent molecules are shown in Fig. 5.1. The ground state is S0, the first excited state 
S1. By absorbing a photon with an energy higher than the gap between S1 and S0, 
the molecule transits into the S1 state. 
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Fig. 5.1 Absorption and return from the excited state 

A molecule can also be excited by absorbing two photons simultaneously 
[189]. The sum of the energy of the photons must be larger than the energy gap 
between S1 and S0. Because two photons are required to excite one molecule, the 
excitation efficiency increases with the square of the photon flux. Efficient two-
photon excitation requires a high photon flux, which is achieved in practice only 
by a pulsed laser and by focusing into a diffraction-limited spot. Due to the 
nonlinearity of two-photon absorption, the excitation is almost entirely confined to 
the central part of the diffraction pattern.  

Higher excited states, S2, S3, do exist, but they decay at an extremely rapid rate 
into the S1 state. Moreover, the electronic states of the molecules are broadened 
by vibration. Therefore, a molecule can be excited by a photon of almost any en-
ergy higher than the gap between S0 and S1. 
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Without interaction with its environment, the molecule can return from the S1 
state by emitting a photon or by internal conversion of the absorbed energy into 
heat. The probability that one of these effects will occur is independent of the time 
after the excitation. The fluorescence decay function, measured at a large number 
of similar molecules, is therefore single-exponential. 

The excited-state lifetime of the molecule in absence of any radiationless decay 
processes is the „natural fluorescence lifetime“, n. The natural lifetime is a con-
stant for a given molecule and given refraction index of the solvent. Because the 
absorbed energy can also be dissipated by internal conversion, the effective fluo-
rescence lifetime, 0, is shorter than the natural lifetime, n. The „fluorescence 
quantum efficiency“, i.e. the ratio of the number of emitted photons to absorbed 
photons, reflects the ratio of the radiative decay rate to the total decay rate. Most 
dyes of high quantum efficiency, such as laser dyes and fluorescence markers for 
biological samples, have natural fluorescence decay times of the order of 1 to 
10 ns. There are a few exceptions, such as pyrene or coronene, with lifetimes of 
400 ns and 200 ns, and rare-earth chelates with lifetimes in the µs range. 

There are a number of additional pathways the molecule can use to return to the 
ground state. The most relevant ones in practice are intersystem crossing and dy-
namic (or collisional) quenching. 

Intersystem crossing refers to a forbidden transition from the S1 state to the 
triplet state. The transitions from S1 to the triplet state and between the triplet state 
and S0 have a low probability, and therefore intersystem crossing is not likely to 
change the fluorescence lifetime noticeably. Once in the triplet, the molecule can 
return by radiationless decay, by emitting a photon (phosphorescence), or by 
crossing back and returning from the S1 state (delayed fluorescence). Triplet life-
times are of the order of microseconds to milliseconds. Accumulation of mole-
cules in the triplet state can result in a noticeable decrease of the fluorescence 
intensity at high excitation intensity. 

An excited molecule can also dissipate the absorbed energy by interaction with 
another molecule. The effect is called fluorescence quenching. The interaction 
opens an additional return path to the ground state, see Fig. 5.2. The fluorescence 
lifetime, , becomes shorter than the normally observed fluorescence lifetime, 0.
The fluorescence intensity decreases by the same ratio. 
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Fig. 5.2 Fluorescence quenching 
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Quenching of excited singlet or triplet states in solution is often caused by elec-
tron transfer. The efficiency of electron transfer depends on the oxidation potential 
of the electron donor and the reduction potential of the electron acceptor [24, 170]. 
In contrary to energy transfer (see below), the acceptor is not excited, and the effi-
ciency is independent of the spectral overlap. As a result of electron transfer, radi-
cals of both the donor and the acceptor molecules are produced. Because the radi-
cals are highly reactive electron transfer is of great importance in photochemistry. 

The rate constant of fluorescence quenching depends linearly on the concentra-
tion of the quencher. Typical quenchers are oxygen, halogens, heavy metal ions, 
and a variety of organic molecules. Many fluorescent molecules have a protonated 
and a deprotonated form (isomers) or can form complexes with other molecules. 
The fluorescence spectra of these different forms can be virtually identical, but the 
fluorescence lifetimes may be different. It is not always clear whether or not these 
effects are related to fluorescence quenching. In practice, it is only important that 
for almost all dyes the fluorescence lifetime depends more or less on the concen-
tration of ions, on the oxygen concentration, on the pH value or, in biological 
samples, on the binding to proteins, DNA or lipids [185, 271, 306, 308, 437, 439, 
519]. The lifetime can therefore be used to probe the local environment of dye 
molecules on the molecular scale, independently of the concentration of the fluo-
rescing molecules. The independence of the concentration is a considerable bene-
fit for biological samples where the dye concentration is usually variable and un-
known. 

In the presence of quenching, the fluorescence decay functions remain single-
exponential as long as the quenching efficiency is the same for all fluorophore 
molecules. In biomedical applications the local environment of the fluorophore is, 
however, nonhomogeneous. Therefore the fluorescence decay functions in bio-
logical systems are usually multiexponential. 

The fluorescence behaviour of a fluorophore is also influenced by the solvent, 
especially the solvent polarity [308]. Moreover, when a molecule is excited the 
solvent molecules around it rearrange. Consequently, energy is transferred to the 
solvent, with the result that the emission spectrum is red-shifted. Solvent (or spec-
tral) relaxation in water happens on the time scale of a few ps. However, the re-
laxation times in viscous solvents and in dye-protein constructs can be of the same 
order as the fluorescence lifetime. The measurement of the solvent relaxation can 
therefore be used to obtain information about the local environment of fluorescent 
molecules [485]. 

The radiative and nonradiative decay rates depend also on a possible aggrega-
tion state of the dye molecules. The lifetime of aggregates can be longer than that 
of single molecules; on the other hand, the fluorescence may be almost entirely 
quenched. Extremely strong effects on the decay rates must also be expected if 
dye molecules are bound to metal surfaces, especially to metallic nanoparticles 
[182, 309, 337]. 

Excited molecules can undergo geometric rearrangement, proton transfer, or 
complex or dimer („exciplex“ or „excimer“) formation with a nonexcited mole-
cule. The fluorescence decay functions of excimers are double-exponential, as 
shown in Fig. 5.3.  
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A particularly efficient energy transfer process between an excited and a non-
excited molecule is fluorescence resonance energy transfer, or FRET. The effect 
was found by Theodor Förster in 1946 [168, 169]. The effect is also called Förster 
resonance energy transfer or simply resonance energy transfer (RET). Fluores-
cence resonance energy transfer is an interaction of two molecules in which the 
emission band of one molecule overlaps the absorption band of the other. In this 
case the energy from the first dye, the donor, transfers immediately into the sec-
ond one, the acceptor. The energy transfer itself does not involve any light emis-
sion and absorption. FRET can result in an extremely efficient quenching of the 
donor fluorescence and consequently in a considerable decrease of the donor life-
time; see Fig. 5.4. 
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Fig. 5.4 Fluorescence Resonance Energy Transfer (FRET) 

The energy transfer rate from the donor to the acceptor decreases with the sixth 
power of the distance. Therefore it is noticeable only at distances shorter than 
10 nm [308]. FRET is used as a tool of immuno-assay techniques and of cell and 
tissue fluorescence imaging; see Sect. 5.7.6, page 149. Different proteins are la-
belled with the donor and the acceptor, and FRET is used as an indicator of the 
binding state of these proteins. Distances on the nm scale can be determined by 
measuring the FRET efficiency quantitatively. 

In practical FRET systems, it often happens that only a fraction of the donor 
molecules are linked to acceptor molecules. Moreover, variation in the distance 
and random orientation may lead to nonuniform coupling efficiency. Therefore 
FRET decay functions are usually multiexponential; see Fig. 5.86, page 150. 
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5.1.2  Fluorescence Lifetime Spectrometers 

Early fluorescence lifetime spectrometers used nanosecond flashlamps for excita-
tion and TCSPC to record the emission [218, 549]. The flashlamps had the benefit 
that almost any excitation wavelength could be selected by a monochromator in 
the excitation path. However, the pulse duration was of the order of one nanosec-
ond. With an excitation pulse this long, lifetimes shorter than 100 ps could not 
reliably be measured, especially if the decay functions were multiexponential. The 
most severe drawback was the low repetition rate and the low excitation power, 
which resulted in extremely long acquisition times. It was not unusual to need an 
acquisition time of several hours for a single lifetime measurement. These long 
acquisition times gave TCSPC a reputation as a time-consuming technique. How-
ever, with advanced TCSPC techniques and high-repetition-rate lasers, similar 
results can be obtained within seconds. 

The modulation technique provides a different approach to fluorescence lifetime 
measurement. A continuous light source is modulated and the lifetime determined 
by measuring the phase shift between excitation and emission and the degree of 
modulation [303, 308]. In early experiments modulated light sources delivered 
much higher intensities than nanosecond flashlamps. To obtain a good efficiency 
over a wide lifetime range and to resolve the components of multiexponential decay 
functions, the modulation frequency must be varied in a wide range. However, since 
optical modulators are resonance systems, different frequencies were difficult to 
obtain. Now a wide range of frequencies is available, delivered by high-repetition-
rate lasers in the form of the harmonics of the pulse train. Operation at different 
frequencies requires careful calibration, though, since the detector, the amplifiers 
and the mixer of a modulation system have frequency-dependent phase shifts.  

The most relevant difference between TCSPC and the modulation techniques is 
that TCSPC works at extremely low emission intensity but cannot exploit ex-
tremely high intensities, while the modulation technique fails at extremely low 
intensities but works at extremely high intensities. 

The intensities of classic lifetime experiments are well within the TCSPC 
range. Furthermore, sensitivity, time resolution, and accuracy are often more im-
portant than short acquisition time. Therefore many classic lifetime systems still 
use the classic NIM-based TCSPC technique. The general principles of fluores-
cence lifetime experiments are described in [308, 389], and various fluorescence 
lifetime spectrometers are commercially available. 

Excitation Light Sources 

Excitation light sources for fluorescence lifetime experiments are listed under 
Sect. 7.1, page 263. Currently the most commonly used light sources are titanium-
sapphire lasers, frequency-doubled or tripled titanium-sapphire lasers, and picosec-
ond diode lasers. The benefits of the Ti:Sapphire laser are tunability, extremely 
short pulse width, and high pulse stability. The wavelength range can be as wide as 
700 to 980 nm. With SHG and THG generation, wavelengths in the range of 
235 nm to 490 nm are available. The repetition rate is in the range from 78 to 
90 MHz, high enough to reduce pile-up problems considerably. However, for fluo-
rescence lifetimes longer than a few ns, the fluorescence does not decay completely 
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within the signal period. Although data analysis can analyse incomplete decay, the 
lifetime accuracy degrades if only the initial part of the decay is available [274]. 
Moreover, afterpulsing of the detector becomes noticeable at high repetition rate 
and results in an increased background signal that is difficult to separate from slow 
decay components. Therefore, pulse pickers are often used to reduce the repetition 
rate. Unfortunately, optical leakage of the suppressed pulses and RF noise emission 
from the pulse picker can cause problems in precision lifetime measurements. 

Laser diodes are currently available for 375 nm, 405 nm, 440 nm, 473 nm, and 
a large number of wavelengths above 635 nm. The diodes can be pulsed at any 
rate up to more than 100 MHz, and pulses down to 40 ps FWHM are available. 
The average (CW equivalent) power is several hundred µW to a few mW at 
50 MHz repetition rate. The pulse shape depends on the peak power. With increas-
ing power the pulse width shortens, but a shoulder or tail develops. Therefore the 
power for best pulse shape should be determined, and not be changed during a 
series of measurements. Moreover, laser diodes often emit some light at wave-
lengths different from the laser wavelength. A cleaning filter should be used to 
block this unwanted emission. With these precautions taken into account, diode 
lasers are excellent excitation sources for the NUV, visible, and NIR range. 

Optical Setup  

The typical optical setup of a fluorescence-lifetime spectrometer is shown in 
Fig. 5.5. The sample is excited by a laser. The excitation intensity is adjusted by a 
variable neutral density filter. An additional bandpass filter may be required to 
block unwanted emission wavelengths of the laser. 
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Fig. 5.5 Fluorescence lifetime spectrometer with a monochromator 

The fluorescence light is normally collected by a lens at an angle of 90° from the 
excitation beam. If the samples shows a large amount of scattering, a long-pass filter 
may be required to block the scattered excitation light. A polarisation filter rotated 
54.7° from the polarisation of the excitation laser removes the anisotropy decay from 
the recorded fluorescence decay functions (see below). A monochromator selects 
the wavelength at which the fluorescence is to be detected. The light transmitted by 
the monochromator is detected by a PMT or MCP-PMT. The single-photon pulses 
of the detector are recorded by the TCSPC module. The timing reference signal 
comes either from a reference output of the laser or from a separate photodiode. 
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Unfortunately the monochromator makes the detection light path relatively in-
efficient. The focal ratio of monochromators is usually not higher than f:3, and the 
slit width is 0.1 to 1 mm. The focal ratio and the slit width restrict the numerical 
aperture by which the fluorescence light can be collected from the sample. Either 
the luminescent spot is magnified too much and does not fit into the monochroma-
tor slit, or the light cone becomes wider than the focal ratio of the monochromator 
(see Sect. 7.2.4, page 279). The slits of most monochromators are perpendicular, 
but the laser beam usually excites a horizontal line in the cuvette; therefore it can 
be useful to turn the monochromator by 90°. 

The efficiency is further reduced by the efficiency of the grating of the mono-
chromator itself, which is 60 % to 80 % at best. Moreover, the detection band-
width is usually much smaller than the width of the fluorescence band of the 
fluorophore. Therefore, the efficiency of a monochromator-based system can be 
orders of magnitude smaller than that of a filter-based system (see below). 

A monochromator can introduce a considerable amount of pulse dispersion and 
colour shift into the signal. The path length from the entrance slit to the grating 
and from the grating to the exit slit is different for the two sides of the grating (see 
Fig. 7.18, page 280). Therefore a pulse broadens as it travels through the mono-
chromator. The path-length difference depends on the angle of the grating, and 
therefore on the wavelength selected. The signal may even shift in time if the 
optical axis is not perfectly aligned. The problems can be avoided in a double 
monochromator with „subtractive dispersion“. Because the two gratings are mov-
ing in opposite directions, path-length variations are compensated for. However, 
perfect compensation is achieved only in a well-aligned system. 

Temperature Stabilisation 

Aggregation effects, protonation, conformational effects, and excimer formation 
are dependent on the sample temperature. Therefore, the sample holder often has 
to be temperature-stabilised. This is relatively simple with peltier elements. Prob-
lems can arise if the cooler blocks a part of the excitation or detection light path. 

Detectors 

A number of typical detectors are described under Sect. 6.4, page 242. The main 
selection criteria are the transit-time spread and the spectral sensitivity. Together 
with the laser pulse shape, the transit-time spread determines the instrument re-
sponse function (IRF). As a rule of thumb, lifetimes down to the FWHM of the 
IRF can be measured without noticeable loss in accuracy. For shorter lifetimes the 
accuracy degrades. However, single-exponential lifetimes down to 10% of the IRF 
width are well detectable. Medium speed detectors, such as the R5600 and R7400 
miniature PMTs, yield an IRF width of 150 to 200 ps. The same speed is achieved 
by the photosensor modules bases on these PMTs (see Fig. 6.40, page 250). 

The Hamamatsu R3809U MCP PMTs deliver an IRF width of 25 to 30 ps in 
conjunction with Ti:Sapphire lasers, and of 50 to 100 ps in conjunction with diode 
lasers. A typical result is shown in Fig. 5.6. The IRF width is 24.5 ps, FWHM, and 
the fluorescence lifetime 80 ps. A colour shift of the monochromator of 5.7 ps was 
corrected in the data. 
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Fig. 5.6 IRF and decay curve. R3809U MCP and Ti:Sapphire laser, time scale 100 ps/div. 
Data courtesy of Seiji Tobita, Gunma University, Kiryu, Gunma, Japan 

To obtain good reproducibility of lifetime results the stability of the IRF is es-
sential. In any PMT, the initial velocity and velocity distribution of the photoelec-
trons leaving the photocathode of the PMT depends on the wavelength (see 
Sect. 6.3.2, page 236). The corresponding transit time changes result in an addi-
tional colour shift that adds to the colour shift of the monochromator. Colour shift 
was a severe problem in earlier-model conventional PMT tubes with a relatively 
long path length between the photocathode and the first dynode. The problem has 
been considerably reduced in the miniature PMTs and photosensor modules and 
has almost entirely vanished in modern MCP PMTs. 

Another source of IRF changes is different transit time for different spots on the 
photocathode. The effect is noticeable in all PMTs, but almost undetectable in 
MCP PMTs. The optical system should account for the effect either by keeping 
the illuminated spot stable or be spreading the light over the full cathode area. For 
MCP PMTs, illuminating the full cathode area improves the IRF stability at high 
count rate (see Fig. 7.35, page 297) and avoids premature degradation of the mi-
crochannel plate. 

At the high repetition rate of modern light sources, afterpulsing of the detector 
introduces a signal-dependent background into the recorded data (see Fig. 7.31, 
page 294). The result is a loss in dynamic range and a corresponding loss in life-
time accuracy. Afterpulsing is exceptionally low in the R3809U MCPs. Due to its 
fast response and low afterpulsing probability the R3809U is currently the most 
suitable detector for fluorescence lifetime experiments.  

Applications

Classic fluorescence lifetime instruments are used for an extremely wide range of 
applications. Lifetime changes induced by solvent interaction, conformational 
changes and different binding state to proteins, peptides or lipids are described in 
[134, 269, 271, 336, 380, 395, 404]. The dependence of the lifetime on the refrac-
tive index of the environment was investigated in [142, 407, 483, 484]. Pressure 
effects on the lifetime are shown in [491, 492]. Electron and proton transfer are 
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subject of [463, 464, 488, 518]. Lifetime spectroscopy on constructs relevant for 
photodynamic therapy is described in [208, 284, 350, 546]. Lifetimes of fluores-
cent proteins were measured in [109, 110, 226, 227, 231, 522]. Time-resolved 
FRET measurements are described in [87, 207]. Enhanced radiative decay rates 
and enhanced photostability of dyes conjugated to metallic nanoparticles are re-
ported in [182, 183, 337]. Extremely short components of multiexponential decay 
functions down to less than 10 ps were measured in [366, 550]. Fluorescence 
decay measurements at semiconductors in the microsecond range are described in 
[177, 178, 179]. 

5.1.3  Fluorescence Depolarisation Effects 

A general problem of fluorescence lifetime measurements arises from fluores-
cence depolarisation [308, 549]. Figure 5.7 shows the excitation of an ensemble of 
molecules with a vertically polarised beam of light along the z axis. The excitation 
beam preferentially excites molecules having their transition dipoles oriented 
vertically. The dumbbell-shaped surface shows the envelope of the products of the 
orientation vectors and the number of excited molecules with the corresponding 
orientation. (For a single molecule the surface can be considered the envelope of 
the products of the orientation and the excitation probability.) The distribution is 
rotationally symmetrical around the polarisation of the excitation beam. In the 
moment of excitation, there are no excited molecules with orientations in the X-Z 
plane. Due to the rotation of the molecules, the anisotropy of the distribution de-
creases with time. The orientational distribution becomes isotropic after a time 
much longer than the rotational relaxation time, rot.
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Figure 5.8 shows what happens if the fluorescence is detected along the X, Y, 
or Z axis. IP and IS are the intensities of the projections of the electrical field vec-
tors parallel and perpendicular to the excitation, in the corresponding directions of 
detection. Detection in X direction delivers IPX and ISX, detection in Z direction 
delivers IPZ and ISZ, and detection in Y direction delivers two ISY components. Obvi-
ously, the orientational relaxation cancels if all these components are detected 
with the same efficiency. Because the angular distribution of the molecules is 
symmetrical around the Y axis, the intensity is the same for all Ip components and 
for all IS components: 

 IPX =IPZ                  ISX = ISY = ISZ

The sum of all intensity components is therefore 

ISUM = 2IP + 4IS

Consequently, a signal proportional to I = IP + 2IS must be recorded to reject 
the rotational relaxation from a lifetime measurement. However, for detection 
along X, Z or any other direction in the X-Z plane IP + IS is detected. The problem 
can be solved by placing a polariser in the detection path. The polariser is rotated 
by 54.7° from the polarisation of the excitation. The detection efficiency of IS is 
then twice the efficiency of IP, resulting in detecting a signal proportional to 
I = IP + 2IS .
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Fig. 5.8 Polarisation components of the signals detected along the X, Y, and Z axis 

Except for a few special cases, there are similar polarisation effects for other 
angles between the optical axis of the excitation and the X-Z plane, different po-
larisation of the excitation, and even for unpolarised excitation. Methods to reject 
depolarisation effects from the measured decay curves in different geometric con-
figurations are discussed in detail in [355, 389, 476]. 

The considerations above apply strictly only for negligible aperture angles of 
the excitation and detection light cones. However, optical systems designed for 
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high efficiency use lenses of high numerical aperture in the detection path. In 
fluorescence microscopy lenses up to NA = 1.4 are used both for focusing the 
laser and collecting the fluorescence. The situation for high NA is shown in 
Fig. 5.9. The collimated laser beam in front of the lens is vertically polarised. In 
the light cone behind the lens rays far from the axis are tilted. This leads to field 
vectors in x and z direction [18, 426, 465, 466, 551]. 
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Fig. 5.9 A collimated beam polarised in y-direction develops components in x and z direc-
tion in the focus of a high-NA lens, after [466] 

For NA = 1.4 the field components, EX and EZ, are expected to be 7.5% and 
40.6% of EY. Bahlmann and Hell [18] measured an X component of the intensity, 
IX, of 1.51%. The X component causes a small crosstalk of IS into the IP channel. 
The Z component results in excitation of molecules with dipoles oriented along 
the Z axis, and, consequently, in an increase of IS .

A similar effect occurs in the detection light path. A part of the Z component of 
the fluorescence is detected both in the IS and in the IP channel. As a result, a sub-
stantial amount of fluorescence polarised in the Z direction is recorded, i.e. addi-
tional IS. The total intensity is therefore not I = IP + 2 IS as in the case of narrow 
beam angles but 

I = IP + k IS , with k = 1 ... 2 (5.1) 

Figure 5.10 shows the IP and IS components and calculated total intensities of fluo-
rescein in water excited and measured through an oil immersion objective lens of 
NA = 1.3. Two-photon excitation by a femtosecond Ti:Sapphire laser was used. 
The data were corrected for the sensitivity difference of the IP and IS channels by 
matching the tails of the curves. The total intensity calculated by I = IP + 2IS is 
clearly not single-exponential, i.e. not entirely free of the anisotropy decay. How-
ever, the sum I = IP + 1.0IS is almost free of the anisotropy decay, i.e. the factor k
is close to 1. 
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Fig. 5.10 Fluorescence decay functions of fluorescein in water measured through an oil 
immersion objective of NA = 1.3. Components parallel (I

P
) and perpendicular (I

S
) to the 

excitation polarisation after tail matching, I
P
 + 2.0 I

S
 , and I

P
+ 1.0 I

S

5.1.4  Reabsorption and Reemission 

Fluorescence lifetime measurements can be severely impaired by reabsorption. 
Reabsorption becomes especially noticeable at high fluorophore concentrations. A 
fraction of the fluorophore molecules is excited by the fluorescence of other mole-
cules. Reemission changes the shape of the measured decay curves and increases 
the measured lifetime. The size of the effect depends on the overlap of the absorp-
tion and the emission band of the fluorophore, on the concentration, and on the 
optical geometry [308]. The straightforward solution to reabsorption problems is 
to reduce the concentration. If this is not possible a thin sample cell should be 
used, and be illuminated from the front. 

Reabsorption and reemission can be pitfalls, particularly in poorly aligned opti-
cal systems. If the fluorescence is detected from outside the excited spot of the 
sample, the detected signal is almost exclusively excited by reabsorption. There-
fore, the alignment of the detection system should be checked if odd fluorescence 
decays are detected. 

5.1.5  High-Efficiency Detection Systems 

For traditional fluorescence lifetime measurements on organic dyes, the photosta-
bility of the sample or intensity-induced changes in the fluorescence behaviour are 
rarely a problem. The low efficiency of a monochromator-based system can there-
fore easily be compensated for by increasing the excitation power or the acquisi-
tion time. For biological samples this is not necessarily the case. Therefore, high-
efficiency filter-based systems have had a revival in biomedical fluorescence ap-
plications. Two simple but highly efficient optical systems employing diode laser 
excitation are shown in Fig. 5.11. 
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Fig. 5.11 Optical systems for high-efficiency fluorescence lifetime detection 

In the left setup a collimated laser beam of small diameter is directed into the 
front side or the back side of the sample cuvette. A variable neutral density filter is 
used to control the light intensity. A cleaning filter blocks unwanted emission 
wavelengths of the diode laser. The fluorescence light is collected by a lens and 
collimated into a roughly parallel beam. This is necessary to get reasonable per-
formance from the subsequent interference filter. The filter is a bandpass and 
selects the detection wavelength interval. A conventional long-pass glass filter is 
optionally added to improve the blocking of scattered laser light and to reduce 
optical reflections. A polariser can be inserted for anisotropy measurement or to 
reduce the influence of rotational depolarisation on the fluorescence decay curves. 
A second lens focuses the fluorescence light on the detector. 

The setup illustrated on the right uses a confocal principle. The laser is directed 
into the cuvette by a dichroic mirror, D, and focused by a lens. The fluorescence 
light is collected by this lens, sent through a set of filters, focused by a second 
lens, and detected by the PMT module. The setup can be built with a high numeri-
cal aperture and a correspondingly high collection efficiency. 

By using a field stop in front of the detector, light from outside the focus can be 
suppressed. This can be useful to suppress fluorescence of the cuvette walls, fluo-
rescence of dye molecules bound to the cuvette walls, or distortions by scattering 
or reabsorption. Confocal detection can also be used to reduce the daylight-
sensitivity of the detection system. 

Simple systems such as that shown in Fig. 5.11 yield an excellent optical effi-
ciency, and are almost free of pulse dispersion and wavelength-dependent pulse 
shift. Another benefit is that the detection path is almost free of polarisation ef-
fects compared to monochromator-based systems. The high numerical aperture of 
the light collection system further reduces the influence of the rotational relaxa-
tion; see Fig. 5.9. With aspheric lenses an NA of around 1 can be achieved, and at 
an NA this high the polariser in the detection path can often be omitted. In the 
setup in the left graphic of Fig. 5.11,  residual depolarisation effects can be re-
moved by slightly tilting the polarisation direction of the laser. 

The downside of the compact design and the high numerical aperture is that the 
systems are vulnerable to optical reflections. Reflections are particularly likely 
between the PMT cathode and an interference filter, or between an interference 
filter and another flat optical surface (see Sect. 7.2.6, page 285). Replacing an 
interference filter with an absorptive filter solves most reflection problems, but 
often causes problems by filter fluorescence.  
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In the setup shown in Fig. 5.11, right, fluorescence from the lens and the di-
chroic mirror can cause problems. Moreover, excitation light scattered at the di-
chroic mirror and reflected at the lens can cause false prepulses when the IRF has 
to be recorded. These problems can be largely avoided by using a small laser 
beam diameter, a small mirror instead of the dichroic beamsplitter, and a hole in 
the centre of Lens 1.  

The high optical efficiency of the systems shown in Fig. 5.11 has the negative 
effect that the detector can easily be damaged by overload. The detector can be 
destroyed by a simple operator error, e.g. opening the sample compartment while 
the detector is switched on or turning the excitation power too high. Therefore, 
safety features must be implemented in any practical fluorescence lifetime system. 
These may include mechanically operated flaps, switches, or overload shutdown 
circuits for the operating voltage of the detector (see Sect. 7.3, page 302). 

Typical results obtained in a filter-based setup with diode-laser excitation are 
shown in Fig. 5.12. The sample was an indocyanine green solution in ethanol in a 
1 cm cuvette. The sample was excited by a diode laser of 650 nm emission wave-
length, about 50 ps pulse width, and 50 MHz repetition rate. The IRF and the 
fluorescence recorded at 830 nm are shown for an H5773 20 PMT module (left) 
and for an R3809U MCP-PMT (right).  

Fig. 5.12 Fluorescence decay curves of indocyanine green (ICG). A in ethanol, B in water, 
C instrument response function. Time scale 400 ps / div, 1-cm cuvette, diode laser 650 nm, 
50 MHz. Left: Detected by a cooled H5773 20 photosensor module. Right: Detected by an 
R3809U MCP PMT 

The results shown in Fig. 5.12 demonstrate two typical instrumental effects. 
The most obvious one is that the background of the H5773 20 detector is much 
higher than that of the R3809U MCP. Because the H5783 20 was used with a 
thermoelectric cooler the dark count rate was negligible and can be excluded as a 
source of the background. Instead, the background is caused by afterpulsing of the 
H5773 20, see Sect. 7.2.11, page 294. 

The IRF width is 208 ps for the H5773 20 and 130 ps for the R3809U. Al-
though the IRF is shorter for the R3809U it is not as short as one might expect. 
For a laser pulse width of 50 ps and a TTS of 30 ps of the R3809U the IRF width 
should actually be around 60 ps. The long IRF is typical for measurements from 
the whole diameter and the whole depth of a 1 cm cuvette. The transit times of the 
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excitation pulse and of the fluorescence signal add to the IRF width and cause a 
substantial increase in the IRF width, see also paragraph below.  

5.1.6  Measurement of the Instrument Response Function 

An accurate fluorescence lifetime measurement normally requires measurements 
of the fluorescence and the instrument response function (IRF). The lifetime or the 
lifetime components of the decay function are then obtained by deconvolution of 
the fluorescence curve from the IRF [389].  

The IRF is measured on a reference object that directs a small fraction of the 
excitation light into the detection path. Although the IRF measurement may look 
simple at first glance, it is the most critical point in high-resolution lifetime ex-
periments. The fluorescence signal and the IRF are recorded at different wave-
lengths, with potentially different pulse dispersion or transit time in the optical 
system. The light may be detected from different locations in the sample, with a 
corresponding shift in the signals. The effective shape of the excitation profile 
may depend on scattering effects in the sample and in the reference object. 

One frequently used approach is to tolerate some shift of the IRF and to add the 
shift as an additional fitting parameter in the deconvolution. This is acceptable for 
fluorescence lifetimes much longer than the IRF width. In this case the shift and 
the lifetime are independent fitting parameters. Consequently, the shift is obtained 
from the fitting procedure without impairing the accuracy of the lifetime. How-
ever, if the lifetime is much shorter than the IRF a change in the shift and a change 
in the lifetime have almost the same effect on the shape of the fitted curve. Fig-
ure 5.13 shows the effect for calculated curves. A gaussian function of 25 ps 
FWHM was convoluted with single-exponential decay functions with lifetimes of 
2 ps, 4 ps and 8 ps. It is clearly seen that for short lifetimes, the result of the con-
volution becomes almost indistinguishable from a shift of the curve. This makes it 
difficult to obtain both the shift and the lifetime from the fitting procedure. 

Fig. 5.13 Single-exponential decay functions convoluted with a gaussian IRF of 25 ps 
width. Left to right: Lifetime 2 ps, 4 ps and 8 ps. The result of a convolution with a decay 
function of short lifetime is very close to a shift 
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It is possible to use a known fluorescence decay instead of the IRF as a refer-
ence for data analysis. By selecting the right reference fluorophore the reference 
measurement can be made at the same wavelength as the lifetime measurement. 
This method is often used to calibrate „phase zero“ in modulation technique 
measurements. A number of lifetime standards are given in [308]. However, fluo-
rescence decay times depend on ion concentrations, oxygen saturation, and tem-
perature. They are therefore not very useful as lifetime standards. The influence of 
variations in the reference lifetime becomes negligible if the reference lifetime is 
much shorter than the IRF width. Unfortunately, extremely short lifetimes are 
obtained only from fluorophores of low quantum efficiency. The slightest con-
tamination by a highly fluorescent dye causes large errors. 

The attempt is often made to use Raman lines to convert the excitation wave-
length into a wavelength in the spectral region of the fluorescence. However, the 
problem is the same as for short lifetime fluorescence – the Raman effect is so 
weak that the slightest background fluorescence makes the result useless. 

The best way to obtain a reasonable IRF measurement is still to use scattering. 
A cuvette – or a reference object with a similar geometry as the sample – is placed 
in the sample position and measured at the laser wavelength. Scattering gives 
similar illumination patterns in the optics as fluorescence. The scattering coeffi-
cient must be low enough to avoid pulse stretching by photon migration effects 
and high enough to exclude possible background fluorescence. Scattering solu-
tions can be obtained by diluting milk or unstained latex in water. The cuvette 
should appear almost clear, but the laser beam should form a clearly visible trace 
through the cuvette. Scattering solutions and IRFs recorded by a 650 nm diode 
laser and an R3809U MCP PMT in a 10-mm cuvette are shown in Fig. 5.14. 

Fig. 5.14 Left: Scattering solutions of different scattering intensity. Right: IRFs recorded 
with the solutions. 10 mm cuvette, 90° illumination, light detected from full width of cu-
vette, 650 nm diode laser, R3809U MCP PMT, SPC 730 TCSPC module, time scale 
50 ps/div 

It should be noted that the IRF recorded in the cuvette is not identical with the 
laser pulse recorded directly. The horizontal path length of the laser in a 10-mm 
cuvette adds about 45 ps of transit-time spread to the IRF. If a large beam diame-
ter is used, there are also path length differences for different depth in the cuvette. 
Moreover, reflection at the cuvette walls and scattering at the sample holder con-
tributes to the IRF. However, these effects are essentially the same for IRF meas-
urement by a dilute scattering solution and fluorescence measurement of a trans-
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parent sample of low absorption. The recorded IRF can therefore be considered 
the correct one. 

For nontransparent samples measured by front illumination, the effective IRF 
can be recorded by using scattering at a rough surface. To avoid multiple scatter-
ing the reference body should have high absorption and no fluorescence. Figu-
re 5.15 shows an IRF recorded for a piece of black velvet, recorded in the same 
system as Fig. 5.14, right. The width of this IRF is substantially shorter than the 
IRF measured in the cuvette. The FWHM is 54 ps, compared to 97 to 103 ps ob-
tained in the cuvette. 

The results show that the full resolution of a fast TCSPC system cannot be ex-
ploited for measurements in the commonly used 10 mm cuvettes. The optical 
transit-time spread can be reduced by recording only from a small spot in the cu-
vette. Another solution is a thin cuvette under front illumination. 

Fig. 5.15 IRF recorded for a piece of black velvet. Same optical and electronic system as in 
Fig. 5.14, time scale 50 ps/div 

In special cases it can be useful or even required to excite the fluorescence by 
two-photon absorption [132, 319, 493, 494, 521]. The excitation wavelength may 
then be entirely outside the spectral sensitivity range of the detector. Moreover, 
the pulse profile obtained by detecting the laser pulse directly may not correspond 
to the effective temporal two-photon excitation profile of the sample. A useful 
way to obtain an IRF in a two-photon system has turned out to be second har-
monic generation from a suspension of gold particles [206, 375].  

5.1.7  What is the Shortest Lifetime that can be Measured? 

It is frequently asked what is the shortest lifetime that can be measured with a 
given TCSPC system. A simple estimation can be made by using the first mo-
ments of the photon distributions measured for the IRF and the fluorescence. The 
first moment, M1, or the „centroid“ of the function f(t) is defined as 
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For discrete time channels containing discrete numbers of photons M1 is 

N

tN
M

ii

1  (5.3) 

with ti = time of time channel i and Ni = number of photons in time channel i. 
M1 can also be interpreted as the average arrival time of all photons within a 
TCSPC measurement. If two functions are convoluted, the first moments of both 
functions add linearly. From the measurement of a fluorescence decay and the 
corresponding IRF measurement can be derived the fluorescence lifetime, , by 

IRFfluor
MM 11  (5.4) 

with M1fluor = first moment of the fluorescence recording and M1IRF = first mo-
ment of the IRF recording. 

In the early days of TCSPC the moment or „centroid shift“ method was used to 
calculate fluorescence and excited nuclear state lifetimes from measurement data 
[348, 549]. For fluorescence lifetime measurements this method has now entirely 
been replaced with curve fitting procedures. However, the first-moment technique 
has recently been revived for use in functional brain imaging [325]. A benefit of 
the first-moment technique is that the statistical accuracy of  calculated via the 
first moments can be easily estimated. Let the standard deviation of the photon 
arrival times in the IRF recording be IRF . The standard deviation of the first 
moment, 1M , of the IRF is then 

N
IRFM

/1  (5.5) 

For fluorescence lifetimes much shorter than the IRF width, the shapes of the 
recorded IRF and the recorded fluorescence curve are almost identical. Provided 
the same number of photons, N, is recorded both in the IRF and the fluorescence 
curve, the standard deviation, , of the calculated fluorescence lifetime, , is: 

NIRF /2  (5.6) 

With a femtosecond laser and an MCP PMT irf is about 10 ps. For a total number 
of recorded photons of N = 106 both in the IRF and the fluorescence, which is 
certainly a conservative assumption, the standard deviation of a short lifetime is 
14 fs. This value is surprisingly low. 

In practice the lifetime accuracy is limited by the timing stability of the TCSPC 
system. The stability that can be expected from a TCSPC system is demonstrated 
in Fig. 7.36 and Fig. 7.37, page 298. The test system was an SPC 140 module 
with a BHL 600, 650 nm, 40 ps diode laser. After a 30-minute warmup, a series 
of 16 consecutive recordings was performed over 16 minutes. The drift of the first 
moment of the IRF recordings was within  0.7 ps (peak-peak) for the H5773, and 

 1.5 ps (peak-peak) for the R3809U. A time difference of 1 ps corresponded to a 
path length difference of 300 µm. It is unlikely that a path length difference this 
low can be achieved between the fluorescence and the IRF recording in a system 
containing a monochromator. The prospects are best with a setup as shown in 
Fig. 5.11 and a very thin sample cuvette or a confocal system detecting only from 
a thin layer within the sample. 
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5.1.8  Fluorescence Anisotropy 

If the fluorescence of a sample is excited by linearly polarised light the fluores-
cence is partially polarised (see Fig. 5.7 and Fig. 5.8). The fluorescence anisot-
ropy, r, is defined as 
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with Ip = fluorescence intensity parallel to excitation, Is = fluorescence intensity 
perpendicular to excitation, I = total intensity. 

The fluorescence anisotropy decays with the rotational relaxation time, rot. The 
relaxation time is an indicator of the size of the dissolved molecules, dye-solvent 
interactions, aggregation states, and the binding state to proteins [102, 308, 549]. 
Typical rotational relaxation times of free fluorophores in water are in the range 
from 50 to 500 ps.  

Time-resolved measurements of anisotropy are difficult because Ip (t) - Is (t) is 
small compared to the fluorescence components Ip (t) and Is (t) themselves. 
Ip (t) and Is (t) are detected with different efficiency, especially if a monochromator 
is used. The effect depends on the angle of the grating, i.e. on the wavelength, and 
on the slit width and the beam geometry. Anisotropy measurements therefore 
require calibration of the efficiency of the Ip (t) and Is (t) detection channels. The 
relative efficiency, Ep/Es, of the Ip and Is detection channels is the „G factor“:  
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There are two ways to determine the G factor [308, 389]. The first one is to run 
a measurement with horizontal polarisation of the excitation beam. For an angle of 
90° between the optical axis of excitation and emission, the excited-state distribu-
tion is oriented towards the axis of observation. Consequently both channels 
measure equal perpendicular components. The ratio of the measured intensities 
represents the G factor.  

The second way to obtain G is „tail matching“. A sample with a depolarisation 
time substantially shorter than the fluorescence lifetime is measured. The G factor 
is obtained from the intensities in the later parts of the decay curves. The advan-
tage of tail matching is that it can be used also for optical systems with excitation 
and detection along the same optical axis. 

To separate the rotational relaxation from the fluorescence decay it is essential 
that the correct total intensity, I(t) is taken for the denominator of r(t). It is nor-
mally assumed that both the excitation and emission light cones have negligible 
numerical aperture, and that the excitation is polarised perpendicularly to the plane 
defined by both optical axes, see Fig. 5.8. 

The total intensity is then I(t) = IP(t) + 2 IS(t). The factor of 2 results from the 
geometrical fact that light polarised longitudinally to the optical axis of observa-
tion is not detected [308, 549]. The situation for a microscope lens of high NA is 
different. Both focusing and detection under high NA results in the conversion of 
transversal E vectors into longitudinal ones, and vice versa [18, 426, 465, 466, 
551], see Fig. 5.9. The total intensity is therefore I (t) = IP (t) + k IS (t), with k < 2. 
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The recorded intensities may also be changed by possible counting loss in the 
TCSPC module. If Ip and Is are measured consecutively, a count rate of a few per-
cent of the reciprocal dead time should not be exceeded, or dead-time compensa-
tion should be used (see Sect. 7.9.2, page 338). Moreover, often a different IRF of 
both channels has to be taken into account.  

The rotational depolarisation time depends on the temperature. Temperature 
stabilisation of the sample cuvette is therefore important. The excitation intensity 
must be kept low enough to avoid local heating in the excited spot.  

A wide variety of anisotropy measurement setups are used. The simplest solu-
tion is the „L configuration“, i.e. a standard fluorescence setup with 90° excita-
tion. A polariser is placed in the detection path and the components Ip (t) and Is (t) 
are measured consecutively with the polariser in 0° and 90° orientation (Fig. 5.16). 
Instruments of this type were used in [338] and [272]. The advantage of this setup 
is that the instrument response function is the same for both measurements. The 
drawback is that two measurements are required. Drifts in the detector efficiency, 
photobleaching, or temperature changes in the sample can therefore impair the 
results. Moreover, about 50% of the photons are not used, which can be a draw-
back if the photostability of the sample is an issue. 

Sample

Laser

Lens

Polariser

0° / 90°

Monochromator

PMT

Lens

CFD

(Routing)

to TCSPC module

vertically

polarised

Fig. 5.16 Single detector anisotropy setup 

Flipping the polariser between 0° and 90° can be combined with controlling the 
destination of the photons in the TCSPC memory via one of the routing bits. The 
fluorescence decay curves for IP and IS are then automatically stored in separate 
memory blocks. The best way is certainly to switch periodically between IP and IS

and to route the signals into different memory blocks (see also Sect. 3.2, page 33). 
The benefit of multiplexing is that changes in the sample and changes of the detec-
tor efficiency influence IP and IS likewise. This causes a reduction in the effects of 
timing drift, detector efficiency changes, or photobleaching. An instrument with 
periodical switching is described in [133] and [134]. 

Flipping a polariser between 0° and 90° can be accomplished at a rate of about 
one turn per second. Faster multiplexing rates can be obtained from the system 
shown in Fig. 5.17. Ip and Is are separated by a beamsplitter and two polarisers or a 
polarising beamsplitter and multiplexed into one detector by a rotating sector 
mirror. The routing signal is derived from the rotation of the mirror. An optical 
system of the design shown in Fig. 5.17 is described in [28]. 
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Fig. 5.17 Multiplexed measurement of Ip and Is. Lenses and filters not shown 

The drawback is that the optical system is complicated. A sector mirror is not 
commonly available, and it must be well aligned on the driving shaft to avoid 
wobbling of the reflected beam. Although the same detector is used for both light 
paths, it is not simple to obtain exactly the same IRF in both channels. In particu-
lar, the illuminated areas of the detector for the 0° beam and the 90° beam must 
coincide exactly. 

[540] describes another system to record two fluorescence components simul-
taneously. The fluorescence signal is split into two components, one of which is 
optically delayed. Both components are recorded in the same TAC interval. By 
splitting the signal in a 0° and a 90° component, fluorescence anisotropy decays 
can be recorded. However, identical IRFs in the channels are hard to obtain, and 
pile-up can change the relative sensitivity of the channels. 

Another commonly used setup for measurements of anisotropy is the „T ge-
ometry“ (Fig. 5.18).  
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Fig. 5.18 Anisotropy measurement in the T geometry 

The sample (usually a cuvette) is measured from both sides under different po-
larisation angles. Two detectors and a router are used to detect Ip and Is simultane-
ously [58, 59]. The T geometry with routed detection has twice the efficiency of a 
sequential measurement. Moreover, possible counting loss due to the dead time of 
the TCSPC module affects both channels in the same way and therefore does not 
affect the measured intensity ratio. The dual-detector routing technique is even 
able to record dynamic changes of the lifetime and depolarisation time. The draw-
back is that the instrument response functions of the two detectors are different, 
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which makes the data analysis more difficult than for a single-detector setup. The 
problem is eased by using extremely fast detectors, i.e. R3809U MCPs. 

In cases where the light cannot be collected from both sides of the sample, i.e. 
in a confocal microscope, a 1:1 beamsplitter and two polarisers or a polarising 
beamsplitter can be used to separate Ip and Is.

In principle, an anisotropy decay instrument can also be built with a rotating 
polariser, see Fig. 5.19. 
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Fig. 5.19 Anisotropy measurement by rotating polariser 

The photons are recorded into a large number of curves in the SPC memory. The 
recording is synchronised with the rotation, so that the recorded decay curves corre-
spond to different rotation angles. Synchronisation can be achieved by using a digi-
tal angle signal from the rotator as a routing signal or by using pulses from the rotator 
as synchronisation for the „Scan Sync In“ mode of a TCSPC module designed for 
scanning applications. The setup shown above can be used for samples of complex 
anisotropy behaviour. Examples are samples with intrinsic optical activity, or 
fluorophores in a fixed matrix. Although the implementation of the rotating polariser 
principle is relatively simple, no such instrument has yet been described. 

Anisotropy measurements are not only used for macroscopic samples, such as 
solution in cuvettes, but also for single molecules and in conjunction with lifetime 
imaging in cells. Please see Sect. 5.7, page 129 and Sect. 5.13, page 193. 

A fluorometer for anisotropy measurements by two-photon excitation is de-
scribed in [521]. The quadratic characteristic of two-photon excitation results in a 
higher initial anisotropy than for one-photon excitation [54]. 

It should be noted that the technique described above cannot be used to meas-
ure rotational depolarisation times that are long compared to the fluorescence 
decay time. In principle such depolarisation times can be measured by fluores-
cence correlation techniques. 

5.1.9  Time Resolved Spectra 

A lifetime setup containing a monochromator (Fig. 5.5) can be used to scan the 
spectrum of the fluorescence. Time resolved spectra are obtained by recording the 
photon number in defined time windows of the excitation period as a function of 
the wavelength. 
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Early instruments for time-gated spectral recording used a window discrimina-
tor and a counter behind the TAC. Within a selectable amplitude window the TAC 
output pulses were counted for fixed time intervals. By scanning the monochroma-
tor wavelength, a spectrum within the selected time interval was obtained. This 
technique was inefficient, of course, because it gated off the majority of the de-
tected photons [389]. 

Advanced TCSPC devices usually have spectrum-scan modes that record sev-
eral spectra in different time windows simultaneously. The principle is shown in 
Fig. 5.20. The wavelength is scanned, and for each wavelength a fluorescence 
decay curve is recorded. The counts in the time channels of the decay curve are 
averaged within selectable time intervals. The averaged counts are stored as func-
tions of the wavelength. Several independent time windows can be used simulta-
neously. Therefore the efficiency is better than for a system that uses a single 
window discriminator. 

T Window 1
Spectrum 1

T Window 1

Spectrum 2
T Window 2

t (ps)

Wavelength

Spectrum 3

T Window 3

T Window 2

T Window 3

Wavelength
Scan

Fig. 5.20 Recording time-resolved spectra by calculating intensities in several time intervals 

The recording sequence must be synchronised with the wavelength scan in the 
monochromator. This can be achieved by software control of both the recording 
and the wavelength stepping, or by triggering the subsequent recording steps by a 
pulse generated at each wavelength step. 

Unfortunately, there are general objections against the gated spectrum re-
cording technique. The problems are already stated in [389] and result from the 
obvious fact that the data are not deconvoluted from the instrument-response func-
tion. The effective time window in which a spectrum is obtained is a convolution 
of the averaging-time interval with the IRF. No matter how short a time interval is 
selected, the effective time interval cannot be shorter than the IRF. 

The second objection concerns gated detection in general. Gated spectrum re-
cording is normally used to separate the fluorescence spectra of different kinds of 
molecules by their fluorescence lifetimes. However, whatever gate interval is 
used, the integral over the interval always contains the fluorescence of all of the 
types of molecules. Unless the lifetimes are very different, gated detection is a 
poor technique to separate the fluorescence signals of different species. Theoreti-
cally the separation efficiency can be improved by using several time gates, but 
the choice of gate intervals is limited because they are smeared by the instrument 
response function.  
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A far better way to obtain time- and wavelength-resolved fluorescence data is 
to record a sequence of fluorescence decay curves during the wavelength scan [28, 
389]. Currently all advanced TCSPC devices have sequential recording modes 
implemented so that there is actually no argument for using gated spectral re-
cording. The recording sequence in the TCSPC device can be controlled the same 
way as for gated detection, i.e. either by software or by a hardware sequencer and 
a trigger pulse from the monochromator drive. An example of a wavelength-
resolved sequence is shown in Fig. 5.21. 

Fig. 5.21 Wavelength-resolved decay profile of DODCI (3,3´-diethyloxacarbocyanin-iodid) 
in ethanol. Excitation by mode-locked argon laser at 514 nm. Scattered excitation light 
forms a peak at the excitation wavelength 

If time-resolved spectra are required, they can easily be calculated from the re-
corded sequence of decay curves. Three spectra obtained from the data of 
Fig. 5.21 are shown in Fig. 5.22. Time-resolved spectra obtained from deconvo-
luted sequential decay measurements are presented in [285]. 

Fig. 5.22 Time resolved spectra calculated from the data of Fig. 5.21. Left to right: Maxi-
mum of excitation pulse, maximum of fluorescence, 1 ns after maximum of excitation pulse 

5.2  Multispectral Fluorescence Lifetime Experiments 

Biomedical applications of time-resolved fluorescence often preclude the scanning 
of a spectrum by a monochromator. The total excitation dose may be limited by 
photobleaching, or the investigated systems may show dynamic changes in their 
fluorescence behaviour. For applications in human patients, the laser power is 
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limited by laser safety regulations. To record a reasonable number of photons 
within a reasonable acquisition time, it is essential to have high recording effi-
ciency. A spectrally resolved fluorescence-lifetime technique for biomedical ap-
plications should therefore record the decay curves in a large number of wave-
length intervals simultaneously.  

Multiwavelength operation of a TCSPC device can be achieved by using a sys-
tem of dichroic mirrors and a corresponding number of individual detectors (see 
Sect. 3.1, page 29). The general optical setup is shown in Fig. 5.23. 
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Fig. 5.23 Multiwavelength detection system with dichroic beamsplitters 

The fluorescence light is collected and collimated by lens 1. A filter blocks the 
scattered excitation light. The fluorescence light is split spectrally by several di-
chroic mirrors and focused onto several detectors via lens 2 through lens 4. The 
numerical aperture of lens 1 can be made relatively high so that a high collection 
efficiency is achieved. The setup is often used for time-resolved laser scanning 
microscopy [37, 38] and single-molecule spectroscopy [419]. The drawback is that 
the number of wavelength channels is very limited and the wavelength intervals 
are fixed.  

A more detailed fluorescence spectrum is obtained by using a polychromator 
(or spectrograph) and recording the spectrum with a multianode PMT. The princi-
ple of a multiwavelength fluorescence experiment is shown in Fig. 5.24. 

Polychromator
16 Ch. PMT

Routing
electronics

TCSPC Module

Transfer

LensLaser

Sample

Fig. 5.24 Multiwavelength fluorescence experiment 
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The sample is excited in the usual way by a high-repetition rate pulsed laser. 
The fluorescence light from the sample is transferred by a lens to the input slit of 
the polychromator. The polychromator splits the light spectrally and projects a 
fluorescence spectrum on the cathode of a 16-channel or 32-channel multianode 
PMT with routing electronics. For each photon, the routing electronics generate a 
timing pulse and a digital data word that indicates in which channel the photon 
was detected [35, 40]. These signals are used in the TCSPC module to build up the 
photon distribution over time in the fluorescence decay and the wavelength (see 
Sect. 3.1, page 29). Consequently, all photons detected by the PMT are used to 
build up the result, and the maximum possible signal-to-noise ratio is obtained for 
a given number of photons emitted by the sample. 

The crucial parts of the system are the polychromator and the transfer optics. 
Polychromators and monochromators are usually optimised for high spectral reso-
lution. This requires keeping the optical aberrations on the path through the poly-
chromator smaller than the slit width. The result is a relatively low f-number, 
typically 1:3.5 to 1:8. The f-number limits the fraction of the fluorescence light 
that can be transferred into the entrance slit (see Sect. 7.2.4, page 279). Moreover, 
the efficiency of any grating is far less than 100%. Therefore some loss of photons 
on the way from the sample to the detector in unavoidable. A multiwavelength 
system based on a polychromator is less efficient than a system based on dichroic 
beamsplitters, but by far more efficient than a system that scans the spectrum by a 
monochromator. 

Figure 5.25 shows decay curves of a mixture of rhodamine 6G and fluorescein, 
both at a concentration of 5.10 4 mol/l. The fluorescence was excited by a 405 nm 
picosecond diode laser at a repetition rate of 20 MHz. The detector was a 
R5900-L16 (Hamamatsu) in a PML-16 (Becker & Hickl) detector head. The de-
tector head contains the routing electronics, i.e. delivers the detector channel num-
ber and the timing pulse to the TCSPC module. The fluorescence signal was 
spread spectrally by a polychromator (MS 125 8M, Polytec) over the cathode area 
of the R5900-L16. High concentration caused some reabsorption of the Rhodamin 
6G fluorescence, resulting in a clearly visible change in the shape of the decay 
curves and an increased lifetime. 

Fig. 5.25 Fluorescence of a mixture of Rhodamin 6G and fluorescein, simultaneously re-
corded over time and wavelength 
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Applications of multiwavelength TCSPC to laser scanning microscopy have 
been demonstrated in [35, 60]. Spectrally resolved detection in diffuse optical 
tomography is described in [23]. A multianode MCP PMT and an SPC 330 
TCSPC module were used to resolve the luminescence of alkali halides under N, 
Ar, Kr, and Xe ion irradiation [266]. 

Another, yet more complicated way to record the spectrally split signal is posi-
tion-sensitive detection by a delay-line-anode PMT [510], or a resistive-anode 
PMT [262]. 

It should be mentioned that multispectral detection can also be achieved by 
placing a linear variable interference filter in front of the multianode PMT. How-
ever, the filter does not split the spectrum as a polychromator does. It rather blocks 
the majority of the photons, transmitting only a small interval around a centre 
wavelength that varies over its length. The efficiency is therefore low. Neverthe-
less, multiwavelength detection through a linear variable filter can be a solution to 
TCSPC detection at low pulse repetition rates. Low-repetition-rate experiments 
suffer from pile-up problems rather than from low efficiency. Because multidetec-
tor operation reduces pile-up distortions, count rates can be used that are higher 
than those for a single detector. 

5.3  Excitation-Wavelength Multiplexing 

Biological samples contain a wide variety of endogenous fluorophores [282, 339, 
432, 434, 452, 517, 555]. Moreover, a wide variety of exogenous [220] fluoropho-
res are available. The different fluorophores cannot always be excited at only one 
wavelength [184, 517, 555]. In this case dual- or better multiwavelength excitation 
yields additional information. In fact, the wonderful fluorescence images pre-
sented by the microscope companies are in a large part obtained by multiwave-
length excitation. Several wavelengths are also used to distinguish absorbers in 
diffuse optical tomography (see Sect. 5.5, page 97).  

Of course, measurements at different excitation wavelengths can by performed 
consecutively, i.e. by recording fluorescence data for one wavelength, and then for 
another. Excitation wavelength scanning is possible by using computer-controlled 
tuneable Ti:Sapphire lasers, such as the „Mai Tai“ of Spectra Physics or the 
„Chameleon“ of Coherent. However, for biological samples consecutive meas-
urements at different excitation wavelengths are not always feasible. Exposure to 
the first wavelength may induce changes in the sample so that consecutive meas-
urements are not directly comparable, or transient effects may preclude consecu-
tive measurements altogether. 

The lasers must then be multiplexed at a rate faster than the changes expected 
in the sample. One way to multiplex lasers is to synchronise their pulse periods 
and delay the pulses of different lasers by different fractions of the pulse period. 
The fluorescence signals are recorded simultaneously in the same TAC range of a 
TCSPC device. The principle is shown in Fig. 5.26. 
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Fig. 5.26 Pulse-by-pulse multiplexing 

Pulse-by-pulse multiplexing was used very early for dual wavelength TCSPC 
measurements [540], and is still used in diffuse optical tomography [120, 124, 
203, 412, 443] and single-molecule spectroscopy. The technique is useful for 
combined fluorescence correlation and lifetime experiments because correlation 
functions are obtained for times down to a few laser pulse periods [66]. It has, 
however, the drawback that the effective stop rate of the TCSPC module is re-
duced in proportion to the number of laser wavelengths. The reduction of the stop 
rate increases the pile-up errors, so that the maximum count rate is correspond-
ingly low. In particular, pile-up in one fluorescence signal reduces the amplitudes 
of all successive ones. It is therefore often better to multiplex the lasers at a longer 
time scale, and to use the multiplexing capability of TCSPC to get the correspond-
ing fluorescence signals separated. The principle is shown in Fig. 5.27. 
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Fig. 5.27 Pulse group multiplexing. Please note the higher stop pulse rate compared to 
Fig. 5.26 

For a long time the most difficult problem of pulse-group multiplexing has 
been the lasers. Conventional high-repetition rate lasers cannot be turned off and 
on at sub-µs speed, and simple optical switches of the required speed and on-off 
ratio do not exist. Picosecond diode lasers, however, can be switched on within 
less than a microsecond and switched off within one or two pulse periods. Diode 
lasers with multiplexing capability are currently available for 375 nm, 405 nm, 
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440 nm, 473 nm, and for a large number of wavelengths from 635 nm to above 
1,000 nm. 

Due to the different excitation wavelengths blocking of the excitation light can 
cause problems in multiwavelength excitation fluorescence experiments. The 
usual long-pass filters cannot be used because the filter for the laser of long wave-
length would block most of the fluorescence excited by the laser of shorter wave-
length. Usually the problem can be solved by using bandpass filters in front of the 
detectors. If the fluorescence excited by both lasers is to be detected in a single 
detector, notch filters can be used to block the laser wavelengths. 

Excitation-wavelength multiplexing in combination with dual-wavelength de-
tection is particularly useful to record the fluorescence of plants. Green leaves 
show the typical chlorophyll fluorescence around 700 nm, and a blue-green fluo-
rescence which originates from flavinoids [232]. The problem is that the excitation 
light induces changes in the fluorescence lifetime of chlorophyll. The effect is 
termed „Kautski effect“ or „Chlorophyll Transients“ [192, 193, 345]. It is caused 
by changes in the rate of photochemical and nonphotochemical quenching. The 
typical time constants of the effects are about 1 ms and several seconds, respec-
tively (see Sect. 5.4.1, page 90). Multiplexing on the microsecond scale is required 
to obtain constant nonphotochemical quenching for both excitation wavelengths. 
Keeping the photochemical quenching constant requires multiplexing rates faster 
than 100 µs. 

A suitable experiment setup is shown in Fig. 5.28. The sample is excited by two 
lasers at 405 nm and at 650 nm. The lasers are multiplexed by a TTL signal from a 
pulse generator. The light from the sample is split by a dichroic mirror into a 
short-wavelength and a long-wavelength component. These components are re-
corded simultaneously by two PMTs detecting through different bandpass filters. 
The PMTs are connected to the TCSPC module via a router. One routing bit is 
required to separate the photons of both detectors. A second routing bit is used to 
separate the photons excited by the two lasers. The stop signal for the TCSPC 
module comes from the synchronisation outputs of the lasers. Because only one 
laser is active at a time, the pulses can be combined by a simple power combiner. 
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Fig. 5.28 Dual-wavelength excitation and detection experiment 
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A result for a leaf from a rubber plant is shown in Fig. 5.29. Results for a fresh 
leaf are shown left, results for a dry leaf right. The synchronisation signal of the 
650 nm laser was delayed by 3 ns to make the curves better distinguishable. The 
multiplexing period was 50 ms. At this rate the lifetime is modulated by photo-
chemical quenching, but not by nonphotochemical quenching. Therefore, different 
lifetimes of the 695 nm emission are obtained for both wavelengths. No such ef-
fect is seen in the 695 nm emission of the dry leaf. The green emission at 515 nm 
from the fresh leaf has a considerably lower intensity, a shorter lifetime, and a 
multiexponential decay profile. This indicates that a strong, nonuniform quench-
ing process is at work. Both the intensity and the lifetime of the green emission 
increase in the dry leaf. 

Fig. 5.29 Dual-wavelength excitation and dual-wavelength detection of the fluorescence of 
a fresh leaf (left) and a dry leaf (right). Multiplexed excitation at 405 nm and 650 nm, dual-
detector recording at 515 nm and 695 nm 

5.4  Transient Fluorescence Lifetime Phenomena 

Transient changes in the fluorescence lifetime can by driven by the excitation light 
itself, by stimulating a system by an intense laser flash, by adding a chemical re-
agent, or by changes in the conformation of dye-protein or dye-DNA complexes 
[353]. The time scale of the lifetime changes can extend from nanoseconds to hours. 
Typical examples are excitation-driven fluorescence transients of chlorophyll in 
living plants, photobleaching experiments, flash photolysis, continuous flow mixing 
techniques, stopped flow experiments, and experiments for photodynamic therapy. 

5.4.1  Chlorophyll Transients 

When a dark-adapted leaf or a living plant cell is exposed to light, the intensity of 
the chlorophyll fluorescence shows characteristic changes. These changes were 
found by Kautsky and Hirsch in 1931 [259] and have been termed fluorescence 
induction, fluorescence transients, or Kautsky effect [192, 193, 345]. The general 
behaviour of the fluorescence intensity is shown in Fig. 5.30. 
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Fig. 5.30 General behaviour of the chlorophyll a fluorescence after exposing a dark-adapted 
leaf to light. The fluorescence intensity first increases due to a decrease of photochemical 
quenching (a) and then decreases due to an increase of nonphotochemical quenching (b) 

When the light is switched on, the fluorescence intensity starts to increase. Af-
ter a steep rise, the intensity falls again and finally reaches a steady-state level. 
The rise time is of the order of a few milliseconds to one second; the fall time can 
be from a few seconds to minutes. The initial rise of the fluorescence intensity is 
attributed to the progressive closing of reaction centres in the photosynthesis 
pathway. Therefore the quenching of the fluorescence by the photosynthesis de-
creases with the duration of illumination, and the fluorescence intensity increases 
correspondingly. The quenching by the photosynthesis pathway is called „photo-
chemical quenching“. 

The slow decrease of the fluorescence intensity at later times is termed „non-
photochemical quenching“. Nonphotochemical quenching seems to be essential in 
protecting the plant from photodamage, or may even be a result of moderate 
photodamage. The processes that lead to nonphotochemical quenching are often 
referred to as „photoinhibition“.  

A large number of experimental setups are used to measure the chlorophyll 
transients [191, 275, 276]. Often a continuous light of variable intensity is applied 
simultaneously with a weak modulated light of constant intensity. By detecting 
only the fluorescence signal at the modulation frequency, the fluorescence effi-
ciency is recorded as a function of intensity and time. A second technique uses an 
intense flash of light to close the reaction centres and records the fluorescence 
intensity before and after the flash. In all these experiments, changes in the quan-
tum efficiency are hard to distinguish from changes in the number of fluorescing 
molecules. 

This difficulty is easily avoided by fluorescence lifetime detection. By using 
the sequential recording capability of multidimensional TCSPC, the fluorescence 
transients can be directly observed. A simple setup for recording the nonphoto-
chemical quenching is shown in Fig. 5.31. 



92      5 Application of Modern TCSPC Techniques 

Start

f(t,T) mode

start

TCSPC
Module

stop

Experiment

Diode Laser Module

Sync Out

Power

Filter

Picosecond

635 or 650 nm

Detector

700nm
Pulse Period 20 to 50 ns

+12V

 Trigger

Fig. 5.31 Recording the nonphotochemical quenching transient of chlorophyll a. The 
TCSPC module records a single sequence of fluorescence decay curves starting with the 
switch-on of the laser 

The fluorescence of the chlorophyll in a leaf is excited by a picosecond diode 
laser. The fluorescence is separated from the scattered excitation light by a band-
pass filter and detected by a PMT. The photon pulses from the PMT are used as 
start pulses of the TCSPC module, the reference pulses from the laser as stop 
pulses. When the laser is switched on, a recording sequence in the TCSPC module 
is triggered. This is done by connecting a diode from the operating voltage input 
of the laser to the TTL-compatible experiment trigger input of the TCSPC module. 

For the results shown below, a Becker & Hickl BHL 600 laser module was 
used, with a wavelength of 650 nm, 80 ps pulse duration, and 50 MHz repetition 
rate. The incident power density at the surface of the leaf was approximately 
1 mW/mm2. The measurement wavelength was selected by a 700  15 nm band-
pass filter. The fluorescence decay curves were recorded in one TCSPC channel of 
a Becker & Hickl SPC 134 system. One fluorescence decay curve was recorded 
each 2 seconds, at a count rate of about 2 106 s-1. Dead time compensation was 
used to avoid the influence of counting loss on the recorded intensity. Typical 
results are shown in Fig. 5.32. 

Fig. 5.32 Sequences of fluorescence decay curves of leaves after start of illumination. Left
to right: Fresh leaf, faded leaf, dried leaf. Time per curve 2 seconds, logarithmic intensity 
scale. Sequence starts from the back 

To make the lifetime changes more visible, the sequence starts at the back. In a 
fresh leaf the fluorescence lifetime decreases considerably in the first few seconds 
of illumination. In a faded leaf the effect is slower and less pronounced. A dry leaf 
does not show any noticeable lifetime changes. 
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The recording of the rising part of the fluorescence transient (the decrease of 
photochemical quenching) requires a time resolution of the order of 100 µs per 
curve. A sequence this fast cannot be recorded in a single-shot experiment. There-
fore, the recording of the sequence must be repeated and the data accumulated 
until enough photons have been collected. A suitable setup is shown in Fig. 5.33. 
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Fig. 5.33 Recording the photochemical quenching transient of the chlorophyll a fluores-
cence. The laser is periodically switched on for 10 ms. A fast recording sequence is started 
at the beginning of each „laser on“ interval, and a large number of recording cycles is ac-
cumulated 

The setup uses a picosecond diode laser with fast on/off capability. For the re-
sults shown below a BDL 405 and a BHLP 700 laser (both Becker & Hickl) 
were used for excitation at 405 nm and 650 nm, respectively. The laser is con-
trolled by a pulse generator that turns the light periodically on and off. The „on“ 
duration is 10 ms, the period 500 ms. Within the „on“ phases, the laser delivers 
picosecond pulses at the normal pulse period of 20 ns. The leaf is excited by this 
pulse sequence. The fluorescence photons are detected by a PMT and recorded in 
the TCSPC module. The TCSPC module runs a hardware-controlled sequence of 
recordings, with a time per curve of 100 us and an overall number of 100 curves. 
The start of the sequence is triggered with the rising edge of the „laser on“ signal, 
and a large number of such cycles is accumulated. 

Each „laser on“ period initiates a normal transient of the chlorophyll fluores-
cence. Photochemical quenching decreases with its typical time constant within 
the 10 ms „on“ period. In the subsequent „off“ period, photochemical quenching 
recovers to its initial state. Due to the low duty cycle of the „laser on“ signal, the 
average excitation intensity is low and does not cause much nonphotochemical 
quenching. Therefore, the change of photochemical quenching can be recorded 
independently, if only the duty cycle of the laser on/off control signal is kept low 
enough. Typical results are shown in Fig. 5.34. 10,000 on/off cycles were accumu-
lated. The sequence starts at the front. 
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Fig. 5.34 Photochemical quenching transient of chlorophyll a. Sequence starts at the front. 
Time per curve 100 us, 10,000 on/off cycles were accumulated. Left: Excitation at 650 nm. 
Right: Excitation at 465 nm; the double peak is caused by an afterpulse of the laser 

5.4.2  Continuous-Flow Mixing Techniques 

Continuous-flow mixing is used to study the kinetics of chemical reactions, tran-
sient intermediate reaction products, protein folding, or conformational changes of 
fluorophores. The principle is shown in Fig. 5.35. Two reagents are fed under high 
pressure into separate inputs of a flow cell. They are combined in a mixing region 
and then flow through the observation channel. The observation channel is illumi-
nated by a laser, and the absorption of the fluorescence along the channel is re-
corded. Because the velocity in the observation channel is known, the distance 
along the channel represents the time scale of the reaction. With micromachined 
channels, a resolution down to a few µs can be achieved [54].  

IN 1 IN 2

OUT

Mixing Region

Flow

Fig. 5.35 Flow cell 

By combining a continuous mixing experiment with fluorescence lifetime de-
tection changes in the concentration of a fluorophore can be separated from 
changes in the quenching state. This is a clear benefit when observing protein 
folding or other conformational changes of protein-dye complexes. The decay 
functions along the channel can be obtained by TCSPC in combination with sin-
gle-point scanning or by simultaneous multipoint detection. The principles are 
shown in Fig. 5.36. 
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Fig. 5.36 Continuous-Flow mixer with TCSPC detection. Left: Single-point detection with 
scanning. Right: Multipoint detection with a multianode PMT 

Single-point detection is simple in terms of signal recording. A high-repetition-
rate laser is focused on the flow channel and the fluorescence is detected by a 
PMT. The complete flow cell is mounted on a translation stage. A sequence of 
fluorescence decay curves is recorded during a scan along the flow channel. Dif-
ferent optical systems can be used. The fluorescence can be detected from either 
the back or the front of the flow cell. In either case, filters are required to block the 
excitation light and to select the right detection wavelength interval. The benefit of 
the single point design is that several detectors can be used to detect the fluores-
cence in different wavelength intervals or at 0° and 90° polarisation angle. The 
drawback is that scanning takes time and consumes a large amount of the reagents. 
Nevertheless, the setup is used to observe protein folding reactions on the micro-
second time scale [54]  

Figure 5.36, right, shows a principle that uses the multidetector feature of 
TCSPC. The laser beam is shaped into a line by a cylinder lens, and the whole 
length of the flow channel is excited simultaneously. A fluorescence image of the 
channel is transferred on the cathode of a multianode PMT. The photons are de-
tected simultaneously in all PMT channels (see Sect. 3.1, page 29). Multidetector 
TCSPC is efficient in terms of reagent consumption. However, the system needs 
careful calibration. The illumination along the channel can be nonuniform due to 
speckle formation in the line-focused laser. Moreover, the efficiency of the indi-
vidual PMT channels is slightly different. Both effects are not necessarily stable 
over a longer period of time, so that frequent recalibration is indicated. 

5.4.3  Stopped-Flow Techniques 

The stopped-flow technique uses the same mixing cell as described for the con-
tinuous flow (Fig. 5.35). However, the flow of the reagents is periodically 
stopped, and the reaction is observed by recording the transient changes in absorp-
tion or fluorescence intensity. The principle of a TCSPC-based detection system 
for stopped flow is shown in Fig. 5.37. An overview about the technique is given 
in [440]. 



96      5 Application of Modern TCSPC Techniques 

PMT Photon
Pulses

Flow Cell

Laser

Valve

Valve

From
Pump

Filter

'Stop'

Experiment
Trigger

TCSPC Module

from Laser

start

stop

Fig. 5.37 Principle of a stopped-flow instrument with TCSPC 

A laser is focused at the flow channel of the mixing cell shortly behind the mix-
ing region, and the fluorescence is detected by a PMT. The flow of the reagents 
through the cell is periodically stopped by two valves. In commercial instruments 
the flow is stopped within approximately one millisecond. Triggered by each stop 
of the flow, the TCSPC device records a sequence of fluorescence decay curves. 
To obtain a high signal-to-noise ratio, a large number of triggered sequences are 
accumulated. 

An example of a stopped-flow measurement with TCSPC is shown in Fig. 5.38. 
A sequence recorded for a single flow-stop is shown left. The result accumulated 
over 500 stops is shown right. 

Fig. 5.38 Stopped-flow measurement by TCSPC, triggered sequential recording, 100 ms 
per curve. Left: Recorded sequence after a single stop. Right: 500 stops accumulated. Data 
courtesy of Osman Bilsel, University of Massachusetts Medical School, Worcester, MA 

Although it is not directly visible in Fig. 5.38 the fluorescence lifetime shows 
subtle changes over the time of the sequence. Figure 5.39, left is a zoom into 
curves 10 (1 s after the stop) and 70 (7 s after the stop). Figure 5.39, right shows 
the change of the mean lifetime over the time of the sequence. 
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Fig. 5.39 Left: curves 10 (1 s after the stop) and 70 (7 s after the stop). Right: change of the 
mean lifetime over the time of the sequence 

A stopped-flow setup can relatively easily be equipped with multispectral de-
tection. The fluorescence light is emitted from a small spot in the flow channel. 
Therefore the flow cell can be placed directly in the input slit plane of a poly-
chromator. The spectrum is detected by a multianode PMT. The photons detected 
in the spectral channels are recorded simultaneously by a TCSPC device and a 
router. However, although the implementation is relatively simple, no spectrally 
resolved TCSPC-based stopped-flow system has yet been described. 

5.5  Diffuse Optical Tomography (DOT) and Photon 
Migration

5.5.1  Principle of Diffuse Optical Tomography 

Diffuse optical tomography (DOT) aims to resolve the spatial distribution of opti-
cal properties in highly scattering media. Biomedical applications of DOT are 
based on illumination of thick tissue by NIR light, detection of diffusely transmit-
ted or reflected light, or the fluorescence of endogenous or exogenous fluoropho-
res [95, 251, 397, 542]. Typical applications of DOT techniques are optical mam-
mography, brain imaging, and noninvasive investigations of drug effects in small 
animals.  

The scattering in tissue is not isotropic. A considerably larger amount of light is 
scattered forward rather than in reverse [126, 149, 367, 542]. For describing the 
penetration of light into thick tissue it is, however, sufficient to assume isotropic 
scattering with a reduced scattering coefficient. The reduced scattering coefficient, 
µ´s, is 

µ´s = µs (1 - g) (5.9) 

with g being the average cosine of the scattering angle. For biological tissue g is 
typically in the range from 0.7 to 0.9 [121, 367]. Reduced scattering coefficient of 
breast tissue as a function of wavelength are shown in Fig. 5.40. Reduced scatter-
ing coefficients for various types of tissue are given in [367]. 
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Fig. 5.40 Reduced scattering coefficients of breast tissue of two different patients measured 
by diffuse reflection, from [121] 

Typical values of µ´s are around 10 cm-1. Consequently, there are practically no 
unscattered or „ballistic“ photons for tissue thicker than 1 cm [149]. Instead, the 
photons must be considered to diffuse through the tissue. Consequently, the spatial 
resolution of DOT images is extremely poor and cannot compete with positron 
emission, X-ray and MRI techniques. 

The absorption in tissue is dominated by oxy-haemoglobin, deoxy-haemo-
globin, lipids, and water [121]. The extinction coefficients of the tissue constitu-
ents are shown in Fig. 5.41, left. Absorption spectra of tissue measured in vivo are 
shown right. There is an absorption window from approximately 650 to 900 nm. 
Therefore, NIR light can be transmitted and detected through tissue layers as thick 
as 10 cm. Absorption coefficients for various types of tissue are given in [367]. 

Fig. 5.41 Absorption coefficients in biological tissue [121]. Left: Absorption spectra of 
tissue components in arbitrary units. Right: Absorption spectra of breast tissue of different 
patients, measured by diffuse reflection 
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In spite of the poor spatial resolution, DOT in the NIR has the benefit that the 
measured absorption coefficients are related to the biochemical constitution of the 
tissue, such as haemoglobin concentration and blood oxygenation [121, 346]. If 
exogenous markers are used, the absorption or fluorescence delivers additional 
information about blood flow, blood leakage, ion concentrations, or protein bind-
ing state [135, 369, 460].  

Unfortunately it is hard to distinguish between the effects of scattering and ab-
sorption in simple steady state images. The situation is much better if pulsed or 
modulated light is used to transilluminate the tissue and the pulse shape or the 
amplitude and phase of the transmitted light are recorded. Figure 5.42 illustrates 
the general effect of scattering and absorption on the shape of a pulse after migra-
tion through highly scattering tissue. 
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Fig. 5.42 Effect of scattering and absorption on the shape of a pulse transmitted through 
thick tissue 

Increases in both scattering and absorption decrease the output intensity. How-
ever, increased scattering increases the pulse width while increased absorption 
tends to decrease it [512]. Therefore, the shape of the „time-of-flight distribution“ 
of the photons can be used to distinguish between scattering and absorption. 
Qualitatively, early photons are mainly influenced by scattering, whereas later 
photons are increasingly influenced by absorption as well. 

In diffuse reflection experiments, the depth of scattering and absorption 
changes in the tissue can be derived from time-resolved data [481]. The first and 
second moments of the time-of-flight distributions are especially sensitive to 
changes in deep tissue layers [325, 328]. 

The advantage of time-resolved detection is obvious if fluorescence is to be de-
tected [90, 165, 174, 362, 388, 390]. The fluorescence lifetime of a fluorophore is 
in first approximation independent of its concentration, but depends on the local 
environment and the binding state. Unfortunately biological tissue does not show 
any appreciable fluorescence of endogenous fluorophores for excitation in the 
„spectroscopic window“ in the NIR. There are, however, a number of exogenous 
fluorophores that are efficiently excited at NIR wavelengths [135, 369]. Fluores-
cence measurement in DOT aims at one of two things, either intensity and lifetime 
changes induced by differences in the local environment parameters or the study 
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of blood content and blood-flow dynamics by fluorophores that stay exclusively in 
the blood. With the progress in the development of new molecular probes [342], 
fluorescence detection will become increasingly important. 

It is extremely demanding to reconstruct tissue structures and optical properties 
from time-resolved data. A number of different approaches are used to solve the 
„inverse problem“ of DOT [12, 13, 97, 165, 176, 250, 387, 411, 506, 524]. All 
approaches use a large number of time-resolved detection channels for different 
wavelengths, varying source-detector distances, or varying transillumination an-
gles. The time-channel width required to quantify absorption and reduced scatter-
ing coefficient is of the order of 10 ps [387]. Low noise data are required to recon-
struct the tissue properties from the relatively small intensity and pulse shape 
changes. A high signal-to-noise ratio can be obtained only by recording a large 
number of photons. 

The illumination intensity of DOT in human patients is limited by laser safety 
regulations; on the other hand, the acquisition time for in vivo measurements must 
be kept within reasonable limits and below the time scale of the physiological ef-
fects to be recorded. The only way to collect a large number of photons in a short 
time is to increase the total detector area. However, using a large detector area with-
out sacrificing spatial resolution is made possible only by using a large number of 
detector channels. Detection efficiency becomes even more important if fluores-
cence is to be detected in combination with normal DOT. Therefore, simultaneous 
detection in a large number of time-resolved channels is an absolute requirement. 
Three typical optical configurations of DOT systems are shown in Fig. 5.43. 
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Fig. 5.43 Source-detector arrangements for optical tomography. Left: Classic tomography 
setup. Circular arrangement of sources and detectors; sources are activated one after another; 
light distribution is measured by all detectors. Middle: Scanning setup with one source and 
several detectors. Source and detectors are scanned across the sample. Right: Camera setup; 
source is scanned across the sample; light distribution is detected by a camera system 

The traditional tomography setup is shown left. A large number of sources and 
detectors are arranged around the sample. The light sources are switched on one 
after another. For each source, the time-of-flight distributions of the photons (or, 
in the frequency domain, the phase and amplitude of the signals) are recorded by 
all detectors simultaneously [14, 222, 385, 443]. The setup is used for breast imag-
ing and infant brain imaging. Because the setup is compact and mechanically 
simple, it is also used for optical tomography in conjunction with MRI imaging 
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[384, 386]. When used for adult brain imaging, the detectors opposite to the 
source do not detect reasonable signals. Therefore detectors and sources are ar-
ranged at only side of the head. The configuration can be considered a subset of 
the arrangement shown in Fig. 5.43, left.  

The setup shown in Fig. 5.43, middle, uses a scanning technique. Several lasers 
of different wavelength are multiplexed into a single optical source. The light 
source and the detector (or a number of detectors) scan simultaneously across the 
sample. The scanning technique is successfully used for optical mammography 
[124, 200, 201, 203, 412, 489, 490, 505, 506]. A scanning setup for small-animal 
imaging is described in [174]. The benefit of scanning is that it obtains a high 
spatial density of data points. Therefore the Nyquist condition can be fulfilled for 
both spatial dimensions, and image artefacts are avoided. However, problems can 
arise from edge effects. Not only can the detectors be damaged if the scan runs 
over the edge of the sample, but also the reconstruction of the sample properties 
has to cope with different photon migration near the edge [525]. 

The setup shown in Fig. 5.43, right, uses a time-resolved camera system for de-
tection. The camera uses a gated [125, 149] or modulated [460, 496] image inten-
sifier. The source is scanned across the sample, and for each source position a 
sequence of images is taken at various gate delays or at several phase angles.  

Optical tomography techniques for human medicine are currently at the stage of 
clinical tests [204, 225, 489, 490]. Frequency domain instruments using modula-
tion techniques are competing with time-domain instruments using TCSPC. 

A comprehensive overview of frequency-domain DOT techniques is given in 
[88]. Particular instruments are described in [166, 347, 410]. It is commonly be-
lieved that modulation techniques are less expensive and achieve shorter acquisi-
tion times, whereas TCSPC delivers a better absolute accuracy of optical tissue 
properties. It must be doubted that this general statement is correct for any particu-
lar instrument. Certainly, relatively inexpensive frequency-domain instruments 
can be built by using sine-wave-modulated LEDs, standard avalanche photodi-
odes, and radio or cellphone receiver chips. Instruments of this type usually have a 
considerable „amplitude-phase crosstalk“. Amplitude-phase crosstalk is a depend-
ence of the measured phase on the amplitude of the signal. It results from nonlin-
earity in the detectors, amplifiers, and mixers, and from synchronous signal pickup 
[6]. This makes it difficult to obtain absolute optical tissue properties. A carefully 
designed system [382] reached a systematic phase error of 0.5° at 100 MHz. A 
system that compensates the amplitude-phase crosstalk via a reference channel 
reached an RMS phase error of 0.2° at 100 MHz [370]. These phase errors corre-
spond to a time shift of 14 ps and 5.5 ps RMS, respectively.  

Amplitude-phase crosstalk is intrinsically low in frequency-domain instruments 
that use gain-modulated PMTs as detectors and mixers [166]. Results presented in 
[98, 346] show that optical properties can be obtained with an accuracy compara-
ble to that of TCSPC-based instruments. The modulated-PMT technique is some-
what less efficient than TCSPC and does not work well at extremely low photon 
rates. Nevertheless, the sensitivity is well within the range required for fluores-
cence detection in DOT. 

TCSPC is superior in terms of efficiency and sensitivity. The effective detec-
tion bandwidth is much higher than for modulation systems. The IRF can be kept 
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stable within less than 2 ps peak-to-peak, or about 1 ps rms (see Fig. 7.34, page 
296). The waveform is correctly sampled according to the Nyquist theorem. The 
count rate of TCSPC is limited to a few MHz per TCSPC channel, which is often 
considered a drawback. It should, however, be taken into account that TCSPC is 
superior to any other technique in obtaining a superior signal-to-noise ratio (SNR) 
from a given number of detected photons. Therefore, the limited count rate is less 
important than commonly believed. The excellent results obtained with TCSPC-
based DOT instruments under clinical conditions demonstrate the applicability of 
TCSPC [203, 204, 329, 489, 490]. 

Many DOT instruments are based on multiplexing several lasers and recording 
in a single channel TCSPC channel of high count rate [119, 201, 202, 325, 414, 
505]. Multidetector operation of up to eight detectors connected to a single 
TCSPC channel was used in [120, 123, 124, 385, 386, 507]. A system with 32 
fully parallel TCSPC channels based on NIM modules was described in [443] and 
used for breast and brain imaging [222, 223, 225]. Recent TCSPC-based instru-
ments use packages of four parallel multidetector TCSPC devices operated in a 
single PC [34, 328, 329, 412, 415, 489, 490, 506, 525, 526]. 

Optical mammographs and brain imagers are complex instruments with their 
own control, data acquisition and data processing software. Nevertheless, TCSPC-
based instruments have a number of technical features in common. The general 
technical approaches and some typical results are described below. 

5.5.2  Scanning Mammography 

The principle of a typical TCSPC-based scanning mammograph is shown in 
Fig. 5.44. 
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Fig. 5.44 Principle of a mammography scanning instrument 
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The breast is slightly compressed between two glass plates. The laser light is de-
livered via an optical fibre. The transmitted light is collected by four fibre bundles 
and fed to four detectors. Fibres and fibre bundles are certainly not a favourable 
solution in terms of timing stability and detection efficiency. However, they de-
couple the electrical part of the system from the patient. The fibres are therefore an 
important part of the system to satisfy safety regulations for medical instruments. 

The complete fibre system is assembled on a common scanning stage and 
scanned over the breast. One scan typically contains 1,000 to 5,000 pixels, which 
is sufficient to avoid artefacts due to undersampling. The scan amplitudes and the 
shape of the scanning area are different for different patients. To ensure that the 
detectors are not damaged by overload, the scanner must be prevented from run-
ning beyond the edge of the breast. Therefore the scan is controlled by measuring 
the detector output currents integrated over a time of a few milliseconds (see 
Sect. 7.2.15, page 300). When the current exceeds a reasonable limit, the scan 
direction is reversed. 

Four PMTs detect the transmitted light under different projection angels. The 
four detector signals are connected to the individual channels of a four-module 
TCSPC system. In practice, variable neutral-density filters and long-pass filters 
are placed in front of the detectors to compensate for different intensity at differ-
ent breast thickness and to reduce the daylight sensitivity. 

Usually several laser wavelengths are multiplexed into a single source fibre. 
The wavelengths can be multiplexed on a pulse-by pulse basis and recorded in the 
same TAC interval [203, 412, 489, 490, 505, 506] or in intervals of 50 to 200 µs 
(2,500 to 10,000 pulses) and recorded in different memory blocks by using the 
routing capability of the SPC modules (please see Sect. 3.2, page 33). The benefit 
of the second technique is that there is (almost) no crosstalk between the wave-
length channels, and signal distortion due to pile-up effects is reduced. A discus-
sion of laser multiplexing is given under Sect. 5.5.8, page 117. 

For pulse-by-pulse multiplexing, the timing reference signal for the TCSPC 
channels comes from one of the lasers. For pulse group multiplexing, the trigger 
output signals of the lasers are combined in a reversed power splitter.  

The recording in the TCSPC channels can be synchronised with the scanning 
by software. In this case the time-of-flight distributions are read out from the 
TCSPC modules for each individual pixel. The system can avoid devoting time to 
readout during the scan by using sequential recording with memory swapping (see 
Sect. 3.3, page 35); the data of each line are read during the scan of the next line. 
Another convenient mode is hardware-controlled scanning (see Sect. 3.4, page 
37). In this mode the TCSPC module holds the time-of-flight distributions of all 
pixels of a scan in its memory. The data are read out when the scan is completed.  

In both cases the data acquisition in the TCSPC channels is synchronised with 
the scanning by clock pulses from the scan controller. It must, however, be taken 
into account that the length of the lines of the scan varies since the return points of 
the scan are controlled by the detector overload signals. Therefore, the scan soft-
ware must store the positions of the return points and the number of pixels be-
tween. These positions are used later to adjust the lines horizontally. 

If fluorescence is to be detected in combination with DOT, detection efficiency 
may become a crucial point. The detection efficiency increases with the total  
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detection area and, therefore, with the number of detectors. Furthermore, addi-
tional detectors yield data under additional projection angles. Therefore it can be 
advantageous to use more than the four detectors shown in Fig. 5.44. In that case, 
several detectors are connected to one TCSPC channels via a router.  

Due to the different signal recording techniques, instruments, and data analysis 
techniques used by different workgroups, the results obtained for equivalent in 
vivo measurements can differ considerably. The instruments are therefore tested 
by comparing results obtained for „phantoms“, i.e. artificial samples with inclu-
sions of known scattering and absorption properties [130, 188, 200, 222, 413, 444, 
527]. A phantom consisting of a rectangular cuvette with several black wires of 
1.7 mm diameter and one transparent and three black spheres of 8 mm diameter is 
shown in Fig. 5.45, left [34]. The inner thickness of the cuvette is 6.8 cm. A mix-
ture of whole milk and water with the addition of a small amount of black ink is 
used as the scattering liquid. At 670 nm the reduced scattering and absorption 
coefficients are about 10 cm-1 and 0.04 cm-1, respectively, and thus typical of the 
optical properties of breast tissue. Figure 5.45, centre and right, shows images 
obtained from a 65 by 53 pixel scan with a step size of 2.5 mm.  Fig. 5.45, centre, 
was calculated from an early time window that was adjusted to contain 10% of the 
photons in an arbitrarily selected reference pixel. Figure 5.45, right, was calcu-
lated from all photons in the time-of-flight distributions. The acquisition time was 
100 ms per pixel. 

Fig. 5.45 Phantom (left) and images obtained from earliest 10% of the photons (centre) and 
all photons (right) of a TCSPC scan. The glass sphere shows up dimly in the image of the 
early photons. From [34] 

Images in early time-windows are particularly sensitive to changes in the scat-
tering coefficient, whereas images in late time windows show mainly changes in 
the absorption. Therefore the glass sphere shows up in the early time-window 
(centre image), although this has a lower signal-to-noise ratio. 

Figure 5.46, left, shows the time-of-flight distributions for four detectors detect-
ing at different projection angles at a single point of a breast scan. The acquisition 
time was 100 ms. The source-detector geometry is shown at right. The time offsets 
between the curves are due to different delays in the fibre bundles, detectors, and 
TCSPC channels. Mammograms were calculated from the photons in the 8th of 10 
equidistant time windows spread over the time-of-flight distribution. A result [34] 
is shown in Fig. 5.47.  
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Fig. 5.46 Left: Time-of-flight distributions in one pixel of a breast scan. Different projec-
tion angels, acquisition time 100 ms per pixel. Right: Detector and source configuration. D1 
is the direct detector, D2, D3 and D4 are offset by 2 cm 

Fig. 5.47 Mammograms of a healthy volunteer recorded simultaneously at four projection 
angles. The images were generated from photon counts in a late time window. The ar-
rangement of the mammograms corresponds to that of the detectors D1-D4 (s. Figure 5.46). 
From [34] 

Images in early and late time windows show qualitatively the scattering and the 
absorption in the tissue [118]. They can therefore be used to distinguish tumours 
in breast tissue. Most (though not all) tumours have increased absorption due to 
increased haemoglobin content and blood leakage. Most tumours are therefore 
prominent in the late time window. An additional benefit of the late time window 
is that the images are almost free of edge effects [201]. Cysts have usually de-
creased scattering and are visible in early time windows.  

Quantitative data of the absorption and reduced scattering coefficients require 
the application of an appropriate analytical model [96, 97, 524]. The modelled 
distribution is convoluted with the IRF and fitted to the measured time-of-flight 
distributions in the individual pixels at several wavelengths [201, 203, 477, 506]. 
A comparison of the accuracy of scattering and absorption coefficients obtained 
by the time-window technique and by fitting a homogeneous diffusion model to 
the data is given in [118]. The authors find that the diffusion model yields higher 
accuracy for the scattering, whereas the late time window yields higher accuracy 
for the absorption. 

A typical mammography result is shown in Fig. 5.48. The figure shows X-ray 
mammograms (left) and optical mammograms recorded at 685 nm, 785 nm, and 
915 nm (right). The upper row of mammograms are absorption images, the lower 
row scattering images. The absorption, µa , is derived from the intensity in a late 

D4

D1D2 D3
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time window, the scattering, µ´s , from a diffusion model. Increased absorption is 
shown dark, increased scattering bright. The tumor shows up by its increased 
haemoglobin concentration, which causes increased absorption at 685 m and 
785 nm. At 915 nm the image is dominated by the absorption of water, which is 
slightly reduced at the tumor position. The cysts have decreased scattering at all 
wavelengths and are therefore visible in the µ´s images. 

Late
gate

’s

685 785 915

cysts tumour

R                      L R                      L R                      L

R                      LR                      LR                      L

Fig. 5.48 Left: X-ray mammograms showing benign lesions (cysts) on the right breast and a 
tumour on the left breast. Top right: Optical mammography images in a late time window 
showing the absorption at 685 nm, 785 nm, and 915 nm. Bottom right: Optical mammogra-
phy images showing the scattering coefficient at 685 nm, 785 nm, and 915 nm. The tumor 
is detected in the absorption images, the cysts in the scattering images. Images courtesy of 
Alessandro Torricelli, Politecnico di Milano 

5.5.3  Brain Imaging 

The typical principle of a brain imager for newborn infants is shown in Fig. 5.49. 
Brain imagers for adults can be considered a subset of the setup shown. 

The instrument outlined in Fig. 5.49 uses four diode lasers of different wave-
lengths, which are electronically multiplexed. Typical wavelengths are 685 nm, 
785 nm, 830 nm, and sometimes 760 nm. As in scanning mammography, the la-
sers can be multiplexed pulse by pulse, or in groups of 2,500 to 10,000 pulses, i.e. 
in intervals of 50 to 200 µs per wavelength. Pulse group multiplexing gives less 
pile-up errors and is generally to be preferred (see Sect. 5.5.8, page 117). 
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Fig. 5.49 TCSPC tomography setup for brain imaging 

Picosecond diode lasers are by far the most economic light sources for DOT. 
Fibre lasers [223] and Ti:Sapphire lasers [222, 443] have been used as well. These 
lasers have high power and short pulse width, but a high price. Wavelength multi-
plexing can be achieved only by synchronising several lasers and at a pulse-by-
pulse basis. 

Multiplexed laser light is distributed to 32 source positions by a fibre switch. 
The light from 32 detection positions is collected by 32 fibre bundles. A system 
described in [443] uses four eight-channel MCP-PMTs and 32 individual NIM-
based TCSPC systems for detection. Due to its fully parallel architecture, the sys-
tem achieves exceptionally high data throughput, and low pile-up error. Of course, 
an instrument like this is very large and transportation is a problem due to its sheer 
weight. Figure 5.50 gives an impression of the complexity of the system. 

Fig. 5.50 Left: Photograph of the main rack of the parallel 32 channel instrument described 
in [443]. Right: Optical interface to the patient, with the source and detection fibres, from 
[222] 

The main rack contains all components apart from the laser source and MCP-
PMT cooler unit. Most of the electronics and the control PC are housed on the 
front of the 19-inch rack. Four variable optical attenuator boxes containing eight 
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units each and the fibre switch are located at the back, while the MCP-PMT cool-
ers can be seen in the top part of the side view. 

An optical patient interface is shown right. The system can be used for brain 
and breast imaging. Applications are described in [222, 223, 224, 225, 234, 444].  

Advanced TCSPC techniques can reduce the size and the weight of the instru-
ment considerably. As shown in Fig. 5.49, the detector signals are divided into 
four groups of eight signals and connected to four routers. The routers are con-
nected to individual channels of a four-channel TCSPC system. The TCSPC sys-
tem is then reduced to the size of an industrial or even a standard PC. 

Static Brain Imaging 

Structural tomography data are acquired by switching the multiplexed lasers con-
secutively through all source positions. For each source position time-of-flight 
distributions are recorded for all laser wavelengths in all detector channels. Con-
sequently, there is enough time to read out the time-of-flight distributions for each 
source position. The number of waveform memory blocks in the TCSPC modules 
is the number of detector positions multiplied by the number of laser wavelengths. 
Consequently, the TCSPC system in Fig. 5.49 needs a total of 128 waveform 
memory blocks, or 32 blocks per TCSPC channel. This is no problem for any 
modern TCSPC module. 

The count rates in the individual detector channels may differ over a wide range 
depending on the distance from the source. For channels directly adjacent to the 
current source position, the rate can be as high as several MHz. The PMTs can 
even be driven into overload. On the other hand, channels opposite to the source 
position may not collect any reasonable number of photons at all. Except for PMT 
overload and possible PMT damage, the huge dynamic range poses no major 
problem in a fully parallel TCSPC system. An overloaded channel simply does not 
record reasonable data. However, in a system with routers, the overloaded detector 
may block the router to which it is connected and thus prevent other signals from 
being recorded. Therefore, if the count rate of a detector becomes too high, either 
this detector must be switched off or an automatic intensity regulator of some kind 
must be placed in front of the detectors. As with scanning mammography, 
information about overloads can be obtained by monitoring the detector output 
current in the preamplifiers (see Sect. 7.2.15, page 300). 

The wide dynamic range of the input signals should be taken into account for 
the connecting scheme of the detectors to the routers. The total count rate proc-
essed per router and per TCSPC module should be distributed as uniformly as 
possible. 
Typical time-of-flight distributions are shown in Fig. 5.51. The curves were re-
corded with a diode laser of 2.5 mW power, 785 nm wavelength, and 50 MHz 
repetition rate. The detector was an H5773 20. The curves show the time-of-flight 
distribution for two different locations at the forehead, with the instrument re-
sponse function. The source-detector distance was 6 cm. The acquisition time was 
20 s, the count rates were between 800 kHz and 1 MHz. 
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Fig. 5.51 Time-of-flight curves for two different source and detector positions at the fore-
head, and instrument response functions. Left linear scale, right logarithmic scale. Source-
detector distance 6 cm, Laser 2.5 mW, 785 nm, 50 MHz. Acquisition time 20 s, ADC reso-
lution 4,096 channels, time scale 400 ps/division 

The obtained count rates drop dramatically with the source-detector distance. 
With a laser power of a few mW, meaningful signals can be recorded diametri-
cally through an infant head. For an adult head this is impossible. However, weak 
signals can be detected from temple to temple, as shown in Fig. 5.52. With a 
2.5 mW, 785 nm laser and a H5773 20 detector a total number of photons of 
29,000 and 107,000 was acquired within an acquisition time of 60 s. The count 
rates were 896 s-1 and 2,688 s-1, respectively. 

Fig. 5.52 Time-of flight curves detected form temple to temple through an adult head. 
Slightly different source and detector positions. Laser power 2.5 mW, wavelength 785 nm, 
H5773 20 detector, acquisition time 60 s ADC resolution 4,096 channels, time scale 
800 ps/division 
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Dynamic Brain Imaging 

Dynamic changes in the time-of-flight distributions are caused by the heart beat, 
variable oxy- and deoxyhemoglobin concentration induced by brain activity, and 
effects of associated physiological regulation. The haemodynamic response to 
brain stimulation is on the time scale of a few seconds [150, 171, 172, 502, 503]. 
Another, much faster signal has a typical rise time of 100 ms and is termed „event 
related optical signal“, or EROS. The fast signal was found by [173, 194, 197, 
198, 199, 480, 545]. All these experiments have been performed with CW or fre-
quency-domain instruments. 

Recently Liebert et al. have demonstrated that advanced TCSPC is able to re-
cord effects of brain activity with 50 ms time resolution, clear separation of scat-
tering and absorption, and probably better depth resolution than CW or frequency-
domain techniques [324, 327, 328]. A system of four parallel TCSPC modules 
with four individual detectors and several multiplexed laser diode lasers is used. A 
fast sequence of time-of-flight distributions is recorded in consecutive time inter-
vals of 50 to 100 ms. Variations of the optical properties in the brain are derived 
from the intensity and the first and second moments of the time-of-flight distribu-
tions [325]. 

Quaresima et al. used a single TCSPC channel and a multianode PMT to record 
sequences of time-of-flight curves in eight parallel channels [421]. The acquisition 
time per step of the sequence was 166 ms. The data of five steps were averaged. 
Values of µ’s and µa were calculated from the averaged data by using a standard 
model of diffusion theory. 

 In principle, the recorded sequence could be triggered with the stimulation 
event and accumulated. However, in practice there are is a strong variation in the 
data due to heart beat [197, 502] and respiration. The response of the brain to the 
stimulation can more reliably be separated from other effects by recording the full 
sequence over a large number of stimulation events. To record a virtually unlim-
ited sequence the TCSPC channels are operated in the „continuous flow“ mode 
(see Fig. 3.9, page 36). 

The setup shown in Fig. 5.49 can, in principle, be used to record fast changes in 
the brain at 4 laser wavelengths and 32 detector positions. However, the limited 
speed of the fibre switch normally allows one to record sequences only for one or 
two source positions at a time. The result is a total number of 128 to 256 wave-
forms each 50 to 100 ms or 32 to 64 per TCSPC module. The corresponding read-
out rate in the memory swapping mode is well within the range of currently used 
TCSPC modules. However, improved fibre switches may allow one to multiplex a 
larger number of source positions at a rate of 100 s-1 or faster. The data transfer 
rate then exceeds 10 Mbyte/s, and precautions have to be taken to sustain this rate 
over a longer time. 

Figure 5.53 shows 20 time-of-flight curves selected from a continuous-flow se-
quence recorded with a single H5773 20 detector. The acquisition time was 100 ms 
per curve, the ADC resolution 1,024 channels. The light source was a diode laser of 
2.5 mW average power, 785 nm wavelength, and 50 MHz repetition rate. The left 
sequence was detected with a source-detector distance of 8 cm, the right one with 
a distance of 5 cm. The count rates where 1.8 105 s-1 and 4.5 106 s-1, respectively. 
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Fig. 5.53 20 steps of a TOF sequence recorded at an adult human head by TCSPC memory 
swapping. Acquisition time 100 ms per curve, ADC resolution 1,024 channels. Diode laser 
785 nm, 2.5 mW, detector H5773 20. Left: Source-detector distance 8 cm, count rate 
1.8 105 s-1. Right: Source-detector distance 5 cm, count rate 4.5 106 s-1

It should be noted that the a count rate of 4.5 106 s-1 is close to the limit of a 
single channel in currently available TCSPC devices. Intensity measurements at 
rates this high require a correction for counting loss (see Sect. 7.9.2, page 338). 
The moments of the time-of-flight distributions are not influenced by counting 
loss. Certainly, there is a small pulse-shape error due to classic pile-up. However, 
because only small changes in the moments are of interest, the pile-up-error is not 
substantial. 

The standard deviation of the total photon number and of the first moment can 
be estimated as follows: 

N
N

 (5.10) 

N
tofM

/1  or NT
fwhmM

/5.01  (5.11) 

N = standard deviation of the number of photons 

M1 = standard deviation of the first moment 
N = number of photons in a single TOF distribution 

tof = standard deviation of the times of flight of the photons 
Tfwhm = Full width at half maximum of the time-of-flight distributions 

With N = 105 photons per time-of-flight distribution, and a width of Tfwhm = 2 ns the 
standard deviation of the photon number is 316, or 0.316%. The standard devia-
tion of the first moment is 3.16 ps. Changes induced by variable oxy- and deoxy-
hemoglobin concentration are of about the same size. Recording these changes 
requires accumulation of only some 10 stimulation periods. The accuracy required 
to record the fast (EROS) signal is estimated to be 0.1% in the intensity and 220 fs 
in the phase [173]. With TCSPC at a count rate of 2 MHz and 50 ms acquisition 
time, standard deviations on these levels can be obtained by accumulating about 
10 and 1,000 stimulation periods, respectively. The fast signal is therefore well 
within the reach of TCSPC DOT. 
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5.5.4  Muscle and Bone Studies 

Time-resolved DOT is sometimes used for optical biopsy of bone tissue, and to 
track heamodynamics and oxygen kinetics in muscle tissue. The instruments typi-
cally use the same setup as brain imaging [443], see Fig. 5.49, page 107. An appli-
cation to DOT at the human forearm is described in [234]. The number of source 
and detection channels can often be reduced from the number in the setup shown 
in Fig. 5.49. 

Tracking of the heamodynamics and oxygen kinetics in muscles requires sev-
eral multiplexed laser wavelengths and sequential recording in several detector 
channels. Instruments described in [120, 123, 507] use two lasers multiplexed 
pulse-by-pulse and eight detection channels routed into a single TCSPC channel. 
An instrument described in [23] uses supercontinuum generation in a photonic 
crystal fibre and multiwavelength TCSPC to obtain absorption and scattering 
coefficients simultaneously at 16 wavelengths. 

An instrument for optical biopsy of bones based on a diode laser and a single 
TCSPC channel is described in [151, 152]. Other instruments use a tuneable syn-
chronously pumped dye laser and a Ti:Sapphire laser [414]. The lasers are 
switched into a single source fibre by a fibre switch. A single TCSPC channel 
records the diffusely reflected light and a reference signal split off from the source 
fibre. 

5.5.5  Exogenous Absorbers 

Exogenous chromphores can be used by detecting either their absorption or their 
fluorescence. The only endogenous chromophore currently approved for use at 
human patients is indocyanine green, ICG, a blood-pool agent [135, 369]. It 
absorbs strongly between 650 and 850 nm and therefore clearly shows up in the 
time-of-flight distributions of DOT. An example is given in Fig. 5.54. 

Fig. 5.54 Time-of-flight distributions of a scattering solution for different ICG concentra-
tion
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ICG can be used to detect blood-flow dynamics. In the brain the absorption 
change after an ICG bolus shows differences in superficial and deeper blood ves-
sels [327, 328, 329], and may be useful to indicate occlusion of vessels and areas 
of increased stroke risk. ICG dynamics have also been used for breast tumor iden-
tification. Tumors usually have increased blood content, an increased number of 
blood vessels, and increased leakage of dye from the vessels into the tissue. Even 
with ICG injection, however, the contrast between tumour tissue and healthy tis-
sue remains low. Moreover, the dwell time of ICG in the tissue is only about 10 
minutes so that short acquisition times are required. 

5.5.6  Fluorescence 

For a given number of recorded photons, fluorescence detection in general yields a 
better intrinsic SNR than an absorption measurement. However, compared to the 
diffusely transmitted or reflected intensity the fluorescence intensity is much 
lower. The SNR actually obtained depends on the efficiency of the optics and the 
detection system, the tissue thickness, the fluorophore concentration and quantum 
yield, and the acceptable acquisition time.  

Fluorescence applications in DOT are based either on the accumulation of a 
fluorophore in the blood or on intensity and lifetime changes induced by the local 
environment parameters or the binding state to proteins or lipids [342, 460]. Such 
changes can be particularly strong if two dye molecules with different, but over-
lapping spectra are attached to the ends of a protein or lipid chain. Depending on 
the folding state of the link between the fluorophores, the fluorescence is then 
either unquenched or quenched by fluorescence resonance energy transfer 
(FRET). Time-resolved detection has clear benefits in these applications. 

Currently DOT fluorescence techniques are mainly used for small-animal imag-
ing. Fluorescence DOT as a diagnostic tool of human medicine is in an early 
stage, mainly because only indocyanine green (ICG) is approved for application in 
human patients [135, 369]. ICG in water has a fluorescence quantum yield of 
about 4% [135]. The fluorescence lifetime of ICG bound to human serum albumin 
(HSA) in water was determined to be double exponential, with contributions of 
84% of 615 ps and 16% of 190 ps [182, 337]. The lifetime is clearly dependent on 
the solvent. The results shown in Fig. 5.12, page 74, yield lifetimes of about 
550 ps and 190 ps for ethanol and water, respectively. Lifetimes this short are 
difficult to separate from the time-of-flight distribution in thick, inhomogeneous 
tissue. It is therefore difficult to exploit possible lifetime changes of ICG for tissue 
characterisation.

The typical shape of the fluorescence signals in scattering media is shown in 
Fig. 5.55 and Fig. 5.56. The fluorescence of beads stained with IRD38 (Li-Cor, 
Inc.) embedded in agarose phantoms was recorded by TCSPC. A femtosecond 
titanium-sapphire laser was used for excitation, and a H7422 50 PMT module for 
detection. The IRF width of the system is about 300 ps. Figure 5.55 shows the 
variation in the recorded fluorescence decay data with the pH for beads at the 
surface of the phantom. 
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Fig. 5.55 Variation of the fluorescence decay with pH. IRD 38 beads embedded in the 
surface of agarose phantoms of pH = 4, pH = 7, and pH = 10. Absorption and scattering 
coefficients µa = 0.13 mm-1, µs = 1 mm-1. Raw data, courtesy of Israel Gannot, Dept. of 
Biomedical Engineering, Faculty of Engineering, Tel Aviv University, Israel 

The change of the lifetime can be estimated from the differences in the first 
moment of the curves. Referred to pH 7 the change for pH 10 and pH 4 is –60 ps 
and +80 ps, respectively. The variation of the recorded signal shape with the depth 
of the beads in the phantom are shown in Fig. 5.56. 

Fig. 5.56 Variation of the signal shape with the depth of the beads in an agarose phantom of 
pH 7. Left to right: Depth = 0 mm, 2 mm, 5 mm. Raw data, courtesy of Israel Gannot, Dept. 
of Biomedical Engineering, Faculty of Engineering, Tel-Aviv University 

The extraction of pH-induced fluorescence lifetime variations from time-of-
flight curves has been studied in [175]. The authors use a fluorescent inclusion in 
a homogeneous medium. They show that the fluorescence decay can be separated 
from the instrument response function and the time-of-flight distribution of the 
bulk medium. 

Certainly in human patients the condition of a well-localised inclusion in a ho-
mogeneous, nonfluorescent bulk medium is not fulfilled. The condition is better, 
yet not perfectly, met in small animals where the tissue depth does not exceed a 
few millimeters. The contribution of the bulk medium and its inhomogeneity is 
correspondingly smaller. Therefore DOT fluorescence is currently used mainly for 
small-animal imaging (see section below).  
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In principle, fluorescence detection is possible in any of the tomography setups 
shown above. The problem of fluorescence detection is not so much the low inten-
sity as the huge intensity ratio between the diffusely transmitted or reflected exci-
tation light and the fluorescence signal. Unfortunately NIR fluorophores usually 
have small Stokes shifts. Separating the fluorescence from the excitation requires 
extremely steep filters with high blocking factors. Such filters work well only in a 
collimated beam, which is difficult to obtain in DOT experiments (see below, 
„Fibres and Fibre Bundles“ and „Filters“). 

5.5.7  Small-Animal Imaging 

Small-animal imaging is not limited by the strict constraints placed on DOT in 
human patients. In particular, many exogenous chromophores are available [460]. 
Moreover, the typical tissue thickness is only a few millimeters, so that the excita-
tion wavelength is not restricted to the NIR only. Visible and NUV excitation can 
be used to excite not only exogenous, but also a large number of endogenous 
fluorophores [339, 517], including GFP and its mutants in transgenic organisms 
[86, 322]. The noninvasive character of DOT allows one to track the growth of a 
tumor, angiogenesis, invasion and metastasis, the progress of photodynamic ther-
apy, or the action of drugs [122, 322, 460]. 

The common use of fluorescence in small-animal imaging makes time-
resolution almost mandatory. As for the other DOT applications, time-resolved 
small-animal imaging is performed by modulation techniques and by TCSPC. 
TCSPC has the benefit that it is able to resolve complex decay functions. The 
principle of a typical time-resolved instrument [174] is shown in Fig. 5.57. 

The animal (a mouse or a rat) is placed on a platform mounted on a translation 
stage. The temperature of the platform is stabilised. This is important because small 
animals are very susceptible to cooling, especially when they are anaesthetised. 
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Fig. 5.57 TCSPC-based small-animal imager 
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Scanning in the X direction is accomplished by moving the translation stage. 
In the Y direction the laser beam is scanned by a galvanometer mirror. The fluo-
rescence light is collected by a lens, descanned by a second galvanometer mirror, 
and detected by a PMT. The separate galvanometer mirror in the detection chan-
nel allows for adjustable lateral offsets between the excitation and detection 
spots. The signal is recorded by a TCSPC module. The module records the fluo-
rescence decay functions along the line scanned by the galvanometer mirrors. A 
complete image is obtained by recording a large number of line scans along the 
shift of the translation stage. An important part of the instrument is the data 
processing software, which calculates lifetime and intensity images for various 
depth in the tissue. 

Typical fluorescence decay curves obtained by this instrument are shown in 
Fig. 5.58. The fluorescence comes from small inclusions of Cy5.5 in an intralipid 
solution of µa = 0.006 mm-1 and µs’ = 1.0 mm-1.

Fig. 5.58 Fluorescence decay curves of inclusions of CY5.5 in intralipid solution of µa = 
0.006 mm-1 and µs’ = 1.0 mm-1. Left: Different depth, concentration 40 nM/l, shift of maxi-
mum indicated. Right: Depth 7 mm, different concentration. [174] and courtesy of ART 
Advanced Research Technologies Inc., Montreal, Canada 

A change in depth clearly changes the shape of the fluorescence signal, while a 
change in concentration changes only the intensity. For known scattering and 
absorption coefficients in the tissue the fluorescence lifetime and the depth of a 
fluorescent inclusion can be determined. 

Figure 5.59 shows results obtained from a tumor-bearing mouse after injection 
of CY5.5. The excitation wavelength was 660 nm. From left to right, the figure 
shows a photo of the mouse, a CW fluorescence image, a lifetime image, and 
fluorescence decay curves in selected pixels of the image. 
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Fig. 5.59 Fluorescence of a mouse bearing tumors. Left to right: Photo, CW image, Life-
time image, fluorescence decay curves in different pixels of the image. [174] and courtesy 
of ART, Montreal, Canada 

Fluorescence is obtained not only from the CY5.5 but also from endogenous 
fluorophores, especially from food in the digestive track. The fluorescence decay 
is different for the endogenous and exogenous fluorophores. This makes it possi-
ble to assign the structures in the CW image to the used fluorescent markers and to 
track lifetime changes induced by variations in the local environment. 

5.5.8  Technical Aspects of TCSPC-Based DOT 

Multiplexing of Lasers 

Both in the classic tomography setup and in the scanning setup, diode lasers of 
different wavelengths are multiplexed into the optical source channels. The wave-
lengths can be multiplexed on a pulse-by-pulse basis and recorded in the same 
TAC interval [120, 124, 203, 328, 412, 506, 507]. Another way is to multiplex in 
longer intervals and to recorded the signals in different memory blocks by using 
the routing capability of the SPC modules (please see also Sect. 3.2, page 33). The 
benefit of the second technique is that the TCSPC system works at a high stop 
rate, with a correspondingly low pile-up level. Moreover, there is no overlap of the 
time-of-flight distributions of different wavelength. 

Figure 5.60 illustrates the situation. Multiplexing different wavelengths on a 
pulse-by-pulse basis is shown left. Two or more lasers are multiplexed, and a 
reference pulse from one of the lasers is used as a stop signal for the TCSPC 
channel(s). The TAC range is increased in order to record the time-of-flight distri-
butions for all lasers as a single waveform within the TAC window. 
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Fig. 5.60 Pulse-by-pulse multiplexing (left) and pulse group multiplexing (right). Pulse-by-
pulse multiplexing reduces the effective TAC stop rate in proportion to the number of lasers 
multiplexed 

Although this procedure looks elegant at first glance, it results in a substantial 
increase of pile-up. The TAC stop rate is decreased in proportion to the number of 
lasers. Pile-up in one of the multiplexed signals reduces the amplitude of all sub-
sequent ones; see Fig. 7.77, page 333. Moreover, the needed TAC range and the 
average start-stop time are increased, which results in an increased effective dead 
time for the TCSPC device. Therefore, pulse-by-pulse multiplexing considerably 
decreases the count rate that can be used for a given pile-up error and counting 
loss.

Pulse group multiplexing is shown in Fig. 5.60, right. Each laser works for 
typically 50 to 100 us, or 2,500 to 5,000 pulse periods at a 50 MHz repetition rate. 
The multiplexing signal that turns the lasers on and off is also used as a routing 
signal for the TCSPC devices. Therefore, the photons for the individual lasers are 
routed into different memory blocks. The TAC stop rate is the full repetition rate 
independent of the number of lasers. Consequently, pile-up and counting loss 
effects are considerably smaller than for pulse-by-pulse multiplexing (see 
Sect. 7.9, page 332). Pile-up in one signal has no effect on the other ones. More-
over, there is no overlap of the time-of-flight distributions for different wave-
length. Possible reflections in the optical system, especially in the optical fibres, 
do not cause crosstalk between the signals. Therefore the signals can be recorded 
in a relatively short TAC range, with correspondingly shorter start-stop times and 
TAC dead times. DOT systems with pulse-group multiplexing can therefore be 
operated at a higher count rate than systems based on pulse-by-pulse multiplexing. 

Detectors for DOT 

The required IRF width, stability, and spectral range put some constraints on the 
selection of detectors for DOT. 

The typical width of the time-of-flight distributions recorded in DOT is of the 
order of a few ns; see Fig. 5.51 and Fig. 5.52, page 109. Therefore a detector IRF 
width of 150 to 300 ps is normally sufficient. Even longer detector IRFs are some-
times tolerated, especially if the pulse dispersion in long fibre bundles dominates 
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the IRF width. In general, it can be expected that the stability of a curve fitting 
procedure and the standard deviation of the first and second moments of the re-
corded signal shape decrease dramatically when the IRF width reaches or exceeds 
the width of the time-of-flight distribution. 

More important than the IRF width is the IRF stability. To reveal effects of 
brain activity, variations corresponding to changes in the first moment (M1) of a 
few ps must be reliably recorded. Maintaining a timing stability of a few ps over a 
wide range of count rates is anything but simple. The most critical parts of the 
system are the PMT and its voltage divider. Changes in the count rate induce 
changes in the voltage distribution across the dynodes and consequently changes 
in the transit time. The prospects are best for PMTs with short width of the single-
electron response (SER) and a low transit time. The short SER results in a small 
anode current at a given count rate and SER amplitude. Load-induced changes in 
the dynode voltage distribution are therefore small. Moreover, a low transit time 
results in low transit-time changes with the dynode voltages. 

Count-rate-dependent timing shifts for a number of detectors are shown in 
Fig. 7.33 through Fig. 7.35, page 296. It turns out that the Hamamatsu H5773, 
H5783, and H7422 photosensor modules have an almost undetectable timing shift 
up to a recorded count rate of 4 MHz. The high timing stability is most likely a 
result of the Cockroft-Walton voltage-divider design of these modules [213]. 

TCSPC-based DOT requires PMTs with a high efficiency in the NIR. Although 
the commonly used multialkali cathode works up to 820 nm, the efficiency above 
750 nm is not satisfactory. Extended red multialkali cathodes work well up to 
850 nm. The most efficient cathodes in the wavelength range of DOT are GaAs 
cathodes. Although the cathode efficiency of different devices may differ consid-
erably, a factor of 10 can be gained at 800 nm compared to a multialkali cathode. 
Currently the most frequently used GaAs PMT module is the H7422 50 [214]. 
Recently, Hamamatsu has developed a „high efficiency extended red“ cathode, the 
NIR efficiency of which comes close to that of the GaAs cathode. The new cath-
ode is available for the H5773 and H5783 photosensor modules. The high timing 
stability, the short IRF, and the relatively low price of these modules make them 
the most useful single channel DOT detectors currently available. Please see also 
Sect. 6.4, page 242. 

An ideal solution to many tomography detection problems could be large-area 
multianode PMTs. Unfortunately the most interesting ones, such as the 
Hamamatsu H8500 with 8  8 channels and 5  5 cm overall area, are available 
with bialkali cathodes only. Detectors like the H8500, but with NIR-sensitive 
cathodes, could give TCSPC-based optical tomography techniques a new push. 

Currently available single photon avalanche photodiodes (SPADs) are not ap-
plicable to optical tomography. Although the efficiency in the NIR can be up to 
80%, the detector area is only of the order of 0.01 mm2. Diffusely emitted light 
cannot be concentrated on such a small area. A simple calculation shows that 
SPADs cannot compete with PMTs unless their active area is increased considera-
bly. Another obstacle is the large IRF count-rate dependence sometimes found in 
single-photon APDs. 



120      5 Application of Modern TCSPC Techniques 

Fibres, Fibre Bundles, and Filters 

A crucial part of optical tomography instruments are the fibres or fibre bundles 
used to transmit the light to the sample and back to the detectors. The problem of 
the fibres is mainly pulse dispersion. The pulse dispersion in multimode fibres 
increases with the numerical aperture (NA) at which they are used. In particular, 
the detection fibre bundles, which have to be used at high NA, can introduce an 
amount of pulse dispersion larger than the transit time spread of the detectors 
[326, 443]. If the length of the bundles exceeds 1 or 2 meters, a tradeoff between 
time resolution and NA must often be made. 

Fibre dispersion can also be a pitfall when the IRF of a DOT system is to be re-
corded. If the angular distribution of the fibre illumination is not exactly the same 
as for the subsequent DOT measurement a wrong IRF is recorded. A reasonably 
accurate IRF can be recorded by putting a thin scattering medium between the 
source and the detection fibre bundle [443]. 

Changes of the effective NA can also be introduced by changing absorptive fil-
ters in front of the fibre input. The effect is illustrated in Fig. 5.61. 

Filter
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vs. beam angle

A
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Filter transmission

Fig. 5.61 Effect of a filter on the effective NA of light coupled into an optical fibre 

Ray A goes straight through the filter and the fibre. Both attenuation and transit 
time are at minimum. Ray B is tilted to the optical axis. The transit time through 
the fibre is longer than for ray A. Ray B also takes a longer way through the filter. 
It therefore gets more attenuated than ray A. The ratio of attenuation of parallel 
and oblique rays depends on the filter density. The result is a change in the pulse 
dispersion with the filter density; the effect can be particularly strong if a narrow-
band interference filter is placed in the light cone in front of the fibre. The trans-
mission wavelength of an interference filter shifts to shorter wavelength for 
oblique rays. With a narrow-band filter in a divergent or convergent beam, the 
outer part of the useful NA of the fibre can be entirely blocked by the filter. The 
correct solution is to put the filters into a collimated part of the beam; see 
Fig. 5.62. 
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Fig. 5.62 An interference filter must be placed in a collimated beam. Only if the focal 
length and the diameter of the lenses are much larger than the fibre bundle diameter can a 
good collimation be obtained 

Even with the collimator lenses, light from the centre and from the edge of the 
fibre bundle passes the filter at a different angles. The difference can be kept small 
only by using lenses of a focal length and a diameter considerably larger than the 
diameter of the fibre bundle. 

Good collimation of the filter beam path is essential also for fluorescence de-
tection in a DOT setup. To separate the fluorescence from the much stronger exci-
tation light, an extremely steep long-pass interference filter has to be used. If this 
filter is not used in a parallel beam, the filter transition broadens towards shorter 
wavelengths, with disastrous effect on the blocking of the excitation light. 

5.6  Autofluorescence of Biological Tissue 

Biological tissue contains a wide variety of endogenous fluorophores [282, 339, 
434, 452, 454, 517, 531]. However, the fluorescence spectra of endogenous chro-
mophores are often broad, variable and poorly defined. Moreover, the absorbers 
present in the tissue may change the apparent fluorescence spectra. It is therefore 
difficult to disentangle the fluorescence components by their emission spectra 
alone. To make them easier to separate, fluorescence spectra are often recorded at 
a number of different excitation wavelengths. The fluorophores are then excited 
with different efficiency [184]. 

A considerable improvement can be expected from simultaneous detection of 
the fluorescence spectrum and the fluorescence lifetime. Fluorescence lifetime 
detection not only adds an additional separation parameter but also yields direct 
information about the metabolic state and the microenvironment of the fluoropho-
res [306, 308, 398, 417]. Fluorescence lifetimes of endogenous fluorophores and 
their dependence on the microenvironment are given in [282, 339, 452, 517]. 

Most endogenous fluorophores are excited efficiently only in the UV, in the 
range from 280 nm to 400 nm. Suitable light sources for steady-state excitation are 
mercury or xenon arc lamps. For time-resolved measurements, often nitrogen 
lasers and nitrogen-laser pumped dye lasers are used. These lasers work at pulse 
repetition rates of the order of 10 to 100 Hz. Any attempt to use TCSPC at a repe-
tition rate this low is hopeless. Therefore, time-resolved detection is usually done 
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by high-speed digital oscilloscopes [416], boxcar techniques, time-gated cameras 
[144, 445, 487], or streak cameras. Unfortunately oscilloscopes and boxcars are 
not capable of multispectral detection. This may be a reason that, in spite of its 
obvious benefits, time-resolved detection is rarely used in autofluorescence spec-
troscopy of biological tissue. 

5.6.1  Autofluorescence Detection by Multispectral TCSPC 

Time-resolved multispectral detection is relatively easy with multidetector 
TCSPC. The principle is described under Sect. 5.2, page 84. The fluorescence 
light is split spectrally by a polychromator and detected by a multianode PMT. A 
subsequent routing electronics delivers the single-photon pulses and a detector 
channel number, and the TCSPC module builds up the photon distribution over 
the time in the fluorescence decay and over the wavelength (see Sect. 3.1, page 29 
and Sect. 5.2, page 84). 

Of course, a TCSPC system works efficiently only with a high-repetition-rate
excitation source. Diode lasers can be built with any repetition rate up to about 
100 MHz and are available with 375 nm, 405 nm, 440 nm, and 473 nm emission 
wavelength. Diode lasers are cost-efficient and can be multiplexed at µs rates; see 
„Excitation Wavelength Multiplexing“, page 87. For shorter wavelengths, fre-
quency-doubled or frequency-tripled titanium-sapphire or neodymium-YAG lasers 
can be used.  

An instrument for single-point measurements is shown in Fig. 5.63. The excita-
tion light is delivered to the sample via an optical fibre. The fluorescence light is 
collected by a number of detection fibres arranged around the excitation fibre. The 
detection fibres are connected to the input slit plane of a polychromator. To match 
the polychromator input the bundle is flattened out at the polychromator end. 
Suitable fibre probes are available or can be ordered to specification. 
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Fig. 5.63 Single-point tissue fluorescence detection by multiwavelength TCSPC and a fibre 
probe
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Often a long-pass filter must be inserted in the polychromator to improve the 
blocking of scattered laser light. The spectrum at the output of the polychromator 
is detected by a multianode PMT, and the decay curves in the spectral channels 
are recorded by multidetector TCSPC. 

Time-resolved multispectral data obtained this way are shown in Fig. 5.64. A 
405-nm diode laser was used. The fibre probe consisted of a 0.8 mm fibre for the 
laser surrounded by six 0.8 mm detection fibres. Scattered laser light was blocked 
by a 435-nm long-pass-filter. The sensitivity of the instrument was high enough to 
obtain a count rate of 1 to 2 MHz for an excitation power of about 25 µW. 

Fig. 5.64 Multispectral fluorescence decay data of human skin. 16 wavelength channels, 
1,024 time channels, logarithmic scale from 500 to 30,000 counts per channel, excitation 
wavelength 405 nm 

To make multispectral time-resolved fluorescence measurements into a diag-
nostic tool, the technique must be combined with imaging. Direct imaging tech-
niques by position-sensitive TCSPC are optically easy. They can be used with 
wide-field illumination and are easily integrated into endoscopes. However, it is 
difficult to obtain simultaneous spectral and temporal resolution. Several detectors 
must be used or several images of different wavelength be projected on one detec-
tor. True multispectral resolution cannot be obtained this way. 

A more promising approach is fast scanning (see Sect. 3.4, page 37). TCSPC 
scanning is a standard technique of lifetime imaging in laser scanning microscopes 
(see Sect. 5.7, page 129). With a few modifications, scanning can be applied to 
macroscopic imaging as well. The general optical principle is shown in Fig. 5.65.  
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Fig. 5.65 General optical principle of a scanning system (lenses not to scale) 
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Except for the different sizes, focal lengths and numerical apertures of the 
lenses, the principle is the same as for a laser scanning microscope. The laser is 
reflected into the system by a dichroic mirror, M1. The scan mirrors, M2 and M3, 
deflect the laser beam. The scan lens system, L1 and L2, sends a parallel beam 
through the imaging lens, L3. L3 focuses the laser on the sample surface. The 
laser spot moves over the surface with the motion of the scan mirrors. The fluo-
rescence light is collected by L3 and goes back through L2 and L1. The scan mir-
rors descan the fluorescence into a stationary beam that is focused on the entrance 
slit of a polychromator by L4. The spectrum of the fluorescence light is detected 
by a multianode PMT, and photons of different wavelength are routed into differ-
ent memory segments. Details are described under Sect. 3.4, page 37, and 
Sect. 3.1, page 29. 

Many modifications of the optical system are possible. For example, the scan 
mirrors can be placed between L1 and L2; L1 can be a negative lens, or L2 and L3 
can be combined into one lens. L3 can be replaced with an endoscope. Moreover, 
the focus of L3 can be scanned over the input plane of a gradient-index (GRIN) 
lens (see Fig. 7.9, page 273). The GRIN lens can be used as a miniature endoscope 
[320].  

Biological tissue is highly scattering, a fact that has to be taken into account 
when fluorescence decay functions are recorded. Scattering not only generates a 
huge amount of backscattered excitation light but also results in photon migration 
effects. Photon migration changes the shape of the fluorescence decay curves and 
must be taken into account when tissue path lengths exceed a few millimeters. 
Due to the high absorptivity of tissue in the ultraviolet and blue spectral range, the 
effect on the decay curves is smaller than in the infrared. Nevertheless, optical 
systems for time-resolved detection of tissue fluorescence should detect light only 
from a small area around the excited spot. For fibre probes in direct touch with the 
tissue this is automatically the case. In the system shown in Fig. 5.65 the detection 
area is confined automatically by the entrance slit of the polychromator. It can be 
further reduced by a field stop in the focus of L4.  

Although macroscopic scanning systems for multispectral time-resolved fluo-
rescence imaging can be built with reasonable technical effort, no such system is 
yet available. There are, however, microscopy systems for autofluorescence imag-
ing. These systems are described below. 

5.6.2  Two-Photon Autofluorescence 

Two-photon excitation by femtosecond NIR laser pulses can be used to obtain 
clear images of tissue layers as deep as 1 mm [132, 278, 279, 344, 462, 495, 
534]. The efficiency of two-photon excitation depends on the square of the 
power density. It therefore works with noticeable efficiency only in the focus of 
the laser beam. With a microscope lens of high numerical aperture a lateral reso-
lution around 300 nm and a longitudinal resolution of about 1 µm is obtained. 
Two-photon laser scanning microscopy has therefore become a standard tech-
nique of tissue microscopy. Two-photon laser scanning can be combined with 
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multispectral detection [138, 473]. The technique is available in commercial in-
struments [48]. 

Dual-wavelength TCSPC detection in two-photon laser scanning microscopes 
is relatively simple [37]. Multispectral TCSPC detection in a two-photon laser 
scanning microscope requires a suitable relay optics between the objective lens 
and the polychromator [35, 60]. Details are described under „TCSPC Laser Scan-
ning Microscopy“. 

Applications of single-wavelength TCSPC imaging to autofluorescence of tis-
sue are described in [281, 282, 283, 428]. A commercial instrument for skin in-
spection has been designed by Jenlab, Jena, Germany. The „Dermainspect“ is 
based on a Ti:Sapphire laser, a fast optical scanner, and multidimensional TCSPC. 
The instrument is shown in Fig. 5.66. 

Fig. 5.66 „Dermainspect“ system of Jenlab, Jena, Germany 

A typical result is shown in Fig. 5.67. It shows autofluorescence lifetime im-
ages of stratum corneum (upper row, 5 µm deep), and stratum spinosum (lower 
row, 50 mm deep). The multiexponential decay was approximated by a double-
exponential model, and the decay parameters determined by a Levenberg-
Marquardt fit. The colour represents the fast lifetime component, 1, the slow 
lifetime component, 2, the ratio of lifetime components, 1 / 2, and the ratio of the 
amplitudes of the components, a1 / a2. The brightness of the pixels represents the 
intensity.

The decay parameters show considerable variations throughout the image. Even 
in a single-wavelength image, it can be expected that the decay parameters contain 
a wealth of information. However, the biological meaning of the decay variations 
still remains a subject of investigation. 
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Fig. 5.67 Time-resolved in-vivo autofluorescence images of human stratum corneum (up-
per row, 5 µm deep), and stratum spinosum (lower row, 50 mm deep). Left to right: fast 
lifetime component, 1, slow lifetime component, 2, ratio of the lifetime components, 

1 /
2
, and ratio of amplitudes, a1 / a2. The indicated parameter range corresponds to a 

colour range from blue to red 

5.6.3  Ophthalmic Imaging 

Reflection and fluorescence imaging of the ocular fundus is an established tool of 
diagnosing eye diseases [131, 474, 523, 434]. As usual, the fluorescence signals 
contain components of several fluorophores which cannot be clearly separated in 
intensity images. Moreover, intensity variations by oxygen quenching or different 
binding states cannot be distinguished from concentration variations. Fluorescence 
lifetime imaging is therefore considered a potential technique of diagnosing eye 
diseases, especially age-related macular degeneration. A severe problem of meas-
urements in the eye is low photon flux due to the limitation of the excitation 
power. Due to its near-ideal counting efficiency and its multiwavelength capabil-
ity, TCSPC imaging is clearly the best signal recording technique for detecting the 
fluorescence decay functions [450, 452, 454]. 

Ophthalmic imagers often use a scanning technique with the pupil of the eye 
placed in the exit pupil of the scanning system [461]. This reduces image distor-
tion and blurring due to the poor optical quality of the lens of the eye. Moreover, 
confocal detection can be used to suppress reflection, scattering, and fluorescence 
signals from the lens of the eye. 

The general principle of an ophthalmic scanner is shown in Fig. 5.68. A 440 nm 
picosecond diode laser is used for fluorescence excitation. The laser beam is de-
flected by an ultrafast scanner. The scanner consist of a fast-rotating polygon mirror 
for x deflection and a galvanometer mirror for y deflection. A lens, L1, forms a 
focus approximately in the middle of the polygon mirror and the galvanometer 
mirror. A second lens, L2, sends a parallel beam of light into the eye. The beam 
wobbles with the scanning, with a virtual pivot point in the pupil of the eye. The 
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lens of the eye focuses this beam on the retina. The light emitted by the retina leaves 
the eye via the same beam path, travels back via the scan mirrors, and is separated 
from the laser light by a beam splitter. It is focused into a pinhole by a third lens, L3, 
and transferred to the detectors by another lens, L4. The optical setup may differ in 
details for different scanners, but the general principle is the same. 
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Fig. 5.68 Ophthalmic fluorescence lifetime imaging 

Most ophthalmic scanners are designed for imaging the reflected light. They 
contain a PMT that delivers an intensity-proportional signal of the light reflected 
at the eye background. The signal is amplified to a video-compatible level, com-
bined with synchronisation pulses from the scanner, and displayed on a video 
monitor. 

A laser scanning ophthalmoscope can relatively easily be combined with the 
TCSPC scanning technique (see Sect. 3.4, page 37). The fluorescence light from 
the retina is split off by a dichroic mirror and detected by a second PMT. The 
detection wavelength of the PMTs is selected by filters, F1 and F2. The photon 
pulses from the fluorescence channel PMT are fed into the start input of the 
TCSPC module. The stop pulses come from the diode laser. 

To build up lifetime images, the TCSPC module needs scan synchronisation 
pulses from the scanner. These can be either obtained directly from the scanner or 
separated from the video signal of the reflection channel. 

The count rates obtained from the autofluorescence of the eye background are 
on the order of 500 to 10,000 s-1. Compared with autofluorescence of skin or tis-
sue this rate is very low. The laser power is limited to about 50 µW by eye safety 
considerations. Moreover, a wavelength of 440 nm is far less efficient in exciting 
autofluorescence than wavelengths around 400 nm or shorter. Although laser 
diodes are available for 375 nm and 405 nm these wavelengths do not pass the 
lens of the eye. Moreover, the optical quality of the lens of the eye is far from 
being ideal. Therefore the fluorescence light returned into the scanner is not well 
collimated. Because the effective aperture of the detection system is limited by the 
size of the polygon facets a large fraction of the fluorescence signal is lost. 
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Because the excitation and the fluorescence light share the same optical path 
good blocking of scattered excitation light is essential. Moreover, fluorescence of 
materials in the excitation path must be carefully avoided. Especially fluorescence 
from epoxy can be very similar to autofluorescence of tissue, both in the spectrum 
and the decay profile. Problems can also arise from the emission of LEDs used to 
control the pinhole wheel or the polygon mirror of the scanner. It may be neces-
sary to place an NIR blocking filter in front of the detector. 

Due to the low count rate the acquisition times range from about 10 seconds for 
single-exponential and 60 to 180 seconds for double-exponential decay analysis. 
The long acquisition time causes problems with eye motion. It is impossible for a 
patient to keep his eye fixed on a target point for longer than a few seconds. The 
vision periodically wanders off from the fixed point and jumps back. The problem 
is solved by acquiring a series of images with short acquisition times. The images 
are inspected later; blurred images are discarded and the good images are centred 
one over another and accumulated. The resulting data set contains enough photons 
to run a fit procedure on the fluorescence decay data. 

The application of an ophthalmic scanning TCSPC system to autofluorescence 
imaging at the fundus is described in [450, 451, 452, 453, 454]. A typical result is 
shown in Fig. 5.69. A double-exponential deconvolution was run on the complete 
pixel array. It delivered a fast lifetime component of the order of 1 = 400 ps and a 

   

Fig. 5.69 TCSPC lifetime images of the human ocular fundus, obtained by a double-
exponential fit. The lifetime is colour-coded as indicated in the images. Upper left: Average 
lifetime. Upper middle: Fast lifetime component. Upper right: Slow lifetime component. 
Lower part: Decay curve in the selected spot and fit results. Courtesy of Dietrich 
Schweitzer, Friedrich Schiller University Jena, Germany 
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slow one of about 2 = 3 ns, together with the amplitudes of the components, a1

and a2. A lifetime image of the average lifetime, 

212211 / aaaaav  (5.12) 

is shown in the upper right part. The colour range from blue to red corresponds to 
a lifetime range from 500 to 1,500 ps. Lifetime images of the fast lifetime compo-
nent, 1, and of the slow lifetime component, 2, are shown in the middle and right. 
The fluorescence decay and the result of the fit for the pixel at the cursor position 
are shown in the lower part of the figure. 

The lifetimes are clearly dependent on the oxygen saturation, as has been 
proved by oxygen breathing experiments. Moreover, significant differences in the 
fast and slow lifetime components have been found for healthy volunteers and 
patients with age-related macular degeneration (AMD) [454]. Figure 5.70 shows a 
scatter plot of the number of pixels versus the lifetime components, 1 and 2, for 
patients of different age, and a patient with dry AMD. 

Fig. 5.70 Scatter plot of the pixels in a 1 versus 2 plane. Young healthy volunteer (black), 
middle-aged healthy volunteer (green), patient with dry AMD (blue), isolated human lipo-
fuscin (red). From [454], courtesy of D. Schweitzer, Friedrich Schiller University Jena 

5.7  TCSPC Laser Scanning Microscopy 

Since their widespread introduction in the early 90 s, confocal [363], and two-
photon laser scanning microscopes [132, 343] have initiated a breakthrough in 
biomedical imaging [316, 399, 543]. The high image quality obtained in these 
instruments results mainly from the fact that out-of-focus light is strongly sup-
pressed or, in the case of two-photon excitation, not excited at all. As a result, 
images of high contrast are obtained, and 3D imaging becomes feasible. More-
over, the scanning technique makes it relatively easy to perform detection in sev-
eral wavelength channels and multispectral detection [138]. In recent years more 
features have been added, including excitation wavelength scanning, polarisation 
imaging, and second-harmonic imaging. These multidimensional features make 
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laser scanning microscopes an almost ideal choice for steady-state fluorescence 
imaging of biological samples [229, 278, 399, 401].  

However, the fluorescence of organic molecules is not only characterised by the 
intensity and the emission spectrum, it also has a characteristic lifetime. The life-
time can be used as an additional parameter to separate the emission of different 
fluorophores, to probe ion concentrations and binding states in cells, and to investi-
gate interactions between proteins by fluorescence resonance energy transfer. 

The application of the lifetime as a separation parameter is particularly useful 
to distinguish the autofluorescence components in tissues. These components 
often have poorly defined fluorescence spectra but can be distinguished by their 
fluorescence lifetime [282, 339, 517]. FLIM has also been used to verify the laser-
based transfection of cells with GFP [501]. 

Furthermore, the fluorescence lifetime is a direct indicator of the quenching 
rate due to interaction of the excited molecules with their local environment [308]; 
see Sect. 5.1.1, page 61. Unlike the fluorescence intensity, the fluorescence life-
time does not depend on the concentration of the fluorophore. It can therefore be 
used to probe cell parameters such as ion concentrations or oxygen saturation [9, 
17, 153, 185]. Fluorophores may also exist in a protonated and a deprotonated 
form; the equilibrium between them is pH-dependent. If the protonated and the 
deprotonated fluorophore have different lifetimes, the average lifetime is an indi-
cator of the local pH [9, 216, 307, 330, 439]. Moreover, the lifetime of many 
fluorophores varies with whether they are bound to proteins, lipids, or DNA [271, 
306, 398, 519]. There are a large number of other fluorophores and labelling pro-
cedures [217, 220], most of which have not yet been investigated for target-
induced lifetime changes. Lifetime variations have also been used as an indicator 
of local refraction index changes [511]. 

The distance between two different fluorophore molecules can be probed by 
fluorescence resonance energy transfer (FRET) [308]. The energy transfer rate 
from the donor to the acceptor depends on the sixth power of the distance. FRET 
becomes noticeable at distances on the order of a few nm and therefore occurs 
only if the donor and acceptor are physically linked. With FLIM techniques, 
FRET results are obtained from a single lifetime image of the donor [15, 32, 38, 
61, 62, 63, 73, 80, 93, 147, 209, 405, 508]. 

The fluorescence lifetimes of typical fluorophores used in cell imaging are of 
the order of a few ns. However, the lifetime of autofluorescence components and 
of the quenched donor fraction in FRET experiments can be as short as 100 ps. In 
cells, lifetimes of dye aggregates as short as 50 ps have been found [261]. The 
lifetime of fluorophores connected to metallic nanoparticles [182, 183, 309, 337] 
can be 100 ps and shorter. 

The local environment, the binding or aggregation state, the quenching rate, 
and the FRET efficiency of the fluorophore molecules in cells are normally inho-
mogeneous. Moreover, different fluorophores may overlap within the same pixel. 
Therefore, the fluorescence decay functions found in cells are usually multiexpo-
nential. A FLIM technique should not only resolve lifetimes down to 50 ps, it 
should also be able to resolve multiexponential decay functions.  

Rough single-exponential lifetimes can be derived from data containing a few 
hundred photons per pixel [187, 274]. This is not more than required for a medio-
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cre steady state image. However, the resolution of several decay components re-
quires much more photons. Obtaining a large number of photons from the sample 
means either long exposure or high excitation power. Therefore photobleaching 
[140, 396] and photodamage [239, 277, 280] become a problem in precision FLIM 
experiments. Consequently, recording efficiency is another key parameter of a 
FLIM technique. 

5.7.1  The Laser Scanning Microscope 

The term „laser scanning microscope“ is used for a number of very different in-
struments. Scanning can be accomplished by galvano-driven mirrors in the beam 
path, by piezo-driven mirrors, by a Nipkow disc, or by a piezo-driven sample 
stage. This section refers to microscopes with fast beam scanning by galvano-
driven mirrors. Greatly simplified, the optical principle of these microscopes, is 
shown in Fig. 5.71. 
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Fig. 5.71 Optical principle of a laser scanning microscope. Left: One-photon excitation. 
Right: Two-photon excitation 

Laser-scanning microscopes can be classified by the way they excite and detect 
fluorescence in the sample. One-photon microscopes use a NUV or visible CW 
laser to excite the sample. Two-photon, or „Multiphoton“, microscopes use a fem-
tosecond laser of high repetition rate. The fluorescence light can be detected by 
feeding it back through the scanner and through a confocal pinhole. The principle 
is termed „confocal“ or „descanned“ detection. A second detection method is to 
divert the fluorescence directly behind the microscope objective. The principle is 
termed „direct“ or „nondescanned“ detection. 
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One-photon Excitation 

Figure 5.71, left, shows the principle of a laser scanning microscope with one-
photon excitation. The laser is fed into the optical path via a dichroic mirror. It 
passes the optical scanner, and is focused into the sample by the microscope ob-
jective. The focused laser excites fluorescence inside a double cone throughout the 
complete depth of the sample. The fluorescence light is collected by the objective 
lens. Detection of the fluorescence light can be accomplished by either descanned 
or nondescanned detection. 

Descanned Detection 

The fluorescence light is fed back through the scanner, so that the motion of the 
beam is cancelled. The fluorescence light is separated from the excitation light by 
the dichroic mirror. The now stationary beam of fluorescence is passed through a 
pinhole in the conjugate focus of the objective lens. In the plane of the pinhole, 
light from outside the focal plane in the sample is substantially defocused. Out-of-
focus light is therefore suppressed by the pinhole. The principle is called „confo-
cal“ detection, and the microscope the „confocal microscope“. 

The light passing through the pinhole is often split into several wavelength in-
tervals and detected by several PMTs. X-Y imaging is performed by scanning the 
laser beam; optical sectioning or „Z stack“ recording is done by moving the sam-
ple up and down. The optical sectioning capability and the high contrast due to 
out-of-focus suppression make confocal laser scanning microscopes superior to 
conventional wide-field microscopes. 

Nondescanned Detection 

The fluorescence light can also be separated from the excitation light by a dichroic 
mirror directly above the microscope objective lens, and fed into a detector. The 
principle is termed „nondescanned“ or „direct“ detection, because the light does 
not go back through the scanner. Nondescanned detection is normally used only in 
conjunction with two-photon excitation (see paragraph below). For one-photon 
excitation, nondescanned detection does not yield any depth resolution or out-of-
focus suppression. The image is therefore the same as in a wide-field microscope. 
Nevertheless, nondescanned detection is sometimes used because of its simplicity, 
high efficiency, and easy combination with TCSPC lifetime imaging. 

Two-Photon Excitation 

With a Ti:Sapphire laser or another high-repetition rate femtosecond laser, the 
sample can be excited by simultaneous multiphoton absorption [132, 164, 278, 
282, 343, 471, 472]. For biological specimens, three-photon or higher-order exci-
tation is rarely used. Nevertheless, such microscopes are normally called 
„Multiphoton“ microscopes.  
Two-photon excitation was predicted by Maria Göppert-Mayer in 1931 [189] and 
introduced into laser microscopy by W. Denk, J.H. Strickler, and W.W.W. Webb 
in 1990 [132]. The wavelength of two-photon excitation is twice the absorption 
wavelength of the molecules to be excited. Because two photons of the excitation 
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light must be absorbed simultaneously, the excitation efficiency increases with the 
square of the excitation power density. The high power density in the focus of a 
microscope objective of high numerical aperture and the short pulse width of a 
titanium-sapphire laser make two-photon excitation remarkably efficient. Excita-
tion occurs essentially in the focus of the objective lens. Consequently, depth 
resolution is an inherent feature of two-photon excitation, even if no pinhole is 
used. Moreover, since the scattering and the absorption at the wavelength of the 
two-photon excitation are small, the laser beam penetrates through relatively thick 
tissue. The loss on the way through the tissue can easily be compensated for by 
increasing the laser power. The increased power does not cause much photodam-
age because the power density outside the focus is small. However, as long as 
enough ballistic (nonscattered) excitation photons arrive in the focus, the fluores-
cence is excited. 

Nondescanned Detection 

Nondescanned (or „direct“) detection solves a problem endemic to fluorescence 
scattering in deep sample layers. Fluorescence photons have a shorter wavelength 
than the excitation photons and experience stronger scattering. Photons from deep 
sample layers therefore emerge from a relatively large area of the sample surface. 
To make matters worse, the surface is out of the focus of the objective lens. There-
fore the fluorescence cannot be focused into a pinhole. 

Nondescanned detection splits off the fluorescence light directly behind the mi-
croscope lens and directs it to a large-area detector. Consequently, acceptable light 
collection efficiency is obtained even for deep layers of highly scattering samples. 
Two-photon imaging with nondescanned detection can be used to image tissue 
layers several 100 µm (in extreme cases 1 mm) deep [85, 278, 344, 462, 534].  

The absence of a pinhole in a two-photon microscope with nondescanned de-
tection makes the optical path relatively easy to align. Two-photon microscopes 
can be built by upgrading a one-photon system with a Ti:Sapphire laser or by 
attaching the laser and an optical scanner to a conventional microscope [136, 137]. 

Descanned Detection

For thin samples, such as single cells, scattering is negligible. In these cases two-
photon excitation is also used in conjunction with descanned detection. The pin-
hole is usually opened wide and used principally to suppress daylight leaking into 
the objective lens. 

Commercial Laser Scanning Microscopes 

Commercial laser scanning microscopes use the same microscope body and the 
same scan optics for one-photon and two-photon excitation. Most two-photon mi-
croscopes have lasers for one-photon excitation as well. They can switch between 
both modes, and between descanned and nondescanned detection. Moreover, in 
both the descanned and the nondescanned detection path, the light is split spectrally 
by additional dichroic mirrors or dispersion prisms and several detectors are used to 
record images in selectable wavelength ranges. The dichroic mirrors and filters are 
assembled on motor-driven wheels and are changed on command. The laser power 
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is adjustable by an acousto-optical modulator. To reduce photobleaching, the modu-
lator also switches off the laser during the flyback of the scanner. 

The scan parameters of commercial microscopes are adjustable over a wide 
range. The standard image resolution is 512  512 pixels. However, images as 
large as 2,048  2,048 pixels can be acquired. The pixel number can also be re-
duced to obtain faster scans; images of 128  128 pixels can be scanned at 50 ms 
per frame. The pixel dwell times can be selected from several 100 µs down to a 
few µs, for resonance scanners even 100 ns [79, 381]. Fast scan rates with short 
pixel times avoid heat concentration or accumulation of triplet states in the excited 
spot of the sample. All laser scanning microscopes have a „zoom“ function and 
„region of interest“ selection. The scan area is changed by changing the scan am-
plitude; the region of interest, by changing the bias in the mirror driver electronics. 

5.7.2  Lifetime Imaging Techniques for Laser Scanning 
Microscopy 

Frequency-Domain versus Time-Domain Techniques 

Fluorescence lifetime imaging techniques are usually classified into frequency-
domain and time-domain techniques (see also Sect. 1, page 1 and Sect. 5.5.1, page 
97). 

An overview of frequency-domain detection techniques is given in [88]. 
Frequency-domain techniques compare the phase shift and the modulation degree 
of the fluorescence with the modulated excitation. Modulation of the excitation is 
achieved either by actively modulating the light of a continuous laser or by using 
pulsed lasers of high repetition rate. With pulsed lasers, phase and modulation can 
be measured at the fundamental repetition frequency or at its harmonics.  

The phase shift and the modulation degree of the fluorescence signal can be de-
tected by homodyne or by heterodyne detection. Homodyne detection is achieved 
by multiplying (or „mixing“) the detector signal with the modulation signal. The 
result is a DC signal that contains both the phase and the modulation degree. To 
make the result unambiguous requires measurements at different reference phase. 
This can be achieved by several mixers driven by phase-shifted modulation sig-
nals or by consecutive measurements. The principle is analogous to a dual-phase 
lock-in amplifier and is therefore also called lock-in detection [82, 83]. 

Heterodyne detection mixes the detection signal with a frequency slightly dif-
ferent from the modulation frequency [67, 73, 469, 470]. The result is that the 
phase angle and the modulation degree are transferred to the difference frequency 
signal. The difference frequency is in the kHz range where phase and modulation 
can be measured more easily. 

Both homodyne and heterodyne detection can use normal detectors with subse-
quent electronic mixers [82, 83]. Alternatively, mixing can be performed directly 
in the detector by modulating its gain [73, 470]. Frequency-domain techniques 
with single-point detectors make full use of the depth resolution capability of 
confocal and two-photon imaging but do not work well at extremely high scan 
rates.
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Lifetime imaging by frequency-domain techniques can also be achieved by 
modulated image intensifiers [196, 304, 469, 479]. Lifetime imaging by a directly 
modulated CCD chip has been described in [364]. 

Time-domain techniques use pulsed excitation and record the fluorescence decay 
function directly. Lifetime imaging in the time domain can be achieved by gated 
image intensifiers [107, 143, 144, 445, 482, 487]. A directly gated CCD chip for 
fluorescence lifetime imaging has been described in [365]. A series of images is 
taken while a narrow time gate is scanned over the signal. This not only results in 
a poor efficiency but also causes large lifetime errors in case of photobleaching. 
The efficiency can be improved by recording the intensity in only a few gates, but 
multiexponential decay functions are then hard to resolve. Nevertheless, camera 
techniques are commonly used not only for wide-field systems but also for laser 
scanning microscopes [160], especially in multibeam scanning systems [482]. 

A streak camera in combination with a two-photon scanning microscope is de-
scribed in [291, 292]. The individual lines of the scan are imaged on the input slit 
of the camera. This requires a special scanner that descans the image only in the Y 
direction. The system has a temporal resolution of 50 ps and a counting efficiency 
close to one. Due to limitations of the trigger and deflection electronics, the in-
strument described works at a laser repetition rate of only 1 MHz. It is not clear 
whether or not the low repetition rate and the correspondingly high peak power 
cause saturation problems or increased photodamage due to three-photon effects. 

Wide-field TCSPC [162, 262] achieves high efficiency and high time resolu-
tion. A position-sensitive detector delivers the position and the time of the pho-
tons, from which the lifetime image is built up; see Sect. 3.5, page 39. For reasons 
described below, wide-field (or camera) systems are not fully compatible with the 
scanning microscope. 

Multigate photon counting achieves a high efficiency and can be used at high 
count rates [78, 486]. The technique is described under Sect. 2.2, page 12. Multigate 
photon counting has become one of the standard FLIM techniques in laser scanning 
microscopes. The drawbacks of the technique are that the time resolution is limited 
and fast components of multiexponential decay functions are hard to resolve. 

Conventional TCSPC in combination with slow-scan systems has been used in 
[74, 76]. However,  high count rates and high scan rates cannot be achieved with 
this technique. 

Time-tagged TCSPC [66, 255, 419, 500] in combination with slow scanning 
works best in single-molecule spectroscopy. The technique is described in 
Sect. 5.13, page 193. 

Multidimensional TCSPC [32, 33, 38, 147] offers high time-resolution, near-
ideal efficiency and multiwavelength capability. The technique is fully compatible 
with the scanning microscope, in terms of both scan rate and sectioning capability. 
A laser scanning microscope with TCSPC can also be used for single-molecule 
techniques such as fluorescence correlation spectroscopy (FCS), fluorescence in-
tensity distribution and lifetime analysis (FIDA and FILDA), and burst-integrated 
lifetime (BIFL) techniques (see Sect. 5.10, page 176, Sect. 5.12, page 191, and 
Sect. 5.13, page 191). Multidimensional TCSPC has become an established life-
time imaging technique in laser scanning microscopy and is currently available as 
a standard option for Zeiss, Leica, and Biorad laser scanning microscopes. 
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Point Detection versus Wide-Field Detection 

Both the frequency-domain and the time-domain techniques can be classified into 
camera, or direct imaging techniques, and scanning, or point-detector techniques. 
There are considerable differences between the ways the two detection principles 
interact with laser scanning. Figure 5.72 shows the excitation of a sample in the 
focus of a one-photon microscope (left) and a two-photon microscope (right).  
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Fig. 5.72 Intensity distribution around the laser focus, seen from the surface of a thick sam-
ple. Left: One-photon excitation. Fluorescence comes from the complete excitation light 
cone. The confocal microscope obtains a sharp image by detecting through a pinhole. Right:
Two-photon excitation. Fluorescence is excited only in the focal plane. Nevertheless, scatter-
ing in a thick sample blurs the image seen from the sample surface. The two photon micro-
scope obtains a sharp image by assigning all photons to the pixel in the current scan position 

In the one-photon microscope the laser excites fluorescence in a double cone 
that extends through the entire depth of the sample. A point detector peering 
through a pinhole in a conjugate image plane detects mostly photons from the 
beam waist. An image built up by scanning is therefore virtually free of out-of-
focus blur. The situation for a camera is different. The camera records the light 
from the complete excitation cone. Therefore, the image in the focal plane is 
blurred by out-of-focus light. In other words, the image is the same as in a conven-
tional microscope. 

The situation for two-photon imaging is shown in Fig. 5.72, right. Two-photon 
excitation excites only a small spot in the focal plane. For a thin sample the cam-
era and the point detector deliver the same image. However, two-photon imaging 
targets on recording images from deep within biological tissue. Light from deep 
tissue layers is strongly scattered on the way out of the sample. The point detector 
is able to collect these photons from a large area and to assign them to the current 
beam position. The sensitivity, the resolution, and the contrast are therefore not 
noticeably impaired by scattering. 

The situation is quite different for the camera. The camera records the image as 
it appears from the top of the sample. A sharp image is obtained only from the 
ballistic (unscattered) fluorescence photons. The effective point-spread function is 
a sharp peak of the ballistic photons surrounded by a wide halo of scattered pho-
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tons. The scattering halo can be as wide as 200 µm and causes mainly a loss in 
contrast [265]. That means the scattered photons not only are lost for the image, 
but also actually decrease the signal-to-noise ratio. In the case of lifetime imaging 
the situation is even worse, because the scattering partially mixes the lifetimes of 
all pixels within the scattering radius. 

5.7.3  Implementation of Multidimensional TCSPC  

To summarise, the lifetime technique for a laser scanning microscope should: 

Be a single point technique 
Record images with better than 50 ps resolution  
Resolve multiexponential decay functions, 
Have a near-ideal recording efficiency 
Detect signals in several wavelength intervals simultaneously, and  
Work at the fast scan rates of commercial laser scanning microscopes.  

This is exactly what advanced multidimensional TCSPC is capable of. The 
scanning technique of advanced TCSPC (see page 37) therefore almost perfectly 
fits the laser scanning microscope. 

Of course, TCSPC lifetime imaging requires a pulsed laser with a high repeti-
tion rate. The Ti:Sapphire laser of a two-photon microscope is an almost ideal 
excitation source for FLIM; therefore, most TCSPC FLIM microscopes are two-
photon microscopes. Nevertheless, pulsed one-photon excitation can also be 
performed by diode lasers, frequency-doubled Ti:Sapphire lasers, frequency-
doubled Nd-YAG lasers, or frequency-doubled or -tripled OPOs. The lasers can 
be coupled to the microscope through the beam path intended for two-photon 
excitation or through the beam path for one-photon lasers. If the lasers are fed into 
the two-photon path the dichroic mirror in the microscope needs to be replaced. 
One-photon lasers are usually coupled into the microscopes via single-mode fi-
bres. These fibres have an extremely small core diameter. Coupling a laser into 
these fibres is anything but simple, especially for diode lasers, and a loss of an 
order of magnitude in intensity is not unusual. 

A second requirement is that the scan clocks (i.e. a frame clock, a line clock, 
and a pixel clock) are available from the scan controller of the microscope. This is 
rarely a problem in modern scanning microscopes, which usually make the scan 
clocks available through an external connector. 

The detectors used in standard laser scanning microscopes are not selected for 
high time-resolution in the TCSPC mode. Often small 13 mm side-window PMTs 
are used, e.g. the Hamamatsu R6350 or its siblings. Although these tubes can be 
used for photon counting, the obtained IRF width is between 500 ps and more than 
1 ns (see Sect. 6.4, page 242). Moreover, the width and the shape of the IRF depend 
on the location on the photocathode. The results are therefore not predictable and 
usually insufficient for serious FLIM experiments. Moreover, the anode signals of 
the PMTs are usually connected to a preamplifier in the scanning head and there-
fore not directly available. The output signals of the preamplifiers may be accessi-
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ble, but are too slow for TCSPC. Consequently, TCSPC FLIM requires attaching 
one or several fast detector to a suitable optical output port of the microscope. 

Implementation in Descanned Detection Systems 

A relatively simple way to build a lifetime microscope with descanned detection is 
to use a fibre output from the scanning head. Fibre outputs are available for the 
Biorad Radiance 2100, and for the Zeiss LSM 510 NLO and LSM 510 Meta sys-
tems. The required connections are shown in Fig. 5.73. 
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Fig. 5.73 TCSPC FLIM via a fibre output from the scan head of the microscope 

The fluorescence light from the sample is delivered to the detector via the fibre 
output from the scan head. Often an additional laser blocking filter is required in 
front of the detector (see Sect. 5.7.7, page 154).  

The single-photon pulses from the detector are amplified by a preamplifier and 
connected to the start input of the TCSPC module. The stop signal comes from the 
reference output of the laser. The TCSPC module works in the „Scan Sync In“ 
mode described on page 37. Data acquisition in the TCSPC module is synchro-
nised by the scan clock signals from the microscope controller. Because recording 
is synchronised with the scan in the microscope, the zoom factor and the region of 
interest selected in the microscope control software automatically act also on the 
FLIM image recorded in the TCSPC module. Normally a repetitive scan is used to 
acquire the FLIM image, and as many frame scans are accumulated as are required 
to obtain a reasonable signal-to-noise ratio. 

Applications of a system consisting of a Zeiss LSM 510 with fibre output and a 
Becker & Hickl SPC 730 TCSPC module to FRET and autofluorescence are 
described in [32, 33, 36]. Unfortunately, fibre outputs are often relatively ineffi-
cient compared to the internal detection light paths of the scanning head or to 
nondescanned detection. Therefore, the sensitivity of fibre-coupled systems is 
often not satisfactory [147]. 

Leica has developed a microscope with a fast descanned FLIM detector con-
nected directly to the scan head . The instrument uses a Becker & Hickl SPC 830 
TCSPC module and is available with a Ti:Sapphire laser („MP FLIM“) or a pulsed 
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405 nm diode laser („D-FLIM“). Although TCSPC FLIM with picosecond diode 
laser excitation has already been demonstrated [66, 436, 437] the Leica D-FLIM 
system is the first commercially available TCSPC FLIM system with fast scanning 
and pulsed diode laser excitation. A lifetime image of a plant tissue sample re-
corded with the Leica D-FLIM is shown in Fig. 5.74, left. 

Figure 5.75 shows the fluorescence decay function in a selected pixel of the re-
corded data array and a double exponential Levenberg-Marquardt fit. The decay is 
clearly double-exponential and cannot be reasonably approximated by a single 
exponential decay. For the lifetime image, both lifetime components were 
weighted with their amplitude coefficients. This „mean lifetime“ is displayed as 
colour in the lifetime image in Fig. 5.74, left. 

Fig. 5.75 Fluorescence decay function in a selected pixel of the images shown in Fig. 5.74, 
double exponential Levenberg-Marquardt fit and residuals of the fit. Data points are shown 
blue, the fitted curve red, and the instrument response function green 

Merging the components of the double-exponential decay into a mean lifetime 
does, of course, discard useful information. An example of using multiexponential 
decay data is shown in Fig. 5.74, right. It shows an image that displays the colour-
coded ratio of the amplitude coefficients of both lifetime components. The ampli-

    

Fig. 5.74 Fluorescence lifetime image recorded with the Leica SP2 D-FLIM system. One-
photon excitation by 405 nm diode laser, descanned detection, 512  512 pixel scan, plant 
sample. Left: Colour represents the mean lifetime of the double exponential decay, blue to 
red = 200 ps to 2 ns. Right: Colour represents the ratio of the amplitudes of the fast and 
slow decay component, a

fast
 / a

slow
. Blue to red = 1 to 10 



140      5 Application of Modern TCSPC Techniques 

tude ratio image has some similarity with the image of the mean lifetime. However, 
the ratio of the intensity coefficients directly represents the concentration ratio of 
the molecules emitting the fast and slow decay component and can therefore be 
used to separate different fluorescent species of more or less similar spectra. 

Implementation in Nondescanned Detection Systems 

FLIM with nondescanned detection requires attaching a fast detector to a suitable 
optical port of the microscope. In the Zeiss LSM 510 NLO, the standard detectors 
can be replaced with FLIM detectors by unscrewing a single screw. Other micro-
scopes have unused optical ports to which the light can be directed. For those, 
attaching a FLIM detector requires machining a suitable adapter. Often a field lens 
is required to transfer the light efficiently to the available detector area and to 
avoid vignetting the image, see Fig. 5.92, page 157. The general system configura-
tion is shown in Fig. 5.76.  
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Fig. 5.76 TCSPC laser scanning microscope with nondescanned (direct) detection 

Two-photon NDD FLIM systems have been built for the Biorad MRC 600 
[161], MRC 1024 [7, 8, 372] and Radiance 2000 [15, 16, 68, 93], the Zeiss 
LSM 410 [32, 33, 436, 437] and LSM 510 [37, 39, 62, 147], the Leica TCS-SP1 
and TCS-SP2 [433, 511] the Olympus FV 300, the Nikon PCM 2000 and a num-
ber of specialised or home-made two-photon scanning microscope systems [195, 
282, 514]. 

Although the implementation looks simple at first glance, problems may arise 
in the details. Compared to descanned detection through a confocal pinhole, non-
descanned detection collects the light from a much larger area. This makes non-
descanned detection extremely sensitive to daylight. For steady-state two-photon 
imaging, the background signal is usually compensated for by a variable offset in 
the preamplifier. For FLIM, the background is an additional fit parameter in the 
data analysis. A high background count rate severely impairs the lifetime accu-
racy. Therefore, a TCSPC FLIM system with nondescanned detection has to be 
operated in absolute darkness. 
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The detectors, especially MCP-PMTs, can be severely overloaded by daylight 
leaking into the detection path. Moreover, the halogen or mercury lamp of the 
microscope may be a source of detector damage. Therefore, an NDD FLIM sys-
tem must protect the detectors from overload. Detector protection by suitably 
controlled shutters is described under Sect. 7.3, page 302. 

Another potential source of trouble is insufficient blocking of the laser light. As 
described for descanned detection, the slightest amount of leakage spoils the re-
corded decay curves. However, a large amount of excitation light is scattered in 
the acousto-optical modulator, at the dichroic mirror, and at the edge of the micro-
scope objective lens. This light is not focused. In a descanned detection system it 
is substantially suppressed by the pinhole, but in a nondescanned system there is 
no such suppression. A good blocking filter is therefore important; see Sect. 5.7.7, 
page 154. 

An NDD FLIM detector upgrade kit for the Zeiss LSM 510 NLO is shown in 
Fig. 5.77. The kit is available with one or two R3809U MCP PMTs or one or two 
H5773-based detector modules. 

Fig. 5.77 FLIM upgrade kit for the Zeiss LSM 510 NLO. Top left: Detector/shutter assem-
bly with Hamamatsu R3809U MCP. Top right: Detector controller card for shutter and 
detector control. Bottom: TCSPC module 

A nondescanned („direct“) FLIM detection module with two wavelength chan-
nels was developed for the Radiance 2000 microscope from Biorad. The detector 
module contains computer-controlled dichroic beamsplitters and filters, preampli-
fiers, and overload shutdown of the detectors. The preamplifiers simultaneously 
deliver photon pulses to a Becker & Hickl SPC 830 TCSPC and intensity signals 
to the standard steady-state recording electronics. Unfortunately all Radiance 
scanning microscopes were discontinued in 2004. 

A typical image obtained by nondescanned detection and two-photon excitation 
is shown in Fig. 5.78. The autofluorescence of aortic tissue was excited at 800 nm. 
The figure shows the intensity image, an image of the average lifetime, and the 
lifetime distribution over the pixels. The fluorescence decay displayed for a se-
lected pixel is multiexponential, as is typical for autofluorescence.  
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Fig. 5.78 Two-photon autofluorescence lifetime image of aortic tissue. Top: Intensity im-
age, lifetime image of average lifetime, lifetime distribution. Bottom: Fluorescence decay 
in indicated pixel and double exponential fit with 81% of 294 ns and 18.7% of 2.26 ns. 
From [39] 

A system specialised for diagnostic autofluorescence imaging of skin is de-
scribed in [282, 283]. Typical results are shown in Fig. 5.67, page 126. Other 
applications of two-photon TCSPC FLIM with nondescanned detection are de-
scribed in [7, 15, 16, 45, 46, 62, 68, 93, 147, 161, 372].  

Although originally developed for two-photon imaging, nondescanned detec-
tion is sometimes used also for one-photon excitation. Of course, depth resolution 
or optical sectioning cannot be achieved this way. However, the nondescanned 
systems have the benefit of high efficiency, simplicity, and easy implementation 
of TCSPC FLIM [514]. Images of reasonable quality are obtained for single cells 
or thin cell layers. An example is shown in Fig. 5.79. The image shows the auto-
fluorescence of plant tissue (Elodea spec.) in a depth of about 15 µm. The excita-
tion power was about 30 µW at a wavelength of about 405 nm, the acquisition 
time 16 seconds. The chloroplasts are seen as highly fluorescent structures with a 
longer fluorescence lifetime than the rest of the tissue. 
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Fig. 5.79 One-photon excitation with nondescanned detection. Elodea spec., excitation at 
405 nm, acquisition time 16 seconds. Blue to red corresponds to a lifetime range of 0.5 to 
1.5 ns 

5.7.4  Multispectral FLIM 

As described under Sect. 3.1, page 29, TCSPC can be used to detect the fluores-
cence of a sample at several wavelength intervals simultaneously. A result re-
corded in a dual-detector TCSPC-FLIM system is shown in Fig. 5.80. The micro-
scope was a Zeiss LSM 510 NLO two-photon laser scanning microscope with a 
Coherent-Mira Ti:Sapphire laser. The fluorescence was detected in two wave-
length intervals by two MCP-PMTs (Hamamatsu R3809U 50) attached to the 
outputs of the NDD detection module of the microscope. The detection wave-
length intervals were 480  15 nm and 535  13 nm, respectively. The MCP-
PMTs were connected to one SPC 830 TCSPC imaging card via a HRT 41 router 
(both from Becker & Hickl). The excitation wavelength was 860 nm. The sample 
was a mouse kidney section (Molecular Probes, F 24630) stained with Alexa 
Fluor 488 WGA, Alexa Fluor 568 phalloidin, and DAPI. The excitation power 
was adjusted for a count rate of about 200,000 photons per second. This excitation 
power did not result in noticeable photobleaching or photodamage within the 
image acquisition time of 60 s.  

Figure 5.80, left and right, show the two 512  512 pixel images obtained in the 
488 nm and in the 535 nm channel. The 488 nm image shows mainly the Alexa 
Fluor 488 fluorescence originating from labelled elements of the glomeruli and 
convoluted tubes. Therefore the lifetime is almost constant. In the 535 nm channel 
both the Alexa Fluor 488 and the Alexa Fluor 568 are detected. Alexa Fluor phal-
loidin stained the filamentous actin prevalent in the glomeruli and the brush bor-
der. The signals overlap in this channel but can be separated by their lifetimes. 
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Fig. 5.80 Mouse kidney sample stained with Alexa Fluor 488 WGA, Alexa Fluor 568 
phalloidin, and DAPI. Recorded with two detectors connected to one TCSPC channel. Left:
488 nm channel, right: 535 nm channel. Colour represents lifetime, blue to red = 750 to 
2,250 ps. From [37] 

Detection can be achieved in 16, possibly even 32, wavelength channels by 
splitting the light by a polychromator and detecting the spectrum by a multianode 
PMT. The problem for multispectral FLIM is to transfer the fluorescence light 
with high efficiency into the polychromator input slit. The most efficient method 
of spectral detection would be descanned detection, i.e. to integrate the polychro-
mator into the scanning head. The pinhole would be placed directly in the input 
image plane of the polychromator. Non-descanned spectral detection is more dif-
ficult because the detection light beam is not stationary. A practicable way to 
transfer the light into the polychromator would be to project an image of the back 
aperture of the microscope objective on the input slit of the polychromator. 

In practice, the only feasible solution is often to transfer the light to the poly-
chromator slit plane by an optical fibre. The slit is removed, and the numerical 
aperture at the input of the fibre is reduced to match the numerical aperture of the 
polychromator. Because only moderate wavelength resolution is required, a rela-
tively thick fibre (up to 1 mm) can be used. Therefore a reasonably high coupling 
efficiency with a single fibre can be obtained, even for nondescanned detection 
systems. The fibre should be not longer than 50 cm to avoid broadening of the IRF 
by pulse dispersion. 

Another possibility is to use a fibre bundle. The input side of the bundle is 
made circular, the out side is flattened to match the polychromator slit. The large 
area of the fibre bundle makes it relatively simple to collect the light from the 
nondescanned detection path of a scanning microscope. However, the aperture of 
the microscope objective lens must be correctly imaged onto the input of the bun-
dle. Otherwise the illuminated spot scans over the bundle and causes the fibre 
structure to appear in the image. 

Multispectral TCSPC FLIM by using a polychromator at the fibre output of a 
Zeiss LSM 510 NLO was demonstrated in [35]. One-photon excitation with a 
frequency-doubled Ti:Sapphire laser was used. The spectrum was detected by a 
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16-channel detector head containing an R5900L16 PMT and the routing electron-
ics. An SPC 730 TCSPC module recorded the photons into 16 wavelength and 64 
time channels. The image size was 64  64 pixels. Multispectral FLIM images of 
an HEK (human embryonic kidney) cell transfected with CPF and YFP are shown 
in Fig. 5.81.  

Fig. 5.81 Multispectral FLIM images of an HEK cell transfected with CFP and YFP. Im-
ages in successive time and wavelength windows. Normalised for constant total intensity in 
the time windows of the 500-to-520-nm channel 

The 64 time channels were binned into four consecutive 1.25-ns intervals, the 
16 wavelength channels into eight consecutive 20-nm intervals. The fluorescence 
decay results in considerable intensity differences over the later time intervals. To 
display the images in the time windows, the intensities were normalised. The same 
normalisation factor was used for each row of images. The normalisation factor 
was calculated so as to display equal total intensities of the images in the 500-to-
520-nm channel. 

A similar system attached to a Zeiss LSM 410 microscope was used for track-
ing the metabolites of 5-ALA (5-aminolevulinic acid, an approved sensitiser for 
photodynamic therapy) in living cells [438]. 

A two-photon microscope with multispectral FLIM and nondescanned detec-
tion is described in [60]. An image of the back aperture of the microscope lens is 
projected into the input plane of a fibre. The fibre feeds the light into a polychro-
mator. The spectrum is detected by a PML 16 multianode detector head, and the 
time-resolved images of the 16 spectral channels are recorded in an SPC 830 
TCSPC module. Spectrally resolved lifetime images obtained by this instrument 
are shown in Fig. 5.82. 
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Fig. 5.82 Fluorescence lifetime images of a transverse section though the medulla of a 
Cynomolgus monkey kidney acquired at the (a) 480-, (b) 510-, (c) 550-, and (d) 580-nm 
wavelength components of the emission spectrum. The sample was stained with methyl 
green and imaged by two-photon excitation at a wavelength of 920 nm. From [60], images 
courtesy of Damian Bird, University of Wisconsin 

5.7.5  High Count-Rate Systems 

The count rates obtained for FRET and autofluorescence experiments in living 
cells and tissue are rarely higher than a few 105 s-1 (see Sect. Count Rate of FLIM 
Experiments, page 159). These rates are well within the reach of a single TCSPC 
module. Nevertheless, higher count rates may be obtained from fixed samples 
stained with high concentrations of fluorophores of high quantum efficiency. To 
exploit count rates in excess of 4 106 s-1, a multimodule TCSPC system can be 
used. The light from the sample is split into several detection channels fed to sepa-
rate PMTs. Each PMT is connected to one channel of a multimodule TCSPC sys-
tem [39, 41]; see Fig. 5.83. 

The TCSPC channels of this system have 100 ns dead time. The maximum use-
ful (recorded) count rate of each individual channel is 5 106 s-1. The system can be 
used at a total recorded count rate up to 20.106 s-1, or a total detector count rate of 
40 106 s-1. A typical result is shown in Fig. 5.84. 
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Fig. 5.83 Four-PMT detector assembly (left) and four-channel TCSPC imaging system 
(right, on a Pentium motherboard) 

Fig. 5.84 Mouse kidney sample stained with Alexa Fluor 488 wheat germ agglutinin, Alexa 
Fluor 568 phalloidin, and DAPI, recorded by four detectors connected to separate TCSPC 
channels. Left: Lifetime image; the colour represents the amplitude-weighted mean lifetime, 
blue to red = 0.7 to 1.7 ns. Right: Colour represents the amplitude of the fast lifetime com-
ponent, blue to red = 0.1 to 0.9. From [39] 

The sample was a mouse-kidney section (Molecular Probes, F 24630) stained 
with Alexa Fluor 488 WGA, Alexa Fluor 568 phalloidin, and DAPI. The excita-
tion wavelength was 860 nm. The laser power was about 400 mW at the input of 
the microscope, and a 100  NA=1.3 lens was used. Figure 5.84, left, shows a 
lifetime image of the combined photon data of all four channels recorded within 
ten seconds. A double-exponential Levenberg-Marquardt fit was applied to the 
data. The colour of the image represents a single exponential approximation of the 
lifetime obtained by weighting both lifetime components with their relative inten-
sities. Double-exponential lifetime analysis can by used to unmix fluorescence 
components that appear in the same pixel. Figure 5.84 right, shows an image ob-
tained by using the amplitude of the fast lifetime component as colour. Images of 
the amplitudes are related to the concentration ratio of the fluorophores emitting 
the different lifetime components. They also separate the fractions of molecules of 
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a single fluorophore in different binding states, or the fractions of interacting and 
noninteracting molecules in FRET experiments (see paragraph below). 

Figure 5.84 shows that TCSPC can be used to obtain high-quality double expo-
nential lifetime images in 10 seconds or less. However, to obtain high count rates 
a high excitation power has to be used, which can destroy the sample by photo-
damage or thermal effects. Figure 5.85 shows a sequence of recordings obtained 
from the same specimen as shown in Fig. 5.84. The upper row shows a series of 
intensity images, which were calculated from successive measurements by sum-
ming up fluorescence signals of the four detectors and of all time channels in each 
pixel. The acquisition time of each image was 20 seconds. The initial total count 
rate was 14 106 s-1. The lower row shows the distribution of the mean lifetimes 
over the image.  

Fig. 5.85 Sequence of images recorded for 20 seconds each. The initial count rate was 
14 106 s-1. Upper row: Intensity images obtained from the recordings in all time channels. 
Lower row: Distribution of the mean lifetime in the images (from 0.5 to 2.0 ns, normalised 
on maximum). Photobleaching and thermal effects cause a progressive loss in intensity and 
a variation in the lifetime distribution. From [39] 

The sequence shows that the high excitation power causes photobleaching of 
the sample. Since not all fluorophores are equally susceptible to photobleaching, 
the distribution of the mean lifetime changes during the exposure. Usually the 
longer lifetimes bleach more rapidly, so that the mean lifetime becomes shorter. 
The results show that photobleaching at high excitation power can bias lifetime 
measurements considerably. 

A potential application of multimodule systems is high-speed two-photon mul-
tibeam scanning systems [53, 77]. FLIM systems with 4, 8 or even 16 beams and 
the same number of parallel TCSPC channels appear feasible. The problem is to 
direct the fluorescence signals from the individual beams to separate PMTs or 
separate channels of a multianode PMT. If this problem is solved, two-photon 
lifetime images can be recorded with unprecedented speed and resolution. 
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5.7.6  FRET Measurements by TCSPC FLIM 

FRET measurements are an established technique used to determine distances in 
cells on the 1-nm scale. The general principle of FRET [169, 230, 308] is shown 
in Fig. 5.4, page 64. The fluorescence emission band of a donor molecule overlaps 
the absorption band of an acceptor molecule. If both molecules are in close inter-
action, a radiationless energy transfer from the donor to the acceptor occurs. The 
efficiency of the energy transfer increases with the 6th order of the reciprocal 
distance.

The obvious difficulty of FRET measurements in cells is that the concentrations 
of the donor and acceptor molecules are variable and unknown. Moreover, the 
emission band of the donor extends into the emission band of the acceptor, and the 
absorption band of the acceptor extends into the absorption band of the donor. A 
number of different FRET techniques address these implications. 

Steady-state FRET imaging uses the ratio of the donor and acceptor fluores-
cence intensities as an indicator of FRET [403]. The problem of the ratio tech-
nique is that the concentrations of the donor and acceptor may vary independently, 
resulting in unpredictable errors. 

The influence of the concentration can be largely avoided by calibrating the 
crosstalk of the donor fluorescence in the acceptor detection channel and the 
amount of directly excited acceptor fluorescence [159, 360, 402, 535]. The cali-
bration employs different cells, each containing only the acceptor and the donor, 
and takes measurements at the donor and acceptor emission wavelength. 

It is commonly accepted that the most reliable way to measure FRET in cells is 
the acceptor-photobleaching technique. A donor image is recorded, then the ac-
ceptor is destroyed by photobleaching, and another donor image is recorded. The 
FRET efficiency is obtained from the relative increase of the donor fluorescence 
intensity [205]. The drawback of the technique is that it is destructive. It is there-
fore impossible to run successive FRET measurements in the same cell. It is also 
difficult to use in living cells because the acceptor recovers after photobleaching 
by diffusion effects.  

FLIM-based FRET techniques avoid most of the problems of the steady-state 
techniques. FLIM-FRET exploits the decrease in the donor lifetime with the effi-
ciency of the energy transfer. The lifetime does not depend on the concentration 
and is therefore a direct indicator of FRET intensity. The FRET efficiency can, in 
principle, be obtained from a single donor lifetime image. This is a considerable 
advantage compared to steady-state techniques.  

A general problem of FRET experiments in cells is that not all donor molecules 
interact with an acceptor molecule. There are several reasons why a donor mole-
cule may not interact. The most obvious one is that the orientation of the dipoles 
of the donor and acceptor molecules is random. The corresponding variation of the 
interaction efficiency results an a distribution of the lifetimes. The effect on FRET 
results is predictable and correctable [308]. 

A more severe problem is that an unknown fraction of donor molecules may 
not be linked to an acceptor molecule. Some of the donor molecules may not be 
linked to their targets, and not all of the targets may be labelled with an acceptor. 
This can happen especially in specimens with conventional antibody labelling. 
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Surprisingly, the problem of incomplete labelling [305] is rarely mentioned in the 
FRET literature and is normally not taken into account. 

In cells expressing fusion proteins of the target proteins and variants of the 
green fluorescent protein (GFP), however, the labelling can be expected to be 
complete [513]. The components of the double exponential decay functions then 
represent the fractions of interacting and noninteracting proteins. The resulting 
donor decay functions can be approximated by a double exponential model, with a 
slow lifetime component from noninteracting (unquenched) and a fast component 
from the interacting (quenched) donor molecules. The effect on the donor decay 
function is shown in Fig. 5.86. 

Intensity

Time
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b
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Fig. 5.86 Composition of the donor-decay function 

The decay analysis delivers the lifetimes of the interacting and noninteracting 
donor molecules, fret and 0, and the corresponding amplitudes, a and b. From 
these parameters can be derived both the FRET efficiency, Efret , the ratio of the 
distance and the Förster radius, r/r0 , and the ratio of the number of interacting and 
noninteracting donor molecules, Nfret / N0 :
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The predicted double exponential decay behaviour is indeed found in TCSPC 
based [15, 32, 37, 38, 62, 80, 147, 405] and streak camera based FRET experi-
ments [61, 63]. The finding has implications for distance calculations based on 
single-exponential FLIM-FRET [160, 230, 403, 520] and possibly even for 
steady-state FRET techniques. Obviously, the distance between the donor and 
acceptor molecules has to be calculated from fret, not from the average or „appar-
ent“ lifetime. 

An application of TCSPC FLIM to CFP-YFP FRET is shown in Fig. 5.87 and 
Fig. 5.88. The microscope was a Zeiss LSM 510 NLO two-photon laser scanning 
microscope in the Axiovert 200 version. An excitation wavelength of 860 nm was 
used. The nondescanned fluorescence signal from the sample was fed out of the 
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rear port of the Axiovert. A dual detector assembly with a dichroic beamsplitter 
and two Hamamatsu R3809U MCPs was attached to this port. BG39 laser block-
ing filters and bandpass filters were inserted directly in front of the detectors. For 
all measurements shown below, bandpass filters with 480  15 nm and 
535  13 nm transmission wavelength were used. The filters were selected to 
detect the fluorescence of the CFP and the YFP, respectively. 

Fig. 5.87 HEK cell expressing two interacting proteins labelled with CFP and YFP. Single-
exponential lifetime images, lifetime distributions in a region of interest, and decay func-
tions in the selected spot. Left: CFP channel, blue to red corresponds to 1.5 to 2.2 ns. Right:
YFP channel, blue to red corresponds to 1.5 to 2.7 ns 

Figure 5.87 shows FLIM results for a cultured HEK (human embryonic kidney) 
cell expressing two interacting proteins labelled with CFP and YFP. FRET is to be 
expected in the regions where the proteins are physically linked. The CFP (donor) 
channel is shown in Fig. 5.87, left, the YFP (acceptor) channel in Fig. 5.87, right. 
Both panels show an intensity image, a lifetime image with the average (ampli-
tude-weighted) lifetime, m, used as colour, the distribution of the lifetimes, and 
the fluorescence decay functions in the selected spot. 

The average donor lifetime varies from about 1.5 ns in the region of strong 
FRET to about 1.9 ns in regions with weak FRET. The YFP intensity is highest in 
the regions where the CFP lifetime is shortest. This is a strong indication that 
FRET does indeed occur between CFP and YFP. The decay in the acceptor chan-
nel is a mixture of the FRET-excited acceptor fluorescence, a small amount of 
directly excited acceptor fluorescence, and about 50% bleedthrough from the 
donor fluorescence. Because YFP has a longer lifetime than CFP, regions of 
strong FRET show an increased average lifetime. 

The lower part of Fig. 5.87, left, shows the donor decay function in a selected 
spot. The fluorescence decay is double-exponential, with a fast lifetime compo-
nent, 1, of about 590 ps, and a slow component, 2, of about 2.4 ns. 

Figure 5.88 shows an image of the ratio of the amplitudes of the fast and slow 
lifetime component, a/b, and an image of the ratio of the lifetime components, 

2/ 1. As shown above in Fig. 5.86, a/b represents the ratio of the numbers of in-
teracting and noninteracting donor molecules, Nfret / N0. The ratio of the lifetimes 
is related to the FRET efficiency, Efret.
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Fig. 5.88 Ratio of interacting and noninteracting donor molecules, Nfret / N0 (left, blue to 
red = 0.1 to 1.0), and ratio of the lifetime components, 2/ 1 (right, blue to red = 2.5 to 5). 

The change in Nfret / N0 is considerably larger than the change in E (please note the 
different colour scales). Nfret / N0 varies from 0.38 to 1.0 in different regions of the 
cell; the ratio of the lifetime components, 2/ 1, varies only from 3.2 to 4. Conse-
quently, a large fraction of the variation of the average lifetime, m, (see Fig. 5.87) 
results from changes in Nfret / N0. The FRET efficiencies and distance ratios de-
rived from the double-exponential analysis and from the single-exponential (aver-
age) lifetimes in different regions of the cell are  

     Efret  (r/r0)
6

 Double-exponential, fret = 1 0.69 to 0.75 0.33 to 0.44 
 Single-exponential, fret = m 0.28 to 0.43 1.3 to 2.53 

The double-exponential analysis yields not only a substantially higher FRET effi-
ciency and a shorter distance, but also smaller variations in both values throughout 
the cell. The change in Efret corresponds to a distance variation of about 2%. A 
variation this small may not be real but be introduced by crosstalk between the 
lifetimes and the amplitudes of the two exponential components in the fitting rou-
tine. With CFP used as a donor, crosstalk may especially occur by the 1.3 ns-
decay component of CFP, see below. A double-exponential fit may partially 
merge the 1.3-ns contribution into the fast decay component. 

A remark appears indicated about the fluorescence of the CFP itself. Figu-
re 5.89 shows a cell transfected with CFP only. The two images were obtained in 
the 480 nm channel and the 535 nm channel. Due to the long wavelength tail of 
the CFP fluorescence spectrum [160] a considerable amount of CFP fluorescence 
is detected in the 535 nm channel. A single-exponential fit over the whole images 
delivers 2.28 ns and 2.13 ns, in close agreement with [400]. The decay functions 
of a 3  3 pixel region around the indicated location are shown right. In agreement 
with [508], the decay functions in both wavelength channels are double exponen-
tial. The lifetime components are 1.2 to 1.3 ns and 2.8 to 2.9 ns. 
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Fig. 5.89 HEK cell transfected with CFP only. Top left: 480 nm channel, top right: 535 nm 
channel. The indicated lifetime forms a single-exponential fit over the whole cell. Bottom: 
Decay curves in the selected spot of 3  3 pixels and double exponential lifetime compo-
nents

It might be expected that the 1.3 ns component has implications for FRET 
measurements, and might even be confused with the lifetime of the quenched 
donor fraction. The Levenberg-Marquardt fitting algorithm tends to merge closely 
spaced lifetimes into a single one. If the FRET data are analysed with a double-
exponential model, the fit delivers a lifetime, 0, of 2.3 to 2.6 ns for the un-
quenched donor fraction. This is close to the lifetime of the single exponential 
approximation obtained for the cell containing only CFP (Fig. 5.89). It is likely 
that 0 is actually a mixture of the 1.3-ns and 2.9-ns decay components found 
there. Under these circumstances the double exponential model of FRET separates 
the quenched and unquenched donor fractions correctly and the obtained a/b and 
r/r0 can be considered to be correct. 

Another solution is to fit the data by a triple-exponential model, with the life-
time components of the CFP used as a priori information. However, a triple-
exponential fit of the data recorded for the CFP-YFP cell with two slow decay 
components fixed to 1.3 ns and 2.85 ns does not deliver significantly different 
lifetimes and intensity coefficients for the short FRET lifetime component. The 2

of the fit is no better than for the double exponential fit. It is therefore not possible 
to decide between the models within the photon statistics of the data. 

It is an open question whether a lifetime image of the acceptor fluorescence can 
be used to obtain additional information from a FRET experiment [242]. The 
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acceptor fluorescence decay should show an excimer-like behaviour (see Fig. 5.3, 
page 64), with a negative-coefficient decay component with the same decay time 
as the quenched donor molecules. An a/b image of the acceptor decay should 
display the ratio of the acceptor emission excited via FRET and directly. Unfortu-
nately, in the CFP-YFP system, the acceptor decay cannot be observed directly 
because of the strong overlap of the donor fluorescence with the acceptor fluores-
cence spectrum. An attempt was made in [39] to subtract the donor bleedthrough 
from the acceptor decay and to build up an a/b image. 

A general characterisation of TCSPC-FLIM FRET for monitoring protein inter-
actions is given in [62, 93, 94, 405, 468]. Applications to protein interaction re-
lated to Alzheimer’s disease are described in [15, 16, 45, 46, 47]. Interactions 
between the PCK and NK B signalling pathways have been investigated in [372]. 
FRET between GFP and RFP and FRET cascades from GFP via Cy3 into Cy5 are 
demonstrated in [406] and [7]. The agglutination of red blood cells by monoclonal 
antibodies was studied using FRET between Alexa 488 and DiI [433]. Interaction 
of the neuronal PDZ protein PSD 95 with the potassium channels and SHP 1-
target interaction were studied in [61, 62]. It has also been shown that FRET can 
be used to monitor conformational changes of proteins in cells by FLIM-FRET 
[80, 331]. 

A detailed description of a TCSPC-FLIM-FRET system is given in [147]. The 
system is used for FRET between ECPF-EYFP and FM1 43 - FM4 64 in cul-
tured neurones. FRET between ECFP and EYFP in plant cells was demonstrated 
in [68]. FRET measurements in plant cells are difficult because of the strong auto-
fluorescence of the plant tissue. It is possible to show that two-photon excitation 
can be used to keep the autofluorescence signal at a tolerable level. 

5.7.7  Technical Details of TCSPC Laser Scanning Microscopy 

Laser Blocking in Two-Photon Microscopes 

The laser intensity in two-photon imaging is several orders of magnitude higher 
than in one-photon imaging. Good blocking of the excitation wavelength is there-
fore essential. In fact, complete failure to obtain two-photon FLIM images by 
TCSPC results in most cases from insufficient laser blocking. The laser is 
scattered not only in the sample, but also at the edge of the microscope lens, at the 
dichroic mirror, in the AOM, and at various glass surfaces in the light path. Scat-
tering inside the microscope is so strong that often not even a reflection image of 
the sample can be recorded. Moreover, some microscopes use IR LEDs to control 
filter wheels. Leakage from these LEDs can add a substantial amount of continu-
ous background. 

Moderate leakage of excitation light is often not recognised in steady state im-
ages. In TCSPC images the same amount of leakage can be disastrous. Due to 
different path lengths of the individual reflections, false pulses can appear at any 
time in the laser pulse period. The typical appearance of moderate leakage in time-
resolved images is shown in Fig. 5.90. 
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Fig. 5.90 Effect of insufficient laser blocking in two-photon imaging. TCSPC images in 
different time windows in the laser period, left to right 0 ns, 4 ns, 8 ns, 10 ns. The laser 
pulse period is 12 ns 

The image at the maximum of excitation (0 ns) shows speckles due to scatter-
ing in the sample. The image at 4 ns is almost free of scattered laser light. Images 
at 8 ns and 10 ns show a reflection in the microscope optics and a large amount of 
diffusely scattered light caused by the next laser pulse on its way through the mi-
croscope. Of course, such data are entirely useless for fluorescence lifetime de-
termination.

Reliable blocking in the wavelength range of the Ti:Sapphire laser can be ob-
tained by BG39 filter glasses. In most cases 1 mm BG39 glass is required for 
bialkali-detectors, and 3 mm for multialkali detectors, see Fig. 5.91. 

The drawback of the BG39 filter is the relatively soft slope that results in a poor 
transmission above 540 nm. Interference filters have a steeper slope than glass 
filters but often do not achieve a sufficient blocking factor. Stacking of interfer-
ence filters should be avoided because the blocked light is reflected and bounces 
between the filters. Good blocking with a relatively steep filter slope can, how-
ever, be obtained by combining a thin BG39 glass filter with an interference filter. 
If two interference filters are used, the BG39 should be placed between them. 

Choosing the Detectors 

Detectors should be chosen based on the IRF width, the quantum efficiency versus 
wavelength, the background count rate, and the size of the active detector area.  

The fluorescence lifetime of the fluorophores commonly used in microscopy is 
between 1 and 5 ns. Single-exponential lifetimes in this range can reliably be 
measured with a detector IRF width of 200 to 400 ps. Medium speed detectors, 
such as the Hamamatsu H7422 40 or the H5773 or H5783 modules are sufficient 
for these applications. Side-window PMTs are not recommended. The IRF of 
these detectors depends on the illuminated area of the photocathode and can be 
between 350 ps and about 1 ns.  

However, in the more sophisticated FLIM applications, the decay functions 
cannot be considered single-exponential. Multiexponential decay analysis requires 
either the IRF to be accurately known, or an IRF considerably shorter than the 
lifetime components to be resolved. Medium-speed detectors, such as the H5773 
or H5783 are actually fast enough to resolve double-exponential decay compo-
nents down to 100 ps. However, the IRF of these detectors has secondary bumps. 
If the shape of the IRF is not accurately known, these bumps can mimic additional 
decay components. Unfortunately it is difficult to obtain an accurate IRF in a mi-
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croscope, especially a multiphoton microscope (see below). The R3809U MCP 
PMTs with their clean and ultrafast IRF are a better choice. 

The H5773 or H5783 and the R3809U detectors come in different cathode ver-
sions (see also Fig. 6.16, page 230, and Fig. 6.39, page 250). Figure 5.91, left, 
shows the relative sensitivity (counts per input power) versus wavelength of the 
commonly used bialkali and multialkali cathodes. The multialkali cathode is 
clearly more sensitive above 500 nm. 

However, in two-photon microscopes the cathode sensitivity must be consid-
ered in combination with the laser blocking filter. The standard filter is the Schott 
BG 39. Normally, 1 mm BG39 are necessary to block the laser for a bialkali PMT, 
and 3 mm for a multialkali PMT. The transmission of the BG39 filter and curves 
of the relative radiant sensitivity for the cathodes detecting through the filters are 
shown in Fig. 5.91, right. With the filters, there is little difference between the 
bialkali and the multialkali cathode. It can therefore be worthwhile to sacrifice 
some sensitivity at the red end of the spectral range and benefit from the lower 
dark count rate of a bialkali cathode. 
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Fig. 5.91 Left: Relative radiant sensitivity (relative counts per incident power) of the bial-
kali and the multialkali cathode. Right: Transmission of a BG39 NIR blocking filter, and 
relative sensitivity of the cathodes with the filter. Curves calculated from Hamamatsu sensi-
tivity curves and Schott filter data 

Exceptionally high sensitivity can be achieved with GaAsP photocathodes. A 
practical solution is the H7422P 40 module of Hamamatsu. Between 500 and 
600 nm, the GaAsP cathode has 2 to 4 times the sensitivity of a multialkali or 
bialkali cathode (see Fig. 6.16, page 230 and Fig. 6.33, page 246). Unfortunately 
the GaAsP cathode is intrinsically slow, so that the H7422 40 has an IRF width of 
200 to 350 ps. The detector is currently the best compromise for combined 
FCS / lifetime measurement. 

Single photon avalanche photodiodes (SPADs) achieve the highest radiant sen-
sitivity of all detectors in the NIR. Currently available APD detectors have ex-
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tremely small detector areas and are therefore not applicable to nondescanned 
detection. Moreover, the count-rate-dependent timing shift found in many SPAD 
modules makes them less useful for FLIM applications. 

Transferring the Light to the Detectors 

The fluorescence light collected by the microscope objective lens must be trans-
ferred to the detector. In descanned (confocal) systems this is relatively easy. The 
light emerging from a small pinhole can be transferred efficiently to the detector 
by a lens or an optical fibre, or simply by placing the detector close to the pinhole. 
If a fibre is used, a large-diameter fibre should be preferred. The pulse dispersion 
in a fibre depends on the effective NA, but not on the fibre diameter. A large-
diameter fibre can be used at a smaller NA, and it is easier to obtain a good cou-
pling efficiency (see Sect. 7.2.5, page 282). 

If an MCP PMT is used the light should be spread over the entire cathode area. 
This not only prevents premature degradation of the microchannels but also yields 
a better timing stability at high count rates (see Sect. 7.2.13, page 296). For con-
ventional PMTs the IRF can be optimised by focusing the light on a small area. 
However, focusing makes sense only if the location on the photocathode can be 
adjusted. 

For nondescanned detectors it is important to use a field lens in front of the de-
tector. The general optical principle is shown in Fig. 5.92. In this figure it was 
assumed that the fluorescence light is separated from the excitation before it 
passes the tube lens; the lens diameters are exaggerated. 
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Fig. 5.92 Field lens for nondescanned detection 

The fluorescent spot in the sample moves with the scanning. Consequently, the 
bundle of the fluorescence light wobbles. If a detector is placed in some distance 
from the microscope lens, vignetting of the image is almost inevitable. A correctly 
designed field lens projects a stationary image of the microscope objective lens 
onto the detector. The field lens should be made as large as possible to collect 
scattered light from deep sample layers. It must be at least large enough to collect 
the light at the maximum scanning amplitude. 

If the detector is not in the plane of the image of the microscope lens, either in-
tensity may be lost or the image may be vignetted, or both. By no means should 
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the detector be placed in the conjugate sample plane. This plane is closer to the 
field lens than the image of the microscope lens. Placing the detector there results 
in scanning the fluorescent spot over the detector. The result is that the detector 
structure prints through into the image. An example for an H5773 detector is 
shown in Fig. 5.93. 

Fig. 5.93 Result of placing the detector in a conjugate sample plane. The dynode structure, 
in this case of a H5773, appears in the image. The bright circles are fluorescing beads in the 
sample 

If a tube lens is in the fluorescence detection path, the beam configuration may 
be slightly different than that shown in Fig. 5.90. The microscope may also have 
additional lenses in the beam path to project an image on a camera, or to increase 
the light-collection area of direct detection. In any case, there is a simple way to 
find the image of the microscope lens behind the field lens: Turn on the micro-
scope lamp in the transmission beam path, so that the condenser lens fully illumi-
nates the aperture of the microscope lens. The image of the microscope lens can 
then easily be found by holding a sheet of paper behind the field lens. 

The Problem of IRF Recording 

Recording the IRF in a one-photon microscope may appear simple at first glance. 
The sample would be replaced with a scattering medium or a mirror, and a TCSPC 
image or a single waveform would be recorded at the wavelength of the excitation 
laser. In practice, recording an accurate IRF in a microscope can be very difficult. 
The laser is scattered and reflected at many places in the microscope itself. A 
recording taken at the laser wavelength therefore does not represent the true exci-
tation profile of the sample. Moreover, it can be difficult to remove the laser 
blocking filter, or to find a sample that has appropriate scattering and no fluores-
cence. Reflecting the laser light back from a mirror requires the mirror to be 
placed accurately in the focus of the microscope lens and perpendicular to the 
optical axis. Therefore, some scepticism is recommended if an IRF is recorded this 
way.

For a two-photon microscope the situation is even more complicated. Even if 
the NIR blocking filter is removable, a detector with a bialkali or GaAsP cathode 
is insensitive at the laser wavelength. Of course, by increasing the laser power 
something is detected in any PMT. However, in the NIR a photocathode for the 
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visible is almost transparent, and a large fraction of the photoelectrons may be 
emitted not from the cathode but from the first dynode. Therefore an IRF recorded 
this way is not the true excitation profile of the sample. 

The logical way to record an IRF in a two-photon microscope is to use second-
harmonic generation (SHG). SHG in a crystal is not very useful because the SHG 
is emitted in the direction of the laser radiation. Returning it to the microscope 
lens with the right NA is difficult. The best way to record an IRF in a microscope 
is SHG by hyper Rayleigh scattering in a suspension of gold nanoparticles [206, 
375].  

If the IRF cannot be recorded, it is often derived from the data themselves. The 
IRF is approximated by a gaussian function, and the width is adjusted to give the 
best fit to the rising edge of the decay functions. The method gives acceptable 
results for lifetimes down to the FWHM of the IRF. It does, however, not take into 
account the low-amplitude bumps present in the IRF of many PMTs. In multiex-
ponential decay analysis the simplification of the IRF can result in false lifetime 
components of low amplitude. 

Count Rate of FLIM Experiments 

Compared to steady-state imaging, the count rates typically obtained in FLIM 
experiments are relatively low. An exact comparison is difficult because the re-
corded photon rates for steady-state imaging are not explicitly known. However, 
an approximate estimation can be based on the signal-to-noise ratio of the ac-
quired intensity images. Video-rate imaging systems record images at rates of 
more than 100 frames per second. The individual images of the video sequence are 
noisy, but nevertheless show the spatial structure of the sample. That means that 
the images contain 1 to 10 photons per pixel. For 105 pixels and 10 ms acquisition 
time per image, the count rate must be of the order of 107 to 108 photons per sec-
ond. Steady-state images in confocal laser scanning microscopes are often ob-
tained by recording a single frame of about 1 s. Assuming a signal-to-noise ratio 
of 10, i.e. 100 photons per pixel, the count rate amounts to about 107 photons per 
second.

The count rates of FLIM in laser scanning microscopes are substantially lower. 
The CFP-YFP FRET images shown above were recorded at 50 103 s-1. CFP-YFP 
FRET in Caenorhabditis Elegans [73] was recorded at < 105 s-1. Two-photon 
autofluorescence of skin delivers about 60 103 s-1. These count rates are by factor 
of 10 to 100 lower than the maximum count rate of the TCSPC devices used. It 
should be expected that much higher count rates are obtained from stained tissue. 
Imaging of the pH in skin tissue by BCECF was performed at an average rate of 
only 2 106 s-1 [216], although the frequency-domain technique used is capable of 
processing much higher rates. A count rate of 14 106 s-1 was used to record the 
image shown in Fig. 5.84. This count rate comes close to the rates used in steady-
state imaging. However, it caused severe photobleaching and lifetime changes (see 
Fig. 5.85). 

The low count rates of FLIM experiments require an explanation. 
Tolerable photobleaching. If steady-state images are used to investigate the 

spatial structure of a specimen, a large amount of photobleaching can be tolerated. 
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Photobleaching may even remain unnoticed if the image is recorded in a single 
scan. Z stacks recorded by two-photon imaging may entirely bleach the imaged 
plane and still reveal the spatial structure of the specimen. In FLIM recordings, 
photobleaching must be kept at a much lower level. In most cases the photo-
bleaching rate is higher for types of molecules with longer lifetimes. Photobleach-
ing can therefore change the lifetime distribution considerably. The change of the 
decay function is real and should not be confused with photobleaching-related 
artefacts in techniques with sequential recording of several images. 

Photobleaching rate. The photodamage and photobleaching rates are different 
for one-photon and two-photon excitation. Although this is not commonly ac-
cepted, photobleaching seems to be faster for two-photon excitation [140]. More-
over, with increasing excitation intensity the photobleaching rate increases more 
rapidly than the fluorescence intensity [239, 396]. However, two-photon 
photobleaching is confined to the scanned image plane. Photobleaching for one-
photon excitation is usually considered to vary linearly with the excitation dose. 
However, recent experiments have shown that nonlinear effects can also be pre-
sent for one-photon excitation [52]. Consequently, keeping the photobleaching 
low for a given number of emitted photons means keeping the excitation power 
low and acquiring photons over a longer time period. 

Concentration of fluorophores. The fluorophore concentration can vary over a 
wide range. Stained beads can contain almost any dye concentration, and a cell 
can contain a highly concentrated fluorophore in the entire cytoplasm. However, 
such samples are rarely interesting for FLIM experiments. In samples investigated 
by FLIM, either specific targets in the cells are labelled or the cells are transfected 
to express a fluorophore in highly specific subunits. The total amount of fluoro-
phore in these cases can be 100 times lower than in the first case. Autofluores-
cence in unstained samples is particularly weak because both the concentration 
and the quantum efficiency of the fluorophores are low. 

Excitation and detection geometry. The sample volume from which the fluores-
cence is detected can differ considerably. In two-photon imaging the excited vol-
ume is of the order of 0.1 µm3. Confocal imaging with a wide pinhole detects from 
a considerably larger sample volume. Consequently, the fluorescence comes from 
a larger number of molecules, and a correspondingly higher intensity is available. 
The majority of FLIM experiments are performed in two-photon systems with a 
small focal volume and low intensity. 

Figure of Merit and Counting Efficiency of TCSPC FLIM 

An ideal lifetime technique would record all photons detected within the fluores-
cence decay function, over a time interval much longer than the fluorescence de-
cay time, in a large number of time channels, and with an infinitely short temporal 
instrument response function. The standard deviation,  of the fluorescence life-
time, , for a number of recorded photons, N, would be 

N/  (5.16) 
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and the signal-to-noise-ratio  

NSNR /   (5.17) 

In other words, a single-exponential fluorescence lifetime can ideally be derived 
from a given number of photons per pixel with the same relative uncertainty as the 
intensity [187, 274]. The efficiency of a lifetime technique is often characterised 
by the „Figure of Merit“ [19, 84, 274, 409]. The figure of merit, F, compares the 
SNR (signal-to-noise ratio) of an ideal recording device with the SNR of the tech-
nique under consideration:  

real

ideal

SNR

SNR
F  (5.18) 

The loss of SNR in a real technique can also be expressed by the counting effi-
ciency. The counting efficiency, E, is the ratio of the number of photons ideally 
needed to the number needed by the considered technique: 

2/1 FE  (5.19) 

As long as the signal processing time (the „dead time“) for the photons is small 
compared to the average time between the photons, the TCSPC technique yields a 
near-perfect counting efficiency and a maximum signal-to-noise ratio for a given 
acquisition time. For higher count rates an increasing number of photons is lost in 
the dead time, and the efficiency decreases (see Sect. 7.9.2, page 338). The count-
ing efficiency, E, is 

dtr
E

det1

1
 (5.20) 

and the figure of merit 

dtrF det1  (5.21) 

with rdet = detector count rate, td = dead time. 
The efficiency versus the count rate of a single TCSPC channel and a four-

module TCSPC system is shown in Fig. 5.94. The efficiency of the single-channel 
system remains better than 0.9 and the figure of merit better than 1.05 for count 
rates up to 1 MHz detector count rate. This is better than for any other lifetime 
imaging technique. For a detector count rate of 10 MHz, the values are 0.5 and 
1.4, respectively. Higher count rates not only result in a substantial loss in effi-
ciency but also increase lifetime errors by pile-up-effect (see Sect. 7.9.1, page 
332). For detector count rates above 10 MHz the solution is multimodule systems; 
see Sect. 5.7.5, page 146. 



162      5 Application of Modern TCSPC Techniques 

1 2 3 4 5 6 7 8 9 10 MHz

1.0

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

Detector Count Rate

Efficiency

Typical Rates

20 MHz 30 MHz

2p Excitation

a

b

Fig. 5.94 Efficiency versus count rate for a single TCSPC channel (a) and a system of four 
parallel TCSPC channels (b). Dead time 100 ns 

A system with four parallel TCSPC channels can be used up to 40 MHz detec-
tor count rate. When this count rate is compared to the count rates of other time-
resolved detection techniques, the high efficiency of TCSPC must be taken into 
account. Consider a gated image intensifier that is operated at a gate width of 100 
to 200 ps, i.e. at a time resolution equivalent to a mediocre TCSPC system. The 
short gate width then results in an efficiency of 0.05 to 0.1. A four-channel 
TCSPC system operated at 40 MHz has an efficiency of 50%. The 40 MHz detec-
tor count rate of the TCSPC system therefore corresponds to an input count rate of 
200 to 400 MHz in the image intensifier. 

It should be noted that in practice the values of F and E also depend on the 
width of the IRF, the detector background rate, the width of the used TAC win-
dow, and the numerical stability of the lifetime analysis algorithm. However, the 
impact of these parameters can be kept small by using a fast detector and appro-
priate system setting. Moreover, F was originally defined for a single-detector 
device and single-exponential decay. The definition of F is therefore not directly 
applicable to multiwavelength TCSPC and multiexponential decay analysis. 

Acquisition Time of FLIM 

Acquisition times for TCSPC FLIM measurements can vary widely. In vivo life-
time measurements of the human ocular fundus in conjunction with an ophthalmic 
scanner delivered single exponential lifetimes for an array of 128  128 pixels 
within a few seconds [451, 452, 454]. High-quality double exponential lifetime 
images of microscopic samples were obtained within 10 seconds by a four-module 
TCSPC system (see Fig. 5.84) [39]. On the other hand, for the double exponential 
decay data of FRET measurements in live cells (see Fig. 5.87), acquisition times 
ranged from 5 to 30 minutes [32, 37]. In practice the acquisition time depends on 
the size and the photostability of the sample and the requirements for accuracy 
rather than on the counting capability of the TCSPC device. 

Figure 5.95 shows the acquisition time as a function of the product of the num-
ber of pixels and the number of wavelength channels. The left diagram is for a 
count rate of 106 /s. Count rates of this order require highly fluorescent samples of 
good photostability. The right diagram is for a count rate of 104 /s. Count rates this 
low are typical for autofluorescence of cells and tissue and for samples of poor 
photostability. The number of photons per pixel ranges from 100 for rough single 
exponential decay mapping to 105 for precision multiexponential decay analysis. 
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Figure 5.95 shows that relatively long acquisition times must be used, espe-
cially for large numbers of pixels and multiexponential decay measurements of 
samples of low photostability. The only way to obtain high-accuracy lifetime data 
for such samples is often to reduce the effective number of pixels. This is possible 
without sacrificing spatial resolution by binning only the decay curves. The image 
is scanned with high resolution, and the intensity is calculated from the photon 
numbers of the individual pixels. Then the fluorescence decay curves of several 
adjacent pixels are binned, and the decay analysis is performed on the binned data.  
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Fig. 5.95 Acquisition times for a count rate of 106 /s (left) and 104 /s (right) for various 
numbers of photons per pixel. 

It should be pointed out that long acquisition times are not a specific feature of 
TCSPC imaging. The long acquisition times result from the higher quality stan-
dards usually expected with TCSPC data and from the fact that TCSPC can work 
at intensities so low that other techniques fail. 

5.8  Other TCSPC Microscopy Techniques 

5.8.1 TCSPC Lifetime Imaging by Scan Stages 

Commercial confocal and two-photon laser scanning microscopes scan the laser 
beam by fast galvano-driven mirrors. Typical pixel dwell times are of the order of 
a few microseconds. Depending on the number of pixels, a complete frame is 
scanned within 25 ms to several seconds. 

Images can also be obtained by scanning the sample by a piezo-driven scan 
stage. The principle is the same as in the laser scanning microscope, but the opti-
cal beam scanner is replaced with a scan stage that moves the sample. The sample 
scanning technique is shown in Fig. 5.96. 

From the vantage point of TCSPC, imaging by a piezo stage is a „slow scan“ 
procedure. That means a full fluorescence decay curve is recorded in the current 
pixel before the scanner moves to the next one. Lifetime images can be therefore 
acquired by almost any TCSPC module and operation mode. Applications of one-
dimensional TCSPC with slow scanning are described in [76] and [74]. These 
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instruments recorded the decay curve in one pixel, read it out from the TCSPC 
memory, and then moved to the next pixel. 

The benefit of scanning the sample using a scan stage is that the microscope re-
mains relatively simple. Because there are no moving parts in the beam path confo-
cal detection is much easier than in a microscope with optical beam scanning. 
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Fig. 5.96 Lifetime microscope with piezo-driven scan stage. One-photon excitation (left)
and two-photon excitation (right)

Of course, a scanning stage does not achieve a fast scan rate. Typical scan rates 
are one pixel per 1 to 10 ms, and typically one frame per 100 seconds. The slow 
speed precludes reasonable online display of images and the recording of fast image 
sequences. It is not known whether or not slow scanning increases photobleaching. 
However, it can lead to the accumulation of a large fraction of the fluorophores in 
the triplet state. Molecules in the triplet state do not fluoresce. It is not known in 
detail how much of the intensity is lost at typical excitation intensities. Furthermore, 
heat may accumulate in the scanned pixel, which can change the local environment 
of the fluorophore molecules and consequently the fluorescence lifetime.  

The problem in slow scan applications is often to synchronise the recording 
process in the TCSPC device with the scanner. Attempts to control both the scan-
ning and the TCSPC recording per software usually fail because of undefined 
processing times in a multitask operating system. 

Advanced TCSPC techniques provide several easy and reliable ways of lifetime 
imaging with scan stages (see Sect. 3.4, page 37). 

In the „Scan Sync In“ mode, the scanner controls the TCSPC module. The scan 
controller is programmed to scan the image with a defined number of pixels per 
line and lines per frame. The scanner delivers a „frame“ pulse when the scanning 
starts, a „line“ pulse at the beginning of each line, and a „pixel“ pulse at the transi-
tion to the next pixel within a line. The recording then runs in the same way as 
described for the laser scanning microscope with fast beam scanning. 

In „Scan Sync Out“ mode the TCSPC module controls the scanner. The se-
quencer of the module switches through the memory blocks of the subsequent 
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pixels, and sends a frame clock, line clock and pixel clock to the scan driver. 
Sometimes the „Scan Sync Out“ mode is used to scan a single line, read out the 
data during the scanner flyback, and then scan the next line. Confocal and two-
photon lifetime imaging based a scan stage controlled by the Scan Sync Out mode 
was used in [249, 446]. 

Some TCSPC modules have a „Scan XY Out“ mode. In this mode, the se-
quencer sends digital X and Y signals to the scanner. Using two simple DA con-
verters, the scan driver amplifiers can be controlled directly. The mode is simple 
and convenient to use, but the number of pixels per scan is limited by the number 
of X and Y bits available from the TCSPC module. 

TCSPC imaging using scan stages got a new lease on life with the introduction 
of single molecule spectroscopy. Single molecules or protein-dye constructs are 
fixed on a substrate, e.g. by embedding in a polymer matrix. The sample is 
scanned to locate and select suitable molecules for further examination [255, 289, 
418, 419, 500]. Interesting molecules are then moved into the focus, and the emis-
sion is recorded for a time interval of the order of some 100 ms to 10 seconds (see 
Sect. 5.13, page 193). These applications benefit from the high positional stability 
and reproducibility of scan-stages, whereas scanning speed is less important. 

Spectroscopy of single molecules is based on fluorescence correlation, photon-
counting histograms, or burst-integrated-lifetime techniques. Each case requires 
recording not only the times of the photons in the laser period, but also their abso-
lute time. Modern time-resolved single molecule techniques therefore use almost 
exclusively the FIFO (time-tag) mode of TCSPC. The FIFO mode records all 
information about each individual photon, i.e. the time in the laser pulse sequence 
(micro time), the time from the start of the experiment (macro time), and the num-
ber of the detector that detected the photon (see Sect. 3.6, page 43).  

Imaging in the time-tag mode requires the individual photons to be assigned to 
the pixels of the scan. This can be achieved via the macro times of the photons. 
For images up to 128  128 pixels, it is sufficient to synchronise the start of the 
measurement with the start of the scan by using the experiment trigger [195]. For 
larger images the clocks of the macro timer of the TCSPC module and the scan 
controller have to be synchronised. Another method of synchronisation is by using 
the status signals from the scanner fed into the routing bits of the TCSPC module. 

A complete fluorescence lifetime microscope with a scan stage and a TDC-
based TCSPC module is described in [66]. The TCSPC module records in the 
time-tag mode with a microtime channel width of 40 ps and a macro time clock 
period of 100 ns. The scan stage is synchronised with the TCSPC module by using 
the same clock oscillator. Two signals are recorded simultaneously by delaying 
one detector signal by 50% of the laser pulse period. The fluorescence is excited 
by a diode laser of 40 MHz repetition rate. In conjunction with recording two 
signals simultaneously, the relatively low laser repetition rate should actually 
result in a noticeable pile-up distortion at high count rates. However, pile-up is not 
a problem in the single-molecule applications for which the instrument is 
designed. Usually the duration of the excitation pulses is short compared to the 
fluorescence lifetime. Under this condition a single molecule is unlikely to emit 
more than one photon in one laser period. 
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5.8.2  Microfluorometry 

The term „microfluorometer“ or „microspectrofluorometer“ is used for systems 
that excite a small, usually diffraction-limited volume of a sample under a micro-
scope and record the fluorescence, either with wavelength resolution or without. 
The borderline with FLIM techniques is not clearly defined. A TCSPC FLIM 
system can be used to record the fluorescence of a single point, and a microspec-
trofluorometer combined with a scanning stage can be used as a FLIM system. 
Some typical principles of microfluorometry are shown in Fig. 5.97. 

The systems use the same optical setup as lifetime microscopes with sample 
scanning. The laser excites a small spot in the sample and the fluorescence light is 
collected back through the microscope objective lens. The fluorescence light is 
separated from the laser light by a dichroic mirror and detected by one or several 
individual detectors (Fig. 5.97, left). A pinhole can be used to confine the excited 
sample volume or to reduce reflections and daylight sensitivity. Spectral resolu-
tion is obtained by splitting the fluorescence light into its spectrum by a poly-
chromator. The spectrum can be detected by a multianode PMT and multidimen-
sional TCSPC (Fig. 5.97, middle), or by a position-sensitive detector and an 
appropriate TCSPC system (Fig. 5.97, right). The systems are usually combined 
with steady-state imaging via a CCD camera and full-field illumination.  
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Fig. 5.97 Microfluorometer systems 

In combination with advanced TCSPC, the systems can be used to record fluo-
rescence decay curves, dynamic changes of fluorescence decay curves, fluores-
cence correlation in combination with fluorescence lifetime, and spectrally re-
solved fluorescence decay profiles. Examples for dynamic lifetime measurements 
and spectrally resolved lifetime measurements by a multianode PMT with routing 
are shown under Sects. 5.4.1, page 90, and 5.2, page 84. 

An example of a measurement obtained by a delay-line MCP and two TCSPC 
cards is shown in Fig. 5.98. One TCSPC card measures the delay of the photon pulses 
between the outputs of the delay line, i.e. the position of the photon in the fluores-
cence spectrum. The second card measures the times of the photons in the decay 
curve. It receives a position-proportional routing signal from the first card and thus 
builds up the photon distribution over time and wavelength, see Fig. 3.14, page 42. 
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Fig. 5.98 Wavelength- and time-resolved fluorescence decay of the light-harvesting com-
plex of a plant cell recorded by a delay-line PMT and two TCSPC cards 

A microfluorometer for lifetime measurement at a single cell is described in [260]. 
An iris was used in the emission path to control the excited area. A system with a 
single R3809U MCP PMT for anisotropy measurements is briefly described in 
[180, 508] and used for homo-FRET and torsional dynamics of DNA. [510] de-
scribes microspectrofluorometry by a wavelength-resolved system based on a 
delay-line PMT and a polychromator in the emission path. In [21] a scanning 
microscope with FLIM based on multigate photon counting is supplemented by a 
TCSPC module. The TCSPC module is used to perform high-accuracy multiexpo-
nential decay analysis in selected spots of the image. 

5.8.3  Time-Resolved Scanning Near-Field Optical Microscopy 

The scanning near-field optical microscope (SNOM or NSOM) combines the prin-
ciples of the atomic force microscope and the laser scanning microscope [148]. A 
sharp tip is scanned over the sample and kept at a distance comparable to the diame-
ter of a single molecule. The tip may be the end of a tapered fibre through which the 
laser light is fed to the sample (Fig. 5.99, left), or, the tip may be illuminated by 
focusing the laser through the microscope objective on it. The evanescent field at 
the tip is used to probe the sample structure (Fig. 5.99, right). In both cases the fluo-
rescence photons are collected through the microscope objective. 
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Fig. 5.99 Optical near-field microscope 
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The optical near-field microscope reaches a resolution of better than 50 nm. 
The microscopes deliver high-resolution images not only of solid samples but also 
of the membranes of cells [148]. 

Only a few combinations of SNOMs with fluorescence lifetime imaging have 
been published yet [241, 300, 353]. Because of the small excited volume high 
efficiency of the FLIM technique is important. All published applications used 
TCSPC techniques in combination with SPAD detectors. However, NSOM life-
time images presented so far are not very impressive. It is not clear whether the 
reason is lack of photons, detector background, or inefficient data analysis and 
image-reconstruction software. 

Generally, the SNOM principle can be combined with fluorescence lifetime 
imaging in the same way as in the slow scan setup described in Fig. 5.96. Espe-
cially TCSPC in the „Scan Sync In“ mode can relatively easily be implemented in 
SNOMs [241, 353]. 

It is commonly known that the proximity of the SNOM tip changes the fluores-
cence lifetime in the scanned point of the sample. Whether this effect makes life-
time imaging in a SNOM useless or particularly interesting is hard to say as long 
as only a few results exist. However, multidimensional TCSPC may be one way to 
make use of the dependence of the lifetime on the tip distance. At a typical vibra-
tion frequency of the tip of a few hundred kHz, the photons for different tip dis-
tance could be routed into different memory blocks. The result would be several 
images for different tip distance. 

5.8.4  TCSPC Wide-Field Microscopy 

TCSPC with two-dimensional position-sensitive detection can be used to acquire 
time-resolved images with wide-field illumination. The complete sample is illu-
minated by the laser and a fluorescence image of the sample is projected on the 
detector. For each photon, the coordinates in the image area and the time in the 
laser pulse sequence are determined. These values are used to build up the photon 
distribution over the image coordinates and the time (see Fig. 3.12, page 40). The 
technique dates back to the 70s [312] and is described in detail in [262]. Lifetime 
imaging with a TCSPC wide-field system and its application to GFP-DsRed FRET 
is described in [162]. A spatially one-dimensional lifetime system based on a 
delay-line MCP is described in [509]. 

A few comments should be made about the differences between the TCSPC 
scanning technique and TCSPC wide-field imaging. The obvious difference is that 
wide-field imaging by position-sensitive TCSPC imaging does not yield any depth 
resolution or out-of-focus suppression. Moreover, two-photon excitation cannot be 
used. Wide-field TCSPC therefore lacks the contrast of the TCSPC scanning tech-
nique and is not useful for deep tissue imaging. 

Depth resolution can, in principle, be obtained by a wide-field technique based 
on structured illumination [107, 376, 377, 378]. A moving grid is placed in a con-
jugate image plane of the sample. A series of images is recorded at different lat-
eral positions of the grid. The grid influences principally the light from the sample 
plane to which it is conjugated. Therefore, photons from other planes can be  
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rejected by using only the part of the signal that varies synchronously with the grid 
movement. However, this requires calculating small differences in large photon 
numbers. Therefore, a substantial loss in signal-to-noise ratio must be expected, 
and the technique appears less useful in combination with FLIM. 

The recording efficiency of both TCSPC wide-field imaging and TCSPC scan-
ning is close to one. Both techniques obtain the same SNR for a given total expo-
sure of the sample. It is not correct that a gated image intensifier requires 106

times mores excitation power than TCSPC wide-field imaging, as [162] states. 
The recording efficiency of the gated image intensifier is about the same ratio as 
the fluorescence lifetime and the gate width, typically 0.05 to 0.2. Consequently, 
the excitation power required to obtain the same SNR in a given acquisition time 
is 5 to 20 times higher for the image intensifier than for wide-field TCSPC. 

[162] states also that the acquisition time for wide-field TCSPC is smaller than 
for TCSPC with confocal scanning. It is correct that a wide-field technique ac-
quires the photons of all pixels in parallel. The application of the beam power of a 
scanning system to all individual pixels in parallel decreases the acquisition time 
by a factor equal to the number of pixels. However, this leads to unrealistic laser 
powers and unrealistic count rates. A system described in [263] has a saturated 
continuous count rate of 105 photons per second. The useful count rates are there-
fore in the range of some 104 s-1. This is no more than the rates of TCSPC scan-
ning techniques for realistic samples and 100 times less than the maximum useful 
count rate of TCSPC. The acquisition time of the wide-field system is therefore 
rather longer than for a scanning system. 

There is, however, a considerable difference in the power densities used in 
wide-field imaging and scanning. Given the same acquisition time and SNR, 
wide-field imaging spreads out the laser power over the whole image area, 
whereas the scanning technique concentrates the same power into a diffraction-
limited spot. Consequently, in wide-field systems saturation effects and intensity 
loss by accumulation of triplet states are avoided. However, saturation is normally 
not a problem in scanning systems, and triplet accumulation is largely avoided by 
fast scanning. 

The benefit of TCSPC wide-field imaging is that it can be easily adapted to al-
most any microscope or other optical system. It may also be a solution for samples 
that preclude, for whatever reason, scanning by a laser spot of high power density. 

5.9  Picosecond Photon Correlation  

Classic light sources emit photons randomly, independent of each other. Typical 
examples are thermal sources or fluorescence from a large number of molecules. 
The distribution of the time intervals between successive photons drops exponen-
tially for increasing time intervals. 

For light generated by nonlinear optical effects and fluorescence of single 
molecules [22, 351], quantum dots [352, 499, 552, 557] or other semiconductor 
nanostructures this is not necessarily the case. Nonlinear optical effects can split 
one photon into two, which are then highly correlated. Single molecules cannot 
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perform a new absorption-emission cycle before the previous one is completed. 
Thus the fluorescence photons are no longer independent of each other. Investiga-
tion of these effects requires the detection and correlation of photons on the ps and 
ns scale. 

Optically driven photon correlation experiments normally require confining the 
detection or the excitation to an extremely small sample volume. This is achieved 
either by confocal detection or two-photon excitation in a microscope. The optical 
principles are the same as in confocal and two-photon laser scanning microscopes 
(see Sect. 5.7, page 129). However, most correlation experiments do not require 
scanning and can be performed in relatively simple microscopes.  

Picosecond photon correlation experiments have some similarities to fluores-
cence correlation spectroscopy (FCS). FCS investigates the fluctuations of the 
fluorescence intensity of a small number of molecules confined in a small sample 
volume (see Sect. 5.10, page 176). The intensity fluctuations are correlated on a 
time scale from microseconds to milliseconds. Therefore, FCS differs from pico-
second correlation in the way the photons are correlated. Moreover, FCS effects 
are driven by diffusion, conformational changes, or other sample-internal effects, 
while antibunching is driven by the absorption of the photons of the excitation 
light.

5.9.1  AntiBunching Experiments 

The classic photon correlation experiment records a histogram of the time inter-
vals between the photons of the investigated signal [22]. Unfortunately, the detec-
tor dead time makes it impossible to detect the photons in a single detector and to 
measure the times between the photons with nanosecond or picosecond resolution. 
Actively quenched APDs normally have a dead time of several tens of ns and the 
single-photon pulses of a PMTs have a duration of a few ns. Therefore photons 
appearing within shorter intervals cannot be distinguished or even detected. More-
over, ringing in the detector, reflections in the detector signal, and afterpulsing 
preclude a reasonable correlation of the pulses from a single detector on a time 
scale below 100 ns.  

The problem of the detector dead time is avoided by the Hanbury-Brown-Twiss 
setup [215]. This setup is the basis of almost all TCSPC photon correlation ex-
periments. 

The principle is shown in Fig. 5.100. The investigated light signal is split by a 
1:1 beam splitter, and the two light signals are fed into separate detectors. One 
detector delivers the start pulses, the other the stop pulses of a TCSPC device. The 
stop pulses are delayed by a few ns to place the coincidence point in the centre of 
the recorded time interval. The setup delivers a histogram of the time differences 
between the photons at both detectors. Because separate detectors are used for 
start and stop, there is no problem with detector dead time. 
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Fig. 5.100 Dual-detector (Hanbury-Brown Twiss) photon correlation setup 

In fluorescence experiments the Hanbury-Brown-Twiss setup can be used with 
continuous excitation or with excitation by picosecond pulses. Continuous excita-
tion of a small number of fluorescent molecules delivers the typical antibunching 
curve. An example is shown in Fig. 5.101. It was recorded with two H7422 40 
PMT modules (Hamamatsu) connected to one channel of an SPC 134 TCSPC 
package (Becker & Hickl, Berlin). 

Fig. 5.101 Antibunching curve for Rhodamine 110, CW excitation, one SPC 134 channel, 
H7422 40 detectors, 1 ns/div 

Similar TCSPC-based antibunching experiments have been used to investigate 
single photon emission from optically [499, 557] and electrically [552] driven 
quantum dots. 

The setup shown in Fig. 5.100 is also used for experiments based on parametric 
downconversion. A nonlinear crystal produces photon pairs the energy of which is 
equal to the energy of the pump photons. The measurement then delivers a corre-
lation peak on a baseline of randomly detected background photons. The effect 
can be used for tests of quantum mechanics and a number of metrological applica-
tions [70]. The measurement of absolute detector quantum efficiencies by para-
metric downconversion [301, 356, 357, 358, 423, 536] is shown in Fig. 6.28, page 
242. 

Antibunching experiments with pulsed excitation are described in [538]. The 
measurement delivers a number of correlation peaks spaced by the laser pulse 
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interval. If the laser pulse width is much shorter than the fluorescence lifetime, 
there is almost no chance that a single molecule will be excited several times 
within one laser pulse. Consequently, the emission of a photon pair from a single 
molecule becomes extremely unlikely. The ratio of the height of the central coin-
cidence peak to the adjacent peaks is therefore an indicator of the number of the 
molecules in the excited volume, see Fig. 5.102. 

time
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Number of
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interval

Laser pulse

interval

Fig. 5.102 Antibunching with pulsed excitation. The result is a train of correlation peaks 
spaced by the laser pulse period. The size of the central correlation peak depends on the 
number of molecules in the focus 

A practical example is shown in Fig. 5.103. An aqueous Rhodamine 110 solu-
tion was excited at a wavelength of 496 nm. The pulse period was 13.6 ns, the pulse 
width 180 ps. The CW-equivalent power density in the focus was approximately 
24 kW/cm2. The photons were acquired for 40 seconds. The optical setup was based 
on an Olympus IX 70 microscope with a 60  water immersion objective lens of 
NA = 1.2. A pinhole of 100 µm diameter was used in front of the detectors. The 
effective sample volume was about 2 fl [442]. The photons were detected by two 

Fig. 5.103 Antibunching with pulsed excitation. Rhodamine 110 in aqueous solution. Grey 
line: 4,096 time channels, black line: 50 channels average. Courtesy of S. Felekyan, 
R. Kühnemuth, V. Kudryavtsev, C. Sandhagen, and C.A.M. Seidel, University Dortmund 
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SPCM-AQR detectors and recorded in one channel of an SPC 134 module. The 
grey curve shows the recorded signal with the full resolution of 4,096 time chan-
nels. The black curve shows the same data averaged over 50 time channels. 

The principle shown in Fig. 5.100 can be extended to more than two start detec-
tors. The photons can be separated depending on their wavelength or polarisation. 
The photons of different channels can be used as start channels and be correlated 
with the photons in a common stop channel. The TCSPC system uses a router to 
combine the events in the start channels into a common timing pulse line, see 
Fig. 5.104. 

CFD (start)
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Fig. 5.104 Correlation setup with several start detectors 

Of course, multidetector TCSPC is unable to correlate the photons between the 
individual start detectors. More flexibility is achieved by using multimodule 
TCSPC systems. Multimodule systems can be used to obtain antibunching and 
FCS results simultaneously or even to correlate photons on a continuous time 
scale from the picosecond to the millisecond range (see Sect. 5.11.3, page 189). 

5.9.2  Practical Details 

Coincidence Rate 

The coincidence rate (the rate of complete start-stop events) of the Hanbury-
Brown-Twiss experiment is normally very low. At the light intensity obtained 
from typical samples, it is relatively unlikely that two photons appear within a 
time interval of a few nanoseconds. For classic light the coincidence rate can be 
estimated as follows: 

The detection rate in the start detector is rstart, the detection rate in the stop de-
tector rstop. The probability that the stop detector detects a photon in the coinci-
dence time interval, t , after a start photon is trp

stopstop
. Therefore the coin-

cidence rate is 

trrprr stopstartstopstartc  (5.22) 

Both rates, r1 and r2, are proportional to the efficiency of the optical system and  
the quantum efficiency of the detectors. Consequently the coincidence rate, rc,
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depends on the square of both the optical efficiency and the detector efficiency. 
The design of the optical system and the selection of the detectors are therefore 
crucial points of photon correlation experiments. 

Detectors 

Most photon correlation experiments use single photon avalanche photodiodes, 
e.g. the SPCM-AQR detectors of Perkin Elmer [408]. These detectors have a 
quantum efficiency that reaches 80% at 800 nm. However, single photon APDs 
often experience timing shift and transit time jitter dependent on wavelength and 
count rate. The changes can be of the order of 1 ns. Although the timing drift of 
both detectors of a Hanbury-Brown-Twiss experiment may partially compensate, 
it is difficult to obtain a time resolution below 0.5 ns or to investigate changes in 
the correlation function versus intensity. 

Timing problems can be avoided by using PMTs with high-efficiency GaAsP 
photocathodes such as the Hamamatsu H7422 40 module [214]. The IRF of these 
has a width of 200 to 350 ps. The IRF is almost independent of the wavelength 
and remains stable up to count rates in the MHz range. The quantum efficiency 
reaches 40% at 550 nm. Below 500 nm it is higher than for a single photon APD 
(Fig. 6.17, page 231). 

Recently new single-photon avalanche photodiodes have been introduced, see 
Sect. 6.4.10 page 258. Compared with the SPCM-AQR the new devices have a 
considerably improved timing behaviour but lower quantum efficiency in the NIR. 
However, the efficiency below 600 nm is comparable or even better than for the 
SPCM-AQR. It is likely though not proved that these detectors are superior to the 
SPCM-AQR for correlation measurements in the visible spectral range. 

Optical System 

The collection efficiency of the optical system increases with the square of the 
effective numerical aperture of the microscope objective lens. A good lens is 
therefore essential in order to obtain a high coincidence rate. If the sample is 
transparent the light can be collected from both sides, either by the condenser lens 
of the microscope or by a second microscope lens. Theoretically, the collection 
efficiency can be doubled and the coincidence rate increased by a factor of four. 
Moreover, in a microscope with two aligned microscope lenses exciting and de-
tecting from both sides of the sample, the focal volume can be considerably de-
creased [64, 448] 

Crosstalk 

A troublesome effect in photon correlation experiments is light emission from 
single photon APD detectors. When an avalanche is triggered in the APD, a small 
amount of light is emitted. The effect and its implications for photon correlation 
experiments and quantum key distribution are described in detail in [515] and 
[299]. If the detectors are not carefully optically decoupled, false coincidence 
peaks appear. An example is shown in Fig. 5.105. 
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Fig. 5.105 crosstalk between actively quenched APDs in a Hanbury-Brown-Twiss experi-
ment. Time scale 5 ns/div., optical configuration of Fig. 5.106, left

The probability of getting a crosstalk count in one detector is proportional to 
the count rate in the other. Consequently, the total crosstalk count rate is propor-
tional to the sum of the count rates of both detectors, while the coincidence rate is 
proportional to the product. Therefore, optical crosstalk becomes noticeable espe-
cially at low detector count rates.  

The spectrum of the emission from the APDs extends from 600 to 1,000 nm 
[299]. Therefore, decoupling often cannot be achieved by filters. The only way to 
get reasonable results is with a carefully designed optical system. Features to be 
strictly avoided are lenses focusing the emission of one diode into the other, and 
glass surfaces reflecting the emission into the other diode, as shown in Fig. 5.106. 
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Fig. 5.106 Optical system with poor (left) and good (right) optical decoupling of the APDs. 
The setup shown on the right does not focus light from one detector into the other 

In Fig. 5.106, left, the light emitted by detector 1 is collimated by lens 1. 50% 
of the light passes the beamsplitter cube, is partially reflected at the left plane of 
the filter cube, reflected down to lens 2, and focused into detector 2. A better de-
coupling is achieved in Fig. 5.106, right. Light emitted by either detector is di-
rected out of the system or back to the light source. A small fraction of this light is 
reflected at the surfaces of the lens, but the reflected light is strongly divergent and 
not focused into the other detector. The decoupling can be further improved by 
reducing the numerical aperture of the system, i.e. by reducing the diameter of the 
lens or increasing its focal length. Unfortunately the lens in Fig. 5.106, right, 
needs a relatively long focal length, which may result in a spot size larger than the 
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detector area. Therefore, the actual design may need to compromise between para-
sitic optical coupling of the detectors and counting efficiency. 

A relevant question is whether PMTs show a similar emission effect as actively 
quenched SPADs. In principle, a PMT may also emit light after detecting a photon, 
e.g. by luminescence of the dynodes. However, a simple consideration shows that 
light emission, if it exists, must be weak: A PMT works as a linear amplifier and does 
not break down after detecting a photon. Therefore far less than one photon can be 
emitted per detected photon. Indeed, no false correlation peak was found when two 
H7422 40 PMTs were coupled directly cathode to cathode, see Fig. 5.107. 

Fig. 5.107 Test of two H7422 40 PMT modules faced cathode to cathode. Time scale 
5 ns/div. No light emission at a time scale of 50 ns is found 

Consequently, problems with optical coupling are avoided if PMTs are used. The 
optical system can be designed without compromising the efficiency, which may in 
part compensate for the lower quantum efficiency of PMTs in the red and NIR range. 

5.10  Fluorescence Correlation Spectroscopy 

Fluorescence correlation spectroscopy (FCS) is based on exciting a small number 
of molecules in a femtoliter volume and correlating the fluctuations of the fluores-
cence intensity. The fluctuations are caused by diffusion, rotation, intersystem 
crossing, conformational changes, or other random effects. The technique dates 
back to a work of Magde, Elson and Webb published in 1972 [335]. Theory and 
applications of FCS are described in [51, 429, 430, 431, 456, 457, 497, 537, 556]. 

FCS measurements can be performed by one-photon excitation or by two-
photon excitation. An FCS system for one-photon excitation uses the confocal 
detection principle, see Fig. 5.108, left. A continuous or high-repetition rate laser 
beam is focused into the sample through a microscope objective lens. The fluores-
cence light from the sample is collected by the same lens, separated from the laser 
by a dichroic mirror, and fed through a pinhole in the upper image plane of the 
microscope lens. Fluorescence light from above or below the focal plane is not 
focused into the pinhole and therefore is substantially suppressed. Only the fluo-
rescence light that passes the pinhole reaches the detectors. With a high-aperture 
objective lens the effective sample volume is of the order of a femtoliter, with a 
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depth of about 1.5 µm and a width of about 400 nm. Typical FCS devices use one 
detector or two detectors working in different wavelength intervals. More detec-
tors can be added to correlate photons in more than two different wavelength in-
tervals, or photons of different polarisation. 

An FCS system with two-photon excitation is shown in Fig. 5.108, right [51, 
457]. A femtosecond Ti:Sapphire laser of high repetition rate is used to excite the 
sample. Because there is no appreciable excitation outside the focal plane of the 
microscope lens a small sample volume is achieved without a confocal pinhole. 
This makes the optical setup very simple. In terms of signal recording there is no 
difference between one-photon and two-photon FCS. 
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Fig. 5.108 One-photon FCS (left) and two-photon FCS (right)

Classic FCS correlators detect the individual photons of the fluorescence signal 
and correlate the detection times [544]. If several detectors are used in different 
wavelength intervals, it is possible to obtain the autocorrelation of the signals of 
the individual detectors or the cross-correlation between the signals of different 
detectors [455, 456]. The correlation function is often calculated directly in the 
correlator hardware. However, storing the photon detection times and calculating 
the correlation off-line offers more flexibility in the data processing [156]. Auto- 
and cross-correlation functions can be calculated without the limitations [273] of 
the typical correlator hardware, and within any time window of the total recorded 
time interval. It is thus possible to exclude from the calculation artefacts caused by 
fluorescence of impurities or glitches of the laser power. Moreover, photon-
counting histograms, BIFL results, and higher-order correlation can be calculated 
from the same data (see Sect. 5.12, page 191). 

5.10.1  Combined FCS/Lifetime Experiments by TCSPC 

FCS and fluorescence lifetime experiments are often used in combination to ex-
plore the fluorescence dynamics of dye-protein complexes. The traditional ap-
proach is to acquire FSC and lifetime data in separate experiments [226, 458]. 
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However, almost all advanced TCPCS devices are able to record lifetime data 
and FCS data simultaneously [25, 65]. The advantage compared to the traditional 
approach is that FCS and lifetime data originate from the same sample, from the 
same spot of a sample, or even from the same molecules. TCSPC data can there-
fore be used to distinguish between different types of molecules, different quench-
ing states, or different binding or conformation states of dye-protein complexes; it 
is also possible to include lifetime variations in the correlation [498, 548]. The 
principle of TCSPC-based FCS is shown in Fig. 5.109. 

The single-photon pulses of the detectors are fed into a router (see Sect. 3.1, 
page 29). For each photon detected in any of the detectors, the router delivers a 
single-photon pulse and the number of the detector that detected the photon. The 
TCSPC module determines the time of the photon in the laser pulse sequence 
(„micro time“) and the time from the start of the experiment („macro time“). The 
detector number, the micro time, and the macro time are written into a first-in-
first-out (FIFO) buffer (see Sect. 3.6, page 43). The output of the FIFO is continu-
ously read by the computer, and the photon data are written in the main memory 
of the computer or on the hard disc. 
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Fig. 5.109 Combined FCS/Lifetime recording by TCSPC 

By analysing the photon data fluorescence decay curves and FCS curves are 
obtained. The decay curves of the individual detectors are obtained by building up 
the histograms of the micro times. Fluorescence correlation curves of the individ-
ual detectors are obtained by correlating the macro times of the photons of these 
detectors. Cross-correlation curves are obtained by correlating the macro time of 
the photons of different detectors. The (unnormalised) autocorrelation function 
G( ) of an analog signal I(t) is 
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For photon counts N in successive, discrete time channels G( ) becomes 

)()()( tNtNtG  (5.24) 

In practice, the count rate of FCS measurements is 103 to 105 photons per sec-
ond, and the photon times are measured with a resolution of the order of 10 to 
100 ns. Interpreting such data as a continuous waveform and applying one of the 
formulas above would result in exceedingly long calculation times. Surprisingly, 
this obvious fact is only rarely mentioned in the FCS literature [156, 532]. 

In typical TCSPC time-tag data, the clock period of the macro time, T, is 
shorter than the dead time of the TCSPC device. Therefore only one photon can be 
recorded at a particular macro time. Consequently, N(t) and N(t + ) can only be 0 
or 1. The multiplication in the autocorrelation function becomes a simple compare 
(or an exclusive-or) operation, and the integral of the autocorrelation becomes a 
shift, compare, and histogramming procedure. The calculation of FCS from 
TCSPC data is illustrated in Fig. 5.110. 
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Fig. 5.110 Calculation of the autocorrelation function from TCSPC time-tag data 

The times of the individual photons are subsequently shifted by one macro time 
clock period, T, and compared with the original detection times. The coincidences 
found between the shifted and the unshifted data are transferred into a histogram 
of the number of coincidences, G, versus the shift time, . The obtained G( ) is the 
autocorrelation function. 

The cross-correlation function between two signals is obtained by a similar 
procedure. However, the photon times of different signals are compared. 

The result obtained by the shift-and-compare procedure is not normalised. 
Normalisation can be interpreted as the ratio of the number of coincidences found 
in the recorded signal to the number of coincidences expected for an uncorrelated 
signal of the same count rate. The normalised autocorrelation and cross-
correlation functions are 
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with nT = total number of macro time intervals, Np = total number of photons, and  
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with Np1 = total number of photons in signal 1, Np2 = total number of photons in 
signal 2. 

The described procedure yields G( ) in equidistant  channels equal to the 
macrotime clock period, T. There is no distortion of the correlation function or of 
the photon statistics by binning. This is an advantage if a model has to be fit to the 
obtained function. The downside is that the number of  channels is extremely 
high, especially if G( ) is calculated up to large values of , and that the noise in 
the individual  channels does not decrease with increasing . The curves therefore 
have a different appearance than the results of the multi-  algorithm commonly 
used in hardware correlators. One way to obtain a similar result as the multi-
algorithm is to apply progressive binning to the calculated G( ) data. Another way 
is to periodically apply binning steps to the photon data during the G( ) calcula-
tion [532]. 

A typical result of TCSPC FCS is shown in Fig. 5.111 and Fig. 5.112. A GFP 
solution was excited by a Coherent MIRA femtosecond Ti:Sapphire laser. The 
detector was an SPCM-AQR module from Perkin Elmer, the TCSPC module an 
SPC 830 from Becker & Hickl. The count rate integrated in 1 s intervals fluctu-
ated between 5 and 7 kHz. The acquisition time was 980 seconds. 

Figure 5.111 shows the fluctuations of the photon flux integrated in 1 ms inter-
vals over an interval of 1 second. Due to the diffusion of the GFP molecules, the 
intensity fluctuations are clearly larger than the Poisson statistics of the average 
photon number. Figure 5.112 shows the fluorescence decay function over several 
laser periods and the FCS function. 

Fig. 5.111 GFP solution excited by Ti:Sapphire laser. Fluctuation of the photon counts in 
1 ms intervals over 1 s of the data stream 
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Fig. 5.112 Fluorescence decay curve (left) and FCS curve (right) of a GFP solution. Count 
rate 5 to 7 kHz , acquisition time 980 s. From [42], courtesy of Zdenek Petrasek and Petra 
Schwille, Biotec TU Dresden 

For fast TCSPC modules with large FIFO buffers, FCS and cross-FCS func-
tions can be calculated and displayed on-line during the measurement. Simultane-
ously, the complete FIFO data stream is written to the hard disc. This file can be 
used for later off-line calculation. Off-line calculation has the benefit that correla-
tion functions in any time intervals within the total experiment time can be calcu-
lated and the binning of the data points can be selected. Time intervals with tem-
porarily increased photon flux, e.g. with fluorescence of impurities, can be 
excluded from the calculation [156]. 

Gated FCS detection has been described in [310]. In a more general way, the 
micro times of the photons can be used to suppress Raman light in one-photon 
FCS, or to distinguish the fluorescence excited by two lasers of different wave-
length and interlaced pulses. The principle is shown in Fig. 5.113. 

Laser 1 Laser 2

Time Window 1 Time Window 2

Fluorescence
Fluoresccene

Fluorescence

Raman Peak

Time Window

Fig. 5.113 Correlating TCSPC data within selectable time windows. Left: Suppression of 
Raman light. Right: Separation of the fluorescence excited by two lasers of different wave-
length and interlaced pulse trains 

Another, more challenging, application of micro times would be to include 
them into the correlation to obtain information about the homogeneity of the life-
time. A simple, yet not very efficient way to use the lifetime information is to 
correlate photons in different micro time windows. [44] uses a filter algorithm 
which separates the FCS curves of molecules of different lifetime [65]. An ex-
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periment that uses micro times to obtain correlation down to the picosecond scale 
is described under Sect. 5.11.3, page 189. 

5.10.2  FCS in Laser Scanning Microscopes 

The optical configuration of an FCS instrument (Fig. 5.108, page 177) is almost 
identical to the configuration of a laser scanning microscope (Fig. 5.71, page 131). 
A laser scanning microscope with TCSPC-FLIM by multidimensional TCSPC 
can, in principle, be used for FCS as well. The general requirements are a TCSPC 
module that can be operated in the „Scan Sync In“ and in the FIFO mode, and a 
microscope with a beam parking function. In practice the stability of the beam 
position can be a problem. The mirror drivers and the driving electronics are de-
signed for maximum scanning speed, not necessarily for minimal beam jitter. 
However, the slightest amount of beam jitter, even if not noticeable in normal 
imaging operation, makes the recorded data useless for correlation. Therefore not 
all laser scanning microscopes are suitable for FCS experiments [537]. Moreover, 
the detectors in TCSPC FLIM microscopes are usually selected for high time 
resolution, not for highest efficiency and low afterpulsing. FCS recording can 
therefore require a relatively long acquisition time. A good compromise for com-
bined FLIM and FCS operation is the H7422 40 detector. Figure 5.114 shows an 
FSC recording obtained in a laser scanning microscope [42]. The FLIM image is 
shown at left. A fluorescence decay curve and an FCS curve in a selected spot are 
shown in the middle and at right. 

Fig. 5.114 FLIM image (left), decay curve (middle) and FCS curve (right) obtained in a 
TCSPC laser scanning microscope. [42] and courtesy of Zdenek Petrasek and Petra 
Schwille, Biotec TU Dresden 

It should be noted that FCS measurements in cells are more difficult than in so-
lution. Especially in transfected cells the fluorophore concentration cannot be 
accurately controlled. It is usually much higher than required for FCS. The num-
ber of molecules in the focus can easily be of the order of 100, resulting in an 
extremely small amplitude of the correlation function. Moreover, there is usually 
motion in living cells that shows up in the FCS curves at a time scale above 
100 ms. 
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The potential for using different fluorescence techniques in a single instrument 
[435] has not yet fully been explored. The TCSPC technique has the benefit that 
high-quality lifetime images, FCS and FCCS data, lifetime variations, and photon 
counting histograms (see page 191) can be recorded in a single instrument and 
from the same sample [42].  

A frequently asked question is whether or not FCS data recording and scanning 
a sample can be combined. It is generally impossible to scan a sample at a scan 
rate of the order of the photon times to be correlated. The frame rate must be faster 
than the shortest correlation time, which is practically impossible. FCS is therefore 
incompatible with the pixel dwell times and frame rates used in laser scanning 
microscopes.

It has been shown that FCS with millisecond resolution can be obtained from a 
circular line scan. FCS images of moderate pixel numbers can be obtained by 
scanning a sample at a pixel dwell time much longer than the longest time to be 
correlated. A possible solution is shown in Fig. 5.115. 
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Fig. 5.115 Combination of FCS with scanning 

A scan stage is used to scan the sample in one or two directions. The scan con-
troller delivers two control signals – a „pixel“ signal that changes its state at the 
transition to the next pixel, and a „line“ signal that changes its state at the transi-
tion to the next line. These signals are fed into two of the unused routing input bits 
of the TCSPC module. The scan rate is made slow enough to get a full FCS re-
cording in each pixel. This requires a time of several seconds. In this time a large 
number of photons is recorded so that all transitions of the „pixel“ and „line“ sig-
nals appear in the data stream. Therefore, the scanning action can be tracked by 
analysing the state of the pixel and line signals in the data file, and separate FCS 
functions for the individual pixels can be calculated. 

Theoretically, the same procedure can also be used in a commercial confocal or 
two-photon laser scanning microscope if a sufficiently slow scan speed can be 
selected. To distinguish the individual pixels of the scan, the short scan control 
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pulses of the microscope (line clock and pixel clock) must be divided by two, 
which can be easily accomplished by a single SN 74 HCT74 CMOS device. 

5.10.3  Practical Tips 

TCSPC-FCS with CW Excitation 

The TCSPC-FCS technique can also be used in conjunction with a continuous 
laser. Of course, in this case the measurement does not deliver a meaningful micro 
time, and no lifetime data are obtained. Because the TCSPC module needs a syn-
chronisation pulse to finish the time measurement for a recorded photon, an artifi-
cial stop pulse must be provided. This can be the delayed detector pulse itself or a 
signal from a pulse generator; see Fig. 5.116. 
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Fig. 5.116 Stop pulse generation for TCSPC-FCS with a continuous laser 

Detectors for TCSPC-FCS 

Compared to fluorescence decay measurements, the efficiency of FCS measure-
ments is relatively low. For a given number of photons, N, the SNR of a fluores-
cence decay measurement is proportional to N1/2, whereas the SNR of FCS is 
proportional to N itself. This somewhat surprising behaviour results from by the 
fact that two photons are needed to obtain one macrotime coincidence in the corre-
lation histogram. The strong dependence of the SNR on the number of detected 
photons makes detection efficiency an important issue in FCS. 

Most FCS setups therefore use single photon avalanche photodiodes [323, 424], 
usually SPCM-AQR detectors from Perkin Elmer [408]. These detectors have a 
quantum efficiency that reaches 80% at 800 nm. However, single photon APDs 
often have a timing delay and transit time jitter dependent on wavelength and 
count rate. The changes can be of the order of 1 ns. Recording a fluorescence 
decay curve under this condition delivers questionable results. 

Timing problems can be avoided by using PMTs with high-efficiency GaAsP 
photocathodes, such as the Hamamatsu H7422 40 module [214]. The modules 
have a stable and almost wavelength-independent transit time spread of about 
300 ps duration (see Sect. 6.4.2 page 245). The quantum efficiency reaches 40% at 
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550 nm. Below 500 nm it is higher than for a single photon APD. Another benefit 
of a PMT is the large cathode area. In two-photon FCS the light emitted at the 
back of the sample can be collected by the condenser lens of the microscope and 
directed to a second PMT. The poor optical quality of the condenser precludes 
focusing on an APD, but is no problem for the PMT. 

Another troublesome effect is light emission from single photon APD detectors 
(Fig. 5.105, page 175) [299, 515]. Light emission has no effect on single-channel 
FCS, but can cause a false cross-correlation component in fluorescence cross-
correlation experiments. The problem can be avoided by using carefully designed 
beamsplitter optics (Fig. 5.106, page 175) or by using PMTs for detection 
(Fig. 5.107, page 176).  

All photon counting detectors show a more or less pronounced afterpulsing (see 
Sect. 6.4, page 242). Afterpulsing causes a steep rise of the autocorrelation func-
tion towards short times in the range below one microsecond. Fortunately, most 
diffusion phenomena happen at a longer time scale than the afterpulsing of fast 
detectors. However, afterpulsing can interfere with conformational changes, inter-
system crossing, and rotational depolarisation.  

The absolute amount of afterpulsing in PMTs increases with the gain. Reducing 
the operating voltage of a PMT while increasing the preamplifier gain therefore 
helps, but does not remove the problem entirely. Moreover, the height of the after-
pulsing peak in the autocorrelation function is proportional to the reciprocal count 
rate. The reason is that the probability of detecting an afterpulse of a previously 
detected photon is constant, whereas the probability of detecting another photon 
increases with the count rate. The effect of the count rate on the afterpulsing peak 
in the correlation function is shown in Fig. 5.117. 

Fig. 5.117 Effect of the count rate on the height of the afterpulsing peak. H74222 40 detec-
tor, count rate 10 kHz (left) and 100 kHz (right)

Afterpulsing can be almost entirely rejected from FCS results by cross-
correlation. The light is split into two equal beams that are detected by individual 
detectors (see Fig. 5.100, page 171). Afterpulses in one detector are not correlated 
with any counts in a second detector and therefore do not noticeably change the 
cross-correlation function. Figure 5.118 shows autocorrelation and cross-
correlation curves recorded with two H7422 40 detectors at a Zeiss LSM 510 
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NLO laser scanning microscope. Curves a and b are the autocorrelation curves of 
the individual detectors. Curves c and d are cross-correlation curves of the signals 
of detector 1 against detector 2 and vice versa. The afterpulsing is almost entirely 
removed in the cross-correlation. 

Fig. 5.118 Rejection of detector afterpulsing by cross correlation. GFP solution, two 
H7422 40 detectors, LSM 510 NLO microscope in beam-stop mode. Curves a and b: Auto-
correlation of the signals of the two detectors. Curves c and d: Cross-correlation detector 1 
against detector 2 and vice versa 

Background Signals 

Background signals (e.g., detector background, leakage of daylight, or leakage of 
excitation light) result in an apparent reduction of the correlation coefficient or even 
in complete failure to record any FCS curve. Leakage from room lights has a strong 
correlation at the line frequency. The problem can therefore easily be identified by 
checking the autocorrelation function in the 100-ms range. Identification of leakage 
from continuous light sources can be more difficult. The usual suspects are com-
puter screens and indicator LEDs of electronic devices. Microscopes often have 
internal NIR LEDs to control filter wheels or sliders. Emission of these LEDs can 
be a problem for detection around 820 nm. Other sources of background signals are 
filter fluorescence, spurious laser emission at the detection wavelength and leakage 
of excitation light. For pulsed excitation and TCSPC detection the source of the 
background can often be identified by checking the fluorescence decay functions. 
However, filter fluorescence can have extremely long lifetimes (see Fig. 7.13, page 
275), and a pulsed laser may emit some continuous background. 

Saturation and Photobleaching

The strong dependence of the SNR on the photon number makes it important to 
record as many photons as possible. In principle, the count rate of an FCS experi-
ment can be increased by increasing the laser power. Theoretically, a single mole-
cule with a fluorescence lifetime of f can perform about 1/ f absorption-emission 
cycles per second. For a molecule with a quantum efficiency close to one, 
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f = 5 ns, and a detection system of 5% efficiency the count rate would be 107 s-1.
This count rate is unrealistically high. Practically achieved count rates are between 
a few 103 s-1 and about 105 s-1. Higher excitation power yields higher count rates, 
but increases the excited volume by saturation [101]. Moreover, photobleaching 
within the diffusion time results in an apparent reduction of the correlation time 
[49, 140, 539]. For comparable emission rates photobleaching is faster for two-
photon-excitation than for one-photon excitation [140]. 

Interference of the Laser Repetition Frequency with the Eecording 
Clock

If FCS experiments are excited by a pulsed laser the laser pulse repetition fre-
quency can interfere with the recording clock of the correlator. The result is a 
periodical variation of the number of laser pulses per macrotime period. The same 
period shows up in the correlated intensity. Periodicity can appear on any time 
scale, depending on the difference of the laser and macrotime clock frequencies or 
their harmonics. The problem is most pronounced if both frequencies are almost 
identical. Interestingly, the problem has never been mentioned for two-photon 
FCS in conjunction with the commonly used correlators. The reason may be that 
the progressive and overlapping binning used in these devices smoothes out a 
possible periodicity. In modern TCSPC modules the problem is anticipated by 
providing an optional clock path from the timing reference (Sync) input to the 
macro time clock. The macro time clock is then synchronised with the laser pulse 
repetition rate, which removes the problem entirely. Moreover, using the Sync 
signal as a macro time clock is a simple way to synchronise several TCSPC chan-
nels of a multimodule system. However, using the Sync input as a clock source for 
FCS requires that the Sync signal is free of glitches. 

Dead Time and FCS Resolution 

The minimal time at which correlation data can be obtained with a single TCSPC 
module is the dead time. Currently fast TCSPC modules have dead times of 100 to 
125 ns. A faster macro time clock yields more points on the auto- and cross-
correlation curves, but no correlation data below the dead time. 

Correlation down to 100 ns is usually enough to resolve diffusion times and inter-
system crossing. Nevertheless, cross-correlation data at a shorter time-scale can be 
obtained by using two TCSPC modules with synchronised macrotime clocks (see 
Fig. 5.120). Synchronisation can be achieved by using the Sync signal, i.e. the laser 
pulse repetition frequency, as a macro time clock for both modules. This synchroni-
sation works up to about 100 MHz, so that times down to 10 ns can be correlated. 

5.11  Combinations of Correlation Techniques 

The correlation techniques described above use different approaches for photon 
correlation on the picosecond scale and FCS experiments. Although the same 
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TCSPC modules can be used for these experiments, antibunching and FCS data 
are not obtained simultaneously. Several ways to combine the techniques are 
shown below. 

5.11.1  Combining Picosecond Correlation and FCS 

At first glance combining a picosecond correlation experiment with FCS looks 
simple. An antibunching experiment could be run in the FIFO mode, and the an-
tibunching and the FCS curves be obtained from the micro times and macro times, 
respectively. Unfortunately this approach has a flaw. Most of the photons emitted 
by the sample cause either a start without a stop, or a stop without a start; 
however, the TCSPC module records only complete start-stop events. Therefore 
the system records only a tiny fraction of the photons reaching the detectors. The 
low efficiency makes the obtained time-tag data practically useless for FCS.  

A useful way to record antibunching and FCS in one experiment is to use two 
TCSPC channels of a multimodule system. Both channels are operated in the 
FIFO mode. The photon pulses of the detectors are used as start and stop signals 
of one TCSPC channel. The antibunching curve is obtained from the micro times. 
Simultaneously, the detector signals are connected to a router. The router is con-
nected to the second TCSPC channel. This channel records the photon times of 
both detector signals versus the laser reference signal, or, in case of a continuous 
laser, versus an artificial reference signal. The FCS curves are calculated from the 
macro times of this channel. 

5.11.2  Correlation of Delayed Detector Signals 

A single TCSPC module detecting via several detectors and a router is unable to 
record several photons within the dead time of the signal processing electronics. 
The signals of the detectors therefore cannot be correlated at a time scale shorter 
than the dead time. The problem can be solved by routing of delayed detector 
signals [538]. The principle is shown in Fig. 5.119. 
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Fig. 5.119 Routing of delayed detector signals 
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Several detectors are connected via a router to the same TCSPC module. The 
photon pulses from the second detector are delayed by more than the dead time of 
the TCSPC module. More than two detectors can be used if their delay lines are 
different by more than the module dead time. The stop pulses for the TCSPC mod-
ule come from the pulsed laser, or, if a CW laser is used, from an external clock 
generator. Due to the different delay of the detector signals, photons detected 
simultaneously do not arrive simultaneously at the router inputs. Therefore, pho-
tons detected in the same laser pulse period are recorded at different times and 
stored in the FIFO data file with a macro time offset. The differences in the macro 
times caused by the delay lines in front of the router are known and can easily be 
corrected when the photons are correlated. 

The setup was used to track the intensity fluctuations, the lifetime and the num-
ber of molecules in the laser focus simultaneously [538]. An application to single-
molecule FRET is described in [237]. 

5.11.3  Synchronisation of TCSPC Modules  

As briefly mentioned above, a system of two synchronised TCSPC channels can 
be used to obtain correlation data on a time scale shorter than the dead time. The 
required system connections are shown in Fig. 5.120. 
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Fig. 5.120 Correlation setup with two synchronised TCSPC modules 

The start pulses for the TCSPC modules come from the detectors, the stop 
pulses from the laser, or, if a CW laser is used, from an external clock source. To 
make the detection times in both modules comparable, the internal macro time 
clocks of the modules must be synchronised. This is achieved either by a clock 
interconnection, i.e. by using the internal macro time clock of one module for 
both, or by using the stop signals (i.e. the reference pulses from the laser) as macro 
time clocks. Moreover, the recording must be started simultaneously in all mod-
ules by an external experiment trigger. The setup can be used to cross-correlate the 
signals from both detectors down to the minimum macrotime period accepted by 
the TCSPC modules, i.e. about 10 ns.  
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In principle, correlation at even shorter time-scales is possible by including the 
micro times of both modules in the calculation of the correlation function. The 
problem with this approach is that the micro time scales of the modules may be 
slightly different, and the macro time transitions may be shifted due to different 
transit times in the detectors, cables and TCSPC modules. Correcting all these 
effects is extremely difficult, yet not impossible. Suitable calibration and correla-
tion algorithms were developed by S. Felekyan, R. Kühnemuth, V. Kudryavtsev, 
C. Sandhagen, and C.A.M. Seidel, Universität Dortmund. 

Figure 5.121 shows a correlation curve for an aqueous Rhodamine 110 solu-
tion obtained in a setup of two channels of a Becker & Hickl SPC 134. Two 
H7422 40 PMT modules were used for detection. The solution was excited by a 
CW Ar+ laser at 496 nm. The acquisition time was 16 minutes.  

Fig. 5.121 Correlation curve covering a continuous range from 10 ps to 100 ms obtained by 
correlating two synchronised channels of an SPC 134 system. Correlation of detector A vs. 
detector B (grey) and detector B vs. detector A (black). Courtesy of S. Felekyan, 
R. Kühnemuth, V. Kudryavtsev, C. Sandhagen, and C.A.M. Seidel, Universität Dortmund 

At a time scale between 0.1 and 1 ms the curves are dominated by the diffusion 
time. Intersystem crossing is apparent between 1 and 10 µs. Below 10 ns the 
singlet lifetime causes the correlation curve to drop to one. A fit to a suitable 
model delivers an average number of molecules in the focal volume of 3.5, a dif-
fusion time of 0.3 ms, an antibunching time of 3.5 ns, a triplet lifetime of 1.9 µs, 
and a mean triplet population of 29%. 

The synchronisation of the separate TCSPC channels can probably be simpli-
fied if a dual-channel TDC principle is used instead of the TAC-ADC technique. 
TDC chips are commercially available with eight channels driven by a common 
clock and a resolution of 120 ps [1, 2]; they are used in large numbers in experi-
ments of high energy physics. A correlator based on a chip like this would be able 
to resolve correlation effects on a continuous time scale from the sub-ns to the ms 
range. 
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5.12  The Photon Counting Histogram  

The photon counting histogram (PCH) of an optical signal is obtained by re-
cording the photons within successive time intervals and building up the distribu-
tion of the frequency of the measured counts versus the count numbers. A charac-
terisation of the PHC was given in 1990 by Qian and Elson [420]. The technique 
is also called fluorescence intensity distribution analysis, or FIDA. The principle 
is explained in Fig. 5.122. For a light signal of constant intensity, the PCH is a 
Poisson distribution. If the light fluctuates, e.g. by fluctuations of the number of 
fluorescent molecules in the focus of a laser, the PCH is broader than the Poisson 
distribution. 
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Fig. 5.122 Photon counting histogram. Left: Photons counted in successive sampling time 
intervals. Right: Histogram of the number of time intervals containing N photons 

The optical setup for PCH experiments is the same as for one-photon or two-
photon FCS. The sample is excited by a laser through a microscope objective lens. 
The effective sample volume is confined to a few femtoliter by two-photon excita-
tion or by confocal detection. PCH recording requires a high-efficiency detector 
and a multichannel scaler that records either the photon counts in successive time 
bins or the time-tag data for the photons. The optimum sampling time interval 
depends on the time-scale of the fluctuations and is usually in the 10 to 100 µs 
range. Recording directly into fixed time bins yields relatively compact data sets. 
Time-tag recording yields more flexibility and is usually preferred. Time-tag data 
can be used to calculate PCHs in almost any sampling time interval, and to calcu-
late FCS curves and PCHs from the same data. A suitable device is described in 
[156]. 

The PCH delivers the average number of molecules in the focus and their mo-
lecular brightness. Several molecules of different brightness can be distinguished 
by fitting a model containing the relative brightness and the concentration ratio of 
the molecules to the measured PCH. The theoretical background is described in 
[91, 92, 256, 258, 373, 393, 394, 420].  

The PCH/FIDA technique can be extended for two-dimensional histograms of 
the intensity recorded by two detectors in different wavelength intervals or under 
different polarisation. 2D-FIDA delivers a substantially improved resolution of 
different fluorophores [257, 258]. Further improvement is achieved by using 
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pulsed excitation and using the fluorescence lifetime as an additional dimension of 
the histogram. The techniques is termed „Fluorescence Intensity and Lifetime 
Distribution Analysis“ or FILDA [258, 393]. Of course, accurate lifetimes cannot 
be obtained from the small number of photons within the individual sampling time 
intervals. However, useful lifetime information may be obtained from the photon 
arrival times in the laser period averaged over the sampling time interval. The 
average arrival time is directly related to the first moment of the decay function 
and therefore to the fluorescence lifetime. 

FIDA, 2D-FIDA and FILDA do not directly deliver information about the dif-
fusion times of the fluorescent species. Diffusion times are, however, obtained by 
calculating the PCHs in different sampling time intervals and fitting the result by a 
model that contains both the molecular brightness and the diffusion time [258]. 

In principle, FIDA, 2D-FIDA, and FILDA are possible by using any TCSPC 
module that has the FIFO mode and the multidetector technique implemented. The 
data recorded in the FIFO mode contain the individual arrival time of each photon 
in the laser pulse sequence, the time from the start of the experiment, and the num-
ber of the detector that detected the photon. The PCHs can be built up from these 
data for each detector and for virtually any sampling time interval. Figure 5.123 
shows photon counting histograms of a 10-9 molar GFP solution calculated from 
the same FIFO data used for the FCS curve in Fig. 5.112, page 181. Figure 5.123, 
left, compares a PCH of the GFP solution with the PCH of a light signal from an 
LED, both calculated within a sampling time interval of 1 ms. Figure 5.123, right, 
shows PCHs of the GFP solution calculated in sampling time intervals of 100 µs, 
1 ms, and 10 ms. 

Fig. 5.123 PCH obtained from the FIFO data used for FCS in Fig. 5.109, page 178. Count 
rate 6,000 photons per second 

Figure 5.124, shows distributions of the average photon arrival time for different 
sampling time intervals. If the sampling time is reduced, the distribution of the 
arrival time becomes wider. For very small sampling time intervals, most of the 
time intervals contain either no photon or one photon. The distribution of the arri-
val time then converges with the fluorescence decay curve.  
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Fig. 5.124 Distribution of the first moment, M1, of the photon arrival times, calculated 
from TCSPC time-tag data. Sampling time interval 100 µs, 1 ms, and 10 ms. Count rate 
3,000 photons per second 

Figure 5.123 and Fig. 5.124 reveal a possible problem with applying the 
PCH/FIDA technique to biological systems. On the one hand, the sampling time 
interval should be shorter than the average diffusion time of the molecules through 
the focal volume. On the other hand, more than one photon should be recorded per 
sampling-time interval to obtain well-resolved histograms. The required count rate 
is difficult to obtain from biological samples. 

Although TCSPC is used successfully for BIFL experiments, little has been 
published about applications for FIDA. The reason is probably that the dead time 
of TCSPC is considered a drawback. However, a simple consideration shows that 
the detectable burst rate is not substantially reduced by the dead time of the 
TCSPC device. The commonly used detectors lose 50% of the photons at an input 
rate of about 16 106 s-1 [408], fast TCSPC modules at 10 106 s-1 (see Fig. 5.94, 
page 162). This means the dead time of the TCSPC module is only slightly longer 
than the dead time of the detector. The use of TCSPC for PCH experiments 
therefore does not result in a considerable increase of dead-time-related errors. 
Moreover, BIFL applications have shown that the burst count rates are well within 
the counting capability of TCSPC (see below). 

5.13  Time-Resolved Single Molecule Spectroscopy 

The techniques described under „Photon Correlation“ exploit the correlation be-
tween the photons emitted by single molecules and by a small number of mole-
cules. Picosecond photon correlation techniques investigate effects driven by the 
absorption of a single photon of the excitation light. The effects investigated by 
FCS are driven by Brownian motion, rotation, diffusion effects, intersystem cross-
ing, or conformational changes. Because of these random and essentially sample-
internal stimulation mechanisms, correlation techniques do not necessarily depend 
on a pulsed laser.  

A second way to obtain information about single molecules is time-resolved 
spectroscopy with pulsed excitation at high repetition rate. The borderline between 
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correlation techniques and time-resolved single-molecule spectroscopy is flowing 
and somewhat artificial. In general, time-resolved single-molecule spectroscopy 
delivers spectroscopic information about individual molecules by recording the 
fluorescence in a short period of time. Photon correlation techniques normally 
derive average molecular properties from the observation of different molecules 
over a longer period of time. 

The optical systems used for both techniques are essentially the same. A small 
sample volume is obtained by confocal detection or two-photon excitation in a 
microscope. Several detectors are used to detect the fluorescence in different spec-
tral ranges or under different polarisation angles. Therefore correlation techniques 
can be combined with fluorescence lifetime detection, and the typical time-
resolved single-molecule techniques may use correlation of the photon data. The 
paragraphs below focus on single-molecule experiments that not only use, but are 
primarily based on pulsed excitation and time-resolved detection. 

5.13.1  Burst-Integrated Fluorescence Lifetime (BIFL) 
Experiments 

Molecules diffusing in a solution or travelling through a capillary are in the focus 
of a microscope lens for a time of a few hundred microseconds to a few millisec-
onds. Immobilised molecules under high excitation power cycle between the 
S0/S1 states and the nonfluorescent triplet state. The fluorescence signal therefore 
consists of random bursts corresponding to the transit of individual molecules 
through the focus or to the dwell time in the singlet state. Under typical condi-
tions, from a highly fluorescent molecule a few hundred photons are detected 
within a single burst. The idea behind burst-integrated fluorescence lifetime detec-
tion, or BIFL, is to identify the bursts of the molecules, obtain spectroscopic in-
formation within the bursts, and thus characterise the individual molecules. 

Lifetime detection within individual bursts was accomplished even with early 
PC-based TCSPC modules [374, 553]. Software-controlled sequencing or an ex-
ternal counter connected to the routing inputs was used to record a sequence of 
fluorescence decay curves. The time per curve was typically 10 ms, the number of 
curves per sequence 128. Of course, a resolution of 10 ms per curve did not give 
reliable information about the burst duration and the burst size. Therefore, often 
intensity tracing and FCS recording were performed in parallel by a multichannel 
scaler (MCS) and a correlator [554]. The technique was applied to single-molecule 
identification in a capillary [554] and to the identification of antigen molecules in 
human serum [441].  

Far better burst resolution was obtained by TCSPC modules with an internal 
sequencer. The sequencer records a virtually infinite sequence of decay curves in 
time intervals of 100 µs and shorter (Fig. 3.9, page 36) [31, 163, 500]. A part of a 
sequence recorded this way is shown in Fig. 5.125. 
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Fig. 5.125 Bursts of single molecules. Part of a longer sequence recorded by sequencer-
controlled memory swapping. 1 ms per step of the sequence, 64 ADC channels 

A burst is identified by detecting more than a defined number of photons in 
several successive steps of the sequence. For fluorescence-lifetime calculation, the 
photon distributions of all time-steps within the burst are accumulated and the 
lifetime is obtained by a maximum-likelihood algorithm [109, 163, 271, 274, 
442]. A histogram of the lifetimes obtained in a large number of bursts yields 
information about the homogeneity of the molecules and their local environment. 
Information about the quantum efficiency or „molecular brightness“ is obtained by 
building up a histogram of the burst size. For freely diffusing molecules the diffu-
sion time constant can be estimated from a histogram of the burst duration. In a 
capillary the histogram of the burst duration is an indicator of the speed of the 
molecules. 

Histograms for a solution of Cy5-dCTP flowing through a microcapillary are 
shown in Fig. 5.126. The integration time per step of the sequence was 0.5 ms. 
The total number of steps was 204,800, resulting in a total acquisition time of 
102.4 seconds. 

Fig. 5.126 Histograms of the burst size, the fluorescence lifetime within the bursts, and the 
burst duration. Cy5-dCTP flowing through a microcapillary, integration time per step of the 
sequence 0.5 ms. The total number of steps was 204,800, resulting in a total acquisition 
time of 102.4 seconds. From [31] 
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Burst-recording in the continuous-flow mode can be combined with multidetec-
tor operation. The detectors can be used to record the fluorescence in different 
wavelength intervals or under different angles of polarisation. This „multiparame-
ter“ detection technique delivers the lifetime, the angle of polarisation, the fluo-
rescence anisotropy, and the emission wavelength within the individual bursts 
[442, 500].  

For a burst resolution around 1 ms, detection by the continuous flow mode is 
relatively efficient in terms of data size. The drawback of the continuous flow 
mode is that the burst resolution is limited by the increase of the data size and, and 
consequently, by the available data readout rate (see Fig. 5.127).  

A much higher burst resolution can be obtained by recording the photons in the 
„FIFO“ or „time-tag“ mode. The time-tag mode is described under Sect. 3.6, page 
43. From the time-tag data, BIFL results with a burst resolution down to the laser 
pulse period can be obtained. MCS traces are available, and FCS and PCHs can be 
calculated. Because the full information about all photons is recorded time-tag 
data are extremely flexible. Conformational dynamics, rotational relaxation, and 
intersystem crossing can be investigated at almost any time scale [108, 154, 155, 
295, 419, 500]. However, time-tag data are also voluminous. For each photon four 
or six bytes are recorded, and file sizes of a gigabyte per measurement are not 
unusual. 

Figure 5.127 compares the file size for continuous flow data and FIFO mode 
data. The file size in the continuous flow mode depends on the time per sequence 
step; the file size in the FIFO mode on the average count rate. 
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Fig. 5.127 File size versus acquisition time for the continuous flow and the FIFO mode. For 
the FIFO mode the amount of data depends on the average count rate, for the continuous 
flow mode on the time per step of the sequence and on the ADC resolution 

5.13.2  Identification of Single Molecules 

Identification of single molecules has relevance for spectroscopic DNA sequenc-
ing [379, 475] and drug screening [75]. Molecules can be identified by using the 
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fluorescence lifetime, the fluorescence anisotropy, the lifetime in conjunction with 
the emission wavelength, and the burst size and duration. 

Lifetime-based identification is described in [163]. For identification of mole-
cules by their lifetime, the true shape of the signal, i.e. the convolution of the IRF 
with the expected decay function, is precalculated for different molecules. The 
photon distributions in the individual bursts are then compared with these precal-
culated functions. The rhodamine derivatives JF9, JA67, and JA53 were identified 
with an error rate between 0.1 and 0.01.  

The problem of pure lifetime identification is that the lifetime differences are 
often relatively small. Moreover, there may be some variation in the lifetime of a 
single type of molecule due to different local environments. It is therefore useful 
to add more parameters to the identification algorithm. By using the fluorescence 
anisotropy, rhodamine 133 and EYFP were identified with only 1% misclassifica-
tion [442]. 

Prummer et al. used the lifetime and the emission wavelength for on-line classi-
fication of molecules [418]. Typical results are shown in Fig. 5.128. 

Fig. 5.128 Stacked probability to identify one of the dyes R6G, DBATT, SRB, or DiI ver-
sus the number of detected photons. a) Classification by micro time. b) Classification by 
microtime and wavelength channel. From [418] 

The optical setup is similar to that shown in Fig. 5.129, page 198. A frequency-
doubled YAG laser is used for excitation. The wavelength is 632 nm, the pulse 
width 150 ps, the repetition rate 76 MHz. An NA = 1.3 oil immersion lens focuses 
the laser into the sample. The sample is mounted on a piezo-driven scan stage. The 
fluorescence is collected back through the microscope lens and separated from the 
excitation by a dichroic mirror. A second dichroic mirror splits the fluorescence 
into two wavelength intervals, which are detected by two single-photon APD 
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modules (SPQ141, EG&G). The pulses of the APDs are connected via a router 
into a TCSPC module (SPC 402, Becker & Hickl). The TCSPC module works in 
the FIFO mode, i.e. delivers the micro time, the macro time, and the wavelength 
channel for each photon. 

Classification is performed online in the incoming FIFO data stream. The pro-
cedure uses a lookup table that returns the probability that a photon originates 
from a particular type of molecule as a function of the micro time and the wave-
length channel. The identification procedure starts when the time lag between 50 
consecutive counts is below 2 ms. The probabilities are accumulated for succes-
sive photons until the molecule is identified or the time lag between 50 consecu-
tive counts exceeds 2 ms. 

The technique was demonstrated for the dyes rhodamine 6G (R6G), sulforho-
damine B (SRB), dibenzanthranthene (DBATT), and 1,1´-dioctadecyl 3,3,3´,3´,-
tetramethylindocarbocyanine perchlorate (DiI). Figure 5.128 shows the probability 
of identifying any one of the dyes versus the number of recorded photons for pure 
lifetime classification (left) and combined lifetime and wavelength classification 
(right). 

5.13.3  Multiparameter Spectroscopy of Single Molecules 

Multidetector TCSPC can be used to obtain several spectroscopic parameters 
simultaneously from a single molecule [108, 154, 155, 295, 419, 500]. The optical 
setup used in [419] is shown in Fig. 5.129.  

Fig. 5.129 Optical setup for single-molecule multiparameter spectroscopy, from [419] 
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A frequency-doubled mode-locked Nd-YAG laser delivers pulses of 532 nm 
wavelength, 150 fs pulse width, and 64 MHz repetition rate. The laser is coupled 
into the beam path of a microscope and focused into the sample. The sample is 
mounted on a piezo-driven sample stage. The fluorescence light from the sample 
is collected by the microscope lens and separated from the excitation light by a 
dichroic mirror and a notch filter. The light is split into its 0° and a 90° compo-
nents. The 0° component is further split into a short-wavelength and a long-
wavelength component. The signals are detected by single-photon APD modules 
and recorded by a single SPC 431 TCSPC module via a router. The TCSPC mod-
ule records the photons in the FIFO mode. 
The molecules to be investigated are embedded in polymethylmathacrylate 
(PMMA). An image of the sample is obtained by scanning and assigning the pho-
tons to the individual pixels by their macro time. Based on this image, appropriate 
molecules are selected for further investigation. 

These molecules are then brought into the focus and time-tag data are acquired. 
From the macro times of the recorded photons traces of the emission intensity of a 
single molecule are built up. The traces show bright periods, when the molecule 
cycles between the ground state and the excited singlet state, and dark periods, 
when the molecule is in the triplet state (Fig. 5.130). 

Fig. 5.130 Intensity trace for a single DiI molecule in PMMA. 50 us per time bin. From 
[419] 

The intersystem crossing yield is obtained from a histogram of the number of 
photons in the bright periods. The histogram of the dark periods reflects the triplet 
decay and delivers the triplet lifetime. The fluorescence lifetime is obtained by 
building up the fluorescence decay functions from the micro times. 

The histogram of the photon numbers in the bright periods, the histogram of the 
dark periods, and the histogram of the micro times are shown in Fig. 5.131. 
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Fig. 5.131 a) Histogram of the number of photons in the bright periods. With an assumed 
detection efficiency of 10% an intersystem crossing rate of 4.9·10-4 is obtained. 
b) Histogram of the dark periods. The triplet lifetime is 380 30 µs. c) Histogram of the 
arrival times of the photons. The fluorescence decay time is 2.33 0.03 ns. From [419] 

The polarisation of the fluorescence is obtained by comparing the counts in 
APD1 with the counts in APD2 and APD3. The anisotropy decay can be calcu-
lated from the micro times of the photons in these detector channels. Figure 5.132 
shows that there is some rotational relaxation, in spite of the solid matrix in which 
the molecules are embedded. A fit delivers a final anisotropy of 0.683 0.003, a 
cone of wobbling of 12.4 0.3°, and a rotational correlation time of 2.7 0.4 ns. 

Fig. 5.132 Anisotropy decay of a DiI molecule in a PMMA matrix. The molecule has a 
limited rotational degree of freedom. A fit delivers a final anisotropy of 0.683 0.003, a 
cone of wobbling of 12.4 0.3°, and a rotational correlation time of 2.7 0.4 ns [419] 

To observe the spectral relaxation of single molecules, the transition wave-
length of the dichroic mirror between APD2 and APD3 is placed in the centre of 
the fluorescence band of the molecule being investigated. Figure 5.133 shows the 
spectral relaxation of an Alexa 546 molecule conjugated to a single protein. 
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Fig. 5.133 Spectral relaxation of an Alexa 546 molecule conjugated to a single protein. A 
fit delivers a spectral shift of 4 nm and a spectral relaxation time of 0.3 ns [419]. 

[255] presents an application of the instrument shown in Fig. 5.129 to monitor 
conformational changes in the citrate carrier CitS. A version of the instrument 
uses an annular aperture stop in the beam path of the microscope. With this stop, 
different Airy disks are obtained for different orientation of the dipoles of the 
molecules [465, 466]. Comparing the observed intensity patterns of the molecules 
with calculated diffraction patterns makes it possible to derive the 3D orientation 
of the molecules. In [289] the lifetime of DiI molecules in a 20 nm polymer film at 
a glass surface is investigated by this technique. The lifetime changed from 
4.7 0.7 ns to 2.11 0.1 ns, depending on the orientation of the molecules to the 
surface.

5.14  Miscellaneous TCSPC Applications 

5.14.1 Two-photon Fluorescence with Diode Laser Excitation 

Two-photon excitation has become a standard technique in laser-scanning micros-
copy and single-molecule detection, see sections Sect. 5.7, page 129 and 
Sect. 5.10, page 176. The excitation wavelength is twice the absorption wave-
length of the molecules to be excited. Because two photons of the excitation light 
must be absorbed simultaneously, the excitation efficiency increases with the 
square of the excitation power density. This technique requires pulsed excitation 
with high peak power, i.e. short pulses, and focusing into a small spot of the sam-
ple. 

Two-photon laser scanning microscopes and microscopes for two-photon single 
molecule experiments use femtosecond lasers. Two-photon fluorescence excita-
tion with a picosecond diode laser cannot be expected to work with the same effi-
ciency. The average intensity is only a few mW. Moreover, the pulse duration is 
of the order of 100 ps, so that the peak power is many orders of magnitude lower 
than for a fs Ti:Sapphire laser. The relative excitation efficiency of different lasers 
can be estimated as follows: 

The peak power of the laser is approximately 
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with Ppeak = peak power, Pav = average power, Tper = laser pulse period, Tpw = laser 
pulse width. The excitation efficiency, Eex, increases with the duration of the exci-
tation pulse, Tpw, and with the square of the peak power, Ppeak:
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The factor k depends on the two-photon absorption cross section of the dye at the 
laser wavelength, on the pulse shape, and on the spatial energy distribution in the 
focus. Because the effective excitation depends on the reciprocal pulse width, not 
on its square, the prospects are not too bad for detecting diode-laser-excited two-
photon fluorescence. It has in fact been demonstrated that two-photon excitation 
can be achieved even with CW lasers [228]. An experiment to demonstrate two-
photon excitation by diode lasers is shown in Fig. 5.134. 
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Fig. 5.134 Experimental setup for ps diode laser excited two-photon fluorescence 

The laser emits at a wavelength of 785 nm. The average power of the laser was 
adjusted to approximately 10 mW. The pulse width was determined by TCSPC 
and was about 300 ps FWHM. 

The laser beam was focused into a 1-mm sample cuvette by a microscope ob-
jective (NA = 0.4). The relatively low NA was used to obtain a working distance 
convenient to the sample cuvette. The laser collimator was adjusted to get a 
slightly divergent beam. This allowed the objective lens to be operated close to the 
beam geometry for which it was corrected and to exploit its full aperture. The 
fluorescence light was detected from the back of the cuvette. 6 mm of Schott 
BG39 filter glass was used to block the laser light from the detector. 

Diode lasers emit a small amount of light at wavelengths very different from 
the nominal emission wavelength. To block emission below 650 nm, a 695 nm 
filter glass was put into the excitation beam. The fluorescence light was detected 
by a Hamamatsu H7422P 40 photomultiplier module. The single-photon pulses 
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were fed into the start input of the TCSPC module. The trigger output pulses from 
the laser were used as stop pulses. 

The feasibility of two-photon excitation was tested with 10-3 mol/l and 
10-4 mol/l solutions of rhodamine 6G in ethanol and fluorescein-Na in water. The 
results are shown in Fig. 5.135. 

Fig. 5.135 Fluorescence decay curves obtained be two-photon excitation. 1) Rhodamin 6G, 
10-3 mol/l in ethanol, 2) Rhodamin 6G 10-4 mol/l in ethanol, 3) Fluorescein Na 10-3 mol/l in 
pH 7.4 buffer, 4) Fluorescein Na 10-4 mol/l in pH 7.4 buffer, 5) Laser pulse 

Curves 1, 2, 3 and 4 are the recorded decay functions of Rhodamin 6G, 
10-3 mol/l, Rhodamin 6G 10-4 mol/l, Fluorescein 10-3 mol/l and Fluorescein 
10-4 mol/l. The count rates were 4,500 s-1, 900 s-1, 3,000 s-1 and 400 s-1, respec-
tively. The overall acquisition time was 3,000 s each. The fluorescence lifetimes 
are 5.4 ns and 7.9 ns for the 10-4 mol/l and 10-3 mol/l Rhodamin 6G solutions, and 
4.7 ns and 5.6 ns for the 10-4 mol/l and 10-3 mol/l Fluorescein solutions. The in-
crease of the lifetime with the concentration can be explained by reabsorption. 
Reabsorption is more critical for two-photon than for one-photon excitation, be-
cause locations much deeper in the sample can be excited. 

Curve 5 is the laser pulse, detected through ND filters without the blocking fil-
ters. The laser pulse was recorded to get a time reference as to where the fluores-
cence is to be expected. Please note that the recorded laser pulse is not the effec-
tive profile of the instrument response function (IRF). The two-photon effect is 
proportional to the square of the power, therefore the two-photon IRF is different 
from the one-photon IRF. 

The detected photon rates of 400 to 4,500 photons per second are relatively low 
although the dye concentrations were very high. At first glance this result does not 
appear very promising. The efficiency can be improved by 

Using a high NA lens, e.g. an immersion lens with NA = 1.3. This should im-
prove the efficiency by a factor of 10. 
Using a dielectric blocking filter with a steeper transition characteristic. The 
BG39 glass used blocks a large amount of the Rhodamin 6G fluorescence. 
Beam shaping of the excitation beam. The beam from a laser diode has a no-
ticeable astigmatism and is not focused into a diffraction limited spot. Improv-



204      5 Application of Modern TCSPC Techniques 

ing the focal quality can be expected to yield a factor of 3 to 5 in fluorescence 
intensity. 
Collection of the fluorescence photons through the microscope objective and 
diverting the fluorescence signal by a dichroic mirror. With a high NA objec-
tive, this increases the NA of the detection light path. Compared to the test 
setup (an 8 mm photocathode in a distance of 20 mm) an increase in detection 
efficiency by a factor of 5 to 10 can be expected. 
Matching of the laser wavelength and the absorption maximum of the fluoro-
phores.  

All in all, an improvement in the detected count rate by a factor of 103 appears feasi-
ble. If this is correct, two-photon diode-laser-excited fluorescence can be detected 
from a large number of marker dyes in biologically relevant concentrations. 

5.14.2  Remote Sensing 

With a suitable optical system TCSPC is able to record fluorescence decay func-
tions or diffusely reflected laser signals over remarkable distances. The setup 
shown in Fig. 5.136 records the fluorescence of chlorophyll in plants over a dis-
tance of several hundred meters. 
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Fig. 5.136 Fluorescence measurement over large distance 

A diode laser sends a beam of 100 ps pulses to the target. The repetition rate of 
the laser pulses is 50 MHz, the average power 0.5 mW. A 20-cm (8-inch) tele-
scope (Meade LX90 EMC) is used to collect the photons from the target. The 
fluorescence and the reflected light are separated by a dichroic mirror and a 
700 15 nm bandpass filter and detected simultaneously by two individual detec-
tors. Consequently, detector 1 detects the diffusely reflected laser, detector 2 the 
fluorescence of the leaves. 

In spite of the low laser power, the chlorophyll fluorescence can be detected 
over a distance of several hundred meters, with count rates of the order of 1,000 
photons per second. At a count rate this low the background signal is an important 
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issue; reasonable results can be obtained only at night and at a site that does not 
suffer from too much light pollution. A typical result is shown in Fig. 5.137. 

Fig. 5.137 Scattering (1) and fluorescence (2) of leaves recorded over a distance of 300 m 

The telescope and the laser were pointed into a forest approximately 300 m 
away. Curve 1 is the laser scattered at the target, curve 2 is the detected fluores-
cence.

It is almost impossible to hit only one leaf over so great a distance. Therefore 
the signals from several leaves at different distances are detected. Moreover, the 
signal intensity fluctuates considerably on a scale of seconds due to the motion of 
the leaves in the wind. However, because the reflectance and the fluorescence 
signals are detected simultaneously, the reflectance can be used as an approxima-
tion of the instrument response function. This approach is not absolutely correct 
because the reflected photons can also come from nonfluorescent target compo-
nents, but it delivers decay times with reasonable accuracy. The result of a double-
exponential fit is shown in Fig. 5.138. 

Fig. 5.138 Double-exponential lifetime fit to the data of Fig. 5.137 in a time window indi-
cated by the cursor lines. Fluorescence, scattering, and convolution of scattering curve with 
calculated decay function. Lower part: Residuals of the fit 
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The fit was calculated for the time window indicated by the vertical lines; it de-
livers lifetime components of 49 ps and 476 ps. The fast lifetime components may 
contain some scattered laser light. Nevertheless, even the slow component is re-
markably short. The short lifetime can, however, be explained by the fact that the 
excitation density was very small. The leaves were therefore perfectly dark-
adapted. Consequently, the reaction pathway remained fully open during the 
measurement, and no decrease of photochemical quenching was induced [345]. 

5.14.3  Laser Ranging 

The high time resolution of TCSPC in conjunction with fast detectors can be used 
to build up high-resolution ranging or three-dimensional imaging systems. The 
system described in [340, 341, 533] uses a 20 ps diode laser, an actively quenched 
avalanche photodiode [116] and an SPC 300 TCSPC module. The photons re-
flected from the target and a reference pulse are recorded within the same TAC 
range. A slow-scanning procedure is employed, i.e. the photons for one pixel of 
the image are collected and the time-of-flight distribution is read out from the 
TCSPC module before the scanner proceeds to the next pixel. 

The system achieves a distance repeatability of 10 µm and < 30 µm for a 1 m 
and 25 m stand-off, respectively. The distance accuracy corresponds to a timing 
accuracy of 33 fs and 100 fs. This surprisingly high resolution is obtained by a 
fitting algorithm [516] which gives a better accuracy than the usual centroid esti-
mate. The high accuracy is also explained by the fact that the average timing jitter 
of a large number of detected photons decreases with the square root of the photon 
number. An accuracy this good can only be achieved with a detector of low transit 
time spread, efficient cancellation of system drifts, and a TCSPC time channel 
width short enough to sample the IRF correctly.  

TCSPC modules with sequencing or imaging capability can be used to read out 
the data without stopping the measurement, or to acquire the complete image at a 
fast scanning rate. 

5.14.4  Positron Lifetime Experiments 

Positron lifetime measurements can be used to investigate the type and the density 
of lattice defects in crystals [293]. In solid materials positrons have a typical life-
time of 300 to 500 ps until they are annihilated by an electron. When positrons 
diffuse through a crystal they may be trapped in crystal imperfections. The elec-
tron density in these locations is different from the density in a defect-free crystal. 
Therefore, the positron lifetime depends on the type and the density of the crystal 
defects. When a positron annihilates with an electron two  quanta of 511 keV are 
emitted. The  quanta can easily be detected by a scintillator and a PMT. 
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The positrons for the lifetime measurement are conveniently obtained from the 
+ decay of 22Na. In 22Na a 1.27 MeV  quantum is emitted simultaneously with 

the positron. This 1.27 MeV quantum is used as the timing reference for the posi-
tron lifetime measurement. The general experimental setup is shown in the 
Fig. 5.139. 
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Fig. 5.139 Positron lifetime experiment 

The 22Na source is placed between two identical samples. Two XP 2020 pho-
tomultipliers equipped with scintillators are attached directly to the two samples. 
The pulses from the photomultipliers are used as start and stop pulses for the 
TCSPC module. The pulses from PMT 2 are delayed by a few nanoseconds so 
that a stop pulse arrives after the corresponding start pulse. Each  quantum 
generates a large number of photons in the scintillator. Therefore, the PMT 
pulses are multiphoton signals, and the time resolution can be better than the 
transit time spread of the PMTs. Moreover, the amplitudes of the photomultiplier 
pulses are proportional to the energy of the particle that caused the scintillation. 
Therefore the amplitudes can be used to distinguish between the 511 keV events 
of the positron decay and the 1.27 MeV events from the 22Na. The discriminator 
thresholds for start and stop are adjusted in a way that the stop channel sees all, 
the start channel only the larger 22Na events. The rate of the 22Na events is of the 
order of a few kHz or below.  

Therefore it is unlikely that a time measurement is started and stopped by two 
successive 1.27 MeV quanta of the 22Na decay. The by far most likely start-stop 
event is the detection of a 1.27 MeV quantum in the start PMT followed by the 
detection of a positron in the stop PMT. The histogram of these events gives the 
desired positron lifetime distribution. A typical result is shown in Fig. 5.140. 
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Fig. 5.140 Result of a positron lifetime experiment. SPC 630 TCSPC Module, XP2020 
PMTs . Acquisition time 20 minutes 

5.14.5  Diagnostics of Barrier Discharges 

The study of barrier discharges (also referred to as dielectric barrier discharges or 
silent discharges) is important for understanding mechanisms of degradation and 
breakdown of insulators as well as the reactions in the gas of the discharge. A 
barrier discharge consists of a large number of microdischarges of nanosecond 
duration. The microdischarges appear at random times and random locations over 
the surface of an insulator.  

The experiment shown in Fig. 5.141 records the shape of the light pulses emitted 
by the plasma of single microdischarges in air as a function of the voltage, the wave-
length, and the location in the discharge gap [69, 286, 287, 288, 528, 529, 530]. 
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Fig. 5.141 Detection of random light pulses from electrical discharges at the surface of an 
insulator

The stop signal for the TCSPC measurement is generated by a PMT. The stop 
PMT receives the light in a wide spectral range from one side of the discharge 
gap. The light pulses are strong enough to release a large number of photoelec-
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trons in the stop PMT. The stop PMT is operated at a gain below the single photon 
detection level. It therefore delivers a timing reference signal of relatively low 
jitter (see also Fig. 7.44, page 306). The pulses from the stop PMT are delayed and 
fed into the stop input of a TCSPC module (SPC 530, Becker & Hickl, Berlin). 

The light from the other side of the discharge gap is focused on the input of an 
optical fibre and fed into a monochromator. The light of the selected wavelength is 
detected by the start PMT. Due to the low numerical aperture and narrow wave-
length interval transmitted by the monochromator, the efficiency in the detection 
path is much lower than for the stop PMT. Therefore the start PMT detects single 
photons at a rate considerably lower than the average rate of the discharge pulses. 
The single-photon pulses are used as start pulses of the TCSPC module and proc-
essed in the ordinary way. 

The electrical field in the discharge gap is generated by a high-voltage trans-
former. The transformer is driven by a sine-wave voltage from a digital waveform 
generator (PPG 100, Becker & Hickl, Berlin). The waveform generator feeds a 
digital equivalent of the sine-wave voltage into the routing input of the TCSPC mod-
ule. When a photon is detected, it is accumulated in a memory block corresponding 
to the momentary voltage and in a time channel corresponding to its time referred to 
the stop pulse. Therefore the TCSPC modules records the photon distribution over 
the voltage across the discharge gap and the time within the discharge duration. A 
large number of such distributions are obtained sequentially by scanning the mono-
chromator wavelength or the fibre position along the discharge gap. 

Typical results [288] are shown in Fig. 5.142 and Fig. 5.143. Figure 5.142 
shows the time-integrated spectrum of the discharges. The recorded photon distri-
butions over the time in the discharge and the length of the discharge gap are 
shown in Fig. 5.143. 

Fig. 5.142 Time-integrated spectrum of the barrier discharge in air. The wavelengths used 
for time-resolved measurements are indicated. From [288] 
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Fig. 5.143 Time-resolved photon distributions along the discharge gap for the wavelengths 
indicated in Fig. 5.142. From [288] 

5.14.6  Sonoluminescence  

The principle shown in Fig. 5.141 can be applied to a number of similar experi-
ments with randomly emitted light pulses. An early application was the measure-
ment of scintillator decay times by radioactive decay [167] and the use of scintilla-
tion pulses for fluorescence excitation. 

A more recent application is time-resolved recording of sonoluminescence. 
Sonoluminescence is generated if a gas bubble in a liquid is excited by ultrasound 
[20, 72, 139, 190, 233]. The emitted light consists of extremely short flashes with 
a duration of 100 ps and less. 

For time-resolved detection of the flashes, TCSPC detection systems are used. 
The light signal is split into two parts. One part is detected by a stop PMT and 
delivers the stop signal to the TCSPC device. The stop PMT works in a mul-
tiphoton mode and thus delivers a low-jitter timing reference. The other part is fed 
through a monochromator and detected by the start PMT. The start PMT is oper-
ated in the single photon mode. The TCSPC module records the average shape of 
the light pulses. 

The efficiency of the measurement can be increased by multiwavelength detec-
tion. The monochromator is replaced with a polychromator, and a multianode 
PMT with routing electronics is used to detect the full spectrum. However, despite 
its obvious benefits, no application of multiwavelength TCSPC to sonolumines-
cence has yet been published.  
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5.14.7  The TCSPC Oscilloscope 

If a TCSPC module is operated at a count rate of 105 to 106 photons per second a 
reasonably accurate waveform is recorded within less than 100 ms. Advanced 
TCSPC modules can therefore be used as optical oscilloscopes. A repetitive meas-
urement cycle is performed in short intervals and the recorded photon distribution 
versus time is displayed. Even with a low-cost PMT module, e.g. the Hamamatsu 
H5783, an IRF width of about 180 ps is achieved. This corresponds to a signal 
bandwidth of almost 2 GHz. The time channel width can be made as short as a 
picosecond, which results in an equivalent sample rate of 1,000 GS/s. 

Figure 5.144 shows an example of a TCSPC oscilloscope measurement. The 
fluorescence of chlorophyll in a leaf was recorded at a count rate of 4 106 photons 
per second and an acquisition time of 100 ms. The time channel width was 9.8 ps. 
The fluorescence was excited by a diode laser at a wavelength of 650 nm and a 
repetition rate of 50 MHz. 

The total cost of a TCSPC oscilloscope system is no higher than that of an opti-
cal oscilloscope consisting of a fast photodiode and a fast oscilloscope. However, 
the sensitivity is many orders of magnitude greater. Moreover, the detection area 
of a PMT is much larger than that of an ultrafast photodiode, so alignment is no 
longer an issue. 

Fig. 5.144 Fluorescence signal recorded in an TCSPC oscilloscope setup. One channel of a 
Becker & Hickl SPC 144, detector count rate 6 MHz, recorded count rate 4 MHz, 
1,024 time bins per curve, acquisition time 100 ms per curve. To reproduce the visual im-
pression, two successive traces were overlaid 

In practice a stack of filters in front of the PMT is used for convenient 
operation under normal daylight conditions. A narrow-band interference filter with 
a transmission centred at the wavelength of the detected signal can be added to 
reduce the daylight sensitivity. 

Convenient detectors for oscilloscope application are the Hamamatsu H5783 or 
H5773 modules, or detector heads based on these modules. The modules have a 
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built-in high-voltage generator so that any handling of high voltage is avoided. 
This is an important feature for practical use. 

Recently fast and relatively inexpensive SPAD modules have become available 
[245]. The detectors have an active area of 50 µm diameter and are overload-
proof. The IRF width is about 40 ps, resulting in an equivalent signal bandwidth of 
about 9 GHz. Although the small active area can cause some alignment problems, 
these detectors are excellently suitable for TCSPC oscilloscopes. 

A TCSPC oscilloscope mode is implemented in most advanced TCSPC mod-
ules. The mode has become an indispensable tool for a large number of technical 
jobs. Alignment and optimisation of optical systems often requires not only 
maximising the efficiency but also localising and removing optical reflections, 
leakage of excitation light, or pulse dispersion.  

The oscilloscope mode is also used to optimise detectors and the driving condi-
tions of picosecond diode lasers. Another potential application is beam monitoring 
in synchrotrons. Furthermore, the oscilloscope mode is a convenient way to opti-
mise TCSPC system parameters, such as signal delay, CFD zero cross and thresh-
old, and TAC parameters. 



6  Detectors for Photon Counting 

6.1  Detector Principles 

6.1.1  Conventional Photomultiplier Tubes 

The most frequently used detectors for low-level detection of light are photomul-
tiplier tubes. A conventional photomultiplier tube (PMT) is a vacuum device that 
contains a photocathode, a number of dynodes (amplifying stages) and an anode 
that delivers the output signal (Fig. 6.1). 

cathode

D1

D2 D3

D4 D5

D6 D7

D8

Anode

Photo-

Dynodes

Fig. 6.1 Functional principle of a conventional photomultiplier tube 

The operating voltage builds up an electrical field that accelerates the electrons 
from the cathode to the first dynode, D1, from D1 to D2, further from dynode to 
dynode, and from the last dynode to the anode. When a photoelectron is emitted at 
the photocathode it is accelerated towards the first dynode, D1. When it hits D1 it 
releases several secondary electrons. The same happens for the electrons emitted 
by D1 when they hit D2. The overall gain reaches values of 106 to 108. The secon-
dary emission at the dynodes is very fast. In a properly designed dynode system 
the secondary electrons resulting from one photoelectron arrive at the anode 
within a time interval of a few ns. The resulting current pulse at the anode has a 
correspondingly short duration. Due to the high gain and the short output pulse 
width, a PMT produces easily detectable current pulses for the individual photons 
of a light signal. 

A wide variety of photomultipliers are used, with different shapes, different 
cathode geometries and diameters, and different dynode geometries [219, 297, 
348]. Some tube designs have been successfully used for more than 50 years. 
Typical design principles are shown in Fig. 6.2. 
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Fig. 6.2 PMT dynode geometries. Circular dynode arrangement, linear focused, fine mesh, 
venetian blind, metal channel type. C Cathode, D dynodes, A anode, F focusing electrode, 
S screen 

Of special interest for time-correlated single photon counting are the „linear fo-
cused“ dynodes, which give fast single electron response and low transit-time 
jitter, and the „fine mesh“ and „metal channel“ types, which offer position sensi-
tivity when used with an array of anodes. Moreover, PMTs with fine-mesh and 
metal channel dynodes can be made extremely small, which results in low transit 
time, low transit-time jitter, and a fast single-electron response. 

The gain systems used in photomultipliers can also be used to detect electrons 
or ions. The detectors are then called „Electron Multipliers“. The particles to be 
detected are fed directly into the dynode system. 

6.1.2  Channel and Microchannel PMTs 

The gain effect of secondary electron emission is also used in the Channel PMT 
and in the Microchannel Plate (MCP) PMT (Fig. 6.3). These PMTs use channels 
with a conductive coating. A high voltage is applied along the channels. The 
channel walls act as secondary emission targets. When a photoelectron enters the 
channel it bounces between the walls and causes secondary electron emission. The 
principle can be used in a single macroscopic channel or a microchannel plate 
[297, 298]. The microchannel plate contains a large number of microscopically 
small channels. Typical channel diameters are from 3 to 10 µm. Two or three 
microchannel plates can be used in series to achieve a high gain. The distance 
between the first microchannel plate and the cathode can be made very small. This 
results in a transit time spread of the photoelectrons as short as 25 ps. The output 
pulse width is of the order of a few hundred ps. Currently MCP PMTs are the 
fastest commercially available single photon detectors. 
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Fig. 6.3 Channel PMT (left) and microchannel PMT (right)

Like conventional PMTs, channel PMTs and MCP PMTs can also be used for 
the detection of single electrons or ions. The particles are fed directly into the 
input of the multiplication channels. 

6.1.3  Position-Sensitive PMTs 

To obtain position sensitivity, the single anode can be replaced with an array of 
individual anode elements [297, 298]; see Fig. 6.4. The position of the correspond-
ing photon on the photocathode can be determined by individually detecting the 
pulses from the anode elements. Multianode PMTs are particularly interesting in 
conjunction with the multidetector capability of advanced TCSPC techniques. 
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Fig. 6.4 Multianode PMT with metal channel dynodes (left) and multianode MCP-PMT 
(right)

A version of the multianode PMT uses a system of crossed wires as the anode 
[297]. In principle, individual wires could be connected to a TCSPC device via a 
router as in the case of the multianode PMT. Another way to obtain the X-Y in-
formation is to connect the wires via two resistor chains, as shown in Fig. 6.5, left. 
The spatial coordinates of the photons are then determined by measuring the pulse 
amplitudes at the ends of the resistor chains. 

Virtually continuous X-Y information can be obtained from an MCP-PMT with 
a resistive anode [311, 312, 361] (Fig. 6.5, right). TCSPC operation of these detec-
tors is described under Sect. 3.5, page 39. 
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Fig. 6.5 Position-sensitive PMT with crossed-wire anode (left) and resistive anode (right)

The drawback of any resistive network used at the MCP output is that it intro-
duces additional noise into the position signals. The thermal noise current is pro-
portional to the reciprocal square root of the resistance. To obtain X-Y resolution 
of the order of 1,000  1,000 pixels, the resistance is usually kept in the 100 k
range. However, the high resistance reduces the signal bandwidth, and conse-
quently the useful count rate. 

Noise from a resistive output structure is avoided in the wedge-and-strip anode. 
The structure is shown in Fig. 6.6. 

Multichannel

plates

Cathode

A1

A2
A3

Timing

X

Y

Fig. 6.6 MCP-PMT with wedge-and-strip anode 

The anode consists of a system of interlaced wedges and strips. The width of 
the strips gradually increases in the X direction. An electron cloud originating 
from a single photoelectron is split into three charge components, A1, A2, and A3. 
The ratios of A1, A2, and A3 depend on the X-Y position of the photoelectron. A 
typical micromachined wedge-and-strip anode contains hundreds of wedges and 
strips considerably smaller than the size of an electron cloud from a single photon. 
Therefore, the X-Y information is virtually continuous. 

The wedge-and-strip anode does not introduce resistive noise into the position 
signals. However, the capacitance between the outputs is of the order of 100 pF. 
To avoid capacitive crosstalk between the position signals, charge-sensitive ampli-
fiers with a virtual input impedance close to zero must be used. The high capaci-
tance increases the noise gain of the amplifiers. If the amplifiers are made fast, the 
signal-to-noise ratio decreases. Therefore, the wedge-and-strip anode also requires 
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making some tradeoff between the maximum count rate and the obtained spatial 
resolution. 

A problem shared by the crossed-wire anode detector with resistor chain, the 
resistive-anode detector and the wedge-and-strip detector is that ratios of the pulse 
amplitudes have to be calculated. However, it is difficult to calculate ratios with 
high speed, no matter whether analog or digital calculation is being used (see 
Sect. 3.5, page 39). 

Ratio calculation is avoided by using a delay line as an anode of an MCP-PMT 
[247, 248] (Fig. 6.7). The location along the delay line is obtained by measuring 
the delay between the outputs at both ends of the delay line.  

Multichannel

plates

Cathode

A1

A2

Delay Line

Timing

Fig. 6.7 Position-sensitive MCP-PMT with delay-line anode 

The drawback of the delay-line-anode detector is that one or two additional 
TACs and ADCs are required to obtain the X or X-Y information. The electronics 
for data acquisition are therefore complicated and expensive. This problem may be 
solved, with some loss in spatial and temporal resolution, by using TDC-based 
electronics for data acquisition. 

6.1.4  Single-Photon Avalanche Photodiodes 

PMTs use the emission of photoelectrons from a photocathode, i.e. the „external 
photo effect“, as a primary step of detection. The drawback of the external photo 
effect is that the photoelectrons are emitted in all directions, including back into 
the photocathode. Therefore the quantum efficiency, i.e. the probability that a 
photon releases an photoelectron, is smaller than 0.5. The best cathodes reach a 
quantum efficiency of about 0.4 between 400 and 500 nm [214]. 

Semiconductor detectors use the „internal photo effect“. That means that the 
photons generate electron-hole pairs inside the semiconductor. Theoretically the 
internal photoeffect works with a quantum efficiency of 1. In practice the quantum 
efficiency of a good silicon photodiode reaches 0.8 around 800 nm. In photodi-
odes and photoconductors an electrical field separates the electrons and holes, so 
that a photocurrent flows through the device when it is illuminated. Of course, the 
photocurrent caused by a single electron-hole pair is far too small to be recorded 
directly. Single photons can therefore be detected only if the semiconductor detec-
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tor has an internal gain mechanism that does not introduce any thermal noise 
background. A suitable gain mechanism exists in the „avalanche effect“. A photo-
diode is operated at a reverse voltage so high that the carriers moving through the 
semiconductor break off new electron-hole pairs from the lattice of the semicon-
ductor material. This avalanche effect is used in standard avalanche photodiodes 
(APDs) and delivers a stable gain on the order of 102 to 103.

A gain of 103 is, however, too low to detect single photons with the time resolu-
tion required for TCSPC. Unfortunately, higher gain normally results in instabil-
ity, i.e. the avalanche becomes self-sustaining and destroys the diode. Neverthe-
less, photon-induced avalanche breakdown can be used for single photon 
detection. The reverse voltage of the diode is set several volts above the break-
down voltage. To avoid the avalanche destroying the diode, an active or passive 
quenching circuit restores normal operation after each photon. The principle is 
often termed „Geiger mode“ [113, 115, 302], beause of the similarity with the 
Geiger-Müller counter. The principle of a single photon avalanche photodiode 
(SPAPD or SPAD) operating in the Geiger mode is shown in Fig. 6.8. 
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Fig. 6.8 Single photon avalanche photodiode (SPAD). Left Passive quenching, right active 
quenching

Passive quenching is obtained by operating the diode via a series resistor, Rs,
which is typically a few hundred k . Cs is the stray capacitance of Rs and the 
diode leads to ground, or an additional capacitor of a few pF. When an avalanche 
breakdown occurs, Cs is discharged within a time on the order of a nanosecond. 
The discharge current flows through the diode and the load, producing a corre-
spondingly short output pulse. Simultaneously the voltage across the diode drops 
below the breakdown voltage and the avalanche stops. The voltage across the 
diode then increases and eventually reaches the supply voltage. The time constant 
of this recovery process is 

)( dssr CCRT  (6.1) 

with Cd being the diode junction capacitance. Tr is typically a few hundred nano-
seconds to a few microseconds. As long as the reverse voltage of the diode re-
mains below the breakdown voltage, a new avalanche cannot be triggered. After 
the breakdown voltage is reached, the detection probability gradually rises to the 
original level. Full recovery of the detection probability and timing performance 
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takes 3 to 5 Tr . Consequently, passive quenching can be used only at count rates 
far below 1 MHz, and some count-rate dependence of the timing performance and 
efficiency must be expected. 

Active quenching uses an electronic quenching circuit [113, 116, 158, 302]. 
When a breakdown occurs, the output pulse of the diode triggers the quenching 
circuit, which reduces the reverse voltage of the diode below the breakdown level 
for a time of typically 20 to 50 ns. After the quenching pulse the reverse voltage is 
restored within a few ns, and the diode resumes normal operation. Thus a much 
higher count rate can be obtained than for passive quenching. However, in practice 
it is difficult to apply the quenching pulse to the high-voltage side of the diode 
without using a coupling capacitor or a transformer. Consequently, the diode volt-
age swings slightly above the steady state level after the quenching pulse, and then 
settles with the coupling time constant. Thus also actively quenched photodiodes 
often show some count-rate-dependent timing shift and change in efficiency. Dif-
ferent quenching circuits are discussed in detail in [116]. 

The reverse voltage applied to a SPAD can be as high as 200 to 500 V. The 
power dissipation in the diode during the avalanche breakdown is therefore con-
siderable. In passively quenched APDs the average diode current is limited by the 
series resistor, Rs. This gives inherent safety against damage. In an actively 
quenched APD the current is not automatically limited. Therefore some kind of 
overload protection must be implemented to avoid damage to the diode from ex-
cessive detection rates. 

APDs suitable for single photon detection must be free of premature breakdown 
at the edge of the junction or at local lattice defects. So far, only selected silicon 
APDs can be operated in the passive or active quenching mode, and only a few 
single photon APD detectors are commercially available [245, 354, 408]. 

For detection in the infrared region the situation is even less favourable. A few 
TCSPC applications of liquid-nitrogen cooled Ge APDs have been reported [391], 
but have not resulted in commercially manufactured detectors. InGaAs APDs 
suffer from strong afterpulsing which has prevented continuous quenched opera-
tion so far. 

A variant of active quenching is gated detection of single photons. For gated 
detection, the reverse voltage of the diode is pulsed above the breakdown voltage 
for a time of 1 to 100 ns. If a photon is detected within this time, an avalanche is 
triggered. For short gate pulses at low duty cycle there is no problem with after-
pulsing. Gated avalanche detection therefore works also with InGaAs APDs. 
Gated APDs are commonly used for experiments of quantum key distribution. 
They can also be used for low-intensity gated photon counting at low pulse repeti-
tion rate. 

At first glance, gated operation appears applicable to TCSPC at low pulse repe-
tition rate. TCSPC records only one photon per signal period. Consequently, the 
APD could be gated „on“ shortly before the light pulse to be recorded, and gated 
„off“ after the time interval of interest. However, in actuality ripple on the gate 
pulse and transients induced by the leading edge of the gate pulse cause large 
timing errors and poor differential nonlinearity.  

Passively and actively quenched single-photon APDs must normally be cooled. 
Except for diodes of extremely small area the thermal carrier generation rate at 
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room temperature is so high that the device is useless or may not work at all. Even 
if the diode is cooled to –30° C, the dark count rate per mm2 of active area is much 
higher than for a PMT. Interestingly, the dark count rate increases more than pro-
portionally with the area [246]. Consequently, SPADs are made only with small 
active diameters on the order of 10 to 200 µm. The small detector area has to be 
taken into account when the use of a SPAD is considered. 

A problem associated with quenched breakdown operation is light emission 
from the diode. Light emission can be a problem for correlation experiments and 
quantum cryptography [299, 515] (see Fig. 5.105, page 175). 

An overview of currently available SPAD technologies is given in [117]. The 
SPCM-AQR modules of Perkin Elmer [408] are based on diodes manufactured in 
a dedicated technological process [127]. The depletion region of the diodes is 30 
to 40 µm deep. This results in an exceptionally high quantum efficiency in the 
NIR, but also in a high breakdown voltage, poor timing stability, and relatively 
large timing jitter. 

A better timing performance is achieved with diodes built in a planar epitaxial 
process. The diodes are characterised by a small thickness of the depletion region 
and a breakdown voltage of only a few 10 V. The small thickness results in low 
timing jitter [115]. The quenching amplitude is of the order of a few V, and the 
quenching pulse can be coupled directly to the diode. Fully integrated quenching 
circuits can be used; the quenching circuit can even be integrated on the same chip 
with the diode [245]. The direct coupling of the quenching pulse keeps count-rate 
dependent timing shifts and IRF changes small. The drawback of the thin deple-
tion region is a reduced quantum efficiency in the near infrared. Moreover, pho-
tons passing the depletion layer may cause a wavelength-dependent tail in the 
response (see Fig. 6.58, page 261). Planar epitaxial APDs are compatible with 
standard manufacturing processes used for high-speed CMOS circuits [245, 246, 
354, 424, 459]. The technique may reduce the price of SPADs considerably and is 
a possible way to produce SPAD arrays. 

Recently silicon APDs with a stable gain of 105 to 106 have been developed 
[294]. The diodes behave more or less like a PMT, i.e. the gain is a continuous func-
tion of the operating voltage. The output pulses have a duration of the order of a few 
hundred ps and an amplitude of a few 10 mV. It is likely, but not proved yet, that 
timing stability or light emission will no longer be a problem with these diodes. 

6.1.5  Hybrid PMTs 

Hybrid PMTs accelerate the photoelectrons emitted by a photocathode to an en-
ergy of 5 to 10 keV. The electrons are directed into a silicon PIN or avalanche 
photodiode. The principle is shown in Fig. 6.9. 

When an accelerated photoelectron hits the silicon diode it generates a large 
number of secondary electrons. Therefore a large part of the gain is obtained in a 
single step, with a correspondingly narrow amplitude distribution of the single-
photon pulses at the output of the device. By measuring the pulse amplitude, hy-
brid PMTs can therefore be used to distinguish between one, two, or even more 
photons detected simultaneously [314, 315]. 
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Fig. 6.9 Hybrid photomultiplier 

Currently manufactured hybrid PMTs have gains of the order of 10,000. There-
fore electronic noise from the matching resistor and from the preamplifier impairs 
the time resolution of single photon detection. The relatively large distance be-
tween the photocathode and diode chip may also cause transit-time spread. In 
practical applications, the extremely high operating voltage also causes problems. 
Currently hybrid PMTs are not routinely used for TCSPC experiments. 

The principle of the hybrid PMT is also used in electron-bombarded (EBD) 
CCDs. In these devices the diode is replaced with a CCD image sensor. Electron 
multiplication results in a considerable gain effect so that EBD-CCDs are able to 
detect single photons. However, the quantum efficiency of the photocathode is 
lower than the optical quantum efficiency of a CCD sensor. If an acquisition time 
of a few ten seconds can is acceptable it is often better to detect the photons di-
rectly in a cooled CCD. 

6.1.6  Other Detector Principles 

X-ray photons can be detected directly by PIN photodiodes. A single high energy 
X-ray photon absorbed in the diode generates a large number of electron-hole 
pairs. The resulting current pulse can be detected by a charge amplifier. Due to the 
limited speed of the amplifier these detectors have a time resolution in the us 
range and do not reach high count rates. They can, however, distinguish photons 
of different energy by the different amount of charge generated. Energy-resolved 
X-ray imaging with single photon sensitivity can be achieved even by CCD ar-
rays. When a single X-ray photon is absorbed it generates a number of electron-
hole pairs much higher than the readout noise of the CCD device. The number of 
carriers is proportional to the energy of the X-ray photon. If the CCD device is 
read out at a sufficiently high rate, the spatial position and the energy are obtained 
for individual X-ray photons [392]. 

Recently CCD image sensors with internal amplification have been developed. 
These devices have a readout noise of the order of one photoelectron or less [244]. 
They are, therefore, able to detect single photons, but not with the time resolution 
required for TCSPC. 

There are other single photon detection techniques, e.g. devices based on su-
perconductivity [359] and quantum dots. These techniques have not yet led to 
commercially available detectors. 
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Interestingly, the detection threshold of the rod cells in the human retina is 
close to the single photon level [427]. Most likely the sensitivity of the eye of a cat 
is even better. Unfortunately, most cats are not interested in serious scientific 
work, and it remains an open question whether they see individual photons or not. 

6.2  Characterisation of Detectors 

6.2.1  Gain 

The gain of a photomultiplier tube changes strongly with the operating voltage. 
The secondary emission coefficient at a particular dynode depends on the material 
of the dynodes and the energy of the primary electrons. For typical interstage 
voltages of the order of 100 V the secondary emission coefficient, n, is between 4 
and 10 and changes with the 0.7th to 0.8th power of the voltage [219]. For a 10 
stage PMT the total gain increases with the 7th or 8th power of the total voltage. 

It should be pointed out that the gain mechanism in a PMT tube operates as a 
random process. The number of secondary electrons is different for each primary 
electron. The relative width of the distribution can be expected at least of the size 
of the standard deviation of a poissonian distribution, n1/2, of the secondary emis-
sion coefficient, n, at the first dynode. Therefore the single-photon pulses obtained 
from a PMT have a considerable amplitude jitter, see Sect. 6.2.5, page 226. 

PMTs of the same type but with different cathodes may differ considerably in 
gain. The reason is that the cathode is formed inside the tube. During the manufac-
turing process the cathode material spills into the dynode system. This can even be 
intentional, because the cathode materials are efficient secondary electron emitters. 

High PMT gain is essential for TCSPC applications. A good timing stability 
can only be obtained if the gain is high enough to obtain single photon amplitudes 
considerably above the noise of a subsequent amplifier. 

6.2.2  Single-Electron Response 

The output pulse of a detector for a single photoelectron is called the „Single-
Electron Response“ or „SER“. Some typical SER shapes for different detectors are 
shown in Fig. 6.10. 

Standard PMT High Speed PMT MCP-PMT
t, 1ns/div

Iout

t, 1ns/div t, 1ns/div t, 1ns/div
SPAD

Iout Iout Vout

Fig. 6.10 Single electron response (SER) of different detectors 
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Due to the random nature of the detector gain, the amplitude of the single-photon 
pulses of PMTs and MCP-PMTs varies from pulse to pulse. The pulse height 
distribution can be very broad, up to 1:5 to 1:10. Figure 6.11 shows the SER 
pulses of an R5600 PMT recorded by a 1-GHz oscilloscope. 

Fig. 6.11 Amplitude jitter of SER pulses. R5900 PMT at –900 V. Scale 5 mV and 1 ns per 
division

The current amplitude, ISER, of the SER is approximately 

SER
SER

T

eG
I  (6.2) 

with G = PMT Gain, e = 1,602 10-19 As, TSER = SER pulse width (fwhm). The table 
below shows some typical values. ISER is the average SER peak current and VSER the 
average SER peak voltage when the output is terminated with 50 . Imax is the 
maximum permitted continuous output current of the PMT. 

Table 6.1.

PMT G T
SER

I
SER

V
SER

 (50 ) I
max

 (cont) 

Standard 107 5 ns 0.32 mA 16 mV 100 uA 

Fast PMT 107 1.5 ns 1 mA 50 mV 100 uA 

MCP PMT 106 0.36 ns 0.5 mA 25 mV 0.1 uA 

An important conclusion may be drawn from this table: If the PMT is 
operated near its full gain, the peak current ISER is much higher than the 
maximum continuous output current, Imax

. Consequently, the PMT delivers 
a train of random pulses rather than a continuous signal (see Fig. 1.1, page 
2). Because each pulse represents the detection of an individual photon, the 
pulse density, rather than the pulse amplitude, is a measure of the light 
intensity at the cathode of the PMT [297]. Obviously, the pulse density is 
measured best by counting the PMT pulses within successive time inter-
vals. Therefore, photon counting is a logical consequence of the high gain 
and the high speed of photomultipliers. 
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6.2.3  Signal Transit Time 

The signal transit time is the time from the absorption of a photon at the photo-
cathode to the corresponding pulse at the anode of a PMT. The transit time is 
almost entirely determined by the transit time of the electrons through the PMT. It 
is therefore proportional to the reciprocal square root of the supply voltage. Typi-
cal transit times for a number of frequently used PMTs are shown in the table 
below. 

Table 6.2.

Detector Operating voltage 
(Gain control voltage) 

Transit 
Time 

Transit Time per %  
Change in operating  
or gain control voltage 

R3809U MCP-PMT 3000 V < 1 ns 3 ps 

R7400 and R5600 TO8 PMTs 900 V 5.4 ns 21 ps 

H5773 Photosensor module (0.9 V) 5.4 ns 21 ps 

H7422 PMT module (0.9 V) 6.5 ns 27 ps 

R928 side window PMT 900 V 22 ns 100 ps 

XP2020 44 mm linear focused 
PMT 

2500 V 28 ns 140 ps 

The transit time has to be taken into account when choosing the cable 
length in the detector and reference signal path of a TCSPC system. More 
important than the transit time itself is the variation of the transit time with 
the detector supply voltage. To keep the transit time of a conventional 
PMT stable within 1 ps a stability of the operating voltage of the order of 
0.05% to 0.01% is required. 

6.2.4  Transit Time Spread 

The transit time between the absorption of a photon at the photocathode and the 
output pulse from the anode of a PMT varies from photon to photon. The effect is 
called „transit time spread“, or TTS. There are three major TTS components in 
conventional PMTs and MCP PMTs – the emission at the photocathode, the trans-
fer of the photoelectron to the multiplication system, and the multiplication proc-
ess in the dynode system or microchannel plate. The total transit time jitter in a 
TCSPC system also contains jitter induced by amplifier noise and amplitude jitter 
of the SER. 

The time constant of the photoelectron emission at conventional photocathodes 
is small compared to the other TTS components and usually does not noticeably 
contribute to the transit time spread. High efficiency semiconductor photocathodes 
of the GaAs, GaAsP and InGaAs type are an exception. These cathodes are much 
slower and can introduce a transit time spread on the order of 100 ps.  
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The largest fraction of the total transit time spread results from the different tra-
jectories of the photoelectrons on their way from the photocathode to the first 
dynode. The photoelectrons are emitted at random locations on the photocathode, 
with random start velocities and in random directions. Therefore, the time they 
need to reach the first dynode or the channel plate varies from electron to electron 
(see Fig. 6.12). 

Photo-

Focusing Electrode

1st. Dynode

2nd. Dynode

Electron
Trajecories

cathode

Photons

lg N

time

Main Peak

Secondary Peak

Tail or
Pre-Peak

Fig. 6.12 left Different electron trajectories cause different transit times in a PMT. Right:
general shape of the transit time distribution 

Moreover, some of the photoelectrons may be reflected at the first dynode, re-
turn a few hundred ps or a few ns later, and release secondary electrons. These 
electrons cause a tail or secondary peaks in the transit time distribution. Another 
peak can appear before the main peak. This usually results from photoelectron 
emission at the first dynode. Transit time distributions for a number of detectors 
are shown under Sect. 6.4, page 242. 

Unfortunately the resulting transit time spread depends on the wavelength. 
With decreasing wavelength, i.e. increasing photon energy, the start velocity and 
the velocity dispersion of the photoelectron increases, which causes changes in the 
transit time distribution. 

In fast PMTs the transit time spread is minimised by using a spherical 
photocathode, by placing one or several focusing electrodes between the cathode 
and the first dynode, and by making the dynodes in a curved shape. Of course, a 
short distance between the cathode and the first dynode and a strong electrical 
field are important as well. The distance is especially short for MCP-PMTs and 
miniature PMTs with metal-channel dynodes, which have a correspondingly short 
TTS. The transit-time spread is proportional to the reciprocal square root of the 
voltage between the cathode and the first dynode. This can be exploited to im-
prove the time-resolution of PMTs in TCSPC applications; see Fig. 6.37, page 
248. The maximum voltage is limited by possible dielectric breakdown in the tube 
or by an increase of the background count rate. 

As for the photoelectrons at the cathode, different start velocities of the secon-
dary electrons at the dynodes result in different transit times. However, because 
the number of secondary electrons is larger, time-dispersion in the dynode system 
results in pulse broadening rather than in transit-time jitter. 
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TTS exists also in single photon avalanche photodiodes (SPADs). The source 
of TTS in SPADs is the different depth at which the photons are absorbed, and the 
nonuniformity of the avalanche multiplication efficiency. This results in differing 
delays in the build-up of the carrier avalanche and in different avalanche transit 
times. Consequently the TTS depends on the wavelength and the voltage. More-
over, if a passive quenching circuit is used, the reverse voltage may not have com-
pletely recovered from the breakdown of the previous photon. The result is an 
increase of the TTS width or a shift of the TTS with the count rate. 

6.2.5  Pulse Amplitude Jitter 

The secondary emission coefficient at a particular dynode depends on the dynode 
material and energy of the primary electrons. For typical interdynode voltages 
used in PMTs, the secondary emission coefficient, n, is between 4 and 10. Be-
cause the secondary emission is a random process the number of the generated 
secondary electrons varies from electron to electron. The width of the distribution 
can be expected at least of the size of the standard deviation, n1/2, of a poissonian 
distribution of the secondary emission coefficient, n. Therefore the single-photon 
pulses obtained from a PMT have a considerable amplitude jitter. For TCSPC 
applications it is important that the pulse amplitudes of the majority of the pulses 
are well above the unavoidable noise background.  

Because the gain of a PMT may vary over a wide range, the total width of the 
distribution may vary for different tubes and different supply voltages. However, 
despite the different materials and shapes of the dynodes in different PMTs, the 
general shape of the distribution is more or less similar. There is a broad peak at 
high amplitudes and a secondary peak at low pulse amplitudes. The high ampli-
tude peak contains the regular single-electron pulses. The low-amplitude peak is at 
least partially related to the light. Its relative height does not appreciably depend 
on the count rate. It is possibly caused by photoelectrons scattered at the first dyn-
ode and reaching the second dynode without amplification. Another source of the 
small-amplitude peak is photoelectron emission on the first dynode. For some 
photomultipliers a „peak to valley“ ratio is specified, which indicates how much 
higher the main peak is compared to the valley between the main and the secon-
dary peak. 

If the discriminator threshold is set low enough an extremely high peak appears 
at very low amplitudes. This peak does not originate in the PMT but is caused by 
electronic noise of the preamplifier and noise pickup from the environment. Some 
typical pulse amplitude distributions are shown in Fig. 6.13. 
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Fig. 6.13 Distribution of the single-photon pulse amplitude of different PMTs and different 
gain at a count rate of 105 /s. Upper row: R5600P 01, H5773P 03. Lower row: Two speci-
mens of the R7400 02

The narrow peak at the left is the electronic noise. In the upper two tubes the 
main peak and the low-amplitude peak are clearly separated from the electronic 
noise peak. In the lower left tube, the peaks can be separated at maximum gain; in 
the lower right tube the gain is insufficient to separate the pulse distribution from 
the electronic noise background. 

The pulse height distribution at high detector gain often shows a structure, 
probably due to the discrete numbers of secondary electrons emitted at the first 
dynode. An example for an H7422P 40 module is shown in Fig. 6.14. 
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Fig. 6.14 Pulse amplitude distribution of a H7422P 40 for different gain. At high gain the 
distribution develops a substructure, probably due to the discrete numbers of secondary 
electrons emitted at the first dynode 

Figure 6.15 shows that the shape of the main peak of the amplitude distribution is 
the same for the photon pulses and the dark pulses. This is not surprising because 
the secondary emission process makes no difference between electrons emitted at 
the cathode thermally or optically. However, the secondary peak at low ampli-
tudes is more pronounced for the dark pulses, probably because some of the ther-
mal electrons are emitted at the dynodes. 

Fig. 6.15 Pulse amplitude distribution for dark pulses and photon pulses of an R5600P 01
PMT 

For reasonable TCSPC operation, a discriminator threshold must be found that 
rejects the electronic noise background and the pulses in the low-amplitude peak, 
but counts as many of the regular photon pulses as possible. Moreover, the thresh-
old should be considerably higher than the electronic noise level so that the small-
est detected pulses will still have a good signal-to-noise ratio. For photon counting 
it is therefore essential that a sufficient gain can be achieved within the permissi-
ble operating voltage of the PMT. 

It is often believed that the width of the pulse amplitude distribution depends on 
the cathode material. Certainly there are differences in the peak ratios of the main 
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and the low-amplitude peak, and in the peak-to-valley ratio. However, the differ-
ences are not very large (see Fig. 6.13), and the relative width of the main peak 
does not vary appreciably. It seems that detectors of different cathode type differ 
mainly in gain, rather than in the shape of the distribution. Consequently, the prob-
lem of most PMTs of poor photon counting performance is lack of gain, not so 
much an odd shape of the amplitude distribution. 

The amplitude jitter of the single-photon pulses as well as the noise background 
induce additional timing jitter in the CFD of a TCSPC device. In practice this jitter 
is hard to distinguish from the TTS of the detector. The general advice is to oper-
ate the detector at a gain as high as possible. Higher amplitudes reduce the effect 
of the electronic noise on the timing, and the CFD performance usually improves 
at higher pulse amplitudes.  

6.2.6  Cathode Efficiency 

Several different definitions are used to specify the efficiency of a PMT cathode. 
Often the sensitivity of a PMT is specified in units of „cathode luminous sensitiv-
ity“. This is the cathode current per lumen incident light from a tungsten lamp 
operated at a temperature of 2,856 K. Because the intensity maximum of the lamp 
is at about 1,000 nm, the luminous sensitivity may not represent the efficiency at a 
given wavelength. Photocathodes of different spectral sensitivity are therefore not 
directly comparable. Moreover, the cathode luminous sensitivity does not include 
the efficiency of the electron transfer from the cathode into the dynode system and 
the possible loss of photon pulses due to incomplete resolution of the pulse height 
distribution (see Fig. 6.27, page 241). 

In the test sheets of PMTs, the manufacturers occasionally specify the meas-
ured „anode luminous sensitivity“ instead of the cathode sensitivity. The anode 
sensitivity is the cathode sensitivity (including the electron transfer efficiency) 
multiplied by the gain of the tube. Because almost any gain can be obtained by 
increasing the supply voltage, the anode luminous sensitivity cannot be used to 
compare the photon counting performance of PMTs. 

The „cathode radiant sensitivity“ is the cathode current per watt of incident power 
at a given wavelength. It is usually given as a plot versus the wavelength. The cathode 
radiant sensitivity does not include the efficiency of the electron transfer from the 
cathode into the dynode system or the possible loss of photon pulses due to poor reso-
lution of the pulse height distribution. Nevertheless, the cathode radiant sensitivity 
is useful for comparing different detectors and different cathode versions. 

The most useful parameter for characterising the efficiency of a photon-
counting detector is the quantum efficiency. The quantum efficiency, QE, of a 
photocathode is the probability of the emission of a photoelectron per incident 
photon. It is directly related to the radiant sensitivity, S:

A

Wm
1024.1 6S

e

hc
SQE  (6.3) 

with h = Planck constant, e = elementary charge,  = Wavelength, c = velocity of 
light.  
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Usually quantum efficiencies given for detectors refer to the emission of a pho-
toelectron or, in avalanche photodiodes, the generation of an electron-hole pair. 
The „detection efficiency“ in PMTs is smaller for the reasons mentioned above: 
Not all photoelectrons cause a detectable anode current pulse in a PMT, and not 
all electron-hole pairs trigger an avalanche in a SPAD.  

The general wavelength dependence of the radiant sensitivity for some com-
monly used photocathodes is shown in Fig. 6.16. 
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Fig. 6.16 Spectral sensitivity of photocathodes, after [210, 214] 

The QE of the conventional bialkali and multialkali cathodes reaches 20 to 25% 
between 400 and 500 nm. A considerably higher efficiency is achieved by GaAsP 
and GaAs cathodes. The GaAsP cathode reaches a QE of 40% in the visible re-
gion. The GaAs cathode has a high NIR sensitivity and is a good replacement for 
the multialkali cathode above 600 nm. 

Unfortunately, GaAsP and GaAs cathodes are intrinsically slow and contribute 
with typically 100 ps to the TTS of the PMT. A short TTS in combination with 
sensitivity up to 1,100 nm is obtained from the S1 cathode (Fig. 6.16, right). How-
ever, the S1 cathode delivers an extremely high dark count rate and is therefore 
rarely used for TCSPC. A good solution to fast measurements in the NIR is the 
„extended red“, or S25 cathode. Recently a „high efficiency extended red“ cath-
ode has become available. Up to 750 nm the specified radiant sensitivity is almost 
the same as for the GaAs cathode.  

The radiant sensitivity of different PMT types of the same cathode material can 
vary considerably, especially for NIR-sensitive tubes. Reflection-type cathodes are 
usually a bit more efficient than transmission type photocathodes. Even tubes of 
the same type and cathode material differ noticeably in their radiant sensitivity. 

Compared to PMTs, single photon avalanche photodiodes (SPADs) have a con-
siderably higher efficiency in the near infrared. Figure 6.17 compares the QE of a 
silicon SPAD module [408] with the QE of a GaAsP PMT [214]. 
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Fig. 6.17 Quantum efficiency vs. wavelength for a SPAD, compared with a PMT with 
GaAsP cathode. After specifications given by manufacturers [214, 408] 

The QE of the SPAD follows the typical QE curve of a silicon photodiode and 
reaches almost 80% at 700 nm. However, the active area of the SPAD is only 
0.18 mm wide. Therefore the high efficiency of a SPAD can be exploited only if 
the light can be concentrated in a small area. 

The measurement of absolute detector efficiencies is anything but simple. It is 
therefore not surprising that there is some scatter in the values given by different 
manufacturers and for different detectors. An overview of the measurement of 
PMT parameters is given under Sect. 6.3, page 234. 

6.2.7  Dark Count Rate 

The dark count rate of the detector sets a limit to the sensitivity of a photon count-
ing system. The dark count rate of a PMT depends on the cathode type, the cath-
ode area, and the temperature. The dark count rate is highest for cathodes with 
high sensitivity at long wavelengths. Typical dark count rates for the commonly 
used photocathodes are 

Table 6.3.

Cathode Type Spectral Range nm Dark Count Rate s-1, at 22 °C 

Bialkali 180 to 650 10 to 100 

Multialkali 180 to 850 80 to 500 

Multialkali extended red 180 to 900 2000 to 6 000 

GaAs 350 to 900 20000 

GaAsP 250 to 700 2000 to 6 000 
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The dark count rate decreases by a factor of 3 to 10 for a 10 °C decrease 
in temperature. Cooling is therefore the most efficient way to keep the dark 
count rate low. Figure 6.18 shows the dark count rate versus temperature 
for different cathode versions of the Hamamatsu R3809U MCP PMT 
[211]. 

Fig. 6.18 Dark count rate of the Hamamatsu R3809U versus temperature for different 
cathode versions. From [211], S20 = Multialkali, S25 = extended red multialkali 

As can be seen in Fig. 6.18, even moderate cooling has a large effect on the 
dark count rate. The usual problems associated with cooling, like fogging of the 
entrance window or dew condensation on the tube, can often be avoided by cool-
ing just 10 15 degrees below the ambient temperature. Of course, any heating of 
the PMT should be avoided. Typical heat sources are the voltage divider resistors, 
amplifiers integrated in the PMT housing, or the coils of a shutter in front of the 
PMT. The power dissipation of these components should either be kept low or the 
heat must be efficiently dissipated via the PMT housing or another heat sink.  

The dark count rate of a PMT can increase dramatically after the photocathode 
has been exposed to daylight. For traditional cathodes the effect is reversible, but 
full recovery can take several hours. An example for a Hamamatsu H5773P 01 
(multialkali cathode) photosensor module is shown in Fig. 6.19. To show the full 
size and duration of the recovery effect, the experiment was performed at an am-
bient temperature of 5° C. 

If the cathode of an operating PMT is exposed to daylight or another strong 
source of light, the dark count rate can be permanently increased by several orders 
of magnitude. The tube can be damaged beyond recovery. 
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Fig. 6.19 Decrease of the dark count rate (in counts per second) of a H5773P 01 PMT 
module after the cathode was exposed to daylight. The detector was cooled down to 5°C. 
The peaks are caused by scintillation effects. Total time scale 11 hours 

PMTs can produce random single pulses of extremely high amplitude or bursts 
of pulses with extremely high count rate. Such bursts cause the spikes in Fig. 6.19. 
The bursts can originate from radioactive decay and scintillation effects in the 
vicinity of the tube, in the tube structure itself, or from cosmic ray particles. An-
other source of high-amplitude pulses are tiny electrical discharges in the cathode 
region of the tube. Therefore not only the tube, but also the materials in the cath-
ode region, must be suspected to be the source of the effect. Generally, there 
should be some millimeters clearance around the cathode region of the tube. 
Bursts can also be a sign of beginning instability, see 7.2.12. 

6.2.8  Afterpulsing Probability 

Photon-counting detectors have an increased probability of producing background 
pulses within the microseconds following the detection of a photon. These after-
pulses are detectable in almost any conventional PMT. It is believed that they are 
caused by ion feedback, or by luminescence of the dynode material and the glass 
of the tube. 

Afterpulsing can be a problem in high-repetition rate TCSPC applications, es-
pecially with Ti:Sapphire lasers or diode lasers, as well as in fluorescence correla-
tion experiments. At a high repetition rate, the afterpulses from many signal peri-
ods pile up and cause a considerable signal-dependent background (see Fig. 7.31, 
page 294). In fluorescence correlation spectra, afterpulsing results in a typical 
„afterpulsing peak“ at times shorter than a few µs. The amount of afterpulsing 
depends on the PMT gain. It can be reduced, yet not entirely removed, by decreas-
ing the operating voltage of the PMT and using a preamplifier of a correspond-
ingly higher gain. The measurement of the afterpulsing probability versus time is 
described under Sect. 6.3, page 234. 
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6.2.9  Prepulses 

In some detectors a bump in the TCSPC instrument response function appears a few 
ns before the main peak. The size of the bump depends on the discriminator thresh-
old. Normally the bump can be suppressed or reduced in size by increasing the dis-
criminator threshold. The effect is probably caused by photoelectron emission from 
the first dynode. The corresponding pulses reach the anode prior to the photons 
from the cathode, and have a lower amplitude. Figure 6.20 shows an example for an 
H5773P 01 photosensor module. 

Fig. 6.20 Prepulses in a H5773P 01 photosensor module can cause a bump about 1 ns 
before the main peak of the IRF. The prepulses have a lower amplitude than the regular 
pulses and can be suppressed by increasing the CFD threshold. Time scale 200 ps/div 

Similar effects can arise from an inappropriate zero cross level in a CFD. If the 
zero cross level is too close to the signal baseline, the zero cross comparator may 
oscillate and produce a double structure in the IRF. Therefore the CFD parameters 
should be checked before a PMT is suspected of producing prepulses. 

In general prepulses do not cause major problems in TCSPC measurements. 
Even if the corresponding peak in the instrument response function (IRF) cannot 
be suppressed, e.g. because maximum counting efficiency is required, the decon-
volution with the actual IRF delivers correct results. 

6.3  Measurement of PMT Parameters 

6.3.1  Single Electron Response 

The single-electron response (SER) of a PMT can be measured under weak con-
tinuous illumination by a fast oscilloscope. The input impedance of the oscillo-
scope must be switched to 50 . A very fast oscilloscope must be used to obtain a 
reasonable result, and precautions should be taken to avoid damaging the PMT or 
the oscilloscope input circuitry (see Sect. 7.6, page 315). 
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The width of the SER of conventional PMTs is of the order of a few ns. It can 
be shorter than 0.5 ns for MCP PMTs. The leading edge has a rise time of 1 or 
2 ns and 200 ps, respectively. Therefore the bandwidth of the oscilloscope must be 
500 MHz to show the pulses at all and more than 1 GHz to display the leading 
edge correctly. Moreover, an oscilloscope has no constant fraction discriminator 
and shows pulses of different amplitude slightly shifted in time. The „Average“ 
function of a digital oscilloscope should therefore not be used, since the trigger 
uncertainty caused by the amplitude fluctuation distorts the pulse shape. 

The pulse amplitude is usually high enough to be recorded directly by the oscil-
loscope. Nevertheless, the use of a preamplifier is recommended to protect the 
oscilloscope input against possible high-amplitude pulses. Such pulses can be 
caused by cable discharge, scintillation effects or tiny electrical discharges in the 
vicinity of the photocathode (Fig. 6.19, page 233). Moreover, a preamplifier with 
current sensing gives a warning when the PMT output current becomes too high 
(see Sect. 7.2.15, page 300). 

The trigger uncertainty caused by amplitude jitter can be avoided by using short 
laser pulses for testing. The oscilloscope is triggered by the laser and a large num-
ber of pulses is averaged. This requires that a photon must be detected in almost 
every laser period. To avoid overloading the PMT, the pulse repetition rate must 
be in the kHz range. The result of this measurement is the complete impulse re-
sponse of the PMT, i.e. the convolution of the SER and the TTS. Note that the low 
repetition rate increases the risk of damaging the preamplifier or the oscilloscope; 
if the laser intensity is too high, PMTs can deliver enormous pulse currents. The 
peak amplitude for linear focused PMTs, such as the XP2020, can be up to 1 A. 
Even miniature PMTs, such as the R5600 or R7400, deliver up to 200 mA. 

The SER of a PMT can also be recorded by splitting the signal and triggering 
the oscilloscope externally via a CFD. It is then possible to use a sampling oscillo-
scope or a fast boxcar device to record the pulse shape. There is, however, no 
reason why a normal TCSPC user should take such effort to record an SER pulse 
shape. 

Some typical SER pulse shapes measured by a 500 MHz oscilloscope under 
continuous illumination are shown in Fig. 6.21. 

Fig. 6.21 SER pulses recorded by a 500 MHz oscilloscope. Left R5600 at 980 V, centre
XP2020UR at 2,500 V, right R931 at 980 V 

The Hamamatsu R5600 miniature PMT (shown left) has a remarkably short and 
clean SER. The average amplitude is about 20 mV, so that a preamplifier is re-
quired for TCSPC application. 
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The XP2020UR (shown in the middle) has a wider SER and a slower leading 
edge. Although the operating voltage is far below the permissible maximum, the 
average pulse amplitude is more than 100 mV. At first glance the high pulse am-
plitude may be considered a benefit. In practice, the high amplitude in conjunction 
with the broad SER is rather a drawback, because it leads to a high average output 
current at a given count rate. The high output current distorts the dynode voltage 
distribution at high count rates, which in turn causes the TCSPC instrument re-
sponse to be count-rate-dependent; see Fig. 7.33, page 296. 

The SER of an R931 side-window PMT is shown in Fig. 6.21, right. Side-
window PMTs were not originally designed for fast detection, and a large amount 
of ringing is present in the SER. However, the somewhat ugly SER pulse shape 
has no negative effect on TCSPC applications. Although the ringing may trigger 
the CFD several times, this happens within the dead time of the TCSPC module 
and is therefore not recorded. The situation is different for fast multichannel 
scalers with a dead time of the order of 1 ns. If the time-channel width is of the 
order of 1 ns, the ringing shows up in the IRF. Even if the time-channels are wider 
than 1 ns, multiple counting of the larger pulses makes it impossible to obtain a 
clear counting plateau by adjusting the discriminator threshold. 

6.3.2  Transit Time Spread 

The transit time spread is measured by illuminating the PMT cathode with short 
light pulses and recording the pulse density versus time in a normal TCSPC setup. 
The setup is the same as for recording of the instrument response function (IRF) of 
a TCSPC system, and the same precautions should be taken to avoid broadening 
of the measured response (see Sect. 5.1.6, page 75). Sufficiently short pulses have 
to be used, and any optical elements that can cause pulse dispersion must be re-
moved. Monochromators, optical fibres, diffusers or scattering solutions must be 
strictly avoided. The light of the test laser should be sent directly to the cathode of 
the PMT through a set of neutral density filters. The stop pulse for the TCSPC 
module should be delayed so that the same laser pulse that caused a photon also 
stops the TAC. The count rate must be kept low enough to avoid pile-up. The 
CFD threshold should be set to detect at least 20% of the detector pulses to avoid 
distortion by multiphoton events (see Fig. 7.62, page 320). 

A frequent source of failure in TTS measurements is improper shielding of the 
detector. RF noise pickup from the environment or line frequency pickup via 
ground loops can severely impair the timing accuracy of the TCSPC electronics. It 
is obvious that the correct TTS cannot be measured under such conditions. 

The TTS of conventional PMTs and miniature PMTs with metal channel dyn-
odes can be measured with satisfactory accuracy using picosecond diode lasers. 
These lasers deliver pulses as short as 30 to 50 ps FWHM. However, the pulses 
may have a tail or a shoulder, especially at higher power. The diode driving condi-
tions for clean pulse shape with minimum tail are usually not the same as for 
shortest FWHM. The TTS of MCP PMTs can be reasonably measured only by a 
Ti:Sapphire laser or a similar femtosecond or picosecond laser system. 
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The transit-time distribution of most PMTs depends on the illuminated area and 
on the voltage at the focusing electrodes. TTS shapes for a number of PMTs are 
shown in chapter Sect. 6.4, page 242. 

The measured TTS functions also depend on the CFD threshold and CFD zero 
cross level used. One reason may be the normal degradation of the CFD timing 
performance at low pulse amplitudes. Another reason is noise, which impairs 
principally the timing of small-amplitude pulses. Irregular pulses may also be 
caused by photoelectron emission from the first dynode or by elastically scattered 
electrons at the first dynode.  

The influence of the CFD parameters on the measured TTS is much more pro-
nounced for linear focused PMTs than for miniature metal channel PMTs and 
MCPs. It is not clear whether this strong dependence is caused by imperfect zero-
cross timing in the CFD or slightly different SER pulse shapes for different elec-
tron trajectories in the PMT. It is therefore recommended to run a sequence of 
recordings for different CFD threshold and zero cross level. In advanced TCSPC 
devices, the sequential recording modes can be used to record such sequences 
automatically. Examples for an XP2020UR are shown in Fig. 7.61, page 319, and 
Fig. 7.63, page 321. 

6.3.3  Pulse Amplitude Distribution 

The usual way to measure the distribution of the SER pulse amplitude is by illu-
minating the PMT with weak light and recording a histogram of the pulse ampli-
tudes using a multichannel analyser (MCA). However, a normal multichannel 
analyser is usually not able to record the small and short single-electron pulses of 
a PMT directly. Therefore an amplifier with selectable gain and bandwidth must 
be used in front of the MCA. In this setup, low-pass filtering in the amplifier is 
used to broaden the single-photon pulses to a width that can be recorded by the 
MCA, normally a few hundred ns to one microsecond. The low-pass filtering 
causes a considerable loss in amplitude which must be compensated for by the 
amplifier gain. The gain is adjusted that the amplitude of the amplified and broad-
ened pulses matches the input voltage range of the MCA. A total gain of the order 
of 1,000 can be required. 

The amplifier gain can be reduced by using a PMT load resistance or amplifier 
input impedance of more than 50 . The increased load resistor in conjunction 
with the cable capacitance results in a pulse broadening without loss in amplitude. 
Load resistors of the order of 1 k  can be used. To avoid baseline drift in the 
amplifier, AC coupling is used. The coupling constant is selected as to minimise 
the baseline walk at higher pulse rates. Nevertheless, pile-up in the amplifier limits 
the useful pulse rate to typically a few 10 kHz . The general measurement setup is 
shown in Fig. 6.22.  
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Fig. 6.22 Measurement of the SER pulse height distribution of a PMT by a multichannel 
analyser 

Due to the high gain in the measurement setup, good detector shielding is man-
datory. Although high-frequency noise and line-frequency pickup are suppressed 
by the filters, the slightest pickup of radio frequency in the range from 100 kHz to 
10 MHz can make the results useless. 

Single-board TCSPC modules usually do not give the user direct access to the 
input of their internal MCA. If an input to the MCA is provided or can be made 
available, the pulse height distribution can be recorded as shown in Fig. 6.23. 

In the preamplifier, the PMT signal is split into a high-frequency and a low-
frequency component. (Such preamplifiers exist for microscopy applications.) The 
high-frequency component is used to trigger both the start and stop input of the 
TCSPC card. The stop input is delayed by a few ns to achieve normal start-stop 
operation. The slow signal component is sent through a delay cable and fed into 
the input of the biased amplifier of the TCSPC card. The cable length is adjusted 
so that the pulse maximum is reached when the ADC of the TCSPC module sam-
ples the signal from the biased amplifier. 
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Fig. 6.23 Recording of a pulse height distribution by a TCSPC module 

Because of the high speed of the biased amplifier and the ADC in a TCSPC 
board, the photon pulses delivered to the ADC need not be broader than 50 to 
100 ns. Therefore an extremely high preamplifier gain is not required, and AC 
coupling can be avoided. The setup can therefore be used up to a count rate of 
several 105 pulses per second. Examples for pulse height distributions recorded 
this way are shown in Fig. 6.13, page 227. 
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Of course, the setup shown in Fig. 6.23 works only with a TCSPC module that 
uses the TAC/ADC principle. Modules with direct time-to digital conversion do 
not have an internal MCA and are therefore unable to record a pulse height distri-
bution in the way shown above. 

Another possibility to record a pulse height distribution in a TCSPC system is 
to run a CFD threshold scan. Starting from the lowest possible value, the CFD 
threshold is gradually increased and the number of photons recorded in a given 
time interval is recorded versus the CFD threshold. An example for an H5773 20 
photosensor module is shown in Fig. 6.24. 

Fig. 6.24 CFD threshold scan for an H5773 20 photosensor module. Gain control voltage 
0.9 V, preamplifier 20 dB. Upper curve recorded at 100,000 counts per second, lower curve 
recorded with dark counts 

Of course, threshold scanning records the integral of the pulse height distribution. 
Differentiating the recorded curve results in a considerable increase of noise. 
Moreover, the acquisition time is longer than for the MCA technique, and this can 
be inconvenient, especially if the distribution of the dark pulses is to be recorded. 
Nevertheless, threshold scanning has its benefits. If the PMT is illuminated with 
laser pulses of high repetition rate, individual pulse height distributions for differ-
ent parts of the TTS can be obtained. 

6.3.4  Afterpulsing Probability 

Afterpulses of PMTs are difficult to detect in a standard TCSPC setup. The after-
pulses appear within a few microseconds after the detection of a photon. However, 
TCSPC records only one detector pulse per signal period. An afterpulse is 
recorded only if it appears in a new signal period and after the dead time caused 
by the previously detected photon. Afterpulsing then shows up as a signal-
dependent background (see Fig. 7.31, page 294). 

The afterpulsing probability can be measured by illuminating the detector by a 
source of continuous classic light, such as an incandescent lamp or an LED, and 
recording the detector pulses in the FIFO (time-tag) mode of a TCSPC module. 
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Afterpulsing reveals itself in the autocorrelation function of the photon density 
over time. For continuous classic light, the autocorrelation function is a horizontal 
line. Afterpulsing shows up as a peak at times shorter than a few microseconds. 
An example is shown in Fig. 6.25. 

Fig. 6.25 Afterpulsing of an R5600P 1 PMT. Autocorrelation of the photon density re-
corded for a continuous light. Count rate 10,000 /s 

The height of the afterpulsing peak depends on the count rate. The reason is 
that the probability of detecting the afterpulse of a previously detected photon is 
constant, whereas the probability of detecting another photon increases with the 
count rate. To make the results directly comparable different detectors must be 
tested at the same count rate. 

The density of the afterpulses, as a function of time after a light pulse, can be 
recorded directly with a multichannel scaler. The PMT is illuminated with light 
pulses at a pulse period in the µs range, and the PMT pulses are recorded over a 
time interval of a few microseconds. An example for the same R5600 1 PMT is 
shown in Fig. 6.26. An MSA 1000 multiscaler card (Becker & Hickl, Berlin) with 
1 ns channel width was used. The afterpulsing is clearly seen as a long shoulder in 
the recording of the light pulse. 

Fig. 6.26 Afterpulsing of an R5600P 1 PMT. Response to a 20 ns laser diode pulse, re-
corded by a 1 GHz multiscaler card, 200 ns/div 
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6.3.5  Luminous Sensitivity and Quantum Efficiency 

The radiant sensitivity of a detector – or its quantum efficiency – is one of the 
most important parameters for TCSPC application. Unfortunately absolute meas-
urements of the radiant sensitivity or the quantum efficiency are extremely diffi-
cult. The problem is not only that a calibrated light source or a calibrated reference 
detector are required but also that extremely low light intensities have to be used. 
However, accurate attenuation of light by many orders of magnitude is difficult.  

The „Cathode Luminous Sensitivity“ of a PMT is measured by using a tungsten 
lamp operated at a temperature of 2,856 K. The PMT is used as a photocell; i.e. all 
focusing electrodes, dynodes, and the anode are connected in parallel and used as 
an anode (Fig. 6.27, left). A voltage of 100 to 200 V is applied between the cath-
ode and the other electrodes, and the photocurrent is measured. To avoid errors 
due to the resistance of the photocathode, the current is kept in the µA or even nA 
range. The advantage of the method is that the light intensity can be relatively 
high. Calibrated lamps are available, and the intensity can be varied by changing 
the distance of the lamp from the PMT. 

-HV

Current

Lamp Filter

PMT

-100V Current

Lamp

PMT

Fig. 6.27 Measurement of the Cathode Luminous Sensitivity (left) and the Anode Lumi-
nous Sensitivity (right)

The „Anode Luminous Sensitivity“ is measured in a similar setup as the Cath-
ode Luminous Sensitivity. However, the PMT is operated in the normal way, i.e. 
by applying the specified voltage distribution to the dynode chain (Fig. 6.27, 
right). Of course, a calibrated filter has to be inserted in the light path to attenuate 
the light of the lamp to a level that does not overload the PMT. As mentioned 
before, the anode luminous sensitivity is not very useful in characterising a PMT 
for TCSPC.  

The „Cathode Radiant Sensitivity“ is the current of the photocathode divided 
by the power of the incident light at a given wavelength. Measuring the Cathode 
Radiant Sensitivity requires a lamp, a monochromator and a reference detector, 
e.g. a calibrated photodiode. The setup is difficult to calibrate due to the various 
error sources. 

A technique for measuring the quantum efficiency of a photon counting detec-
tor without a calibrated reference detector is described in [301, 356, 357, 358, 423, 
536]. The technique is based on the generation of photon pairs – or „entangled 
photons“ - by parametric down-conversion. The principle is shown in Fig. 6.28. 
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Fig. 6.28 Absolute measurement of the detector quantum efficiency by parametric down-
conversion

A NUV laser pumps a KDP (potassium dihydrogen phosphate) crystal. Down-
conversion in the crystal generates photon pairs with a total energy equal to the 
energy of the pump photons. The photons of a pair are emitted in slightly different 
directions and can therefore be separated spatially. One photon is sent to the detec-
tor being tested, the other photon to a timing reference detector. A photon pulse 
from the reference detector indicates that a photon pair has been produced. The 
quantum efficiency of the detector being tested is the probability that it detects the 
other photon of the pair. The result does not depend on the efficiency of the refer-
ence detector.

The scattered pump light is blocked by interference filters in front of the detec-
tors. These filters are the only parts of the system that need calibration. Because 
the transmission is in the 10 to 90% range, a highly accurate calibration is possi-
ble. Errors due to detector background and possible filter leakage are avoided by 
using the pulses of the detectors as the start and stop of a TCSPC device. The 
result is a coincidence curve that can be clearly separated from uncorrelated back-
ground signals. 

A TCSPC user normally has to be content with comparisons between different 
detectors. If detectors are compared in terms of efficiency, it must be taken into 
account that the detectors may require different gain and discriminator thresholds 
for optimal efficiency and timing performance. Moreover, different sizes of the 
active area or different longitudinal positions of the photocathodes may require 
different relay optics. LEDs are convenient light sources for efficiency tests be-
cause the intensity of an LED can be controlled in a wide range by changing the 
current, and remains stable as long as the temperature does not change. 

6.4  Photon Counting Performance of Selected Detectors 

This section gives an overview of the TCSPC performance of a number of detec-
tors frequently used in TCSPC applications [243]. All IRFs shown below were 
measured under real-world conditions with TCSPC modules from Becker & Hickl. 
The IRFs were recorded with combinations of detector gain and CFD threshold 
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resulting in operation at a high level of counting efficiency, i.e. with no more than 
20% of the pulses rejected.  

Autocorrelation functions of the photon pulse density measured with continu-
ous light are given for most of the detectors. The curves are normalised. A correla-
tion coefficient of 1 means the detected pulses are not correlated, i.e. no after-
pulses are detected. A correlation coefficient greater than one indicates correlation 
of the pulses, i.e. afterpulsing; the autocorrelation functions reflect the afterpulse 
density versus time. The curves give a direct impression of the performance of the 
detectors in FCS applications. Indirectly, the amount of afterpulsing is related to 
the signal-dependent background in high-repetition rate fluorescence decay or 
DOT applications. The effect of afterpulsing on the autocorrelation function de-
pends on the count rate (see Fig. 5.117, page 185). To make the autocorrelation 
curves comparable, the data for all detectors were recorded at a count rate of 
10 kHz. 

The results given below are believed to be representative of the particular de-
tectors or groups of detectors described. However, detector parameters may vary 
for different specimens of the same type, and will depend on possible changes in 
the manufacturing process. This is especially the case with parameters that depend 
on the gain, such as maximum count rate and afterpulsing probability.  

6.4.1  MCP-PMTs 

MCP-PMTs [298] are currently the fastest commercially available detectors for 
TCSPC. A typical representative of this detector type, the Hamamatsu R3809U 
[211], is described below. The detector is shown in Fig. 6.29. 

Fig. 6.29 Hamamatsu R3809U MCP-PMT [211] 

The TCSPC system response measured for a R3809U 50 MCP is shown in 
Fig. 6.30. The R3809U was illuminated with a femtosecond Ti:Sapphire laser 
through a package of ND filters, and the response was measured with an SPC 630 
TCSPC module. A 20 dB, 1.6 GHz preamplifier was used in front of the CFD 
input. At an operating voltage of –3 kV, the FWHM (full width at half maximum) 
of the response is 28 ps. The width of the response can be reduced to 25 ps by 
increasing the operating voltage to the maximum permitted value of –3.4 kV. 
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Fig. 6.30 R38909U, TCSPC instrument response in linear (left) and logarithmic scale 
(right). Time scale 100 ps/div., operating voltage –3 kV, preamplifier gain 20 dB, discrimi-
nator threshold – 80 mV. The IRF width is 28 ps, FWHM 

The response has a shoulder of about 400 ps duration and about 1% of the peak 
amplitude. This shoulder seems to be a general property of all MCPs.  

All MCP-PMTs permit only a very small maximum output current. For the 
Hamamatsu R3809U the specified maximum output current is 100 nA. The per-
mitted output current sets a limit to the count rate that can be obtained from the 
detector. Operating the MCP at maximum gain is therefore generally not recom-
mended. The count rate for the maximum output current of 100 nA as a function 
of the supply voltage is shown in Fig. 6.31. 

0

1

2

300029502900285028002750 3050

Count

Rate

MHz

MCP Supply Voltage, V

0.5

1.5

Threshold

120

140

160

180

200 mV

220

Rate

Threshold

Count

20

40

60

100

80

for

100uA

Fig. 6.31 R3809U MCP, count rate for 100 nA anode current and optimum discriminator 
threshold vs. supply voltage for a 20 dB, 1.6 GHz preamplifier 

To keep the counting efficiency constant, the change in gain has been compen-
sated for by a corresponding change in the CFD threshold. The CFD threshold for 
operation in the counting plateau is shown in the same diagram. With a reasonable 
minimum CFD threshold of 20 mV, the MCP can be operated at –2800 V. The 
count rate for 100 nA output current is then about 1.7 MHz. 

MCP PMTs should be operated with the entire cathode area illuminated. This 
not only prevents premature wear of a part of the microchannel plate but also 
yields better IRF stability at high count rates. At –3 kV the R3809U yields a stable 
IRF for count rates of more than 3 MHz, see Fig. 7.35, page 297. It is not known 
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how long the microchannel plate will last if such count rates are used on a regular 
basis.

The R3809U tubes have a relatively good SER pulse amplitude distribution 
which seems to be independent of the cathode type. This is possibly a result of the 
manufacturing process. The tube elements, spacers, microchannel plates and 
cathode window are enclosed in a vacuum container. Then the cathode is formed 
on the input window, the microchannel plates and the tube elements are outgassed, 
and the parts are assembled and brazed under vacuum. Thus the cathode material 
is not involved in the secondary emission as in conventional PMTs. 

Several specimens of the R3809U 50 (multialkali) and R3809U 52 (bialkali) 
tested by the author were found free of afterpulsing on a time scale longer than 
150 ns. Figure 6.32 shows the autocorrelation function of the single-photon pulses 
measured at 10 kHz count rate.  

Fig. 6.32 Afterpulsing of the R3809U: Autocorrelation of photon pulses measured with 
continuous light. Operating voltage –3 kV, count rate 10 kHz. Left R3809U 50, right
R3809U 52

Recently Hamamatsu announced R3809U MCPs with GaAs, GaAsP, and infra-
red cathodes for up to 1,700 nm. Although these MCPs are not as fast as the ver-
sions with conventional cathodes, they might be the ultimate detectors for com-
bined FCS/lifetime experiments and experiments in the infrared. 

The downside of the high performance is that MCPs are expensive and can eas-
ily be damaged by overloading. The R3809U should be operated with a preampli-
fier that monitors the output current. If severe overload situations are to be ex-
pected, i.e. by the halogen or mercury lamp of a scanning microscope, the MCP 
should be protected by electronically driven shutters and by some mechanism for 
shutting down the operation voltage if an overload should occur. 

6.4.2  Cooled PMT Modules With GaAs Based Cathodes 

Typical representatives of this group are the Hamamatsu H7422 modules. The 
H7422 incorporates a miniature PMT, a thermoelectric cooler, and a high-voltage 
power supply [214]. NIR versions with GaAsP and GaAs cathodes are available. 
The H7422 and typical curves of the radiant sensitivity are shown in Fig. 6.33. 
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Fig. 6.33 H7422 cooled PMT module (left) and radiant sensitivity of different cathode 
versions (right), from [214] 

The –40 and –50 versions show relatively large variations in their IRF. The 
TCSPC system response measured for three different specimens of the H7422 40 
is shown in Fig. 6.34. 

Fig. 6.34 H7422 40, TCSPC Instrument response function for three different devices. Time 
scale 500 ps/div. Gain control voltage 0.81 V, preamplifier 20 dB, CFD threshold  
–150 mV. Left: Linear scale. Right: Logarithmic scale 

The FWHM of the system response is between 200 ps and 350 ps. There is a 
weak secondary peak 1 ns to 2.5 ns after the main peak. A peak prior to the main 
peak can appear at low discriminator thresholds. The width of the response of the 
–40 and –50 versions does not noticeably depend on the CFD threshold and the 
CFD zero cross. This is an indication that the response is limited by the intrinsic 
speed of the semiconductor photocathode. 

The H7422 40 is an excellent detector for all TCSPC applications where sensi-
tivity has a higher priority than time resolution. The typical applications are 
TCSPC laser scanning microscopy, single-molecule spectroscopy, and FCS.  
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Another application of the H7422 is optical tomography with pulsed NIR lasers. 
Because the measurements are run in vivo it is essential to acquire a large number 
of photons in a short measurement time. Particularly in the wavelength range 
above 800 nm, the H7422 50 yields a considerably improved efficiency over 
PMTs with conventional cathodes. 

The afterpulsing probability is shown in Fig. 6.35. Afterpulsing in the tested 
H7422 40 has been found lower than for H5773 modules (see below) and can be 
further reduced by operating the H7422 at reduced gain. There is virtually no 
afterpulsing at times longer than 1 µs. 

Fig. 6.35 Afterpulsing of the H7422 40: Autocorrelation of photon pulses measured with 
continuous light. Count rate 10 kHz, upper curve for 0.9 V, lower curve for 0.72 V gain 
control voltage 

6.4.3  PMT Modules with Internal Discriminators 

There are a number of PMT modules containing a PMT, a high-voltage power 
supply, and an internal discriminator. The modules deliver TTL or CMOS pulses. 
Some modules also contain an internal cooler. An example is the Hamamatsu 
H7421. It is similar to the H7422 in that it contains a GaAs or GaAsP cathode 
PMT, a thermoelectric cooler, and a high-voltage power supply. However, the 
output of the PMT is connected to an internal discriminator that delivers TTL 
pulses. The output of the PMT is not directly available, and the PMT gain and the 
discriminator threshold cannot be changed. The module is therefore easy to use. 
However, because the discriminator is not of the constant-fraction type, the 
TCSPC timing performance is considerably inferior to the H7422. An IRF meas-
ured for the H7421 50 is shown in Fig. 6.36. 

The FWHM is about 600 ps and increases for count rates above 100 kHz . No 
such count rate dependence was found for the H7422. The H7422 is a clearly the 
better solution for TCSPC. 
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Fig. 6.36 H7421 50, IRF function for a count rate of 30 kHz (narrow) and 600 kHz 
(broader)

6.4.4  Miniature PMTs in TO 8 Housing 

The Hamamatsu R7400 and the older R5600 are miniature PMTs in a TO 8 size 
housing. The R7400 PMTs are the basis of the H5773 and H5783 photosensor 
modules, see Fig. 6.39. Due to their small size, the tubes yield a fast TCSPC in-
strument response. The typical IRF width for multialkali and bialkali tubes is 
between 150 and 180 ps fwhm. Increasing the voltage between the cathode and the 
first dynode makes the response potentially even faster. The TTS width decreases 
with the square root of the voltage between the cathode and the first dynode. It is 
unknown how far the voltage can be increased without the tube breaking down. A 
test tube worked stable at 1 kV overall voltage with a cathode-to-dynode voltage 3 
times as high as the dynode-to-dynode voltage. The decrease of the response 
width is shown in Fig. 6.37. 

Fig. 6.37 R5600P 1, –1 kV supply voltage: TCSPC response for different voltage between 
cathode and first dynode. Left to right: 3, 2 and 1 times nominal voltage. Entire cathode 
area illuminated, time scale 600 ps/div 
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The metal-channel design of the R5600 and R7400 results in slight periodical 
variations of the efficiency and the IRF over the active area, see Fig. 6.41. Conse-
quently, either the entire active area should be illuminated or the position of the 
illuminated spot should be kept stable. Variations in the position can be a pitfall in 
TCSPC scanning applications (see Fig. 5.93, page 158). 

A typical correlation function of the afterpulses is shown in Fig. 6.38. The af-
terpulsing probability is relatively high, especially for the NIR-sensitive versions. 
The afterpulsing ceases after one microsecond and can, as usual, be reduced by 
operating the tube at reduced gain. 

Fig. 6.38 Afterpulsing of a R5600P 01 PMT. Autocorrelation of photon pulses measured 
with continuous light at 10 kHz count rate. Upper curve for –900 V, lower curve for  
–700 V 

The performance of the R7400 and R5600 tubes with the standard voltage di-
vider is the same as for the Hamamatsu H5773 and H5782 photosensor modules 
(see below). It is questionable whether the slightly lower price compensates for 
the inconvenience of building a voltage divider and using a high voltage power 
supply. Moreover, a R5600 or R7400 with a standard voltage divider does not 
give the same high timing stability as the photosensor modules. 

6.4.5  Photosensor Modules 

Hamamatsu created the term „photosensor module“ for a miniature optical sensor 
containing a TO 8-size PMT together with a high-voltage power supply. The 
modules are operated from a simple +12 V to + 15 V power supply. The operating 
voltage of the PMT is controlled by a 0 to +0.9 V gain control signal. The photo-
sensor modules come in versions with direct outputs and with an internal ampli-
fier. The direct output versions (H5783 and H5773) are exceptionally suitable for 
easy-to-use, rugged TCSPC setups. The modules are available in different cathode 
and window versions. A „P“ version selected for good pulse height distribution is 
available for the bialkali and multialkali tubes. A photo of the modules and plots 
of the radiant sensitivity [213] are shown in Fig. 6.39. 
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Fig. 6.39 H5773 and H5783 photosensor modules and radiant sensitivity of the different 
cathode versions. From [213] 

The typical IRF of an H5773P 0 is shown in Fig. 6.40. The output pulses were 
amplified by a 20 dB, 1.6 GHz preamplifier, and the response to 50 ps pulses from 
a 650 nm diode laser was recorded by an SPC 730 TCSPC module. 

Fig. 6.40 H5773P 0, TCSPC instrument response, time scale 500 ps/div. Maximum gain, 
preamplifier gain 20 dB, discriminator threshold –100 mV, –300 mV and –500 mV. Left:
Linear scale. Right: Logarithmic scale over 4 orders of magnitude 

The response function has a prepeak about 1 ns before and a secondary peak 
2 ns after the main peak. The prepeak is caused by low amplitude pulses, probably 
by photoemission at the first dynode. It can be suppressed by properly adjusting 
the discriminator threshold. The secondary peak is independent of the discrimina-
tor threshold. 
The variation of the IRF for an H5773 20 over the active area is shown in 
Fig. 6.41. The FWHM of the IRF varies from about 120 ps to about 140 ps, and 
the first moment shifts over 90 ps (see insert). This means that the IRF width for 
small spots can be substantially shorter than for the full active area. However, the 
improved resolution can only be exploited if the location of the illuminated spot is 
kept stable within less than 0.1 mm. If timing stability is important it is probably 
better to spread the light over the full cathode area. 
There is also some variation in the efficiency, see total count numbers in the insert 
of Fig. 6.41. 
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Fig. 6.41 Variation of the IRF over the active area of an H5773 20 photosensor module. 
Response to focused diode laser, 650 nm, 50 ps pulse width. Time scale 100 ps/div 

The afterpulsing is shown in Fig. 6.42. The devices show relatively strong af-
terpulsing, especially the –02 (extended red) and –20 (high sensitivity extended 
red) tubes.  

Fig. 6.42 Afterpulsing of H5773 photosensor modules. Autocorrelation of photon pulses 
measured with continuous light at 10 kHz count rate. Left: H5773P 00 (bialkali), gain 
control voltage 0.9 V and 0.81 V. Right: H5773 20, gain control voltage 0.9 V and 0.77 V. 
Please note the different scale of the correlation coefficient 

Figure 6.43 shows the dark count rate for different H5773P 1 modules as a 
function of ambient temperature. Taking into regard the small cathode area of the 
devices, the dark count rates are relatively high, possibly because the internal HV 
generator electronics increase the tube temperature. Selected devices with lower 
dark count rate are available. As Fig. 6.43 shows, a substantial decrease in the 
dark count rate can be achieved by decreasing the temperature by only 5 or 10 °C. 
The drop in temperature can be effected by a simple peltier cooler attached to the 
module. A detector module containing a H5773, a peltier cooler, and a preampli-
fier with overload detection has been developed by Becker & Hickl. 
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Fig. 6.43 Dark count rate versus ambient temperature for different H5773P 01 modules 

The H5773 and H5783 use an internal Cockroft-Walton high-voltage generator. 
The Cockroft-Walton generator is based on a voltage multiplier cascade that im-
mediately delivers the different dynode voltages. The principle yields a high volt-
age stability independently of the load current. As a result, the H5773 and H5783 
modules have an exceptionally high timing stability at high count rates (see 
Fig. 7.34, page 296). 

Surprisingly, the internal high voltage generator does not induce much noise at 
the output of the modules. Some ripple is detectable, especially at a load imped-
ance of 1 M , but the amplitude is much smaller than the amplitude of the single-
photon pulses. 

Unfortunately the housing of the H5783 and H5773 modules has a poor RF 
shielding effect. Apparently there is no low-impedance connection between the 
internal signal ground and the housing. To obtain reasonable photon counting 
operation, the modules must be operated in an additional shielding box (see 
Sect. 7.5.4 page 311). 

6.4.6  Multianode PMTs 

Multianode PMTs can be used in conjunction with the multidetector capability of 
advanced TCSPC devices to obtain simultaneous time- and wavelength resolution. 
A representative of the multianode PMTs is the Hamamatsu R5900-L16 [212]. 
The R5900-L16 has 16 channels in a linear arrangement. Practical operation of the 
R5900-L16 requires routing electronics (see Sect. 3.1, page 29). A complete de-
tector head containing the tube and the routing electronics has been developed by 
Becker & Hickl. The R5900-L16, the routing electronics, and the complete detec-
tor head are shown in Fig. 6.44. The TCSPC IRF of three selected channels of a 
PML 16 detector head is shown in Fig. 6.45. 
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Fig. 6.44 R5900-L16 Multianode PMT (left), routing electronics (middle) and complete 
PML 16 multichannel detector head (right)

Fig. 6.45 System response of three selected channels of the PML 16 detector head. Time 
scale 500 ps/div 

Although the IRF width is almost the same for different channels, there is a sys-
tematic time-shift. Figure 6.46 shows the response for the 16 channels as a se-
quence of curves and as a contour plot. There is a systematic wobble in the delay 
with the channel number. This means that for the analysis of fluorescence lifetime 
measurements, the IRF must be measured individually for all channels and each 
channel must be deconvoluted with its own IRF. It is not recommended to connect 
adjacent channels physically in parallel or to route adjacent channels into the same 
memory block. 

Fig. 6.46: IRF of the PML 16/R5900-L16 channels. Left 16-curve plot, right contour plot 
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The data sheet of the R5900-L16 specifies a channel crosstalk of only 3%. 
There is certainly no reason to doubt this value. However, in a real optical setup it 
is almost impossible to reach a crosstalk this small. If crosstalk is an issue, the 
solution is to use only each second channel of the R5900-L16. If the PML 16 is 
used with only 8 channels, the data of the unused channels should simply remain 
unused. If the R5900-L16 is used with an external router, the unused anodes 
should be grounded via 50  resistors. 

The afterpulsing of the R5900-L16 01 is shown in Fig. 6.47. The afterpulsing 
is surprisingly weak and ceases after only 350 ns.  

Fig. 6.47 Afterpulsing of an R5900-L16 01 (multialkali). Autocorrelation of photon pulses 
measured with continuous light at 10 kHz count rate 

6.4.7  Linear Focused PMTs 

For many years, linear focused PMTs were the fastest single-photon counting 
detectors available. Now they have generally been replaced with the faster MCP-
PMTs and with miniature metal-channel-dynode PMTs. Nevertheless, linear fo-
cused PMTs are still manufactured in large quantities and used in combination 
with scintillators for high energy particle experiments. The most important fea-
tures of these PMTs are very high gain of 107 to 108, high output pulse current, 
large size, cathode diameter up to 50 mm, and operating voltages up to 3 kV. The 
SER width is 3 to 5 ns, and the transit time spread a few hundred ps. A typical 
representative of the linear-focused PMTs is the XP2020UR. IRFs measured for 
different size of the illuminated cathode area of an XP2020UR and for different 
voltage at the focusing electrodes are shown in Fig. 6.48 and Fig. 6.49. 
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Fig. 6.48 IRF of XP2020UR for different size of illuminated area, left curve to right curve: 
1  1 mm2, 6  12 mm2, 8  16 mm2. Linear scale (left) and logarithmic scale (right). Oper-
ating voltage –2.8 kV. Measured with diode laser at 650 nm, pulse width 50 ps 

Fig. 6.49 IRF of the XP2020UR for different voltage at the focusing electrodes P1 and P2 

The IRF width is 204 ps, 320 ps, and 396 ps for areas of 1  1 mm2,
6  12 mm2, 8  16 mm2, respectively. Changes in the focusing voltages change 
the transit time, the shape of the IRF, and the efficiency distribution over the cath-
ode area. The results may vary considerably for different sizes of the illuminated 
area and different locations on the cathode.  

Different dynode voltage distributions are recommended for high gain and high 
pulse output current for the XP2020. The width and shape of the transit time dis-
tribution change with the type of the voltage divider. TCSPC needs neither an 
extraordinarily high gain nor a high pulse output current. Instead, the voltage be-
tween the cathode and the first dynode should be as high as possible. Unfortu-
nately it is unknown how much the voltage can be increased without risking 
breakdown of the tube. Probably the response can be made shorter than shown in 
Fig. 6.48. The best IRF widths reported for the XP2020 and XP2020UR in single 
photon counting applications are about 200 ps fwhm [296]. Higher resolution may 
be achieved for high-energy particle detection with scintillators. The scintillator 
delivers a large number of photons for a single particle. The PMT output pulse is 
then the sum of many SER pulses, and has a correspondingly smaller timing jitter. 

The total transit time of the XP2020 is about 28 ns. This is long compared to 
the 5 to 6 ns of miniature metal-channel PMTs. Although the long transit time is 
not directly objectionable, it results in a correspondingly large shift of the  
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recorded signal with the operating voltage. Therefore, an extremely stable high-
voltage power supply must be used. 

Autocorrelation curves of the afterpulsing are shown in Fig. 6.50. The after-
pulsing is not very strong, but extends over a period of more than 10 µs. 

Fig. 6.50 Afterpulsing of an XP 2020 UR (bialkali cathode) for –2.3 kV and –2.7 kV. Auto-
correlation of photon pulses measured with continuous light at 10 kHz count rate 

The great dependence of the IRF on the size of the illuminated area, the incon-
veniently high operating voltage, the large size, and the long transit time makes 
the XP2020 less attractive for TCSPC than the miniature metal-channel PMTs. 
However, the XP2020 and its derivatives may be a good solution if a large cath-
ode area is required.  

6.4.8  Side-Window PMTs 

Side-window PMTs are rugged and inexpensive, and they often have a somewhat 
higher cathode efficiency than front window PMTs. Their broad TTS and long 
SER pulses make them less useful for TCSPC applications. However, side-
window PMTs are used in many fluorescence spectrometers, in femtosecond cor-
relators, and in laser scanning microscopes. If instruments like these have to be 
upgraded with TCSPC, it can be difficult to replace the detector. Therefore, some 
typical instrument response functions for side-window PMTs are given below. 

For all side-window PMTs the width and the shape of the TCSPC instrument 
response depend on the size and the location of the illuminated spot on the photo-
cathode. The response for the R931 - a traditional 28-mm diameter side-window 
PMT – for a spot diameter of 3 mm and different locations on the photocathode is 
shown in Fig. 6.51. The obtained IRF width is between 315 ps and 650 ps. 
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Fig. 6.51 R931, TCSPC system response for different spots on the photocathode, spot 
diameter 3 mm. Left: linear scale, 500 ps/div, right: logarithmic scale, 1 ns/div 

The IRF width can be further reduced by concentrating the light on an ex-
tremely small spot on the photocathode and recording pulses in a narrow ampli-
tude window only [81, 268]. A TCSPC response width down to 112 ps FWHM 
has been reported [81], though with considerable loss in counting efficiency. 

The afterpulse probability for an R931 is shown in Fig. 6.52. As usual, the af-
terpulse probability depends on the operating voltage. The afterpulses appear 
within a time interval of about 3.5 µs. 

Fig. 6.52 R931, afterpulsing for –900 V and –800 V operating voltage. Autocorrelation of 
photon pulses measured with continuous light at 10 kHz count rate 

An IRF of a modern 13-mm side-window tube (Hamamatsu R6350) is shown 
in Fig. 6.53. The full photocathode was illuminated. The FWHM is 540 ps. 

Fig. 6.53 R6350, TCSPC system response for illumination of full cathode area. Time scale 
2 ns/div 
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13-mm tubes are commonly used in the scanning heads of laser scanning mi-
croscopes. It is difficult, if not impossible, to replace the side-window PMTs with 
faster detectors in these instruments. Therefore sometimes the only option is to use 
the tubes for TCSPC lifetime imaging. Although the IRF is sufficient to determine 
the lifetimes of typical high quantum yield fluorophores, it is not fast enough to 
resolve fast decay components in the multiexponential decay functions of FRET, 
fluorescence quenching experiments, and autofluorescence of tissue. 

6.4.9  Channel Photomultipliers 

Channel photomultipliers use a single macroscopic channel with a conductive 
coating, see Fig. 6.3, page 215. A typical representative is the CP 944 of Perkin 
Elmer. The CP 944 yields high gain and low dark count rates at a reasonable 
cost. Unfortunately the devices have an extremely broad TTS. The TCSPC sys-
tem response to a 650 nm diode laser is shown in Fig. 6.54. The FWHM of the 
response is of the order of 1.4 to 1.9 ns. This is insufficient for most TCSPC 
applications. However, the high gain and the low dark count rate make the chan-
nel PMTs useful for low-intensity steady state photon counting or multichannel 
scaling. 

Fig. 6.54 CP 944 channel photomultiplier, TCSPC response. 650 nm, count rate 1.5 105 /s, 
high voltage –2.8 kV and –2.9 kV. Full cathode illuminated, time scale 1 ns/div 

6.4.10  Single Photon Avalanche Photodiodes 

Although single photon operation of standard silicon APDs in simple passive and 
active quenching circuits has been reported since 1981 [113, 158, 302] there is 
currently no off-the-shelf diode for which single-photon operation is guaranteed. 
For a long time the only commercially available single photon avalanche photodi-
odes (SPADs) were the SPCM-AQR modules from Perkin Elmer [408]. The 
SPCM-AQR modules have a high efficiency in the near infrared. They are avail-
able in different dark count classes down to 25 counts per second. The output 
pulses are positive, with TTL/CMOS levels and a pulse width of several 10 ns. 
The pulses can be coupled into the typical CFD inputs of TCSPC devices via an 
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inverting transformer (see Fig. 7.45, page 307). Due to their high efficiency and 
low afterpulsing probability, the SPCM-AQR modules are preferentially used in 
FCS and single-molecule experiments. Unfortunately both the timing performance 
and the afterpulsing probability seems to vary over a relatively wide range. The 
IRF and the autocorrelation function for an unselected SPCM-AQR 14 are shown 
in Fig. 6.55. 

Fig. 6.55 TCSPC response of an actively quenched single photon APD (SPCM-AQR). Left:
IRF measured at 650 nm, 50 kHz , and 500 kHz count rate, 1 ns/div. Right: Autocorrelation 
of the photon pulses measured at a count rate of 10 kHz  

The response was measured with a 650 nm ps diode laser. The pulse width of 
the laser was about 50 ps, i.e. much shorter than the detector response. The meas-
urements show that not only was the TTS of the tested detector relatively wide, 
but also there was a considerable change with the count rate. The afterpulsing of 
this SPCM-AQR was weak and restricted to a time interval of less than 300 ns. 

Figure 6.56 shows the IRF of a selected SPCM-AQR specified for fast response 
and the corresponding autocorrelation function. The IRF of this module was shorter 
than 300 ps, and the dependence of the IRF on the count rate was reduced. However, 
the afterpulsing was much stronger and extended to almost 10 µs. It is conceivable, 
yet not proved, that afterpulsing can be traded off against time resolution by in-
creasing the excess bias, i.e. the voltage above the breakdown level, of the diode. 

Fig. 6.56 TCSPC response of and actively quenched single photon APD (SPCM-AQR, 
selected for fast timing). Left: IRF measured at 496 nm, 50 kHz , and 500 kHz count rate, 
1 ns/div. Right: Autocorrelation of the photon pulses at 50 kHz count rate 
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In the last years it became possible to manufacture silicon SPADs in standard 
epitaxial processes as they are used for high-speed CMOS devices [117, 245, 246, 
354, 424, 459]. The diodes are characterised by a small thickness of the depletion 
region. The thin depletion region results in a relatively low breakdown voltage, 
high time resolution, and low dark count rate. The drawback of the thin depletion 
region is a reduced quantum efficiency in the near infrared. Laser pulses recorded 
with an id 100 20 SPAD detector of id Quantique [245] and an SPC 144 TCSPC 
module of Becker & Hickl are shown in Fig. 6.57. 

Fig. 6.57 Diode laser pulses recorded with an id 100 20 SPAD at 785 nm and an SPC 144 
TCSPC module. Left: Wavelength 785 nm, pulse width 24 ps, detector count rates of 
61 kHz , 2.7 MHz, and 8.1 MHz. Right: Wavelength 468 nm, laser pulse width 50 ps, de-
tector count rate 1.4 MHz 

The curves shown left were measured with a BHL 600, 785 nm diode laser of 
Becker & Hickl. The FWHM of the diode laser pulses was about 24 ps. The three 
curves were recorded at detector count rates of 61 kHz , 2.7 MHz, and 8.1 MHz. 
The recorded pulse width (FWHM) is 49 ps, 48 ps and 45 ps, respectively. Cor-
rected for the laser pulse width, the IRF width is 43 ps, 42 ps, and 38 ps. Between 
61 kHz and 2.7 MHz, and 61 kHz and 8.1 MHz the IRF shifts by 13 ps and 27 ps, 
respectively.

Figure 6.57, right shows the response to a 468 nm diode laser. The pulse width 
of the 468 nm laser was about 50 ps; the recorded pulse width 64 ps. The cor-
rected IRF width is about 40 ps. 

The shape of the IRF is remarkably clean, without any secondary peaks. There 
is, however, a slow tail in the response measured at 785 nm. This „diffusion tail“ 
is typical for APDs operated at long wavelengths. It is caused by photons which 
penetrate the depletion layer and generate photons in the neutral regions nearby. 
The tail has negligible amplitude at 468 nm; see Fig. 6.57, right. 

The diffusion tail can be a pitfall in fluorescence decay experiments. Figu-
re 6.58 compares the response of two SPADs (id 100 20 of id Quantique [245] 
and PDM 50 CT of Micro Photon Devices [354]) with the response of an R3809U 
MCP PMT. The tail in the SPAD response is almost single-exponential and can 
easily be mistaken for a fluorescence component, especially if the corresponding 
IRF is recorded at a significantly shorter wavelength than the fluorescence. 
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Fig. 6.58 Response of an id 100 20 SPAD (1), an PDM 50CT SPAD (2), and an R3809U 
MCP PMT (3). Wavelength 785 nm, optical pulse width 24 ps, time scale 600 ps/div 
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7.1  Excitation Sources 

The typical excitation sources for TCSPC experiments are listed below. 

Table 7.1. 

Light Source Wavelength 
Range
nm 

Pulse Width

ps

Rep. Rate
(typ.) 
MHz

Power
(CW ) 
mW 

Cost Maintenance 
and Alignment 
Effort 

Diode Laser 375, 405, 440, 475 50 to 300 0 to 80 0.2 to 2 low none 
Diode Laser 635, 650....  1 300 30 to 300 0 to 80 0.2 to 10 very low none 
Ti:Sa Laser 700 to 980 0.2 to 2 78 to 90 200 to 1 300 high low 
Ti:Sa, Pulse Picker 700 to 980 0.1 to 1 0 to 9 <100 very high high 
Ti:Sa, SHG 350 to 490 0.1 to 1 78 to 90 100 high medium 
Ti:Sa, THG 250 to 320 0.1 to 1 78 to 90 20 high medium 
Ti:Sa, OPO 1050 to 1 600 0.1 to 1 78 to 90 40 to 240 very high high 

+SHG 525 to 660 0.1 to 1 78 to 90 60 to 200 very high high 
Dye Laser 400 to 900 10 80 to 125 50 high very high 
Nd-YAG Laser 1064, 15 50 to 80 10,000 high low 

+ SHG, THG 532, 354, 266 15 50 to 80 100 to 4 000 high medium 
Chip Laser 1064, 532, 354, 266 1500 < 0.01 20 to 1 low none 
Fibre Laser 800, 1 600 0.2 80 20 medium none 
Synchrotron X-Ray to IR >1000 5 < 1 very high very high 

Picosecond Diode lasers 

Diode lasers are undoubtedly the light sources with the lowest cost. They are ex-
tremely reliable and do not need any maintenance and alignment during normal 
operation. Diode lasers are currently available for 375 nm, 405 nm, 440 nm, 
473 nm, and a large number of wavelengths above 635 nm. Pulses down to 40 ps 
FWHM are available; with selected diodes 25 ps pulse width can be achieved. The 
average (CW equivalent) power is a few hundred µW to a few mW at 50 MHz 
repetition rate. Higher power is available, yet with some increase in pulse width. 
The output power is sufficient to obtain excellent sensitivity in high-efficiency 
optical systems. The pulse width is short enough to record fluorescence lifetimes 
of less than 10 ps.  

Another benefit of TCSPC applications is that the diodes can be operated at al-
most any pulse repetition rate up to more than 100 MHz. Moreover, pulsed diode 
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lasers can, in principle, be cycled or multiplexed at rates up to 100 kHz . These 
features make diode lasers exceptionally suitable for a wide range of spectroscopy 
applications. 

To obtain best results, some peculiarities of diode lasers should, however, be 
taken into regard. 

Diode lasers have an extremely small cavity. Most lasers in the power range be-
low 200 mW (CW) are single-mode lasers, i.e. the height and width are so small (a 
few µm) that only one transversal mode is excited. This implies that the radiation 
can, in principle, be focused into a diffraction-limited spot. However, because the 
cavity is only a few µm long, the light is emitted over a wide angle. The general 
beam profile of a laser diode is shown in Fig. 7.1. 

Laser Chip

10°

22°

Fig. 7.1 Beam profile of a laser diode 

The diode emits light in a cone of elliptical cross section. The typical beam an-
gle is 8 to 10° horizontally and 20 to 25° vertically. Collimating the light cone 
with a simple lens results in an elliptical beam. Moreover, the light cone emitted 
by the diode is slightly astigmatic, which results in differing divergences of the 
collimated beam in the horizontal and vertical planes. In most TCSPC applications 
this does not cause any problems. However, some care is recommended in appli-
cations where a small excitation volume is required. In practice focusing into a 
diffraction-limited spot is obtained only by using appropriate beam shaping. The 
beam cross section can be made circular by two cylinder lenses or an anamorphic 
prism system, and the astigmatism is correctable by a cylinder lens. Beam shaping 
is normally required in microscopy applications, or if the light has to be coupled 
into a single-mode fibre. 

The wavelength of different laser diodes of the same type can vary by several 
nanometers. If the diode is used for fluorescence excitation, this is usually not a 
problem. However, it should, be taken into account that the wavelength may differ 
from the nominal value. 

Laser diodes can emit a considerable amount of light at wavelengths different 
from the laser wavelength. This feature is most pronounced for blue laser diodes 
in the wavelength range of 375 nm to 475 nm. These lasers should always be used 
with a bandpass filter. However, some emission at other than the laser wavelength 
must be expected also for diodes emitting in the red and in the NIR.  

The maximum peak power of the diode laser pulses is of the order of a few 
10 mW to about 1 W. Higher peak power results in substantial pulse broadening 
or reduced diode lifetime. Therefore, the maximum average (CW equivalent) 
power depends almost linearly on the repetition rate. The average power that can 
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be obtained from a given laser diode is much lower for picosecond pulses than for 
continuous operation. 

The pulse shape obtained from diode lasers changes with the power. Typical 
pulse shapes are shown in Fig. 7.2.  

Fig. 7.2 Pulse shape of a 465-nm laser diode at different powers. Repetition rate 50 MHz, 
curves recorded by MCP-PMT and TCSPC, time scale 500 ps/div. Pulse width (FWHM), 
corrected for 30 ps TTS of MCP-PMT: 100 ps, 50 ps, 46 ps, and 42 ps 

At a power close to the laser threshold, the pulses are relatively broad. With in-
creasing power the pulse width decreases. Finally a tail develops, or afterpulses 
appear. Therefore, the power setting of the laser should not be used to control the 
count rate of a TCSPC experiment. In particular, the power should not be changed 
during a series of measurements or between a fluorescence and an IRF recording. 

Sub-ns pulses in the red and NIR region can be generated by connecting a small 
laser diode to a fast pulse generator. An example for a 650 nm, 5 mW diode con-
nected to a HP 3181A pulse generator is shown in Fig. 7.3.  

Fig. 7.3 Light pulse of a 650 nm, 5 mW laser diode driven by pulses of 4.3 V amplitude 
and 1 ns duration from a HP 3181A pulse generator. Time scale 100 ps/div. The pulse was 
recorded by an R3809U MCP and an SPC 830 TCSPC module. The FWHM of the light 
pulse is about 100 ps 
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Provided that the pulse generator already exists, this is certainly the cheapest pi-
cosecond light source ever used. Of course, operating a laser diode this way is most 
likely not in compliance with any laser safety regulations. In addition, RF emission 
can be a problem if the diode and the driving generator are not properly shielded. 

A remark appears indicated about the measurement of the power of a picosec-
ond diode laser. The sensor in power meters for the 10 µW to 10 mW range is 
usually a silicon photodiode. The photodiode is connected to a transimpedance 
amplifier that holds the diode voltage at zero and delivers an output voltage pro-
portional to the diode current. Of course, the amplifier is far too slow to react to 
the fast diode laser pulses. Consequently, the pulses bias the diode in a forward 
direction. The result is a logarithmic dependence of the voltage on the input 
power. At a 50 MHz repetition rate, the linearity error usually becomes noticeable 
above 1 mW average power and can easily reach 100% at 5 mW. The problem can 
be avoided by operating the photodiode with a reverse bias. It is normally not 
known whether a particular power meter uses a biased or an unbiased photodiode. 

Titanium-Sapphire Lasers 

An almost ideal, though expensive, light source is the Titanium-Sapphire 
(Ti:Sapphire) laser. The benefit of the Ti:Sapphire laser are its short pulse width 
and its tunability. Depending on the version of the laser and the pump power, 
tunability from 700 to 980 nm can be achieved. The pulse width is a few picosec-
onds for picosecond versions and about 100 fs for femtosecond versions. Lasers 
with less than 20 fs pulse width are available.  

The first Ti:Sapphire lasers needed some fine-tuning to obtain stable pulses, es-
pecially when the wavelength was changed. The pulse stability had to be checked 
by a photodiode and the pulse width by an autocorrelator. For the past few years, 
computer controlled self-adjusting Ti:Sapphire lasers have been available. These 
lasers do not need manual alignment. 

Their high power, high stability, excellent beam quality and short pulse width 
make the Ti:Sapphire laser excellently suited for both direct NIR excitation and 
two-photon excitation. Light in a wide spectral range can be obtained by continuum 
generation in a photonic crystal fibre. To obtain pulses in the visible and UV region, 
the fundamental wavelength can efficiently be frequency-doubled or tripled. The 
gap between the fundamental and the SHG is sometimes closed by pumping an 
OPO (Optical Parametric Oscillator) and SHG from the OPO output. Such systems 
are, of course, very expensive and need some maintenance and alignment. 

The repetition rate of Ti:Sapphire lasers is fixed by the resonator length. Rates 
from 78 to 92 MHz are common. The high repetition rate helps to minimise 
classic pile-up effects in TCSPC measurements. However, it can cause problems if 
fluorescence lifetimes longer than 3 or 4 ns have to be measured, since the fluo-
rescence does not decay completely within the pulse period. Data analysis can 
account for incomplete decay to a certain degree. However, if the lifetime be-
comes equal to or longer than the pulse period, the accuracy of the obtained life-
time degrades. The pulse repetition rate must therefore be reduced by a pulse 
picker.  
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Unfortunately, pulse pickers have some severe drawbacks. One is that the 
minimum rate reduction factor is about 10. Repetition rates around 40 or 20 MHz 
are thus not available. Moreover, there is a leakage in the intermediate pulses of 
the order of 1%. For the first suppressed pulse the leakage can be even higher. 
Finally, most pulse pickers generate RF noise, which is synchronous with the 
pulses and can severely impair the differential linearity of a TCSPC system. 

Synchronously Pumped Dye Lasers 

Synchronously pumped jet-stream dye lasers are sometimes used to obtain light in 
the gap between the Ti:Sapphire fundamental and the SHG. The systems need 
permanent alignment and supervision. The pulses of synchronously pumped dye 
lasers have a considerable amplitude jitter and amplitude drift, which makes accu-
rate synchronisation of a TCSPC device difficult. Moreover, even the cleanest 
systems release some laser dye into the environment, and contamination of sam-
ples with laser dyes is a problem. Dye-flow systems become an even less attrac-
tive option when a hose breaks and spills liters of dye solution on the floor. 

Nd-YAG Lasers 

Nd-YAG lasers deliver picosecond pulses at a wavelength of 1,064 nm and a typi-
cal repetition rate of 50 to 80 MHz. New laser media emitting at close to the same 
wavelength have shown improved efficiency and output power. Due to their high 
power and low pulse width, frequency doubling, tripling, and quadrupling work 
efficiently. Lasers with integrated frequency multipliers are efficient sources of 
high-power UV radiation. The wavelengths fall into the wavelength gaps of the 
frequency-multiplied Ti:Sapphire laser. Nevertheless, probably because it is not 
tuneable, the Nd-YAG laser is increasingly being replaced by the Ti:Sapphire 
laser.

Chip Lasers 

The chip laser is actually a miniaturised version of the Nd-YAG laser. It contains 
a diode laser pump, an active laser medium, a saturable absorber, and a frequency 
multiplier in a solid block. Chip lasers are an inexpensive and reliable source of 
UV radiation. Unfortunately they cannot be made with repetition rates higher than 
a few tens of kHz. The pulse width is of the order of 1 ns. Chip lasers are some-
times used in TCSPC systems for environmental research, e.g. to trace contamina-
tion of water by polycyclic hydrocarbons. 

Fibre Lasers 

Fibre lasers deliver femtosecond pulses around 1,600 nm, or at the SHG wave-
length of 800 nm. The power is a few tens of mW, the pulse width about 150 fs, and 
the repetition rate about 80 MHz. The power is sufficient for two-photon excitation 
in scanning microscopes. Further frequency doubling is possible. Fibre lasers are 
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reliable and do not need any maintenance. Nevertheless, they do not yet have much 
application in spectroscopy, possibly because they are not tuneable. This drawback 
may possibly be overcome by continuum generation [106], which delivers funda-
mental wavelengths in the range of 1,150 to 1,400 nm. A light source based on an 
Yb:KGW oscillator [111] and a photonic crystal fibre delivered sub 300 fs pulses 
at a wavelength tuneable in the range of 950 to 1,200 nm [129]. 

Synchrotron Radiation from Electron Storage Rings 

The synchrotron radiation from electron storage rings has a broad spectrum from 
X-ray wavelengths to the IR. When the first storage rings were put into operation, 
attempts were made to use the radiation for almost any kind of time-resolved spec-
troscopy. Synchrotron radiation is now comparatively out of favour. Compared to 
a laser, the power per nm wavelength is low. The pulse width is longer, and the 
optical beam quality is worse. The pulse repetition rate is fixed and usually too 
low for high-count rate TCSPC applications. The intensity drops slowly over sev-
eral hours between the successive electron injections. Moreover, there can be a 
considerable leakage of the RF field of the storage ring, which can severely impair 
the differential linearity of TCSPC measurements. 

7.2  Optical Systems 

Typical optical systems used for TCSPC collect less than 10% of the photons 
emitted by the sample. Consequently, if the detection efficiency is to be increased, 
the largest potential is in the optical system, not in the detector or in the TCSPC 
module. Nevertheless, TCSPC users are often more willing to spend tens of 
thousands of dollars for a detector of a slightly higher quantum efficiency or for a 
stronger laser than a few hundred dollars for some good lenses and other high-
quality optical components. However, a good optical system often not only im-
proves the detection efficiency dramatically, but also reduces typical error sources, 
such as signal distortion by reflections, pulse dispersion, instability or wavelength-
dependence of the IRF, and leakage of excitation light or daylight. 

Optical systems used for different TCSPC applications range from scanning mi-
croscopes over simple lenses and fibre systems without any lenses to camera sys-
tems and telescopes. The light sources and the sample geometry may differ consid-
erably and different wavelength resolutions may be required. It is impossible to 
describe all possible variants in detail. The general principles of the optical systems 
for the most common applications are described under Chap. 5, page 61. The fol-
lowing section describes optical elements frequently used in the optical part of 
TCSPC systems, and gives hints about how to get the best performance from them. 
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7.2.1  Lenses 

Lenses are certainly the most frequently used optical elements. Unfortunately, a 
simple spherical lens yields a very poor focus quality, even if only the beams 
parallel to the optical axis are considered. The most important aberrations on the 
optical axis are spherical and chromatic aberration. The lens has a different focal 
length for rays of different distance from the optical axis, and different focal 
lengths for different wavelengths (Fig. 7.4).  

Both the spherical and the chromatic aberrations increase dramatically with the 
f number or the numerical aperture of the lens. The f number (usually written as 
f/#) is defined as 

Dff //#  (7.1) 

with f = focal length, D = diameter. An f/8 lens has a focal length of 8 times the 
diameter. The light collection power of a lens is also described by the numerical 
aperture, NA. The numerical aperture is 

sin0nNA  (7.2)  

with n0 = refractive index of the medium in front of the lens, = angle between 
the optical axis and a ray from the edge of the lens into the focus. For small 
f numbers and lenses in air, the NA is approximately  

#/5.0 fNA , or fDNA /5.0  (7.3) 

The absolute size of the aberrations increases with the size of the lens and its 
f number. Moreover, oblique beams experience coma and astigmatism, i.e. the 
spot where the rays are combined is no longer circular. Moreover, the surface of 
best focus is curved. 

In TCSPC systems, light is often to be collected from a small spot in a sample 
and transferred to a small-area detector, the slit of a monochromator, or an optical 
fibre. Most optical systems for TCSPC do not use strongly oblique beams so that 
coma, astigmatism, and curvature of the image field are usually not problems. 
However, to obtain a high collection efficiency, high f numbers must be used, and 
problems arise from spherical and chromatical aberration. 

A BA

B

Image plane Image plane

blue red

LensLens

Fig. 7.4 Spherical (left) and chromatic (right) aberration in a lens 
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Achromatic Lenses 

The best solutions to the aberration problem is to use achromatic lenses. Achro-
matic lenses consist of a positive and a negative lens made of glass of different 
dispersion and refractive index. The lenses are designed in such a way that both 
chromatical and spherical aberration are corrected on the optical axis. Moreover, 
astigmatism, coma, and field curvature are reduced, but not entirely corrected. 
More than two lenses can be used to correct for off-axis aberrations as well. How-
ever, the correction works only if the lens is used at the conjugate distances for 
which it is designed, and in the right orientation. In principle, a doublet or triplet 
lens can be corrected for any conjugate ratio. The correction may also compensate 
for the aberration of other optical elements, such as prisms in a convergent or 
divergent beam. However, general-purpose doublet lenses are usually corrected 
for infinite conjugate ratio, i.e. for focusing a parallel beam into a spot or vice 
versa. Figure 7.5 shows how achromats corrected for infinite conjugate ratio can 
be used to build a relay lens with conjugate foci. Both achromats are used in the 
configuration they are designed for. The focal lengths are selected to achieve the 
desired transfer distance ratio. 

Lens 1 Lens 2

f1 f2

Fig. 7.5 Transfer system for use at conjugate foci made of two lenses corrected for infinite 
conjugate ratio. The focal lengths of lens 1 and lens 2 are f1 and f2, respectively 

In practice it is sometimes not clear which side of an infinity-corrected doublet 
is to be directed toward the convergent or the parallel beam. There is, however, a 
simple way to find out. If the lens has a focal length shorter than about 10 cm, 
hold the lens with your arm outstretched over a sheet of printed paper or any other 
structured plane surface. When the lens is almost focused on the paper, you see a 
fuzzy, but strongly magnified image. If the convergent-beam side of the lens is 
oriented to the paper, all parts of the lens come into focus simultaneously and you 
see a fuzzy but otherwise undistorted image. If the parallel-beam side is oriented 
to the paper, you see a distorted image, as shown in Fig. 7.6. 
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For a lens of long focal length, such as a telescope objective lens, you can re-
verse the test. Look at a distant object (not the sun) and hold the lens at focal 
length of your eye. If the convergent-beam side directs to the eye, the image re-
mains undistorted when the eye is close to the focus. 

Normal achromats are made of a crown glass and a flint glass lens. Unfortu-
nately, flint glass becomes nontransparent below about 360 nm. Standard achro-
mats therefore cannot be used in the UV. UV achromats can be made of fused 
silica and calcium fluorite. Their high price and low f numbers make them less 
useful for TCSPC optics. 

Aspheric Lenses 

High f numbers and low spherical aberration can also be obtained with aspheric 
lenses. Such lenses are available for condensers in projectors or other illumination 
purposes. Chromatic aberration remains uncorrected, and the off-axis aberrations 
are large. Moreover, aspheric lenses are moulded, not ground as in high-quality 
optical elements. They are therefore made from glass or plastic, not from fused 
quartz or other UV transparent materials. As achromatic doublets, aspheric lenses 
must be used in the right orientation. Usually there is a flat side or a spherical side 
of low curvature. If the lens is corrected for infinite conjugate distances, the flat 
side must be directed to the convergent beam. You can test them in the same way 
as for an achromat.

Single Element Lens Systems 

Often the only way to build optical systems for UV is with spherical lenses made 
of fused silica („quartz lenses“). Fused silica has a lower index of refraction than 
glass, so the curvature of the lenses for a given focal length is stronger and the 
spherical aberration is larger than for a glass lens. The aberrations can be mini-
mised (though not removed) by using the proper lens shape. Often, in practice, 
only plano-convex and double-convex lenses are available, but even with these the 
aberrations can be reduced. A few examples are shown in Fig. 7.7. 

Fig. 7.6 Checking an achromatic doublet corrected for infinite conjugate ratio. If the con-
vergent-beam side is directed to the paper the image remains undistorted when the paper 
comes close to the focus (left). Otherwise the image is distorted (middle and right)
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Fig. 7.7 Minimising the aberration of spherical lenses for focusing parallel light (left) and at 
conjugate foci (right). Aberration decreases from top to bottom 

Three examples for focusing a parallel beam are shown at the left side of 
Fig. 7.7. A plano-convex lens used at infinite conjugate ratio yields a poor focus 
quality if the flat side is on the parallel-beam side. A double-convex lens works 
better, but not as good as the plano-convex lens with the convex side directed to 
the parallel beam. Three examples for 1:1 conjugate distance are shown right. A 
single plano-convex lens gives a very poor focus quality. The double-convex lens 
is better. However, two plano-convex lenses with the convex sides facing each 
other work better than the double-convex lens. For conjugate ratios other than 
1:1 two plano-convex lenses of different focal length can be used. 

Please note that these rules apply only to beams parallel to the optical axis. If 
off-axis aberration must be taken into account, the optimum lens shapes can be 
different. An introduction to basic lens design is given in [252]. 

Fresnel Lenses 

Large-size high-aperture condenser systems in projectors often use Fresnel lenses. 
A Fresnel lens is a flat piece of plastic with concentric grooves that act as individ-
ual refracting surfaces (Fig. 7.8). 

Fig. 7.8 Fresnel lens 
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Fresnel lenses are light, inexpensive, and can be made with large f numbers and 
good correction for spherical aberration. Off-axis aberrations are strong, as for 
aspheric lenses. Moreover, Fresnel lenses generate an enormous amount of scat-
tered light. Another drawback of Fresnel lenses in TCSPC systems is pulse disper-
sion. In a normal lens the refraction is achieved by bending the wavefront of the 
light by the delay in the glass of the lens, which compensates for the different path 
lengths outside the lens. In a Fresnel lens the effective path length for rays at the 
edge is longer than for rays in the centre. 

Gradient-Index Lenses 

Gradient-index (or GRIN) lenses are rods of glass having a radially decreasing 
index of refraction. Beams tilted with respect to the longitudinal axis are refracted 
back to the axis. The length of the rod is selected so that the end faces form conju-
gate image planes (Fig. 7.9). 

n

r

-r

Fig. 7.9 Gradient-index (GRIN) lens 

GRIN lenses can be used as miniature endoscopes. They are therefore increas-
ingly used in biomedical applications. A GRIN lens can be brought in direct con-
tact with the specimen or even be implanted into the tissue. Although the optical 
quality of the lenses is not perfect it is good enough that two-photon microscopy 
through the lenses is possible [320]. 

7.2.2  Filters 

Filters are used to select a special emission wavelength, to suppress excitation 
light in fluorescence experiments, and to adjust the intensity of a light signal. 
Filters can be based on absorption in coloured glass or on reflection and interfer-
ence in a stack of dielectric and metal layers. 

Absorptive Glass Filters 

A number of commonly used colour filters are shown in the figures below. It re-
quires a long-pass filter to suppress the excitation light in fluorescence experi-
ments with one-photon excitation. A large number of long-pass glass filters of 
different cut-off wavelength are available. Transmission curves of the commonly 
used long-pass filter glasses are shown in Fig. 7.10. 
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Fig. 7.10 Absorptive long-pass filters. [447], Courtesy of Schott, Germany 

As can be seen from Fig. 7.10, there is a wide variety of long-pass filters. Unfortu-
nately the situation for short-pass filters is far less favourable. Transmission curves of 
glasses that can be used as short-pass filters are shown in Fig. 7.11 and Fig. 7.12. 

Fig. 7.11 Absorptive short pass flitters, visible range 

Fig. 7.12 Absorptive short-pass filters, UV range, [447] Courtesy of Schott, Germany 
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The most important absorptive short-pass filter is the BG 39, which has a 
blocking factor of more than 105 between 800 nm and 1,000 nm. It is used to 
block the NIR laser in experiments with two-photon excitation. Even blocking 
filters of the interference type for two-photon microscopy sometimes use a BG 39 
substrate.

Compared to interference filters (see paragraph below), the transition between 
the stopband and the passband of absorptive filters is not very steep. However, 
long-pass absorptive filters have high blocking factors below the stopband wave-
length and high transmission above the passband wavelength. An advantage in 
TCSPC applications is that the light in the stopband is absorbed and not reflected 
back into the beam path. Moreover, the filters work well if they are placed in an 
uncollimated (convergent or divergent) beam. The cut-off may shift a bit to a 
longer wavelength due to the longer path length for oblique rays, but the general 
performance remains unchanged. 

A problem of absorptive filters in TCSPC applications can be fluorescence of 
the filter glass. The lifetimes of filter fluorescence can be anywhere between a 
nanosecond and tens of microseconds. Figure 7.13 shows the fluorescence decay 
of a GG 420 and a GG 475 filter. 

Fig. 7.13 Fluorescence decay of GG 420 and GG 475 filter glasses. Time scale 2.1 µs per 
division, intensity scale logarithmic, 1 decade per division. Excitation at 368 nm 

The filters were illuminated at 368 nm by 100-ns pulses from a 370 nm LED. A 
368-nm interference filter was used to block LED emissions above 380 nm. The 
filter emission was recorded by a Becker & Hickl PMC 100 detector and a 
MSA 300 multiscaler. The decay is multiexponential with lifetime components 
from about 500 ns to several microseconds. 

Filter glasses of the same type can show totally different fluorescence intensi-
ties and decay profiles. Figure 7.14, left, shows fluorescence decay curves of two 
GG 435 filters in the microsecond range. Figure 7.14, right, shows the fluores-
cence of filter 2 (the less fluorescent one) on the nanosecond scale. The curve was 
recorded by TCSPC with excitation by a 372 nm, 50 MHz picosecond diode laser. 
It shows a fluorescence component of about 2 ns lifetime on the background of 
slow fluorescence. 
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Fig. 7.14 Fluorescence of different samples of GG 435 filter glasses. Left: 2.1 µs/div, re-
corded by a multiscaler. Right: Sample 2, recorded by TCSPC, 4 ns/div 

If the lifetime of the filter fluorescence is long, the result is an apparent increase 
in the background count rate, which is often mistaken for detector background or 
leakage of daylight. Absorptive filters should be checked for possible lumines-
cence and, if possible, should be placed far away from any image plane conju-
gated with the detector. 

Interference Filters 

Interference filters are made by depositing a series of dielectric and metallic layers 
on a glass substrate. In addition to these layers, the interference filters often have 
an absorptive layer on one or both sides to block residual transmission in the stop-
band. A wide variety of filter characteristics are available – short-pass, long-pass, 
band-pass, narrowband and notch filters. Interference filters can be made with 
steep transition between the stopband and the passband. The transmission in the 
passband varies from about 30% for narrow band filters to almost 100% for short-
pass, long-pass, and notch filters. Interference filters are almost ideal to block 
excitation light or daylight, and to select a detection wavelength interval. How-
ever, interference filters work at their specified performance only if they are 
placed under 90° in a parallel beam. For oblique beams the transmission wave-
length shifts to shorter wavelength. The shift is considerable, as you can see by 
looking through a tilted narrowband filter. This implies that the full performance 
of interference filters can be exploited only in a collimated beam. For light emitted 
from a small sample area, collimation can easily be achieved by an appropriate 
relay lens system. However, if the light is emitted from a large area, a near-
parallel beam can only be obtained by a transfer lens system of a focal length 
larger than the emitting area, see Fig. 7.15. Problems can also arise from stray-
light. Straylight can pass the filter at any angle from the optical axis, with a corre-
spondingly large change in the filter characteristic. 
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Fig. 7.15 An interference filter must be placed in a parallel beam. This is no problem if the 
emission comes from a point-source (left). If the emission comes from a larger area (right),
it is necessary to make a tradeoff between the size of the relay lens system and the tilt angle 

An important feature of interference filters is that the blocked light is reflected 
back into the beam path. Because the filter is placed in a collimated beam, the re-
flected light is perfectly focused back into the sample. This can cause noticeable 
afterpulses in the IRF of a TCSPC system. The remedy is often to use an additional 
coloured glass filter in front of the interference filter. If the filter has an additional 
absorptive layer on one side, this side should be oriented toward the light source.  

For the same reasons interference filters should not be stacked. The reflected 
light bounces between the filters (see Fig. 7.27). The result is pulse distortion, and 
a stopband attenuation smaller than the product of the attenuation of the individual 
filters.

Linear-variable interference filters have a transmission wavelength that varies 
linearly over the length of the filter. In the visible range the bandwidth is 10 to 
20 nm and the transmission about 40%. The filters can be used as simple mono-
chromators. A linear variable interference filter placed in front of a multichannel 
PMT makes a simple multispectral detection system. However, the efficiency of 
such a system is low, because most of the photons are blocked by the filter.  

Neutral-Density Filters 

Neutral density (or ND) filters can be made of a metal layer deposited on a glass 
surface, a plate of absorptive glass, or a photographic plate or another gelatine 
layer containing a colloidal absorber. Metal filters can withstand high incident 
power. They are therefore suitable to attenuate a high-power laser beam. However, 
light that is not transmitted is reflected back to the source. Reflecting light back 
into a laser can cause problems. Reflection can also cause afterpulses in the IRF of 
a TCSPC system. Metal filters should not be stacked, because the light bounces 
between the filters. For the ultraviolet range, metal filters on fused-silica sub-
strates are available. 

Absorptive glass filters do not reflect much light and are therefore the best solu-
tion for the detection light path of a TCSPC system. The absorption is wavelength-
dependent, especially in the NUV and NIR. Absorptive ND filters often lose trans-
parency below 350 nm, and in the IR the transmission can be higher or lower than 
in the visible range. Transmission curves of commonly used neutral density filter 
glasses are shown in Fig. 7.16. 
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Fig. 7.16 Transmission curves of ND filters. [447], Courtesy of Schott, Germany 

A commonly ignored effect is the dependence of the absorption on the beam 
angle. An oblique beam takes a longer path through the filter and, consequently, 
experiences higher absorption than a beam parallel to the optical axis. If an ND 
filter is placed in a convergent or divergent beam, it can change the effective NA 
of the system. 

Absorptive ND filters can emit some fluorescence. The intensity is normally 
very low and normally not objectionable. 

Continuously variable attenuation is provided by variable ND filters. Early 
variable ND filters were made of two cemented wedges of glass, one of which was 
absorptive. The filters had low reflection, low scattering, and good optical quality. 
However, because of their high price and low tolerance of high power levels, they 
are no longer used. Modern variable ND filters are either graded metal filters or 
gelatine filters.  

7.2.3  Beam Splitters 

Wavelength-Independent Beam Splitters 

Cube beam splitters are made of a pairs of right angle prisms with their hypote-
nuse faces cemented together. A partially reflecting metal or dielectric layer is 
deposited on one of the faces. Cube beam splitters are rugged and possess good 
long-term stability. Reflections from the side planes of the cube are sometimes 
objectionable (see Fig. 5.106, page 175). Placing the cube in a convergent or di-
vergent portion of a beam path changes the spherical correction of the system. 

Plate beam splitters are glass plates with a partially reflecting layer on one 
plane. Reflections from the other plane can be cause ghosts in imaging systems. 
Such reflections are avoided in pellicle beam splitters. Pellicle beam splitters con-
sist of a nitrocellulose membrane with a partially reflective coating. They are 
difficult to handle and their long-term stability is questionable. 
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Dichroic Beam Splitters 

Dichroic beam splitters (or filters) use the same principle as interference filters. 
They are placed in a collimated beam, typically at a 45-degree angle. There are 
long-pass, short-pass and bandpass versions. They are extremely suitable for 
building high-efficiency optical systems. Figure 7.17, left, shows how a laser is 
coupled into a high-NA fluorescence excitation and detection system. 

Figure 7.17, right, shows a system that splits a fluorescence signal into several 
wavelength intervals. The signals in these intervals are detected by individual 
detectors and recorded simultaneously either in one TCSPC channel with a router, 
or in a multimodule TCSPC system. 
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Fig. 7.17 Use of dichroic beam splitters in high-efficiency optical systems. Left: Coupling a 
laser into a high NA fluorescence system. Right: Splitting fluorescence light into several 
wavelength channels for simultaneous detection with individual PMTs 

Polarising Beam Splitters 

Polarising beam splitters are cubes made of two cemented right-angle prisms with 
a dielectric coating on the hypotenuse. They work only in a limited wavelength 
range, typically 50 to 200 nm. If the limited wavelength range is acceptable they 
can efficiently split the polarisation components of fluorescence anisotropy meas-
urements. 

7.2.4  Monochromators and Polychromators 

The general principle of a grating monochromator is shown in Fig. 7.18. The light 
passes an input slit, is collimated by a mirror or a lens, and is diffracted by the 
grating. The angle of diffraction depends on the wavelength. A second mirror or 
lens focuses the diffracted light into the plane of the output slit, generating a spec-
trum of the input light. The output slit transmits a narrow portion of the spectrum. 
The wavelength transmitted is changed by rotating the grating. A large number of 
different monochromator configurations exist, but the general principle is the 
same. 
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A problem of monochromators in picosecond-spectroscopy applications is col-
our shift and pulse dispersion. The path length from the entrance slit to the grating 
and from the grating to the exit slit is different for both sides of the grating. The 
path length difference depends on the angle of the grating, i.e. on the selected 
wavelength. Therefore a pulse travelling through the monochromator broadens. It 
may even shift in time if the optical axis is not perfectly aligned. The problem is 
illustrated in Fig. 7.18. 
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Fig. 7.18 Wavelength-dependent path length in a monochromator 

Pulse dispersion and pulse shift can be avoided by using a double monochro-
mator of the „subtractive dispersion“ type. In this design the second monochroma-
tor is turned 180 °, and the gratings are moving in opposite directions. Thus the 
path length differences for both sides of the gratings and for different wavelength 
cancel.

A second problem of monochromators is their relatively low efficiency. Most 
of the currently available monochromators use a grating as a dispersive element. A 
grating diffracts the light into multiple diffraction orders on either side of the inci-
dent beam, see Fig. 7.19.  
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Fig. 7.19 Diffraction orders of a grating 
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Ruled gratings have sawtooth-shaped grooves and diffract 40 to 80% into the 
first order on one side of the incident beam. The rest of the light is reflected in the 
zero order or diffracted into higher orders and into the first order on the other side 
of the incident beam. This can result in a number of unpleasant effects. 

The unused light can cause considerable straylight problems, and the second 
diffraction order may overlap with the first one. In TCSPC applications, grating 
monochromators or polychromators should therefore always be used with a filter 
that blocks the excitation wavelength. 

Moreover, the fraction of the light diffracted into the first order depends on the 
wavelength. If a grating monochromator or polychromator is used to record a 
spectrum, the wavelength dependence of the efficiency needs to be calibrated. The 
diffraction efficiency of a grating also depends on the polarisation of the light. 

The benefit of the grating monochromator is that it can be built with high 
f numbers. F numbers around f:3.5 are common, and f:2 can be achieved with 
some tradeoff in resolution. The high f numbers often compensate for the less than 
ideal efficiency of the grating. 

Most of the unpleasant effects of a grating are avoided in prism monochroma-
tors. In principle, a prism can achieve almost 100% efficiency. The dispersion of a 
prism is nonlinear, but approximately proportional to the wave number. This is 
often considered a drawback of the prism monochromator. More important it is 
certainly that the low dispersion of a prism causes geometric constraints and pre-
cludes the use of f numbers much faster than f : 8. In fluorescence spectroscopy, 
prism monochromators have fallen almost entirely out of use. 

By definition, a monochromator transmits only a narrow part of the input spec-
trum. A spectrum of the input signal is obtained by scanning the wavelength. Con-
sequently, most of the signal photons are blocked, and the efficiency is low. Pho-
ton loss can be avoided by using a polychromator or spectrograph. These 
instruments use the same principle as a monochromator but have no output slit. 
They therefore deliver the whole spectrum of the input light in their output image 
plane. Some monochromators have removable output slits and can be used as 
monochromators or polychromators. In a multiwavelength TCSPC setup, a mul-
tianode PMT or position-sensitive PMT is placed in the output image plane of the 
polychromator. The photons of the detector channels are routed into different 
memory blocks of a single TCSPC module. 

Compared to scanning of a spectrum by a monochromator, a polychromator 
with a multianode PMT system is more efficient at recording a spectrum; the de-
gree of its relative efficiency is proportional to the number of PMT channels.  

To obtain maximum light throughput, the f number of the input light cone must 
match the f number of the monochromator. Moreover, the image in the input plane 
must not be larger than the slit. Building an appropriate relay lens system is no 
problem if the light comes from a point source. For larger sources the throughput 
is limited by the slit size and the f number of the monochromator; see Fig. 7.20. 

Once the input light cone matches the f number of the monochromator 
(Fig. 7.20a), neither (b) a larger lens nor (c) a lens with a higher NA at the source 
side will increase the amount of transmitted light. Case (b) leads to an input cone 
of a larger f number than accepted by the monochromator. Case (c) results in an 
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image larger than the monochromator slit. In both cases the additional light trans-
ferred by the lens is not transmitted through the monochromator.  
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Fig. 7.20 Limitations of the light throughput of a monochromator. Once the slit is fully 
illuminated and the f numbers are equal, neither (a) a larger lens nor (b) a lens with a higher 
NA at the source side will increase the throughput 

The only way to improve the efficiency is to reduce the size of the excited spot 
in the sample or to match the shape of the source spot to the monochromator slit. 
In cuvette fluorescence systems with a horizontal excitation beam, a large im-
provement can be made by turning the monochromator 90°, so that the slit is hori-
zontal and matches the orientation of the excited sample volume. 

7.2.5  Optical Fibres 

Optical fibres are convenient for sending light from one place to another. Once the 
light is coupled into one end of a fibre it arrives at the other, regardless of how the 
fibre is bent or moved. Optical fibres come in three versions – multimode fibres, 
gradient-index fibres, and single-mode fibres (Fig. 7.21). 

Multi-Mode Fibre

Single-Mode Fibre
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Fig. 7.21 Light propagation in a multimode fibre, a gradient-index fibre, and a single-mode 
fibre
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Multimode fibres consist of a core with a high index of refraction and a clad-
ding with a lower index of refraction. The light is kept inside the fibre by total 
internal reflection. The fibres accept relatively large beam angles. Therefore mul-
timode fibres can be used at an NA of up to 0.4. Multimode fibres made of glass 
and fused silica fibres come in diameters up to 1.5 mm, plastic fibres up to 3 mm. 
To increase the cross section further, a large number of fibres can be combined 
into a fibre bundle. 

The large diameter makes it relatively easy to couple light into a multimode fi-
bre. However, rays of different angles to the optical axis have different optical 
path lengths and, consequently, different transit times. Therefore, a light pulse 
coupled into the fibre at an NA greater than zero spreads out in time. The transit 
time spread – or pulse dispersion – increases with the length of the fibre and with 
the NA of the input beam. It does not depend on the thickness of the fibre. A for-
mula for the pulse dispersion is given in [326]. The impulse response of the fibre 
is roughly rectangular and has a width, t, of  

1
/1

1
22 nNAc

nl
t   (7.4) 

with n = refractive index of fibre core, l = length of fibre, c = vacuum velocity of 
light, NA numerical aperture [326]. 

Gradient-index fibres have a gradient in the index of refraction from the centre 
to the periphery. The light is kept inside the fibre by refraction. Therefore, the 
geometric path length difference is compensated for by the different speed of light 
at different distance from the centre. Consequently there is no transit time spread 
and no pulse dispersion. The downside is that the maximum NA is smaller than 
for the multimode fibres. Moreover, gradient index fibres come in small diameters 
of 50 to 100 µm only. Unless the input beam quality is very good, the throughput 
is smaller than for a multimode fibre. 

The number of wave modes that can propagate through a fibre depends on the 
core diameter and the wavelength. If the core diameter is made extremely small, 
only the zero-order mode is transmitted. This mode goes straight through the fibre 
without reflections at the side walls. Consequently, there is no transit time spread 
and no pulse dispersion. However, the core diameter is only 3 to 10 µm, which 
makes it very difficult to couple light into the fibre with high efficiency. Good 
coupling efficiency can be obtained for gas lasers or solid state lasers that deliver a 
high beam quality. To obtain an acceptable coupling efficiency for diode lasers, 
the astigmatism of the beam has to be corrected and the cross-section has to be 
shaped by anamorphic optics. An anamorphic system has different magnification 
in the horizontal and vertical directions. It can be made by cylinder lenses or 
prisms. Coupling fluorescence light or other signals from macroscopic samples 
into single-mode fibres is an almost hopeless enterprise. 

Due to their high throughput capability, multimode fibres are frequently used to 
transmit light in optical systems for TCSPC. Figure 7.22 shows how NA and pulse 
dispersion can be traded against fibre diameter. 
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Fig. 7.22 Trading NA against fibre diameter when coupling a diode laser into a fibre 

The light from the source, in this case a laser diode, is transferred to the fibre 
input cross section by a transfer lens system. The first lens is the laser collimator, 
with a focal length, f1, which is normally a few mm. If the collimated beam is 
focused into a fibre by a lens of a longer focal length, f2, all aberrations in the 
laser beam profile are magnified by a factor M = f2 / f1. This requires a fibre of a 
correspondingly large diameter. However, the NA of the beam coupled into the 
fibre, and consequently the pulse dispersion in the fibre, is reduced by the same 
ratio. 

If a lens of short focal length is used, e.g. a second laser diode collimator, mag-
nification of the aberrations is avoided. Now the laser can be coupled into a thin 
fibre. However, the NA is large, and so is the pulse dispersion. An example is 
shown in Fig. 7.23. Pulses from a 650 nm, 45 ps diode laser were sent through a 
1 mm fibre of 2 m length. The pulse shape shown left is for an NA of 0.3, the right 
pulse shape is for an NA of < 0.1. 

In all cases when multimode fibres or fibre bundles are used, care must be 
taken that the effective NA of the light cones remains constant at the input and the 
output. The most objectionable design is an iris diaphragm for intensity regulation 
in front of a fibre. However, the transmission of neutral-density filters, colour 

Fig. 7.23 Pulse dispersion in a multimode fibre of 1 mm diameter and 2 m length. The 
pulses of a 650 nm, 45 ps diode laser were sent through the fibre and detected by an 
R3809U MCP PMT. Left: NA = 0.3, fwhm = 117 ps. Right: NA < 0.1, fwhm = 54 ps 
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filters, and interference filters also depends on the ray angle. Therefore the effec-
tive NA is changed if a filter is placed in the convergent or divergent beam before 
or behind the fibre. 

7.2.6  Reflections in Optical Systems  

In any optical system light is reflected or scattered at the sample, the lens surfaces, 
filters, monochromator slits, lens holders, and/or other passive design elements. In 
an optical system for visual use, the reflections cause loss of contrast and ghost 
images. In an optical system for TCSPC, the reflections cause distortions of the 
effective IRF. As long as the reflections are the same for the recording of the sig-
nal and the recording of the IRF, the result is simply that the recorded curve looks 
ugly. However, usually the reflections are different at the signal wavelength and at 
the wavelength of the IRF recording. The variation of the effective IRF can cause 
noticeable errors in the determination of fluorescence decay times or other sample 
parameters. 

The problem of reflections is most critical if highly reflective surfaces are in-
volved. Optical elements to be considered are interference filters, reflective ND 
filters, and photomultiplier cathodes. Problems can occur by backreflection of 
excitation light into the sample, and by multiple reflection in the detection path. 

Reflection of excitation light can be noticeable among highly scattering sam-
ples and in cases where the excitation beam is directed into the back of the sample. 
In Fig. 7.24, left, an interference filter or a metal ND filter is placed in the parallel 
beam between two lenses in the detection light path. For an interference filter this 
is generally correct, because it needs a collimated beam to work correctly. How-
ever, the excitation light blocked by the filter is reflected back into the beam path 
and focused into the sample. The reflected excitation light results in a secondary 
excitation pulse. A similar situation can occur with reflection at the slit brackets of 
a monochromator (Fig. 7.24, right). 
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Slit

Excitation Excitation

Fig. 7.24 Reflections from a highly reflective surface back into the sample 

The relative size of the secondary pulse depends on the filters, on the absorp-
tion and scattering properties of the sample, and on the width of the monochroma-
tor slit. The IRF of the system is therefore not necessarily constant. 

Backreflection of excitation light into the sample can be reduced by placing an 
absorptive filter in the beam path between the interference filter and the sample. 
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Absorptive filters do not need a collimated beam. This filter can be tilted or placed 
in the divergent beam between the cuvette and the lens; reflections at the absorp-
tive filter are not then focused back into the sample. 

Two typical examples of reflections at reflective surfaces in the detection light 
path are shown in Fig. 7.25. The worst case is that of reflections between two 
highly reflective surfaces, such as two interference filters or metal ND filters 
(Fig. 7.25, left). Strong reflections can also occur between the cathode of a PMT 
and an interference filter in front of the detector (Fig. 7.25, right). However, re-
flections are also noticeable between a highly reflective surface and a normal glass 
surface.
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Fig. 7.25 Reflections between two highly reflective surfaces (left) and between a highly 
reflective surface and the PMT cathode (right)

Some extremely unfortunate situations can also occur in systems with several 
parallel detection paths. Often light reflected back from one detection path can 
enter the other one. A typical example is the „T geometry“ often used for anisot-
ropy experiments, see Fig. 7.26. 
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Fig. 7.26 Reflection from one detection path into the other in a dual detector system 

Any light reflected at the polarisers is directed into the opposite detection path. 
Reflection at an uncoated surface is about 5%. This 5% reaches the opposite de-
tector after a few ns and causes a step in the recorded decay function. A second 
reflection can appear from the monochromator slits if the polarisers are oriented 
parallel to one another. The only remedy is to tilt the polarisers or to place them in 
the convergent beam between the lenses and the monochromators. Even then some 
reflection from the lenses is usually detectable. 
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Some cases of reflections in the IRF of a TCSPC system are shown in 
Fig. 7.27. Reflections between two similar interference bandpass filters placed 
2 cm from each other are shown in the upper left graph. The upper right graph 
shows a reflection between the cathode of an MCP-PMT, and an interference filter 
placed 3.7 cm in front of it. The reflection between an absorptive ND filter di-
rectly in front of the PMT and an interference filter 14 cm in front of it are shown 
in the lower left graph. The undistorted IRF is shown in the lower right graph. 

          

Fig. 7.27 Reflections in optical systems. Upper left to lower right: Reflection between two 
similar interference filters placed 2 cm from each other, reflection between the PMT cath-
ode and an interference filter, reflection between an absorptive ND filter and an interfer-
ence filter, true IRF with all sources of reflection removed. BHL 600 picosecond diode 
laser and R3809U MCP PMT, time scale 500 ps/div, intensity scale logarithmic from 10 to 
100,000 counts 

In practice any design is a compromise between reflections, efficiency, filter 
performance, and filter fluorescence. Reflections can be directed out of the detec-
tion path by tilting the critical part, or by placing it in a nonparallel part of the 
beam. It must be decided whether the resulting change in the characteristics of the 
filter can be tolerated or not. Often slight changes in the beam geometry have a 
large effect, especially if aperture and field stops are used in the right places; see 
below. 
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7.2.7  Baffles, Aperture Stops and Field Stops 

Even in perfectly designed optical systems, some light is scattered and reflected at 
optical surfaces or beam stops. The stray light must be kept out of the detection 
light path. Therefore a good optical system has a number of circular stops and 
baffles that block unwanted light from the detector. Stray light suppression can be 
compared to the shielding of an electronic system. Unfortunately its importance is 
similarly underestimated, so that cheap telescopes and microscopes for children 
often have better stray light suppression than scientific optical systems. 

As a rule of thumb, no parts of the housing, lens holders, or the inside of optical 
tubes should be visible from the active area of the detector. This can be achieved 
by circular stops that restrict either the field of view of the detector (field stops) or 
the effective aperture of a beam (aperture stops). The term „baffle“ is often used; 
baffles are cylindrical or conical tubes or circular stops that keep off unwanted 
light from the detector [71].  

Two examples of baffles are shown in Fig. 7.28. In mirror systems with a 
folded beam path, light entering at a large angle from the optical axis light can 
often reach the detector directly. An example is the Cassegrainian telescope shown 
left; a conical baffle reduces the stray light considerably. A similar situation can 
occur if a lens is placed far from a detector (Fig. 7.28, right). Light passing outside 
the lens can reach the detector unless it is blocked by a baffle. 
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Mirror

Detector
DetectorBaffle

Lens

Fig. 7.28 Baffles in optical systems 

To make a baffle efficient, the inner surface must be blackened and reflection at 
grazing incidence must be suppressed. This can be achieved by vanes on the inner 
surface or by machining a thread into the baffle. If this is not possible there is a 
very efficient trick used by amateur astronomers: Spray the surface with black 
paint and let it dry. Then spray it once more and spread sugar on it. Let it dry 
again and wash the sugar off. The result is a structured surface that is almost free 
of reflection at grazing incidence. Of course, also the inner side of the housing and 
all other nonoptical surfaces should be painted with matte black paint. If these 
rules are obeyed, there is a considerable reduction of daylight leakage and arte-
facts from scattered excitation or scattered fluorescence light. 

Another way to suppress stray light is through field stops and aperture stops. A 
field stop is placed in a conjugate image plane of the excited spot in the sample. 
An aperture stop is placed most efficiently in the image plane of another aperture, 
which can be another stop, a lens, or a mirror. Two examples are shown in 
Fig. 7.29. A lens, L1, focuses a laser beam into a sample. The light emitted by the 
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sample is collected by the same lens, L1, diverted by a dichroic beamsplitter, and 
focused on a detector by another lens, L2. The system is a standard setup of 
TCSPC lifetime microscopy, where L1 is the microscope lens. The problem in 
such systems is laser light scattered at the edge of the microscope lens, at the mi-
croscope lens itself, and at the dichroic beamsplitter. The stray light can be re-
duced by a field stop in the conjugate sample plane, A, as shown in Fig. 7.29, left.  
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Fig. 7.29 Field and aperture stops 

An extreme example of a field stop is confocal detection, where the stop is a 
pinhole that blocks all light that does not come from a diffraction-limited spot in 
the sample. 

A field stop in the conjugate sample plane may not be feasible if the sample is 
highly scattering. In this case the light emitted from the surface of the sample 
cannot be focused into plane A. Nevertheless, the stray light can be considerably 
reduced by an aperture stop. L2 projects an image of the microscope lens into 
plane B. A stop in plane B blocks the light scattered at the edge L1, and a consid-
erable fraction of the light scattered at the lens surface and the dichroic mirror. 

7.2.8  Detectors 

A detailed description of detectors and their performance in TCSPC applications 
is given under Chap. 6, page 213. Detector problems related to special TCSPC 
applications are also discussed under Chap. 5, page 61. The following paragraph 
deals with some practical issues related to single photon detectors and their use in 
TCSPC.

7.2.9  Choosing the Detector 

The choice of the detectors is dictated by the required time resolution, spectral 
range and sensitivity, tolerable dark count rate, detector area, available count rates, 
ruggedness, and possible budgetary constraints. The paragraphs below attempt to 
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answer some frequently asked questions about the selection of the detector and its 
accessories.

How fast a Detector do I need? 

The transit-time spread of the detector determines the instrument response func-
tion (IRF). As a rule of thumb, a single-exponential lifetime can be measured with 
good efficiency down to the full width at half maximum (FWHM) of the IRF. For 
shorter lifetimes the efficiency degrades rapidly, i.e. more photons are needed to 
obtain the same lifetime accuracy. Nevertheless, lifetimes 10 to 100 times shorter 
than the IRF width can be measured. The practical limit is given by the IRF stabil-
ity, which is of the order of 1 ps (see Fig. 7.36 and Fig. 7.37, page 298). Conse-
quently, single-exponential decay functions can be measured with medium speed 
detectors, such as the Hamamatsu TO 8 PMTs, or H5783 photosensor modules 
(see Fig. 6.39, page 250).  

For multiexponential decays the situation is more complex and depends on the 
ratio of the lifetimes and the ratio of the amplitude coefficients. If the ratio of the 
lifetimes to each other is on the order of 10 and the ratio of the amplitudes close to 
1, the components can easily be resolved even if the short one is hidden within the 
IRF. Lifetimes components closer than 1:1.5 are generally hard to resolve. The 
situation becomes almost hopeless if two components shorter than the IRF width 
have to be resolved. Therefore, the detector should be faster than at least the sec-
ond fastest decay component. Moreover, to resolve multiexponential decays it is 
helpful to have a clean IRF without secondary peaks and bumps. Complex decay 
functions are a strong argument for using an MCP PMT. 

A crucial point of detector selection is whether or not an accurate IRF can be 
recorded in the given optical system. IRF recording is often a problem in micro-
scopes or other systems that use the same beam path for excitation and detection. 
Reflection and scattering makes it difficult to record an accurate IRF in these 
systems. In two-photon microscopes the detector may not even be sensitive at the 
laser wavelength, or the laser wavelength may be blocked by filters. If an accurate 
IRF is not available, lifetimes much shorter than the detector IRF cannot be relia-
bly deconvoluted. The rule of thumb is to use a detector with an IRF width shorter 
than the shortest lifetime to be measured. 

Another point to be considered is the pulse width of the light source and the 
pulse dispersion in the optical system. Multimode fibres or fibre bundles used at 
high NA can easily add a few hundred ps to the IRF widths. It is, of course, not 
necessary to use a detector that has an IRF width shorter than 30 50% of the pulse 
dispersion of the optical system. 

Which cathode Version is the Best? 

The most common cathode types for PMTs are the bialkali, the multialkali, the 
extended multialkali, and the GaAs and GaAsP cathodes. Typical curves of the 
cathode radiant sensitivity are given in Fig. 6.16, page 230. The selection of the 
cathode is often a tradeoff between red and NIR sensitivity and dark count rate.  

The extended red multialkali cathode and the GaAs and GaAsP cathodes re-
quire cooling. Coolers are often bulky and expensive, imposing constraints on the 
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optical design. A convenient solution is PMT modules with internal peltier cool-
ers, such as the Hamamatsu H7422. 

The spectral transmission characteristics of the optical system are a frequently 
neglected issue. A system containing flint-glass elements turns nontransparent at 
wavelengths below 360 nm. In two-photon microscopy or two-photon FCS, the 
laser blocking filter limits the spectral range on the long- wavelength side. A mul-
tialkali PMT detecting through 3 mm BG 39 glass delivers almost the same spec-
tral response as a bialkali PMT (see Fig. 5.91, page 156).  

Single-photon avalanche photodiodes are often praised for their high quantum 
efficiency. It is correct that these detectors have a peak quantum efficiency of 
almost 80%. Nevertheless, APDs are far from being a panacea. The spectral effi-
ciency curve is that of a silicon photodiode, and peaks between 700 and 800 nm. 
In the visible range the efficiency is lower. The crossover point for the efficiency 
curve of a GaAsP cathode is at about 500 nm (see Fig. 6.17, page 231). Moreover, 
the detector area is less than 0.1 mm2, compared to 50 to 100 mm2 of a PMT. The 
efficiency of the APD can be exploited only if the light can be focused into the 
active area. This is definitely not the case for diffuse optical tomography and two-
photon microscopy of thick tissue. 

When comparing the sensitivity of different detectors, please note that there are 
different specifications in use (see Sect. 6.2.6, page 229). The „cathode radiant 
sensitivity“ is the cathode current for a given incident power at a given wave-
length. It is usually given as a plot versus wavelength. The cathode radiant sensi-
tivity is directly related to the cathode quantum efficiency. Both the cathode radi-
ant sensitivity and the quantum efficiency can be used to compare different 
detectors. However, measurement of the radiant sensitivity or quantum efficiency 
is extremely difficult, and some variance in the specifications is therefore un-
avoidable. Moreover, different detectors of the same type may differ slightly in 
sensitivity, especially at the long wavelength end of the spectral range. The effec-
tive radiant sensitivity and quantum efficiency of a detector may also be lower 
than the value specified for the cathode. Not all photoelectrons are transferred into 
the dynode system of a PMT and not all electron-hole pairs trigger an avalanche in 
an single photon APD. 

The „cathode luminous sensitivity“ is the cathode current per watt incident light 
power from a tungsten lamp operated at 2,856 °C. The cathode luminous sensitiv-
ity is the integral of the product of the cathode radiant sensitivity and the lamp 
spectrum. Because the lamp has its emission peak in the NIR the cathode lumi-
nous sensitivity lets the sensitivity of NIR-sensitive cathodes appear higher than it 
actually is. 

The „anode luminous sensitivity“ is the anode current per watt incident light 
power from a tungsten lamp operated at 2,856 °C. It is the product of the cathode 
luminous sensitivity and the PMT gain. Because almost any gain can be obtained 
by changing the supply voltage, the anode luminous sensitivity cannot be used to 
compare different PMTs. 

Does cooling Increase the Sensitivity of a PMT? 

Cooling does not increase the quantum efficiency of a PMT. It does, however, 
reduce the dark count rate. A cooled detector does not count more signal photons, 
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but delivers less background pulses. If the signal count rate is of the order of the 
background rate or below, cooling does increase the signal to-noise ratio, espe-
cially if the acquisition time is not limited. However, before you install a cooler, 
make sure that the background is not caused by afterpulsing, leakage of daylight, 
filter fluorescence, or electrical noise pickup.  

Can dark counts be suppressed by increasing the Discriminator 
threshold?

The pulse height distribution of the dark pulses is almost the same as for the pho-
ton pulses. Increasing the threshold reduces the dark counts and the signal counts 
by the same ratio. Please note that this applies only to dark pulses originating from 
the detector itself. Counts caused by electrical noise pickup can, of course, be 
suppressed. However, the better solution is correct shielding of the detector. 

Does higher Preamplifier gain increase the Sensitivity? 

A preamplifier cannot make two photons from one. Higher gain does therefore not 
directly increase the sensitivity. However, an increase of sensitivity can be ob-
tained if the amplitude of a fraction of the single-photon pulses is too small to be 
detected by the discriminator of the TCSPC device. Moreover, with the preampli-
fier, the PMT can be operated at a lower gain, which results in less afterpulsing 
and less signal-dependent background. Reducing this background improves the 
statistics of the data and therefore the accuracy of a curve fitting procedure. 

7.2.10  Quick Test of PMTs 

In a TCSPC system it may be necessary to test whether or not a PMT is working. 
A simple test can be made by a general-purpose oscilloscope. To withstand a pos-
sible accident like a discharge in a damaged tube or voltage divider, the oscillo-
scope should have a maximum input voltage of several hundred V. Nevertheless, 
before you apply a high voltage to the PMT, you should make sure that the cable 
connections are not damaged and that there is a reliable ground return path. Do not 
connect to or disconnect the PMT cable from the oscilloscope when the high volt-
age is on. Please see Sect. 7.6, page 315. 

To run the test, switch the oscilloscope input to 1 M , DC and select an input 
voltage range of 10 mV per division or less and a time base of 10 µs per division. 
Activate the trigger for the oscilloscope channel being used and select the „norm“ 
trigger mode and a trigger level of –5 to –10 mV. Make sure that there is no light 
on the PMT. Then start to increase the operating voltage of the PMT. For PMT 
modules with internal high voltage generator, switch on the power supply and 
increase the gain control voltage. When the PMT operating voltage approaches 
80% of the maximum value you should see the first dark pulses of the PMT. The 
pulses are negative and have a sawtooth shape, with a steep leading edge and an 
slow exponential trailing slope. Of course, this pulse shape is not the true shape of 
the single-photon pulse delivered by the PMT. It is simply the result of the RC 
time-constant formed by the sum of the PMT anode capacitance (5 to 10 pF), the 
cable capacitance (typically 80 pF/cm), and the oscilloscope input capacitance (10 
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to 30 pF) in conjunction with the total load resistance (1 M  parallel with a resis-
tor possibly connected to ground inside the PMT housing): 

fall = (Canode + Ccable + Cinp)
. Rload (7.5) 

The average amplitude of the pulses is 

inpcableanode

pmt
peak

CCC

eG
V   (7.6) 

fall = fall time constant of the observed signal 
Canode = anode capacitance of the PMT 
Ccable = cable capacitance, approximately 100 pF per meter 
Cinp = input capacitance of the oscilloscope 
Gpmt = PMT gain at the used operating voltage 
Rload = Total load resistance  
e  = elementary charge, 1,602 . 10-19 As 

For a gain of 106 and a total capacitance of 100 pF, the average pulse amplitude 
is 1.6 mV. The amplitude of the largest pulses is 5 to 10 times higher than the 
average amplitude. Therefore you should see the pulses when the gain approaches 
a few 106. If you give light to the PMT, the pulse rate increases and the signal 
turns into a more or less continuous signal. However, be careful with the light 
intensity. Any intensity that you can see is far beyond the safe level for a PMT 
operated at high gain. 

Pulses of a Hamamatsu R5600 miniature PMT, a Hamamatsu R3809U MCP, 
and an Amperex XP2020UR PMT are shown in Fig. 7.30. 

Fig. 7.30 Test of the basic function a PMT with an oscilloscope. R5600 (left,
Rload = 250 k , V = –980 V, 5 mV/div), R3809U (middle, Rload = 1 M , V = –3.0 kV, 
2 mV/div) and XP2020RU (right, Rload = 500 k , V = –2.9 kV, 200 mV/div) 

The different amplitude of the pulses is the result of the different gain of the de-
tectors (please note the different input voltage range of the oscilloscope). The 
different slopes are mainly a result of the different load resistance. 
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7.2.11  Signal-Dependent Background 

All photon counting detectors suffer more or less from afterpulsing (see 
Sect. 6.2.8, page 233). Afterpulsing occurs on the time scale of a few microsec-
onds. In high-repetition-rate TCSPC experiments, the afterpulses of many signal 
periods accumulate and deliver a considerable background level. 

Figure 7.31 shows recordings of a fluorescence signal (top) and of the dark 
counts (bottom) for a cooled H5773 20 photosensor module (left) and an 
R3809U 50 MCP-PMT (right). 

Fig. 7.31 Signal-dependent background. Fluorescence signals and dark counts recorded by 
a cooled H5773 20 PMT module (left) and a R3809U 50 MCP-PMT. The background of 
the fluorescence decay measurements is substantially higher than the dark count level 

Both detectors were used with a 20 dB, 1.6 GHz preamplifier. The H5773 20 
was operated at a gain control voltage of 0.9 V, the R3809U 50 at an operating 
voltage of –3 kV. The pulse repetition rate was 50 MHz, the count rate approxi-
mately 400 kHz, the acquisition time 40 seconds. For both detectors the back-
ground of the fluorescence measurement is considerably higher than the dark 
count level. However, the ratio of the fluorescence counts to the background 
counts is more than 10 times better for the R3809U 50 than for the H5773 20. 
This result is in agreement with the low afterpulsing probability found for the 
R3809U 50 (see Fig. 6.32, page 245). 

Figure 7.31 shows that the dynamic range of fluorescence decay measurements 
can be severely limited by afterpulsing. For a given detector, the afterpulsing 
probability and thus the background can be reduced by reducing the gain. The 
reduced detector gain must be compensated for by a higher preamplifier gain or a 
reduced discriminator threshold. However, loss of time resolution and increase of 
differential nonlinearity set a lower limit to the detector gain.  

Another way to increase the dynamic range is to reduce the pulse repetition 
rate. The downside of this solution is the increase of pile-up distortion or acquisi-
tion time. 

It should be noted that filter fluorescence can cause a signal-dependent back-
ground that is almost indistinguishable from the background caused by afterpuls-
ing. Therefore, if background is a problem, the optical system should also be 
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checked. Filter fluorescence can be distinguished from afterpulsing by changing 
the detector gain; afterpulsing changes with the gain, filter fluorescence does not. 

7.2.12  Instability in PMTs 

The gain of a PMT increases steeply with the supply voltage. If the gain is in-
creased above a safe level instability may occur. Instability shows up a sudden 
increase of the background count rate. The rate can jump up to millions of counts 
per second and even damage the PMT if it persists for several seconds. Usually 
the count rate can be brought back to a reasonable level by decreasing the supply 
voltage. 

Like afterpulsing, instability is probably caused by ion feedback and possibly 
luminescence of dynodes. Therefore some manufacturers specify not only a maxi-
mum operating voltage for their PMTs but also a maximum safe gain. 

A PMT can develop instability or permanently increased dark count rate after 
being heavily overloaded for a period of several seconds or longer. The reason is 
probably heating of the anode and the last dynodes which releases gas from these 
structures.

Signs of beginning instability are extremely strong afterpulsing, an unstable 
counting background, and spikes in intensity traces recorded at millisecond resolu-
tion. An example is shown in Fig. 7.32., left. If a PMT shows signs of instability 
an attempt can be made to operate it at a reduced voltage. If the reason of the in-
stability is not poor vacuum but exceptionally high gain, it may work reasonably 
at the reduced operating voltage, see Fig. 7.32, right. 

Fig. 7.32 Instability in a PMT, intensity traces recorded at a resolution of 1 ms per time 
channel, time scale 1 s/div. The spikes in the recorded count rate (left) indicate beginning 
instability. The same PMT works reasonably at reduced gain (right)

Instability or detector damage should not be confused with the normal behaviour 
of a PMT after exposure to daylight. If the cathode is exposed to strong light with no 
supply voltage applied, the dark count rate may be increased by one or two orders of 
magnitude. A PMT that has been exposed to daylight will return to a normal dark 
count level after some time in the dark. The recovery time can be from some min-
utes to about one day; see Fig. 6.19, page 233. If a PMT shows a substantially in-
creased dark count rate and does not recover within 1 2 days, it is damaged. 
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7.2.13  Timing Stability 

The shortest IRF obtained with TCSPC and MCP PMTs is currently 25 to 30 ps. 
With some 106 recorded photons the variance of the first moment of the IRF is of 
the order of 10 fs. A statistical accuracy on this level is indeed confirmed by dis-
tance measurements based on TCSPC [340, 341]. A change in the first moment is 
directly related to a change in a fluorescence lifetime. One could therefore pre-
sume that TCSPC reveals lifetime effects down to the time scale of a few 10 fs.  

In practice the resolution of TCSPC is determined mainly by systematic timing 
drift. The most critical parts of the system are the PMT and its voltage divider. 
Changes in the count rate induce changes in the voltage distribution across the dyn-
odes and, consequently, changes in the transit time. The prospects are best for PMTs 
with a low transit time and a fast single-electron response (SER). The fast SER 
results in a correspondingly small anode current at a given count rate, and the low 
transit time in correspondingly low transit-time change with the dynode voltages. 

Figure 7.33 and Fig. 7.34 show the count-rate dependent timing drift of the IRF 
for an XP2020 linear-focused PMT and an H5773 20 photosensor module. The 
curves were recorded with a BHL 600 diode laser of 40 ps pulse width and 650 nm 
wavelength, and an SPC 140 TCSPC module (both Becker & Hickl, Berlin). The 

Fig. 7.33 IRF of an XP2020 PMT for count rates of 1 MHz, 100 kHz, 500 kHz in linear
scale (left) and logarithmic scale (right). The shift in M1 between 100 kHz and 1 MHz 
count rate is 20 ps 

Fig. 7.34 IRF of an H5773 20 photosensor module for count rates of 30 kHz, 300 kHz, and
4 MHz in linear scale (left) and logarithmic scale (right). The shift between 30 kHz and
4 MHz count rate is <2 ps and not discernible in the IRF curves 
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count rate was changed by absorptive neutral-density filters. To keep the effective 
optical path length constant, filters were replaced only by filters of equal thickness.  

The XP2020 is used in large numbers in nuclear instrumentation and is still 
something like a reference standard for high-current short-time PMTs. In spite of 
its high voltage divider current, the XP2020 has a large timing shift per count rate 
change. The first moment, M1, of the IRF shifts by about 20 ps when the count 
rate changes from 100 kHz to 1 MHz. Compared to the XP 2020, the H5773 mod-
ule has an almost undetectable timing shift. The shift in the first moment of the 
IRF between 30 kHz and 4 MHz count rate is <2 ps and not discernible in the IRF 
curves. The high timing stability is most likely a result of the Cockroft-Walton 
voltage-divider design of the H5773 modules [213]. 

It is often believed that MCP PMTs are unable to deliver count rates higher 
than a few 104 photons per second without extreme changes in the IRF. There is 
indeed a considerable change in the IRF if the light is focused into a small spot of 
the photocathode. Figure 7.35, left, shows the IRF of a Hamamatsu R3809U MCP 
for count rates of 100 kHz, 1.4 MHz, and 3.3 MHz for an illuminated spot of 
2  5 mm. The test light source was a BHL 600 diode laser of 40 ps pulse width. 
There is a considerable change in the response, with a shift of almost 20 ps in the 
first moment. 

The strong dependence of the IRF on the spot size is certainly an effect of the 
saturation of the microchannels. At high detector gain the output of a single mi-
crochannel saturates when an electron enters the input [297]. The recovery time of 
the channel is in the microsecond range. If a large number of photoelectrons is 
concentrated on a limited number of microchannels, the microchannels do not 
fully recover and the IRF changes. A simple extrapolation from the spot area of 
10 mm2 in Fig. 7.35, left, to smaller areas shows that the useful count rate can 
indeed be in the 10-kHz range. 

Fig. 7.35 IRF of an R3809U MCP-PMT for different count rates. Illumination by diode 
laser, pulse width 50 ps. Operating voltage –3 kV, 20 dB preamplifier gain, CFD threshold 
80 mV. Left: Illuminated spot of 2  5 mm, recorded count rates 100 kHz , 1.4 MHz, 
3.3 MHz. Right: Full cathode area illuminated, recorded count rates 3.3 MHz, 1.8 MHz, 
480 kHz , and 25 kHz 
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However, if the full cathode area of 11 mm diameter is illuminated, the re-
sponse remains stable up to more than a 3 MHz recorded count rate, with a shift in 
the first moment of less than 3 ps. The response curves are shown in Fig. 7.35, 
right. 

Table 7.2. 

PMT 
Type 

Operating Voltage 
(Gain Control 
Voltage)

Voltage
Divider
Current

Count Rate
MHz 
(recorded)

IRF
width

Shift
of M1 
peak-peak 

Amplitude-
Phase-Cross- 
talk at 100 MHz 

XP2020 2.5 kV 4 mA 0.1 to 1 230 ps 20 0.72° 

R5600 0.9 kV 1 mA 0.03 to 4 175 ps 5 ps 0.18° 

H7422 (0.78 V) N.A. 0.03 to 4 300 ps 8 ps 0.29° 

H5773/83 (0.9 V) N.A. 0.03 to 4 175 ps <2 ps 0.072° 

R3809U 3 kV 75 µA 0.03 to 3.3 30 ps <3 ps 0.11° 

These results show that MCP PMTs can be used for count rates up to the maxi-
mum useful count rate of currently available TCSPC systems. It should be noted, 
however, that at a count rate of 3.3 MHz and an operating voltage of 3 kV the 
output current is considerably higher than the specified maximum of 100 nA. This 
is certainly not a problem in applications where high count rates appear only tem-
porarily, e.g. in scanning microscopy. The lifetime of the MCP is not known at a 
continuous count rate of more than 3 MHz. 

The count-rate-dependent shift of the first moment found for some typical de-
tectors is summarised in the table 7.2. For comparison, in the last column the shift 
of M1 was converted into the equivalent „amplitude-phase-crosstalk“ of a fre-
quency-domain instrument. 

The IRF stability of a TCSPC system over time is shown in Fig. 7.36 and 
Fig. 7.37. The test system was the same as for the count rate dependence, i.e. a 
BHL 600, 650 nm, 40 ps diode laser and an SPC 140 module. After a 30-minute 
warmup, a series of 16 IRF curves was recorded over 16 minutes. Figure 7.36 
shows the results for an H5773 20 module. The count rate was 250 kHz. 
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Fig. 7.36 Series of IRF recordings for an H5773 20 (left) and drift of the first moment 
(right). 16 consecutive recordings of 45 s over 16 minutes, time scale 100 ps/div 
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The drift is so small that it is not discernible in the IRF curves. The drift of the 
first moment of the IRF recordings is within  0.7 ps. Surprisingly, the timing 
stability obtained with an R3809U MCP PMT is worse by about a factor of two. 
The results are shown in Fig. 7.37. 
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Fig. 7.37 Series of IRF recordings for an R3809U (left) and drift of the first moment 
(right). 16 consecutive recordings of 45 s over 16 minutes, time scale 20 ps/div. Please note 
the different time scale compared to Fig. 7.36 

The drift in the first moment is about  1.5 ps, i.e. about twice as large as for the 
H5773. The reason is certainly not the MCP itself. Instability in the high voltage is 
also unlikely to cause the drift. At the operating voltage of 3 kV a change of 30 V in 
voltage would be required for a shift of 3 ps. The most likely reason that the R3809 
does not reach the stability of the H5773 is the lower gain. Slight changes in the 
CFD offset in the TCSPC module have therefore a larger influence on timing. 

7.2.14  PMT Voltage Dividers 

In early TCSPC publications, a number of tips were given on how to optimise a 
PMT voltage divider to obtain best time resolution. Suggestions for improving the 
time resolution included adjustable voltage distributions at the dynodes and focus-
ing electrodes and even magnetic fields. Now the fastest detectors are MCP PMTs 
and small photosensor modules, and nothing in these detectors can be adjusted. 
Nevertheless, if you have to build or use a PMT with a conventional voltage di-
vider, you should keep some essential points in mind. 

If the PMT has focusing electrodes, the voltage at these electrodes must be ad-
justed to obtain the best timing performance. The adjustment depends on the size 
and location of the illuminated cathode area and may therefore be different for 
different optical configurations. Some examples for the XP2020 are given in 
Fig. 6.49, page 255. The potentiometers are at a high voltage, and the usual pre-
cautions against electrical shock must be taken. The design of the PMT housing 
should preclude leakage of light from the voltage divider into the PMT, so that the 
adjustment can be done under any convenient illumination. 

The data sheets of short-time PMTs often suggest different voltage dividers for 
high gain and high output pulse current. Because TCSPC detects only single pho-
tons the voltage divider for high gain usually performs best. To provide a ground 
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return path for the signal, the voltage divider resistors must be bypassed by capaci-
tors. For TCSPC, capacitors of a few nF are sufficient, and at the first dynodes the 
capacitors can be smaller or even completely omitted. The capacitors should be 
low-inductance ceramic types, located as close to the tube as possible. 

The width of the transit time spread is proportional to the reciprocal square root 
of the voltage between the cathode and the first dynode. Increasing this voltage 
improves the IRF noticeably. It is, however, unknown how far the voltage can be 
increased without dielectric breakdown in the tube or the socket. 

The usual way of operating a PMT is with the cathode at negative high voltage 
and the anode at ground. PMTs are often coated with a conductive layer. This 
layer is connected to the cathode, i.e. to high voltage. Enough space around the 
tube must be left to avoid corona discharges between the coating and the housing. 

It is sometimes suggested that PMTs should be operated with the cathode at 
ground and the anode at high (positive) voltage. Because the cathode is at ground, 
possible corona effects and electroluminescence are avoided. However, a capaci-
tor must be used to decouple the anode pulses from the high voltage. Possible 
breakdown of this capacitor results in permanent danger of electrical shock. 
Moreover, noise from the high-voltage power supply is transferred directly into 
the anode signal. For these reasons, operating a PMT with the cathode grounded is 
not recommended for TCSPC. 

The voltage divider can dissipate a considerable amount of heat. The heat 
should be kept away from the tube in order to keep the dark count rate low. In 
addition, good electrical shielding of the tube and the voltage divider is essential 
to obtain a good time resolution, see Sect. 7.5.4, page 311. 

7.2.15  Preamplifiers 

The commonly used MCPs and PMTs deliver single-electron pulses of 20 to 
50 mV when operated at maximum gain. Although these pulses can be detected by 
the input discriminators of most TCSPC modules, a preamplifier is recommended 
for several reasons. The most obvious one is that a good preamplifier, if it is con-
nected close to the detector output, improves the noise immunity of the system. 
Moreover, with the amplifier the CFD can be operated at a higher discriminator 
threshold, which improves the timing and the threshold stability. 

The gain of the preamplifier allows the PMT to be operated at a correspond-
ingly lower gain. The reduction of the average output current at a given count rate 
improves the timing stability and increases the lifetime of MCP PMTs.  

Preamplifiers also protect the CFD against possible high-amplitude pulses. 
PMTs are able to deliver output pulses of several hundred mA and a risetime of the 
order of 1 ns, caused by cosmic ray particles, by radioactive decay, or by a simple 
operator error. Potentially dangerous pulses can also occur if cables with unreliable 
contacts are used. A cable at the output of a PMT can be charged to several hundred 
Volts and then be discharged into the electronics to which it is connected, usually 
destroying them. It is far cheaper to replace a preamplifier than a CFD.  

The strongest argument is that a properly designed preamplifier can be used to 
protect the detector against overload. The principle is shown in Fig. 7.38. 
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Fig. 7.38 Preamplifier with overload signal output 

AMP1 and AMP2 are high-frequency amplifiers as they are used in communi-
cation devices. Two AC-coupled amplifiers are used in series to avoid signal in-
version. Many types of amplifier chips are available, with similar designs but 
different gains and bandwidths. Depending on the amplifier chips used, AMP1 
and AMP2 deliver a total gain between 12 dB and 40 dB, at a bandwidth between 
500 MHz and several GHz. The DC component of the detector current is fed into 
AMP3. AMP3 is an operational amplifier with FET input. It converts the input 
current into a voltage with a transimpedance determined by R2. The output volt-
age of AMP 3 is proportional to the detector current. If it becomes too high it 
activates an overload warning, e.g. turns on a LED or an acoustic signal, or 
switches off the detector. 

The preamplifier shown in Fig. 7.38 is a much better overload indicator than a 
rate meter. Monitoring the count rate is not safe because the discriminator thresh-
old can be wrong, or the detector gain may be set too low to obtain any counts. 
Moreover, the count rate may break down at extreme overload. An inexperienced 
user may then increase the light intensity even more. In contrast, overload detec-
tion via the detector current responds properly in all these situations. 

At first glance it may appear necessary to build an amplifier fast enough so that 
it does not broaden the detector pulses. This would require about 1 GHz for con-
ventional PMTs and more than 3 GHz for MCPs. However, in practice the signal 
bandwidth is limited by the discriminators in the CFD as well. The input band-
width of the discriminators is usually of the order of 1 GHz, so that an amplifier 
bandwidth above 1 to 2 GHz does not improve the timing performance noticeably. 
More important than extreme bandwidth are linearity and low noise, especially 
low noise pickup from the environment (see Sect. 7.5.4, page 311). A good pre-
amplifier should amplify the detector pulses without noticeable nonlinearity up to 
the maximum CFD threshold of the TCSPC module, i.e. about 500 mV. This is no 
problem for the amplifiers used in the circuit shown in Fig. 7.38. 

Figure 7.39 shows a TCSPC recording of a 45-ps diode-laser pulse. An 
R3809U MCP PMT was used with a 20 dB, 1.6 GHz amplifier (left) and a 40 dB, 
500 MHz amplifier. The operating voltages of the MCP were –3 kV and –2.7 kV, 
respectively.
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Fig. 7.39 TCSC Response of an R3809U 50 MCP-PMT to a 45 ps diode laser pulse at 
650 nm. Left: Preamplifier 20 dB, 1.6 GHz, MCP voltage 3 kV. Right: Preamplifier 42 dB, 
500 MHz, MCP voltage 2.7 kV. The width of the recorded pulse is 54 ps and 58 ps, respec-
tively 

The recorded pulse width was 54 and 58 ps, the calculated IRF width of the de-
tection system (without the laser) 30 ps and 36 ps. Although the bandwidth of the 
40 dB amplifier was considerably smaller, the IRF width increased only slightly. 
The increase can be explained by the smaller photon pulse amplitude at the lower 
MCP voltage and the correspondingly lower signal-to-noise ratio. It is an accept-
able tradeoff for the higher count rate that can be obtained at the lower MCP sup-
ply voltage (see Fig. 6.31). 

7.3  Detector Control and Overload Protection 

PMTs and MCPs can easily be damaged or destroyed by overload. Even when an 
MCP or PMT is switched off, if the cathode is exposed to a high light intensity the 
cathode performance is temporarily impaired [297]; see also Fig. 6.19, page 233. 
Detector protection is therefore an important issue in photon counting instrumen-
tation. In simple lifetime spectrometers, the problem can be solved by mechanical 
flaps or switches that close the detection light path or switch off the detector when 
the sample compartment is opened. But even then the detector can be damaged by 
turning up the excitation power too high. 

Microscopy applications have an extremely high risk of detector damage. A 
microscope usually contains a strong mercury, xenon or halogen lamp that is used 
for visual inspection of the sample. Because the lamp may shine into the TCSPC 
detection path it is a potential source of detector damage, and a simple operator 
error can destroy one or several detectors. Even daylight leaking through the sam-
ple into the detection path can cause detector overload. The problem is particularly 
severe in two-photon microscopes with nondescanned detection. Detector over-
load protection is mandatory for these systems. A suitable protecting system is 
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shown in Fig. 7.40. The system does not require any control signal from the opti-
cal system and is therefore applicable to a wide range of instruments. 
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Fig. 7.40 Principle of detector overload protection 

The detector is placed behind a shutter. The detector output signal is connected 
to a preamplifier as described in Fig. 7.38. If the safe output current of the detector 
is exceeded the preamplifier delivers an overload signal, /ovld. The overload sig-
nal sets an overload flip-flop that closes the shutter. 

A photodiode in front of the shutter delivers a second overload signal. Thus the 
overload flip-flop cannot be reset as long as a potential overload situation persists. 
Of course, the photodiode is far less sensitive than a PMT and therefore not able to 
detect moderate overload. It does, however, detect a severe overload situation in 
which even a short opening of the shutter could damage the detector. 
The setup gives a reasonable safety against detector damage. However, it must be 
noted that it does not give absolute safety. If a microscope lamp is switched on 
when the shutter is open and the detector is active there is a delay of some milli-
seconds until the shutter closes. To avoid risk completely, another shutter must be 
placed in front of the lamp and operated exclusively with the detector shutter. 

Commercially available components for detector protection and control are 
shown in Fig. 7.41. The system uses a preamplifier with the design shown in 
Fig. 7.38. The overload-shutdown flip-flops and the power switches for the shut-
ters are on a separate detector controller card. The card controls one or two detec-
tors. If a preamplifier indicates an overload the shutters are closed and the gain of 
the corresponding detector is shut down. The controller card also provides soft-
ware control of the gain of one or two H5773, H5783 or H7422 photosensor mod-
ules, or of one or two high voltage power supplies. A driver for thermoelectric 
coolers, e.g. for the H7422, is implemented as well. 
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Fig. 7.41 Components for detector overload protection: HFAC 26 preamplifier, DCC 100
detector controller card, and shutter assembly for R3809U MCP. Becker & Hickl, Berlin 

A problem associated with shutters is often heat dissipation by the shutter coils. 
If the shutter warms up the detector, the dark count rate may increase substan-
tially. Excessive power dissipation of the shutter coils can be avoided by reducing 
the coil current. In practice a shutter needs to be operated at its full switching 
current only in the moment when it opens. Some 100 ms later the current can be 
decreased by 60 to 70%, so that the power consumption is substantially reduced. 

7.4  Generating the Synchronisation Signal 

TCSPC needs a timing reference signal from the light source. This is no problem 
for picosecond diode lasers, which  deliver a trigger output pulse from the laser 
diode driver. For free-running solid-state lasers or jet-stream dye lasers, a suitable 
synchronisation signal can be generated by a photodiode. A simple solution is to 
use a fast PIN photodiode in one of the circuits shown in Fig. 7.42.  
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Fig. 7.42 Photodiode for reference signal generation 

The resistor, R, protects the diode against overload and accidental reversal of 
the supply voltage. The capacitor, C, provides a low-impedance RF-return path to 
ground. The capacitor must be a low-impedance surface-mount type. The resistor 
is not critical. The connection length in the path GND-C-Photodiode-Connector 
must be kept to a minimum, or a 50 Ohm strip line on a printed circuit board must 
be used. Please note that the circuit gives a fast response only if the output is ter-
minated with 50 Ohm. 

The requirements for the diode depend on the amplitude fluctuations and the in-
tensity drift of the laser. Good Ti:Sapphire lasers have negligible amplitude fluc-
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tuation and excellent power stability; diode requirements are moderate. For lasers 
with pulse amplitude fluctuations, such as dye lasers, a photodiode should be used 
that gives a pulse width below 1 ns and high linearity up to an output pulse current 
of 10 mA. Small PIN diodes of 0.1 to 0.5 mm2 active area usually perform best. 

The pulse current, Ipeak, obtained for a given average power, Pav, and vice versa, 
can be estimated by 

pwrep

av
peak

tf

SP
I  or 

S

tfI
P

pwreppeak
av  (7.7) 

with frep = pulse repetition rate, S = sensitivity of the diode in A/W, tpw = pulse 
width delivered by the diode. The typical spectral sensitivity of a silicon photodi-
ode and the average laser power required to obtain a synchronisation signal of 
100 mV (or 2 mA) peak amplitude are shown in Fig. 7.43. 
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Fig. 7.43 Sensitivity of a Si photodiode vs. wavelength and average laser power for 2 mA 
peak current and 1 ns width at 80 MHz repetition rate 

Figure 7.43 shows that a PIN photodiode is sufficient to obtain reference pulses 
from a Ti:Sapphire laser or a frequency-doubled Nd:YAG laser. In most cases it is 
sufficient to direct a reflection of the laser beam from a glass surface into the pho-
todiode. For dye lasers, focusing is required to obtain sufficient power on the 
diode. Figure 7.43 shows that a PIN photodiode cannot reasonably be used to 
generate a reference signal for a picosecond diode laser. Even if the laser is per-
fectly focused on the diode, almost the full power of the laser would be required to 
obtain enough signal amplitude. 

If the sensitivity of a simple PIN diode is too low, an avalanche diode (APD) 
can be used. However, APDs have some drawbacks compared to simple PIN di-
odes. The most severe one is that the gain depends strongly on the operating volt-
age, and, more importantly, on the temperature. A good gain stability can only be 
achieved if the diode is temperature-stabilised or the supply voltage is regulated 
by the temperature. Moreover, the signal-to-noise ratio decreases if an avalanche 
photodiode is operated close to its maximum stable gain. To keep gain variations 
and noise negligible, a gain of 50 should not be exceeded. 

Si photodiodes have a poor sensitivity in the UV range. UV-enhanced Si PIN 
photodiodes are available, but usually do not perform well at short pulses. In fre-
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quency-multiplied Ti:Sapphire systems the reference photodiode should therefore 
be illuminated by light at the fundamental wavelength of the laser. At this wave-
length a photodiode has the best sensitivity, and possible intensity fluctuations are 
smaller than in the SHG or THG. If UV operation cannot be avoided, a possible 
solution are Silicon Carbide or Silicon Nitride diodes. 

The minimum pulse width delivered by a PIN or avalanche photodiode is given 
by the product of the junction capacitance, Cj, and the load resistance of 50 Ohm. 
A small Cj is achieved only if the „I“ region of a PIN diode or the avalanche re-
gion of an APD is fully depleted. This requires PIN diodes to be operated close to 
their maximum permissible reverse voltage. APDs should be used at 30% or more 
of their breakdown voltage. 

Various complete photodiode modules are commercially available. They use Si 
PIN photodiodes at an internally generated reverse voltage in the range of 30 V, Si 
avalanche photodiodes at a voltage of 50 to 150 V, or fast InGaAs diodes.  

In some extreme cases the sensitivity even of an avalanche photodiode is too 
low to obtain a reasonable reference signal. This can happen in the case of excita-
tion by nanosecond flashlamps or synchrotron radiation, or for experiments on 
electrical discharges or sonoluminescence. In these cases a PMT must be used to 
generate the reference signal. The PMT is operated at a gain considerably lower 
than for single photon detection. Nevertheless, some amplitude jitter must be ex-
pected due to the limited number of photons within the PMT response. Figure 7.44 
shows the output pulses of an H5773 1 photosensor module for light pulses of 
200 ps FWHM. The gain control voltage was 0.45 V, 0.6 V, and 0.77 V, corre-
sponding to a gain of about 104, 8 104, and 6 105. The light intensity was adjusted 
to obtain an average pulse amplitude of 100 mV at 50 .

Fig. 7.44 Output signal of an H5773 photosensor module used for reference signal genera-
tion. 200 ps diode laser pulse, gain control voltage 0.45 V, 0.6 V, and 0.77 V 

Another problem can arise from the small permissible average output current of 
the PMT. The absolute limit is normally 100 µA. To obtain good long-term stabil-
ity 10 µA should not be exceeded. For 2 ns pulse width and 100 mV pulse ampli-
tude this current is reached for 2.5 MHz repetition rate. A PMT therefore cannot 
be used for synchronisation at high pulse repetition rates.  

Ti:Sapphire lasers often deliver a reference signal generated by an internal pho-
todiode. In general the signals can be used as a timing reference for TCSPC. The 
signal should be checked for pulse width, rise time, amplitude and polarity. For 
TCSPC it is essential that the pulses are free of noise; they must also have less than 
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1 ns rise time and a pulse width of less than 2 or 3 ns. Their amplitude should be 
100 mV or more. If the polarity is wrong the pulses can be inverted by transformer 
made of two twisted wires wound through a small ferrite ring core, see Fig. 7.45. 

The trick in this transformer is that the upper bandwidth limit is determined by 
the bandwidth of the transmission line formed by the parallel wires, whereas the 
lower bandwidth limit is determined by the inductance formed by the wires on the 
core. The characteristic impedance of the parallel wires should be close to 
50 Ohm. In practice it may vary between 30 and 80 Ohm due to different wire and 
insulation diameter. This impedance mismatch is tolerable if the overall wire 
length is less than 3 cm. 

7.5  System Connections 

7.5.1  Connector Systems 

In advanced TCSPC systems external wiring is reduced to a minimum. Neverthe-
less finding the right cables, connectors and adapters can be a nightmare. The 
most common connections systems currently used are BNC, SMA, SMB, MCX, 
and LEMO connectors. The connectors are shown in Fig. 7.46. 

Fig. 7.46 Connection systems. Left to right: BNC, SMA, SMB, MCX, LEMO 
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Fig. 7.45 Inverting transformer for synchronisation pulses 
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BNC connectors are inexpensive, reliable, rugged, and relatively easy to as-
semble. However, their performance noticeably degrades at frequencies above 
1 GHz. They are relatively large and therefore not very useful for small detectors, 
amplifier modules, or PC plug-in cards. Nevertheless, BNC is still the most wide-
spread connector system. BNC is available for cables of different diameter, in-
cluding the commonly used RG56 and RG174 cables. A large number of adapters 
to other systems is available, as is a large selection of attenuators for BNC up to 
about 1 GHz bandwidth. 

SMA connectors are commonly used in systems where BNC connectors are too 
large or have insufficient high frequency performance. The connectors are avail-
able in different versions for maximum frequencies from 3 GHz to 20 GHz and for 
cables of different diameter, including the commonly used RG56 and RG174 
cables. Many adapters between SMA and BNC are available so that mixing both 
systems does not cause problems. Attenuators and power splitters are available for 
up to 20 GHz bandwidth. 

Both BNC and SMA connectors give reliable connections. If they are used to 
connect PMTs to preamplifiers, routers or TCSPC inputs, there is negligible dan-
ger of damaging the electronics by cable discharges (see Fig. 7.58, page 316). 

SMB and MCX connectors yield reasonably good high-frequency performance 
up to about 3 GHz. Connectors are available for the commonly used RG174 cables 
and other cables of about 3 mm diameter. However, the selection of attenuators 
and adapters for other systems is very limited. They are often used for internal 
cable connections between different modules inside of complex electronic devices 
or between circuit blocks on the same board. The drawback of MCX and, in a 
smaller degree SMB, is that mechanical stress on the cables can result in contact 
problems. If SMB or MCX connectors are used to connect a PMT signal, precau-
tions against cable discharge must be taken. SMB and MCX connectors often use 
a crimp technique to affix the outer shield of the cable. If the right crimping tool is 
not available, it is possible to use the four-jaw chuck of a lathe.  

LEMO connectors come in different versions with different pin numbers. Coax-
ial versions for 50  systems are available. Assembling the connectors is somewhat 
tricky. Nevertheless, LEMO connectors are commonly used on NIM modules. 

7.5.2  Cables 

A cable has a characteristic impedance defined by 

'/' CLZ  (7.8) 

with L’ and C’ = inductance and capacitance per length unit. An ideal cable does 
not introduce signal distortion if it is terminated (or „matched“) with its character-
istic impedance, i.e. connected to a source or a load of the impedance Z. All that 
happens in an impedance-matched cable is that the signal is delayed. The virtual 
input impedance of a cable matched with its Z at the output is Z, and vice versa. 
The typical termination techniques are shown in Fig. 7.47. 
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Fig. 7.47 Cable termination schemes 

If the cable is driven by a voltage source and matched with its characteristic 
impedance, Z, the output voltage is the same as the input voltage (Fig. 7.47 a). If 
the cable is driven by a current source the output voltage is Z . Iin, i.e. the same as 
if the source was connected directly to the load (Fig. 7.47 b). If the cable is driven 
by a source of the impedance Z and the output is left open, the output voltage is 
the same as the source voltage (Fig. 7.47 c). A cable matched with its Z at both 
ends delivers 50% of the source voltage to the load (Fig. 7.47 d). Matching a cable 
at both ends can be a reasonable solution if an accurate matching with a purely 
resistive Z cannot be done, e.g. at the input and output of amplifiers. 

If a cable is terminated with an impedance different from Z, a part of the signal 
is reflected at the load and travels back to the source. If the source is also mis-
matched, the signal is reflected again and appears at the output after twice the 
cable transit time. Depending on the relation of the pulse width to the cable length, 
and the source and load impedance (which may be not purely resistive), the result-
ing pulse shapes can be very different. 

Cables are available for Z = 50, 60, 75 and 100 . For measurement equipment 
and other wide-band systems only Z = 50  is used. The CFD inputs of TCSPC 
modules, amplifiers, or routers have internal matching resistors of 50 . However, 
the input impedance of amplifiers or of the pulse shaping network used in CFDs is 
often far from being ideally resistive. Moreover, PMTs and photodiodes are cur-
rent sources. Matching at the detector side is avoided because it would decrease 
the signal amplitude. The resulting reflections at the input cables of a TCSPC 
device can normally be tolerated, especially if some precaution is taken in adjust-
ing the CFD thresholds. 

The transit time for the commonly used 50  cables (RG58, 4.9 mm diameter 
and RG174, 2.9 mm diameter) is about 5 ns per meter. 

In practice the resistance of the inner and outer conductor and the dielectric loss 
of the insulator cause some loss at high frequency. The corresponding distortion of 
a pulse edge for the commonly used RG58 (4.9 mm thick) and RG174 (2.9 mm 
thick) cables is shown in Fig. 7.48. 
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a: Original Pulse
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c: 2.5 m RG174 Cable

Fig. 7.48 Pulse edge distortion of a 2 ns pulse after propagation through 2.5 m RG 56 and 
RG 174 cable. The cable was terminated with 50 

After a steep rise the amplitude increases very slowly and reaches its final 
height after a relatively long time. Figure 7.48 shows that for 2.5 m RG56 and 
RG 174 cable the loss of rise time and amplitude is still tolerable. The discrimina-
tor chips in CFDs are slower than the cable response so that the timing perform-
ance is not noticeably impaired. However, cables are subject to ageing, and the 
loss increases after some years. Therefore, for cables longer than 2.5 m, a low-loss 
cable should be used, for instance a RG316 with PTFE dielectric. 

Reversed start-stop systems require a stop pulse at the end of the recorded time 
interval. It is therefore often necessary to delay the reference pulses from the laser. 
The best way to delay the signal is to use a cable, since this does not introduce a 
noticeable jitter. It is, however, not commonly known that the transit time in a 
cable depends on the temperature. Figure 7.49 shows the delay change in 8 m of a 
standard RG 174 cable and RG 316 high-quality cable. 

8 m RG174
1 ns / div

23°C

53°C

23°C

8 m RG316
1 ns / div

53°C

Fig. 7.49 Delay change for 8 m of cable for a 30°C increase in temperature. Left: RG174, 
Right: RG316, high quality PTFE cable. Total cable transit time is 40 ns. 

For 8 m length, or 40 ns delay, the temperature drift is 5 ps/°C for the RG 316 
and 13 ps/°C for the RG174. Temperature drift is a strong argument for using 
high-quality cables for connections longer than a few meters. 

7.5.3  Attenuators and Power Splitters 

If the amplitude of a signal is to be reduced for whatever reason, impedance 
matching forbids the use of a simple series resistor. Instead, it is necessary to use a 
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resistive network that has an impedance of 50  at either side if the other side is 
terminated with 50 , see Fig. 7.50, left.  

If a signal has to be distributed into several loads, e.g. to trigger two TCSPC 
modules from the same laser, a resistive network must be used as well. A 1:2 
„power splitter“ is shown in Fig. 7.50, right.  

A wide range of attenuators is available for the commonly used SMA and BNC 
connector systems. Power splitters are available for splitting a signal into 2, 3 or 4 
outputs. The signal amplitude at the outputs is 1/2, 1/3 and 1/4 of the input ampli-
tude, respectively. Unused outputs of a power splitter must be terminated by 50 
resistors. Attenuators and power splitters of satisfactory bandwidth can be made by 
soldering small 0805-size surface-mount resistors directly between the pins of 
SMA connectors. 

7.5.4  Shielding and Grounding 

Improper shielding and grounding of system components is the most frequent 
reason for poor time resolution, poor efficiency and poor differential linearity in 
TCSPC systems. 

RF noise pickup from radio and television transmitters in the detector and ref-
erence lines reduces the signal-to-noise ratio of the signals. The result is poor 
timing accuracy, i.e. broadening of the IRF of the TCSPC system. Moreover, 
noise can make it impossible to use a sufficiently low CFD threshold to record all 
single-photon pulses within the pulse distribution of the detector. The result is a 
loss in counting efficiency. 

RF pickup from the excitation source or crosstalk between the detector and the 
reference lines causes systematic timing errors. The result is a modulation of the 
effective CFD threshold and the effective CFD zero cross point. Modulation of the 
threshold modulates the detection efficiency. Modulation of the zero cross point 
warps the time axis. In either case the result is a ripple in the recorded curves. 

Improper grounding can even transform the line frequency into the input sig-
nals. Because the line frequency is usually not synchronous with the signal repeti-
tion rate, the apparent effect for long acquisition times is the same as for RF 
pickup. The difference shows up if sequences of curves faster than the line fre-
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Z ZR1

R2 R2

Z

Z

Z

Z

Z

Z

R

R

R

R = 16.6 Ohm

for Z = 50 Ohm

Attenuator 1 : 2 Power Splitter

R1 = 2 R2 Z   / ( R2   - Z    )2 2 2

Fig. 7.50 Reflection-free attenuator (left) and reflection-free power splitter (right)
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quency are recorded. The size and the temporal position of the curves are then 
modulated according to the line frequency. 

Like all high-speed electronics, TCSPC uses impedance-matched cables for the 
signal connections. These connections are relatively immune from capacitive 
noise pickup. Therefore, inductive coupling is the dominating effect that intro-
duces noise into the system. 

The most important cause of inductive noise coupling is ground loops, which 
are formed if there are several ground connections between different parts of the 
system. If RF radiation from external noise sources penetrates the setup, currents 
are induced in the loops. Power supply currents with RF noise components can 
also flow in the ground system. The currents flow partially through the outer con-
ductors of the coaxial lines connecting different system components. A part of the 
RF noise is transformed into the inner conductors, and thus introduced into the 
signal lines. If ground loops are the cause of noise pickup, simple screening of the 
system has little effect; the ground loops must be found and disrupted or at least 
minimised. Some examples are shown in the figures below. 

Figure 7.51 shows what can happen if different system components are con-
nected to different power sockets. The power supply system in a large building 
forms a huge antenna. In addition, switching transients from power supplies inject 
large RF currents into the power lines and the ground connectors. If the sockets of 
the system components are connected to different power circuits of the building, 
huge compensation currents can flow through the ground conductors and, conse-
quently, through the signal cables that connect the components. Of course, most of 
the current flows through the outer shield of the cables. However, the impedance 
of the shield is not zero, and some of the current flows through the signal line and 
the 50  matching resistors as well. A simple solution is to supply all system 
components from only one power socket, as shown in Fig. 7.51, right. 

Detector
TCSPC

Signal Cable

Detector TCSPC

One Socket

Computer ComputerHV Power 
Supply

HV Power 
Supply

Signal Cable

Socket 1 Socket 2

Current
through

GND line

Fig. 7.51 Ground loop formed by connecting system components to different power sockets 

A similar situation can result when a network cable is connected to the computer of 
the TCSPC system. Network cables often go through a large part of a building and 
form a huge ground loop. Although the cable has no DC connection into the com-
puters, there is enough capacitive coupling to allow RF currents to flow; a network 
cable can therefore inject an appreciable noise current into a TCSPC system. 

RF currents can also be induced in ground systems by an RF field that pene-
trates the area between the ground plane and the signal cable, see Fig. 7.52, left. 
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The RF field induces a current flowing through the shield of the signal cables. A 
part of this current may be introduced into the detector signal. One remedy is to 
disrupt the ground loop by isolating the detector (Fig. 7.52, right). 

If there is no closed loop there is also less RF current flowing through the cable 
and less noise pickup. However, the detector housing may still be enough of an 
antenna to send some RF current through the signal cable. Isolating it from the 
ground can make the noise pickup even worse, and in fact it may not be possible 
to isolate the detector from the system ground because there is an additional con-
nection to a high voltage power supply. If it is not possible to disrupt all ground 
loops, the noise pickup can often be reduced by reducing the area enclosed by the 
ground loop, i.e. by keeping the cables close to the ground plane. Some additional 
improvement may possibly be achieved by putting ferrite ring cores on the cables. 
Ferrite cores that can be snapped on the cables are available for this purpose. 

In practice it is impossible to completely avoid RF currents flowing through the 
signal cables. Therefore, the best viable strategy is to prevent RF noise from being 
introduced into the signals. Two wrong design principles are shown in Fig. 7.53.  

Signal Cable

A B

Housing

Detector

Signal Cable

Housing

Detector

Noise Current Noise Current
B

Fig. 7.53 Two examples of improper shielding: The noise voltage induced across the induc-
tance of the ground connection B appears directly in the signal (left) or between the housing 
and the signal line (right)

In Fig. 7.53, left, the noise current flowing through the cable shield into the de-
tector housing shares the ground line B with the signal current. The noise current 
generates a noise voltage across the inductance of the connection B, and this voltage 
appears in the signal. Moreover, the same noise voltage appears between the hous-
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Fig. 7.52 Ground loop, left; avoiding it by isolating one system component from the 
ground, right
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ing and the detector. Therefore the housing has a poor screening effect. In Fig. 7.53, 
right, the noise current and the signal do not share the line B, but there is still an RF 
voltage across the inductance of the line B; the housing is not screening adequately. 
The correct design is shown in Fig. 7.54. The cable shield is connected to the 
housing directly at the point where it is fed through. The noise current is diverted 
directly into the housing. There is neither a noise current in a signal ground line 
nor any noise-induced voltage inside the housing. The best way to connect the 
cable shield is to build an appropriate coaxial connector into the housing. 
Often additional control or power supply lines have to be fed into the housing. The 
best way to avoid noise injection via these lines is with a feed-through capacitor or 
a feed-through filter, see Fig. 7.54, right. If a feed-through capacitor cannot be 
used, i.e. because of the high voltage of a PMT, a coaxial cable should be used and 
connected as described for the signal cable.  

Signal Cable

Housing

Detector

Noise Current

Signal Cable

Housing

Detector

Noise Current

Vcc
Feedthrough

Capacitor of Filter

Fig. 7.54 Correctly designed RF shielding. The noise current flowing through the cable 
shield is diverted outside the housing 

It is often hard to believe that there is an appreciable difference between the de-
signs shown in Fig. 7.53 and Fig. 7.54, especially if the length of connection B is 
„only a few centimetres“. However, it is precisely wire B that makes the differ-
ence between an ineffective shielding and an effective one, even if the length is 
only one or two centimetres. The wrong design shown in Fig. 7.53 can be found in 
many variations, including designs with an inductor in the place of the wire B or 
housings with no connection to the signal ground at all. All these designs have in 
common that the cable shield is not connected to the housing at the point where 
the cable is fed through. In practice it can be difficult to correct such designs. For 
a signal cable, one possible solution is to scratch the outer insulation open and 
solder the cable shield to the housing. For a high-voltage cable such treatment 
cannot be seriously considered. An emergency repair that yields at least some 
improvement is to wrap a copper foil around the last 10 to 20 cm of the cable and 
solder this foil to the housing, see Fig. 7.55. The copper foil forms a capacitor 
with the outer connector of the cable, which diverts a large part of the RF noise 
current.
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Signal Cable
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Detector
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Fig. 7.55 „Emergency repair“ of a poorly designed RF shield. A copper foil wrapped 
around the cable forms a capacitor with the cable shield and diverts a part of the noise 
current

7.6  Safety Considerations 

PMTs are operated at a voltage in the range of 800 to 3,500 V, and the operating 
voltage of avalanche photodiodes can be as high as 300 V. Therefore it is neces-
sary to obey the usual safety rules for handling high voltage. An extremely impor-
tant but often neglected issue is the ground return path to the power supply. A 
typical situation is illustrated in Fig. 7.56. 

HV Connector
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PMT Housing

PMT

HV cable
Signal Cable

GND (ground conductor)

HV Power Supply

HV OUT

Danger!

TCSPC

Module

Fig. 7.56 Effect of a broken ground return path to the high voltage power supply 

The cable that connects the voltage divider of the PMT to the high voltage 
power supply has a broken outer conductor. The inner conductor still connects the 
„hot“ side of the voltage divider to the high voltage. However, because the outer 
connector is broken, the current through the voltage divider resistors cannot flow 
back to the power supply. Therefore the current flows through the TCSPC module, 
the computer, and the ground conductor of the power socket back to the power 
supply. Nothing happens, but the setup is not safe: When the signal cable is dis-
connected, there is a high voltage between the signal cable and the TCSPC mod-
ule. Fortunately the resistors in the PMT voltage divider limit the current so that a 
broken HV cable will probably not deliver a fatal shock; but nevertheless the ef-
fect can be surprising. 
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The safe way to use a HV power supply is to provide an auxiliary ground return 
path via a separate conductor from the PMT ground to the power supply ground; 
see Fig. 7.57. Nevertheless, broken cables must be repaired or replaced.  

HV Connector

PMT Housing

PMT

HV cable

Signal Cable

GND (ground conductor)

HV Power Supply

HV OUT

TCSPC

Module

Auxiliary Ground

Return Path

Fig. 7.57 An auxiliary ground return path makes the system safe even if the HV cable 
should break 

The high voltage used in the detectors may also cause possible damage to am-
plifiers or CFD inputs. Figure 7.58 shows what can happen if a signal cable from a 
PMT has no reliable connection to the load. 
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-100 V

-50 V

Signal Cable

Z 0

Z 0

Fig. 7.58 Connecting an open PMT output cable to the load 

If the load is unconnected, the output current of the PMT charges the signal ca-
ble until the voltage reaches approximately the voltage at the last dynode. This 
voltage can be as high as several hundred Volts. When the load is connected, the 
cable discharges into the load. For a load impedance equal to the characteristic 
impedance of the cable, the amplitude of the resulting pulse is half the voltage to 
which the cable was charged. The pulse duration is twice the cable transit time. 
The pulse can be enough to destroy an amplifier or a CFD. 

For this reason, do not connect or disconnect a photomultiplier to or from the 
load when the high voltage is switched on. Do not use switchable attenuators be-
hind the PMT output. Do not use cables and connectors with bad contacts. The 
same rules should also be followed for photodiodes that are operated at supply 
voltages above 20 V. 

The problem can easily be avoided by connecting a resistor of about 100 k
from the PMT anode to ground. However, in practice the PMT module often can-
not be opened. The only way to avoid damage is to be careful. 
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7.7  Setting the TCSPC System Parameters 

7.7.1  Optimisation of the CFD in the Detector Channel 

Pulse Shaping 

The general function of the constant fraction discriminators (CFDs) of a TCSPC 
system is described in Chap. 4, page 47. The CFD contains a pulse shaping net-
work and two discriminators (Fig. 7.59). The shaping network changes the unipo-
lar input pulse shape into a bipolar one. One discriminator picks up the zero cross-
ing of the shaped pulse, and the other one enables the output circuitry of the CFD 
when the input pulse amplitude exceeds a reference voltage. The reference volt-
ages of both discriminators are adjustable. Although the structure of the CFDs of 
individual TCSPC modules may differ in detail, the general effect of the adjust-
ments is the same as shown in Fig. 7.59. 
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Fig. 7.59 Effect of the CFD threshold, CFD zero cross level, and delay used in the pulse 
shaping network 

To optimise the CFD for different width of the detector pulses, the pulse-
shaping network can usually be changed. In general the transit time of the delay 
line DEL 2 should be slightly longer than the leading edge of the input pulse. 
Typical pulse rise times are given in the table below. 

 R3809U MCPs    100 ps 
 R5600, R7400 miniature PMTs  700 ps 
 H5783, H5773 photosensor modules 700 ps 
 H7442 modules    700 ps 
 R928, R931 side-window PMTs  1.5 ns 
 R5900 multianode PMTs   1 ns 
 XP2020 linear-focused PMTs  2.5 ns 
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In practice the effect of changes in the pulse shaping network is often hard to 
predict. A longer DEL 2 may result in an unfavourable zero transition shape but a 
higher bipolar pulse amplitude (Fig. 7.59, right). However, the bandwidth of the 
discriminator input stage is usually unknown, and how the discriminator actually 
„sees“ the pulse shape is not predictable. The only way to find it out is to try 
different delays. 

Detector modules with internal discriminators, such as the Hamamatsu H7421 
PMT modules or the Perkin Elmer SPCM-AQR single photon APD modules, 
deliver stable output pulses without amplitude jitter. The timing performance is 
defined by the internal discriminator of the detector module, not by the CFD of the 
TCSPC device. Thus changing the CFD configuration does not improve the time 
resolution of these detectors. 

Discriminator Threshold 

The CFD threshold determines the minimum amplitude of the input pulses that 
trigger the CFD. The threshold of the CFD in the detector channel has a consider-
able influence on the efficiency of a TCSPC system. As described under Sect. 6.2, 
page 222, the single-photon pulses of a PMT have a strong amplitude jitter. The 
general shape of the amplitude distribution is shown in Fig. 7.60, left. 
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Fig. 7.60 Amplitude distribution of the PMT pulses (left) and count rate vs. CFD threshold 

The pulse amplitude distribution consists of three major components. There are 
the regular photon pulses, i.e. the pulses originating from electron emission at the 
photocathode, which form a wide peak at relatively high amplitudes. Thermal 
emission, photoelectron emission, and reflection of primary electrons at the dyn-
odes forms a secondary peak at lower amplitudes. At very low amplitudes elec-
tronic noise, either from the preamplifier or from the environment, causes a third 
peak of extremely high count rate. 

The TCSPC system should record the regular photon pulses, but not the dynode 
pulses and the electronic noise background. Therefore, the optimum CFD thresh-
old is in the valley between the regular photon pulse distribution and the peak 
caused by dynode emission.  
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Unfortunately, in a normal TCSPC system the photon distribution can only be 
measured indirectly by observing the count rate for different CFD thresholds. 
Some TCSPC devices have an option to run a CFD threshold scan; in other de-
vices the threshold must be changed manually. The function of the count rate 
versus the threshold is the integral of the pulse amplitude distribution, see 
Fig. 7.60, right. The correct CFD threshold is in the plateau formed by the regular 
photon pulses. Of course, the whole pulse amplitude distribution is stretched hori-
zontally as a function of increasing PMT gain or preamplifier gain. Therefore the 
optimum CFD threshold changes depending on the operating voltage of the PMT 
and the preamplifier gain. 

In practice there may be a considerable overlap of the regular and the dynode 
pulse spectrum. The dynode spectrum can be less pronounced or not visible at all 
in a CFD threshold scan. Insufficient gain or poor detector shielding may even 
lead to an electronic noise background extending far into the regular pulse spec-
trum. Both the dynode pulses and the electronic noise impair the timing accu-
racy. Dynode pulses can cause a prepeak in the IRF; the electronic noise broad-
ens the IRF. In these cases, which are not uncommon in practice, the „plateau“ 
of the counting characteristic may be poorly defined, and a compromise between 
counting efficiency and IRF shape must be found. Therefore, the IRF should be 
checked while the threshold is being changed. If prepulses appear at low thresh-
olds or if the IRF broadens substantially, it may be impractical to reduce the 
threshold further. 

As a practical example, Fig. 7.61 shows a CFD threshold scan for an 
XP2020RU PMT. The count rate versus discriminator threshold is shown left, the 
IRF right. Both figures are in linear scale. 

Higher pulse amplitudes in general give lower timing jitter because the influ-
ence of the background noise is smaller and the influence of the amplitude jitter on 
the timing is reduced. Therefore TCSPC users often increase the CFD threshold 

Fig. 7.61 CFD threshold scans for an XP2020RU PMT at –2.5 kV. Left: Count rate versus 
threshold from –400 mV to –12 mV. Right: IRF versus threshold from –270 mV to –23 mV 
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substantially above the level for optimum efficiency. The method may be accept-
able if one does not reject more than 80% of the pulses and takes into account the 
corresponding loss in efficiency. However, it should be noted that the efficiency,  
and to a smaller degree also the IRF, will be less stable than within the plateau of 
the counting characteristics. Moreover, since a large part of the detector current is 
caused by rejected photons, the maximum safe count rate will be considerably 
reduced, in particular for MCPs, which have a very limited output current. 

Excessively high CFD thresholds in combination with low detector gain can 
almost entirely suppress the detection of single-photon pulses. If the light intensity 
is increased, eventually multiphoton events are detected. Particularly at low pulse 
repetition rates, this may remain unnoticed because high peak intensities can be 
applied without getting an exceedingly high average detector current. A typical 
example of multiphoton detection is shown in Fig. 7.62. 

Fig. 7.62 Detection of multiphoton events at low detector gain. Left: Correctly recorded 
signal, recorded at a detector gain of 106 and a count rate of 3 7.104 s-1. Centre and right:
The same signal recorded at a detector gain of 105 and 104. The light intensity was in-
creased until the PMT signal triggered the CFD. 

The detector was an H5773 20, connected to the CFD input via a 20 dB pre-
amplifier. The light signal was a pulse from an LED, with a repetition rate of 
1 MHz. The left curve was recorded at a detector gain of 106 and shows the true 
shape of the light pulse. The curves in the middle and right were recorded at a 
detector gain of 105 and 104, respectively. At a gain this low a single photon does 
not trigger the CFD. However, if the light intensity is increased, the PMT signal 
eventually turns into a continuous signal representing the shape of the light pulse. 
If the amplitude of the signal reaches the CFD threshold, the CFD triggers. The 
count rate steeply increases from zero to the signal repetition rate, and extremely 
narrow pulse shapes are recorded. Operating the PMT in this multiphoton mode 
results in an extreme distortion of the recorded signal waveform. An extremely 
short IRF of less than 20 ps duration can be obtained. This IRF is, of course, en-
tirely useless for any waveform recording. It can, however, be exploited if TCSPC 
is used for distance measurement.  
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Multiphoton detection is a frequent source of errors in attempts to use standard 
avalanche photodiodes as single photon detectors. If the diode is not really oper-
ated in the breakdown region, a detectable output pulse is obtained only if several 
photons are detected within the impulse response time of the diode, with a similar 
results as shown in Fig. 7.62. 

Zero Cross Level 

The zero cross level adjustment minimises the timing jitter induced by amplitude 
jitter of the detector pulses. The zero cross level is therefore often called „walk 
adjust“. In early TCSPC systems the walk adjust had an enormous influence on 
the shape of the instrument response function (IRF). In newer, more advanced 
systems the influence is smaller. The reason is probably that detectors with shorter 
single electron response are used and the discriminators in the newer CFDs are 
faster. Therefore, the effective slope of the zero cross transition is steeper, with a 
correspondingly smaller influence of the zero cross level. Figure 7.63 shows the 
IRF for an XP2020UR linear-focused PMT and an H5773 20 photosensor module 
for different zero cross levels. 

Fig. 7.63 IRF of an XP2020 (left) and an H5773 20 (right, with 20 dB preamplifier) for 
different zero cross settings. Supply voltage of XP2020 –2.5 kV, gain control voltage of 
H5773 20 0.9 V 

Theoretically the best zero-cross level should be expected exactly at zero. How-
ever, in practice the zero-cross discriminator has an offset voltage of a few mV. 
Moreover, the intrinsic delay of the discriminator depends on the amplitude and the 
slope of the input signal. The corresponding amplitude-induced timing jitter of the 
discriminator can be compensated for by slightly offsetting the zero-cross level 
from the signal baseline. Therefore the best zero cross value can be some tens of 
mV above or below zero. A zero-cross level extremely close to the signal baseline 
can cause problems. In that case, the zero-cross discriminator triggers due to spuri-
ous signals from the synchronisation channel or to noise from the environment; it 
may even oscillate. Of course, spurious triggering and oscillation stop when an 
input pulse arrives, but some after-ringing may still be present and modulate the 
trigger delay. 
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Extremely large zero cross settings in combination with small threshold settings 
should be avoided. In those cases it may happen that the threshold discriminator 
triggers, but the zero cross discriminator does not. Consequently, there are no 
output pulses from the CFD, although the threshold discriminator indicates a trig-
ger rate. 

7.7.2  Reference CFD 

In most TCSPC applications the pulses in the reference channel have less ampli-
tude jitter than the PMT pulses. Therefore the delay lines and the zero cross and 
threshold settings of the reference CFD have little influence on the time resolu-
tion. 

Problems can arise from reflections within the reference signal cable. The input 
impedance of a CFD is usually far from being an ideal termination of the signal 
cable. Therefore some reflection of the input pulses must be expected. The detec-
tor that drives the cable is normally a current source. The reflected pulse runs 
backward and forward along the cable and can trigger the CFD again after twice 
the cable transit time. For the PMT channel this happens within the dead time of 
the TCSPC module and does not cause any problems. However, false triggering in 
the reference channel causes ambiguous time measurement in the TAC. Typical 
effects of false triggering are shown in Fig. 7.64. Similar effects can arise from 
afterpulses in lasers with pulse pickers. Usually the problem can be solved by 
selecting an appropriate CFD threshold in the reference channel. 

Correct Signal

Double Signal caused

by false SYNC triggering

Correct Signal

Signal shape

false triggering
 caused by

Fig. 7.64 Effect of false reference triggering on the recorded signal shape. Pulsed signal 
(left) and continuous signal (right)

The CFD in the reference channel often has a selectable frequency divider (see 
section Sect. 4.1, page 47). The frequency divider ratio determines the number of 
signal periods recorded; see Fig. 7.65. 



7.7 Setting the TCSPC System Parameters      323 

Fig. 7.65 High-repetition-rate signal recorded with different reference frequency-divider 
settings

Values greater than one are convenient for finding a short signal in a longer 
signal period. Furthermore, the frequency divider can be used to check or calibrate 
the time scale by comparing the displayed pulse distance with the known pulse 
repetition rate (see Sect. 7.10, page 345). 

For recording final results the reference-frequency divider should not be used. 
Fluorescence data analysis programs expect data for only one signal period. Re-
cording several periods and analysing only one means wasting at least 50% of the 
recorded photons. Moreover, unnecessary recording of several signal periods 
wastes memory space. This can be an issue for TCSPC imaging or sequential 
recording. It should also be noted that reference-frequency division reduces the 
effective stop rate and thus increases the pile-up effect. Moreover, the time from 
the photon detection to the next stop pulse adds to the effective dead time (see 
Sect. 7.9.2, page 338). 

7.7.3  Adjusting the Delay in the Detector and Reference 
Channel 

The transit times in the optical path, the detector and the signal lines of a TCSPC 
system are often not exactly known. Therefore the photon pulses are detected with 
an unknown temporal shift from the reference pulses. If the signal is recorded 
without a reference frequency divider, it usually happens that the wrong part of the 
signal period is recorded. For a signal period of the order of the recorded time 
interval, the result may appear shifted in phase (Fig. 7.66, top). The phase of the 
signal can be corrected by changing the optical or electrical path length in the 
reference path (Fig. 7.66, bottom left) or in the detection path (Fig. 7.66, bottom 
right). One meter of 50-  cable adds approximately 5 ns delay. Please note that 
the signal may wrap around the signal period, as shown in Fig. 7.66, bottom right.  
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Fig. 7.66 Recordings of a high-repetition-rate signal with different transit times in the 
signal lines. Top: Original recording. Bottom left: Correction by adding delay in the refer-
ence path. Bottom right: Correction by adding delay in the detection path 

Reversed start-stop operation of TCSPC requires a reference pulse at the end of 
the signal period or at the end of the recorded time interval. For high-repetition-
rate lasers it is not always clear which laser pulse actually stops the time meas-
urement. It can happen that the stop pulse is not the same laser pulse that excited 
the detected photon but a pulse from a period before or after. Stopping with a 
pulse from a different period is no problem if the laser pulses have a constant 
period and no pulse-to-pulse jitter. This is certainly the case for a Ti:Sapphire 
laser. Diode lasers, however, may have selectable pulse periods. If the reference 
pulses come from the wrong signal period the position of the recorded signal in 
the TAC range changes when the laser period is changed. Moreover, the clock 
oscillator of a diode laser may have a pulse-to-pulse jitter of some 10 ps. This 
jitter adds to the transit time spread of the TCSPC system if the TAC is not 
stopped with the correct pulse. 

To stop the TAC with the correct laser pulse, the reference signal must be de-
layed so that the reference pulse arrives after a photon pulse from the same period. 
The correct delay in the reference channel is the detector transit time, plus the 
width of the recorded time interval, plus a few ns for the TAC start delay. The 
relation of the detector and reference delay is shown in Fig. 7.67. 
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Fig. 7.67 Reversed start-stop requires a delay in the reference channel to stop the TAC with 
the correct laser pulse 

 The detector transit time is about 1 ns for an MCP, 5 to 6 ns for a TO 8 PMT 
or a photosensor module, and 20 to 30 ns for side-window and linear-focused 
PMTs (see Sect. 6.2.3 page 224). A good reference delay to start with is 15 ns or 
3 m cable for an MCP PMT and 25 ns or 5 m cable for TO 8 PMTs. 

The delay in the reference path is particularly important in experiments with 
pulse pickers or kHz lasers. With insufficient delay in the reference path it can 
happen that a time interval completely outside the signal is recorded. Because the 
signal does not wrap around a short signal period, finding the correct reference 
delay can be difficult. An example is shown in Fig. 7.68. 

Fig. 7.68 Recording of a low-repetition rate signal with different delay in the reference 
path. Left: The delay in the reference channel is smaller than the delay in the detection 
channel. A time interval before the fluorescence pulse is recorded. Right: Recorded signals 
for a reference delay increased by 5, 10 and 15 ns 

If long time intervals at low repetition rate are to be recorded, the delay re-
quired for the reference channel becomes correspondingly long. Unless the re-
quired delay is longer than 150 ns, a cable is the best way to delay the signal. A 
high-quality cable should be used to reduce noise pickup and temperature drift in 
the cable transit time, see Fig. 7.49, page 310. If an electronic delay generator is 
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used, it should be taken into account that it does not have the same timing accu-
racy as a system with a constant fraction discriminator in its trigger input. If the 
reference pulses are not really stable, some timing drift and loss of resolution are 
unavoidable. 

7.7.4  Choosing the TAC Parameters 

The TAC parameters determine the time scale and the part of the signal that is 
recorded. The available parameters may differ for different TCSPC devices. Espe-
cially devices based on direct time-to-digital conversion (TDC) or sine-wave con-
version may differ considerably from devices using the TAC/ADC principle and 
reversed start-stop, which will be considered below. 

The time measurement block of a TCSPC device working in the reversed start-
stop mode is shown in Fig. 7.69. 
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Fig. 7.69 TAC control parameters in the time measurement block of TCSPC. 

The TAC core generates a linear-voltage ramp that is started with the detector 
pulse and stopped with the next reference pulse. The parameter „TAC Range“ 
governs the selection of the TAC slope. An amplifier then amplifies a selectable 
voltage interval of the ramp into the input voltage range of the ADC. Conse-
quently, the offset of the amplifier acts as a delay and the gain of the amplifier as a 
magnifier. 

The effect of the TAC settings on the recorded data is shown in Fig. 7.70 and 
Fig. 7.71. For the interpretation of the curves it is important to remember that the 
device uses reversed start-stop, and that the corresponding reversal of the time 
axis is corrected by reversed readout of the memory. Therefore late photons ap-
pear right, early photons appear left in the curve. However, late photons deliver 
low TAC voltages, and early photons deliver high TAC voltages. Consequently, 
photons with low TAC voltages appear right, photons with high TAC voltages 
appear left. Figure 7.70 shows the effect of different TAC range and TAC gain, 
Fig. 7.71 the effect of the TAC offset. 
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Fig. 7.70 Effect of different TAC range (left) and TAC gain (right)

Fig. 7.71 Effect of different TAC Offset in a reversed start-stop system. Left: Increased 
offset shifts the curve right, i.e. shifts the recorded time interval to an earlier part of the 
signal. Right: For very small and very large offsets the beginning and the end of the TAC 
characteristic come into view. A: Offset 0, B: Offset 50% of maximum TAC core voltage 

Increased offset shifts the curve right, i.e. shifts the recorded time interval to an 
earlier part of the signal. For very small and very large offsets the beginning and 
the end of the TAC characteristic come into view and may cause peaks in the 
recorded photon distribution (Fig. 7.71, right). These peaks are frequently the 
subject of misunderstanding and discussion. They result from the nonlinear por-
tions of the TAC characteristic at the extreme ends and can easily be avoided by 
using a proper signal delay and TAC offset. 

At high pulse repetition rates the recording-time interval of the TAC can be 
longer than the pulse period. Of course, there are no photons with TAC times 
longer than one stop period. Consequently, the recorded photon distribution drops 
sharply down to zero left of the TAC time corresponding to the stop pulse period. 
An example is shown in Fig. 7.72. 
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Fig. 7.72 Without a reference frequency divider, photons with TAC times longer than one 
pulse period do not exist. The photon distribution drops sharply down to zero left of the 
TAC time (A) corresponding to the stop pulse period. The missing photons (B) are re-
corded at the end of the previous stop period 

The resulting signal shape is a frequent source of confusion. Sometimes the 
step at time A is even mistaken for the rise of a fluorescence signal. Of course, the 
recorded curve is absolutely correct. The photons left of the cutoff point, A, are 
not lost. They were recorded shortly before the previous reference pulse and ap-
pear where they should be, i.e. in the late part of the period, B, at the right end of 
the photon distribution. The curve can be centred in the recorded time interval by 
adjusting the signal delay in the detector or reference channel. 

As in any electronic circuitry, there is some unavoidable electronic noise in the 
TAC. To get the best time resolution, the TAC should be operated in the shortest 
TAC range possible. The TAC core then delivers maximum voltage and the gain 
of the TAC amplifier can be kept low, which results in a correspondingly low 
noise at the output. 

An extremely unfavourable TAC operation mode is occasionally used for re-
versed start-stop measurements with pulse pickers (Fig. 7.73, left). The laser pulse 
period used is a few hundred ns, and the TAC is operated over a correspondingly 
large range of the TAC core. The photons are detected only in the first few nano-
seconds of the signal period. Due to the reversed start-stop principle the TAC core 
voltage varies in a small interval located far in the upper part of the TAC charac-
teristic. An extremely large offset and a high TAC amplifier gain are used to mag-
nify this interval into a reasonably short recording time span. This mode of opera-
tion has several disadvantages; electronic noise is unnecessarily amplified, a 
possible pulse-to-pulse jitter appears in the photon times, and the dead time ex-
tends into the next signal period. This makes it impossible to record a new photon 
in a period after a previously detected photon (see also Sect. 7.9.2, page 338). 
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Fig. 7.73 Recording a short signal within a long laser pulse period. Left: The stop pulse is 
the next laser pulse. The measured photon times are large but vary only within a short 
interval. A large TAC range and a large TAC offset have to be used. Right: The stop pulse 
is the delayed laser pulse. The measured photon times are short and vary over the full TAC 
range. A small TAC range and TAC offset can be used 

A far better solution is to use a delay cable in the reference channel, which 
shifts the photons to smaller TAC times (Fig. 7.73, right). Consequently, a smaller 
TAC range and a smaller TAC gain can be used. The result is lower noise in the 
TAC output signal and a correspondingly better time resolution. Moreover, the 
dead time is shorter because a smaller TAC range is used. The dead time may 
even be entirely hidden within the late part of the signal period that does not con-
tain any signal photons (see Sect. 7.9.2, page 338). 

An example of the two modes of TAC operation is shown in Fig. 7.74. The 
signal had a sharp peak followed by a slower exponential decay. The signal pe-
riod was 400 ns. The signal shape shown left was recorded by stopping TAC with 
the next laser pulse. The TAC range was 500 ns, and a TAC gain of 10 in combi-
nation with a large offset was used to record the last 50 ns of the signal period. 

Fig. 7.74 Recording of a signal within a 400 ns pulse period in the reversed start stop mode. 
Left: Stop with the next laser pulse. TAC range = 500 ns, TAC gain = 10. Right: Stop with 
the delayed laser pulse. TAC range = 50 ns, TAC gain = 1. The FWHM of the peak is 
reduced from 216 ps to 87 ps 
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An additional zoom factor of 5 was used in the display of the data. The initial peak 
of the signal is recorded with an FWHM of 216 ps. 

The signal shape shown right was recorded with 10 m delay cable in the stop 
signal path. A TAC range of 50 ns, a TAC gain of 1, and display zoom factor of 5 
were used. The FWHM of the initial peak of the signal is reduced to 87 ns. 

Further improvement is achieved by using a higher TAC gain. Figure 7.75 
shows a recording with TAC range = 50 ns and TAC gain = 5. By properly adjust-
ing the TAC offset, the 10 ns interval of the signal is stretched over the full length 
of the ADC characteristic. This not only delivers more time channels and a shorter 
time channel width but also reduces the recorded FWHM of the signal peak to 
72.4 ns. 

Fig. 7.75 Recording of the same signal as in Fig. 7.74, but with a TAC gain of 10. The time 
interval of the signal is stretched over the full ADC range, resulting in an increase of the 
available number of time channels and a recorded width of the peak of 72.4 ns 

7.8  Differential Nonlinearity 

The differential nonlinearity (DNL) is the nonuniformity of the time channel 
width in a TCSPC system. Because the number of photons collected in the chan-
nels is proportional to the channel width, any nonuniformity appears as a modula-
tion in the recorded photon distributions. DNL is the most important source of 
systematic errors in TCSPC measurements. 

Often the TAC and the ADC are considered the main source of differential 
nonlinearity. This is clearly not correct for advanced TCSPC modules based on a 
TAC/ADC principle using the error cancellation technique described under 
Sect. “Fast ADC with Error Correction“, page 52. The DNL contribution of the 
TAC and the ADC in these modules is so small that the most important source of 
DNL is crosstalk between the start and stop pulses. The signals can couple be-
tween the detector and the reference channel outside the TCSPC module, or inside 
the module between the two CFDs. There may also be spurious pickup of other 
start- or stop-related signals: routing signals, switching signals from pulse pickers, 
or signals from the driver of a pulsed laser diode. Any signal that is synchronous 
with the recorded light signal is a potential source of increased DNL. 
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There are two different ways a synchronous spurious signal can distort the re-
corded waveforms in a TCSPC measurement. The first one is by directly influenc-
ing the timing. Depending on the shape and phase of the spurious signal, the CFD 
may trigger a bit earlier or later, resulting in a change of the apparent time-channel 
width. The second source of distortion is an apparent modulation of the CFD 
threshold. Because of the amplitude jitter of the detector pulses, more or fewer 
photons may be detected depending on the voltage of the spurious signal at the 
moment when the of the photon pulse arrives.  

In practice it is almost impossible to distinguish between these two effects. The 
most efficient way to avoid DNL problems is good detector shielding. The cables 
of the detector signal and the reference signal should be kept well separated. The 
detector should be operated at the highest possible gain. Sufficient preamplifier 
gain should be used so that the CFD threshold in the plateau of the counting char-
acteristic is no smaller than 50 mV; this avoids detecting an unnecessarily high 
number of low-amplitude pulses, which are more likely to be influenced by syn-
chronous noise. 

A second strategy is, of course, to avoid the generation of synchronous noise in 
the system. Typical sources of coherent noise are cavity dumpers, pulse pickers, 
and picosecond diode lasers. For the shielding of these devices the same rules 
should be applied as for detector shielding. 

The DNL of a TCSPC measurement can be improved by running a reference 
measurement with a continuous light signal and by dividing the measured wave-
forms by the reference recording. Unfortunately, dividing the two signals adds the 
noise of the reference measurement to the result. The reference curve should 
therefore be recorded with as high a number of photons as possible. In many cases 
it is possible almost entirely to avoid introducing noise into the result by smooth-
ing the reference curve. The period of the DNL-induced ripple is usually longer 
than the time-channel width. A symmetrical smoothing algorithm then does not 
noticeably change the ripple on the reference curve but efficiently removes the 
noise. 

Figure 7.76 shows an example of improving a poor DNL by using a reference 
measurement. Figure 7.76, left, shows the raw data of the recorded fluorescence 
decay and the reference recording. Figure 7.76, right, shows the smoothed refer-
ence curve, and the decay curve divided by the smoothed reference. 

It should be noted that a reference measurement efficiently removes DNL-
induced ripple but does not remove distortion caused by reflections in the optical 
system (see Fig. 7.27, page 287). 
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Fig. 7.76 Improving poor DNL by using a reference measurement of continuous light. Left:
Recorded fluorescence decay function and reference curve. Right: Smoothed reference 
curve, and decay curve divided by smoothed reference curve 

7.9  Counting Loss in TCSPC Systems 

There are several reasons why a TCSPC system may lose photons. The most obvi-
ous one is that the detector delivers an output pulse for only a fraction of the pho-
tons that reach its active area. Moreover, not all of the detected photons deliver a 
useful output pulse with an amplitude above the CFD threshold. 

Loss of photons inside the TCSPC module results from the facts that a single 
TCSPC channel can record only one photon per signal period, and that the module 
is blind during the dead time, i.e. the time during which a detected photon is proc-
essed. The detection and consequent loss of a second photon in one signal period 
is usually called „pile-up“ effect. The term „counting loss“ covers both pile-up-
related and dead-time-related loss. 

7.9.1  Classic Pile-Up Effect 

The classic pile-up effect is shown in Fig. 7.77. A single TCSPC channel is unable 
to record a second photon in a single signal period. Consequently, the second 
photon is lost. (Actually the term „pile-up“ is not quite correct. It comes from 
nuclear particle detection and means the detection of several particles within the 
luminescence lifetime of a scintillator.) 

Detection and loss of a second photon is more likely to occur in the later part of 
the signal, therefore the recorded waveform is distorted. Pile-up distortion be-
comes noticeable if the count rate exceeds a few percent of the pulse repetition 
rate.
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Fig. 7.77 Effect of classic pile-up on the recorded waveforms. a: correct curves. b,c: curves 
distorted by pile-up 

Classic pile-up is the principal source of signal distortion in experiments with 
lasers or flashlamps working at a repetition rate in the kHz range. If the experi-
ment is run at too high a count rate, extreme pile-up effects can impair the results 
so severely that any attempt at correction is useless. If the detector actually sees 
hundreds or thousands of photons per laser pulse, pile-up can even mimic signals 
shorter than the detector transit time spread. However, classic pile-up should not 
be confused with multiphoton detection. Multiphoton detection can happen if the 
discriminator threshold in the detection channel is set above the single-photon 
pulse amplitude. In this case, events are recorded only if several photons are de-
tected within the single-electron-response width of the detector (see Fig. 7.62, 
page 320). 

The pile-up distortion of the signal shape is predictable if the detector count 
rate and the signal repetition rate are known [103, 104, 105, 238, 389, 549]. Sup-
pose the number of counts in a time channel, i, is Ni and the total number of exci-
tation cycles is E. A photon in channel i cannot be detected if a photon in a previ-
ous channel, j < i, is detected. The effective number of excitation cycles for 
channel i is then 
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The probability of a count in channel i in one excitation cycle is 
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The relation can be used for a first-order correction of the pile-up distortion. For P
exceeding 10% the influence of the pile-up on Nj becomes noticeable, and a detec-
tion probability of  

25.0 iii PPS    (7.11) 

should be used for correction [103, 389]. 
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The influence of the (uncorrected) pile-up on a single-exponential lifetime can 
be estimated as shown below. The probability, Pj, that a photon appears at a time 
corresponding to channel j in one signal period is 

/
0

tj
j ePP  (7.12) 

with t = time-channel width,  = fluorescence decay time, P0 = probability of a 
count in the first channel of the fluorescence decay. The sum of the probabilities, 
Pj, for all time channels is the probability, P, of detecting a photon in one signal 
period 
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Please note that P can become greater than one and must therefore be considered 
the average number of photons per signal period rather than a probability. P can 
be written as 
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The probability that a photon is detected (but not necessarily recorded) at a time 
corresponding to channel j is therefore 

//1 tjt
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A photon in channel j is recorded only if no photon was detected at any time cor-
responding to all channels before j. The probability that no photon was detected in 
these channels is obtained as follows. The average number of photons detected in 
the time channels before j is
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The sum can be written as 
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Therefore 
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The probability that the number of photons in the channels 0 to j 1 is zero is ob-
tained from the Poisson distribution of P0toj 1 and is 

/
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The probability of recording a photon in channel j is the product of the probability 
of detecting a photon in channel j and the probability of detecting no photons in 
the channels 0 to j 1:

// /

1 tjPePt
jrecorded eeeePP

tj

 (7.20) 

The first factor is independent of j. The second factor is the waveform of the re-
corded signal. The waveform can be written as 
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That means that the pile-up adds virtual lifetime components of /2, /3 ... /n, to 
the recorded waveform. A mean lifetime, meanc, of the recorded curve can be de-
fined as an average of the lifetimes, i weighted by their intensity coefficients, ai:
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The resulting meanc is 
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which can be converted into 
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For a small value of P the obtained mean lifetime is 

2/1 pmeanc   (7.25) 

The definition used for meanc leads to a simple expression of the measured lifetime. 
It is, however, not the only possible one. The lifetimes can also be weighted by the 
integral intensities of the exponential components:  
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The intensity-weighted mean lifetime is a better approximation of the lifetime 
obtained by a single-exponential fit or by calculations based on the first moments 
[308]. The pile-up distorted meani is
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Unfortunately the intensity-weighted mean lifetime does not yield a simple re-
sult for the pile-up. For a small value of P the lifetime is 

4/P1meani  (7.28) 

Figure 7.78 shows the recorded coefficient-weighted and intensity-weighted 
mean lifetime as a function of the number of photons per laser period, P.
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Fig. 7.78 Coefficient-weighted mean lifetime (a) and intensity-weighted lifetime (b) as a 
function of the number of photons detected per signal period, P 

The influence of the pile-up on the obtained lifetimes is surprisingly small. A 
5% change in the intensity-weighted mean lifetime is often tolerable. The corre-
sponding P is about 0.2, i.e. the detector count rate is 20% of the pulse repetition 
rate. With pile-up correction, even higher count rates appear possible. Pile-up is 
therefore not a severe problem at pulse repetition rates between 50 to 90 MHz, 
typical for titanium-sapphire lasers and diode lasers. 

A remark should be made here about multiplexing signals on a pulse-by-pulse 
basis. The principle is shown in Fig. 7.79. Several signals, signal 1 and signal 2, 
are offset in time and recorded in the same TAC range with a common stop pulse. 
At low intensity (curve A), the pile-up is negligible and both signals are recorded 
with their correct shape and intensity. If the intensity of signal 1 is increased into 
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Fig. 7.79 Effect of classic pile-up on signals recorded with pulse-by-pulse multiplexing 
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the pile-up region (curve B), the shape of signal 1 is distorted. Signal 2 is recorded 
with its correct shape but with an incorrect amplitude. 

In the general case, each signal gets changed in shape only by its own pile-up. 
However, it gets changed in amplitude by the pile-up of all earlier signals. Mutual 
pile-up effects between multiplexed signals can be entirely avoided by using the 
multiplexing features of advanced TCSPC (see Sect. 3.2, page 33, and Sect. 5.5.8, 
page 117). 

Several solutions have been suggested to detect pile-up and to reject the re-
cording of multiphoton events [389]. However, for the most commonly used de-
tectors, it is difficult if not impossible to distinguish between one and two photons 
arriving within the width of the single-electron response of the detector (Fig. 7.80, 
left). Multiphoton events at a time scale of 10 to 20 ns could, in principle, be de-
tected by counting the number of CFD threshold transitions within one signal 
period. However, in practice the single-electron-response of the detector is not 
free of ringing and reflections. Therefore single-photon pulses near the upper end 
of the SER amplitude distribution cause multiple threshold transitions as well. 
Discarding all events with multiple threshold transitions would result in losing a 
large number of good photon pulses. 

Nevertheless, there is a way to reduce the classic pile-up. The light is distrib-
uted into several detectors, or into several channels of a multianode PMT. Two 
photons arriving within the same signal period are then more likely to hit different 
detectors than the same one (Fig. 7.80, right). Pulses that appear at the outputs of 
different detectors can easily be identified as multiphoton events. The recording of 
both photons in the TCSPC module can be suppressed and pile-up distortion can 
be avoided. 

Photon 1

Photon 2

Photon 1

Photon 2

Single detector:

Photons not distingushed

Multichannel detector:

Photons distinguished

Fig. 7.80 Multidetector operation reduces pile-up by recognising multiphoton events 

The required circuitry is contained in any router for multidetector TCSPC (see 
Sect. 3.1, page 29). The router monitors the output signal of all detector channels 
by fast discriminators. When a detector delivers a photon pulse the corresponding 
discriminator triggers and an encoder generates a digital „detector channel“ num-
ber (Fig. 3.3, page 30). If several detectors deliver pulses within the response time 
of the discriminator/encoder circuitry, the encoder delivers a „Disable Count“ 
signal. This signal suppresses the storing of the event, i.e. of both photons, in the 
memory of the TCSPC module. Thus, waveform distortion by classic pile-up is 
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reduced. The time interval in which several photons are recognised as a mul-
tiphoton event is usually of the order of several tens of ns.  

An even more efficient, yet more expensive way to reduce pile-up distortion is 
the multimodule technique. In a multimodule system the photons from several 
detectors are processed in parallel. Therefore, not only pile-up distortion but also 
counting loss are reduced in proportion to the number of TCSPC channels. 

7.9.2  Counting Loss 

Due to the finite speed of signal processing, a photon counter is unable to detect a 
second photon within a certain dead time after the detection of a previous one. For 
gated photon counters or multichannel scalers, the dead time can be as short as a 
nanosecond. The relatively complicated signal processing sequence in a TCSPC 
device leads to a much longer dead time. Older TCSPC devices had dead times of 
the order of 10 µs. Newer, more advanced TCSPC modules are much faster but 
still have a dead time in the range of 100 to 150 ns. 

The probability of losing a photon can be calculated as follows. The photons 
are detected at a rate rdet, and recorded at a rate, rrec. Each recorded photon causes a 
dead time, td. If another photon is detected within this time it is lost, but it does not 
cause a noticeable dead time. The fraction of the total dead time, Tdead, within the 
total acquisition time, T, is therefore 

drecdead trTT /  (7.29) 

The ratio of the number of photons lost in the dead time to the number of de-
tected photons is the same as the ratio of the total dead time to the total acquisition 
time:  

dreclost trNN det/  (7.30) 

The recorded rate is 

drecrec trrrr detdet  or 
d

rec
tr

r
r

det

det

1
 (7.31) 

Please note that this equation applies strictly only to systems in which the lost 
photons do not cause any appreciable dead time. If the lost photons cause dead 
time, the equation applies only for count rates that are small compared to the re-
ciprocal dead time. The relation between the input count rate and the recorded 
count rate is shown in Fig. 7.81. 
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Fig. 7.81 Relation between the input count rate and the recorded count rate for a photon 
counter with the dead time, t

d
, for a continuous light signal 

For an input count rate 1/td, i.e. the reciprocal of the dead time, the recorded 
count rate is 50% of the input count rate. The recorded count rate for a 50% count-
ing loss is sometimes defined as the „maximum useful count rate“, rmu:

dmu tr /5.0 (7.32) 

Data sheets of TCSPC devices sometimes specify a „maximum count rate“ that 
is simply the reciprocal signal processing time. This definition is misleading be-
cause for random input pulses it can be reached only for an infinite detector count 
rate. The term „saturated count rate“ should better be used instead of „maximum 
count rate“. 

Equation(7.31) can be used to calculate the counting efficiency, E:  

d

rec

trr

r
E

detdet 1

1
 (7.33) 

with rdet = detected count rate, rrec = recorded at a rate, td = dead time. 
For the discussion above it was assumed that the detected light signal was con-

tinuous. However, signals measured by TCSPC are mostly pulsed signals. More-
over, the detection and therefore the dead time is synchronised with the signal 
period. This synchronisation can lead to a different behaviour than predicted by 
(7.33). Dead-time-related counting loss in nonreversed start-stop systems is illus-
trated in Fig. 7.82. 
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Fig. 7.82 Dead-time-related counting loss in a nonreversed start-stop system. Left: Signal 
period longer than dead time. Right: Signal period shorter than dead time 

In nonreversed start-stop systems the TAC is started with the laser pulse. When 
a photon is detected, the TAC is stopped and the signal processing starts. Signal 
processing takes some time, here indicated as „TAC/ADC dead time“. After the 
processing is completed the TAC does not convert another photon pulse until it 
has received the next start pulse from the laser. For the counting loss, two cases 
have to be distinguished: 

If the signal period is longer than the sum of the start-stop time and the 
TAC/ADC dead time (Fig. 7.82, left) the dead time ends before the next laser 
pulse. If a second photon is detected during this signal period it is lost. Conse-
quently, the situation is exactly described by the classic pile-up effect.  

If the signal period is shorter than the sum of the start-stop time and the 
TAC/ADC dead time the situation is different (Fig. 7.82, right). Of course, if a 
second photon is detected in the same signal period, the system loses it. This is the 
classic pile-up effect. However, because the dead time extends into the next signal 
period, the TAC does not start with the next laser pulse. Consequently, the system 
remains blind for the next signal period as well.  

Several signal periods can be lost if the TAC/ADC dead time extends over 
more than one period. Even worse, the necessary reset of the TAC causes a dead 
time even if no photon was detected. If this reset time extends into the next period 
the counting efficiency drops to 50% or less. 

Figure 7.83 illustrates the situation for reversed start-stop systems and low-
repetition-rate signals. In the reversed start-stop configuration the TAC is started 
when a photon is detected. In a correctly designed system the stop pulse of the 
TAC comes from the delayed laser pulse. The stop delay is somewhat longer than 
the time interval to be recorded. Data processing starts when the stop, i.e. the de-
layed laser pulse, arrives at the TAC. The system is now blind for the TAC/ADC 
dead time. However, the pulse period is longer than the sum of the stop delay and 
the TAC/ADC dead time. Therefore the TAC/ADC dead time is entirely outside 
time interval in which the signal is recorded. Consequently, the only way the sys-
tem may lose photons is through classic pile-up. 
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Fig. 7.83 Dead-time-related counting loss in a reversed start-stop system. The stop is with a 
delayed laser pulse. The signal period is longer than the sum of the stop delay and the 
TAC/ADC dead time 

Figure 7.84 shows what happens if a reversed start-stop system is operated at 
low repetition rate without a delay line in the stop line of the TAC. 
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Fig. 7.84 Dead-time-related counting loss in a reversed start-stop system. The signal period 
is longer than the dead time; the stop is with the next laser pulse 

The TAC is started when a photon is detected. It is, however, not stopped with 
the delayed laser pulse that produced this photon, but with the next one. The signal 
processing starts with this pulse. The TAC/ADC dead time turns the system blind 
for a large part of the next laser period. The blind interval of the next period is in 
fact the interval where a new signal photon is most likely to be expected. Conse-
quently, the system can be considered to be blind for the next signal period after 
the detection of a photon. The probability of losing a photon in the blind period is 

repreclose frp / (7.34) 

with rrec = recorded count rate, frep = signal repetition rate. 
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The relation between the detector count rate rdet and recorded count rate rrec

(classic pile-up not included) is 

)1(/ detdet Trrrrec  (7.35) 

with T = signal period. In other words, the system has an effective dead time of 
one signal period. 

The situation for reversed start-stop and high repetition rate signals is shown in 
Fig. 7.85. The TAC is started when a photon is detected and stopped with the next 
laser pulse. Within the time between the start and the stop, the TAC is unable to 
record a second photon. The resulting loss is the classic pile-up effect. 
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Fig. 7.85 Dead-time-related counting loss in a reversed start-stop system. The signal period 
is shorter than the dead time. The stop is with the next laser pulse. 

Signal processing starts with the stop, i.e. with the next laser pulse. During the 
signal processing time (or TAC/ADC dead time) the system is blind. The 
TAC/ADC dead time ends somewhere in one of the subsequent signal periods. 
How many photons the system loses depends on the number of signal periods 
within the TAC/ADC dead time, and to a smaller degree on the distribution of the 
detection probability within the signal period where the dead time ends. The effec-
tive dead time of the system is the TAC/ADC dead time plus the average start-stop 
time. For a continuous signal the relation between detected and recorded rate is 
given in equation (7.33). For a pulsed signal, the counting loss changes in discrete 
steps with the number of signal periods within the dead time. However, it follows 
the general tendency of (7.33). 

Counting loss in reversed start-stop systems operated at high signal repetition 
rate can be compensated for by a „dead time compensation“ in the acquisition 
time. The idea behind the dead time compensation is to increase the acquisition 
time by the sum of all dead time intervals that occurred during the measurement. 
The principle is shown in Fig. 7.86. 
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Fig. 7.86 Dead time compensation by gating the timer clock 

The TAC delivers a „busy“ signal as long as it is unable to accept a new pho-
ton, i.e. from the start of the TAC to the end of the TAC/ADC dead time. A high-
frequency clock is gated with the busy signal, and the gated clock drives the col-
lection timer. Thus the collection timer is stopped in the dead time intervals. 

Of course, dead-time compensation works with absolute precision only if the 
photons appear randomly. Unfortunately in most TCSPC applications, the signal 
is pulsed and most of the photons are detected in only a small fraction of the signal 
period. Nevertheless, the compensation works well for repetition rates higher than 
the reciprocal dead time. It can, however, correct for only the loss in the recorded 
intensity, not for distortion in the recorded pulse shape. 

7.9.3  Dead-Time-Related Signal Distortion 

For TCSPC with nonreversed start-stop, the end of the dead-time interval is auto-
matically synchronised with the laser pulses. For reversed start-stop this in not the 
case. The situation is shown in Fig. 7.87.  
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Fig. 7.87 Dead-time-related signal distortion in high-repetition-rate reversed-start-stop 
systems. The dead time ends anywhere in one of the subsequent signal periods, which 
causes a step in the detection probability 
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The TAC/ADC dead time starts with the stop of the TAC. The end of the dead 
time can be at any time within one of the subsequent signal periods. Averaged 
over a large number of periods, the result is a step in the recording probability and 
thus in the recorded waveform. The size of the distortion depends on the ratio of 
the count rate to the signal repetition rate and can be estimated as follows. 

The probability, P, to detect a photon in a particular laser period is 

 P = rdet / frep  (7.36) 

with rdet = detector count rate at CFD input, frep = signal repetition rate. However, a 
photon in the early part of the period can be recorded only if no photon was de-
tected in the signal period a dead-time interval before. The probability, pearly, of
detecting a photon in the early part of the period is therefore 

reprep
early

f

r

f

r
p detdet 1  (7.37) 

The relative size of the distortion is  

(plate – pearly) / plate = rdet / frep  (7.38) 

Interestingly, the size of the dead-time-related distortion does not depend on the 
dead time. The absolute size of the distortion is of the same order as the distortion 
by classic pile-up. It even counteracts the classic pile-up because it happens in the 
early part of the signal period. Although the size of the distortion is predictable, 
the actual shape of the distortion is not. It may differ from a clean step because the 
dead time may vary due the TAC voltage of the detected photon, and the transition 
from the blind into the active state may cause some ripple in the TAC characteris-
tic for a few ns. Moreover, in practice the dead time is determined by CMOS logic 
circuits and active delay lines in the control circuitry of the signal processing elec-
tronics. The dead time can therefore be expected to be stable within only a few ns 
at best, and it is difficult to correct for dead-time-related distortion. 

In practice the distortion can be minimised in the same way as classic pile-up, 
i.e. by maximising the signal repetition rate, or, more exactly, maximising the 
TAC stop rate. The signal repetition rate should be as high as possible, and the 
setup should avoid frequency division in the reference channel and pulse-by-pulse 
multiplexing with a common stop pulse (see Sect. 5.5.8, page 117). 

A radical cure to avoid pulse distortion by dead-time-related counting loss 
would be to synchronise the end of the dead time with the reference pulses. How-
ever, this would result in more mutual influence of start- and stop-related signals 
and therefore impair the differential linearity of the time measurement. Extending 
the dead time to a full signal period might also be unacceptable for low-repetition 
rate experiments. 

Some TCSPC modules provide manual control of the dead time so that possible 
distortions can be shifted out of the time interval of interest. 
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7.10  Calibration of the Time Scale 

Classic NIM-based TCSPC systems required calculating the time scale from the 
(possibly not accurately known) TAC and MCA slopes and the gain of the biased 
amplifier. 

The time scale of advanced TCSPC devices is factory-calibrated within one 
percent or better. In TAC/ADC-based systems the calibration includes the variable 
TAC range, the variable gain of the biased amplifier in the TAC, and the scaling 
factor of the ADC. TDC-based systems normally stabilise the time scale of the 
TDC via a phase-locked loop (PLL) or delay-locked loop (DLL) so that the time 
scale is stable and accurately known (see Sect. 4.2.2, page 55). In all modern 
TCSPC devices the recorded curves are automatically displayed with the correct 
time scale. Of course, changing the TAC range or TAC gain within a series of 
measurements should be avoided, to keep the results comparable at a level of a 
fraction of a percent. Nevertheless, time calibration may be indicated to compare 
the results obtained with different TCSPC modules or different TAC settings, or 
simply to make sure that the factory calibration is still correct. 

There are several ways to check or calibrate the time scale of a TCSPC instru-
ment. The most commonly used one is to measure the fluorescence decay of a dye 
of known lifetime and compare the result to lifetimes given in the literature [308]. 
However, the lifetime of an organic dye is actually the poorest calibration standard 
possible. The measured lifetime may depend on the solvent, the temperature, and 
the excitation wavelength. It may also be changed by fluorescence quenching by 
impurities or oxygen, and by reabsorption effects. Moreover, detector background 
and improper data analysis can easily introduce an uncertainty on the level of 
several percent. 

Another calibration technique is to change the optical path length of the signal 
and to compare the path length difference with the recorded shift in time. The 
technique gives acceptable results if the optical system is accurately aligned so as 
to avoid lateral walk of the beam on the surface of tilted mirrors. However, it is 
time-consuming and requires changes in the optical system and consequent 
realignment. 

It is not recommended to use a switchable delay box in the reference or detector 
lines instead of an optical delay. The signal quality may change considerably with 
the selected delay, and the effective delay change is therefore not accurately pre-
dictable.

The simplest and most accurate way to calibrate a TCSPC system is to use the 
pulse period of a high repetition rate laser as a time standard. The pulse period of 
Ti:Sapphire lasers is between 78 and 90 MHz and accurately known. Diode lasers 
are usually controlled by a quartz oscillator and have an absolute frequency accu-
racy of the order of several tens of ppm. The signal is recorded in the reversed 
start-stop mode with a frequency divider in the reference path. The recorded 
waveform covers several laser periods, and the time between the pulses can be 
measured and compared with the known pulse period. 

For calibration it may be desirable to have a small light source that can be 
placed anywhere in an optical system, with a pulse period that is freely selectable. 
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Such a light source can easily be made by connecting an LED or a small laser 
diode to a pulse generator. Any generator that drives 5 V or more into 50  at a 
pulse width shorter than 4 ns can be used. The optical pulse width depends on the 
width and rise time of the driving pulse and the driving power. For a laser diode 
the pulse width decreases with increasing driving power and can be considerably 
shorter than the electrical pulse width. 

Typical pulse shapes for LEDs driven by pulses of 3.6 ns FWHM from a Hew-
lett Packard HP1110A pulse generator are shown in Fig. 7.88, left. Pulses from a 
5 mW, 650 nm laser diode driven by 1 ns pulses from a HP8131A pulse generator 
are shown right. The detector was a Hamamatsu H5783P photosensor module. 

Fig. 7.88 Calibration of a TCSPC module by a pulse sequence of known pulse period. 
Detector H5783P, time scale 4 ns/div. Left: Pulses from a blue and a yellow LED driven 
from a HP1110A pulse generator. Period 10 ns, electrical pulse width 3.6 ns. Right: 5 mW, 
650 nm laser diode driven from a HP8131A pulse generator. Period 10 ns, electrical pulse 
width 1 ns 

Please note that the suggested laser diode calibrator is legally a „laser device“. 
Although it is not potentially dangerous, its operation is subject to laser safety 
regulations. 



8  Final Remarks 

Advanced TCSPC techniques have resulted in a number of spectacular applica-
tions in different fields of time-resolved spectroscopy. Nevertheless, a large num-
ber of potential applications clearly could benefit from TCSPC but do not use or 
do not fully exploit the capabilities of the currently available techniques and de-
vices. This may be due in part to the continuing misperception that TCSPC is 
unable to record high photon rates, to achieve short acquisition times, or to reveal 
dynamic effects in the fluorescence or scattering behaviour of the systems investi-
gated. Another obstacle may be that TCSPC users often do not take the effort to 
understand the advanced features of the technique and consequently do not make 
the most efficient use of the devices they have.  

A considerable improvement can be expected from the application of TCSPC to 
autofluorescence imaging of tissue. As mentioned in the application section of this 
book, the fluorescence lifetime helps not only to separate the different types of 
fluorescence but also to characterise the state of their binding to proteins, lipids, or 
DNA, as well as the oxygen saturation or the pH of the tissue. The first steps have 
been taken in time-resolved two-photon microscopy. The same basic optical prin-
ciples are leading to imaging of macroscopic samples.  

TCSPC imaging in biological tissue can be combined with the recording of dy-
namic physiological effects. The first successful applications of diffuse optical 
tomography to brain imaging have taken place. In a related field, the physiology 
of plants, TCSPC is capable of recording the fluorescence lifetime changes in 
chlorophyll by photochemical and nonphotochemical quenching. The sequential 
recording capabilities of TCSPC have not commonly been used in these applica-
tions but can considerably expand the capabilities for spectroscopy of living sub-
jects.

In the last few years TCSPC has increasingly been used for diffuse optical to-
mography. DOT is clearly the application using the highest count rates, and one 
might expect that dead-time- and pile-up-related limitations of TCSPC would be a 
problem. Nevertheless, optical properties of tissue have been obtained with excel-
lent accuracy. TCSPC is probably closer to delivering quantitative results than 
steady-state and modulation techniques, and is recording haemodynamic effects at 
equal or greater confidence levels. Further progress in DOT can be expected from 
its use in combination with fluorescent probes. Since fluorescence makes re-
cording efficiency more critical than it is now, TCSPC may find new and wider 
applications in DOT. 

Spectacular results have been obtained by using TCSPC in single-molecule 
spectroscopy. Most of the single-molecule experiments use either the BIFL, the 
FCS, or the FIDA technique. From the point of view of TCSPC recording, all 
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these techniques differ only in the way the data are analysed. It can be expected 
that a generalisation of single-molecule techniques is only a matter of time. 

Single-molecule techniques have found their initial applications in living cells. 
These experiments are related to time-resolved microscopy in that they use the 
same basic optical systems and TCSPC devices. A combination of single-
molecule spectroscopy and FLIM may expand the capabilities of biological mi-
croscopy considerably. 

TCSPC techniques also have enormous potential in drug screening and in DNA 
analysis by spectroscopic techniques. It is commonly believed that the data 
throughput of TCSPC is insufficient for these applications. However, as with 
many other applications, it is likely that the bottleneck is the photostability of the 
sample rather than the throughput of TCSPC. Thus advanced TCSPC techniques, 
especially combinations of multidetector and multimodule techniques, appear 
likely to be used in this field. 

All these applications could greatly benefit from the availability of complete in-
struments, i.e. systems including light sources, optical systems, detectors, TCSPC 
electronics, and, most important, data analysis. The crux is that such an instrument 
can be reasonably designed only on a sound basis of experimental results, and 
with a clear development target. However, for biological applications this basis is 
hard to obtain without the instrument. Nevertheless, the first steps have been done 
in TCSPC scanning microscopy and small-animal imaging. 

An additional push can be expected from new technical developments in 
TCSPC itself. The largest potential is probably in the development of new detec-
tors. The introduction of direct (wide-field) imaging techniques is clearly ham-
pered by the limited availability of position-sensitive detectors. In addition the 
selection of multianode PMTs is still very limited, especially for NIR-sensitive 
versions. Large-area detectors with 64 or more channels may result in consider-
able improvements in DOT techniques. Single photon APDs with improved tim-
ing stability are urgently required for single-molecule spectroscopy and time-
resolved microscopy. 

The electronic time-resolution of current TCSPC modules is of the order of a 
few ps. The optical time resolution is therefore limited mainly by the transit-time 
spread of 25 ps in the currently available MCP PMTs. Possibly the transit-time 
spread can be reduced, e.g. by decreasing the channel width and the distance be-
tween the cathode and the channel plate. If faster detectors should require higher 
electronic time resolution, faster discriminators may be required. Discriminator 
chips of substantially increased speed have recently been introduced, so that 
TCSPC is likely to keep pace with future detector development. 

The count rate of TCSPC has been increased by a factor of 100 in the last 10 
years. Further increase is limited by the pile-up effect. A decrease in dead time 
below the currently achieved 100 ns appears feasible and may result in reduced 
counting loss. However, a substantial increase in count rate for a single TCSPC 
channel can only be obtained by reducing the dead time noticeably below the 
typical signal duration. For the typical fluorescence lifetime, a dead time of less 
than 1 ns will be required. Even if dead times this short can be achieved within the 
electronics, there is currently no detector capable of delivering several individual 
single-photon pulses within this time. It is therefore more likely that higher count 
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rates will come from the multimodule technique, i.e. the parallel operation of 
several detectors and TCSPC channels. The prices of such systems will be consid-
erably reduced once they are used in large-volume applications. 
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multigate  14 



394      Index 

Geiger mode, of APD  218 
Gradient-index fibres  283 
Gradient-index lenses  273 
Grating, efficiency  280 
GRIN lenses  273 
Ground loops  312 
Ground return path, for high voltage  

316 
Grounding  311, 313 

H
H5773  155, 224, 249 
H5773, IRF  250 
H5773, stability of IRF  298 
H5783  155, 211, 249 
H5783, IRF  250 
H7421, IRF  247 
H7422  155, 174, 176, 184, 224, 

245, 246 
H7422, stability of IRF  298 
Hanbury-Brown-Twiss experiment  

170 
coincidence rate  173 

High voltage, for PMT  224, 315 
High voltage, safety  315 
Hybrid PMT  220 

I
ICG  112 
Identification of single molecules  

196 
Imaging 

by multispectral TCSPC  143 
by multiwavelength TCSPC  37 
by TCSPC scanning  37, 123 
by wide-field TCSPC  39 

Imaging, multispectral  123 
Impedance, of cable  308 
Indocyanine green  112 
Instrument response function  75, 

118 
Interference filters  155, 276, 285 
Interference filters  120 
Internal photoeffect  217 
Intersystem crossing  199 
Inverting transformer  307 

IRF  75, 118 
channel PMTs  258 
first moment  297 
H5773  250 
H5783  250 
H7421  247 
H7422  246 
in 2p microscopy  158 
Linear focused PMTs  255 
MCP PMT  243 
photosensor modules  250 
R3809U  243 
R5600  248 
R7400  248 
side-window PMTs  256 
SPCM-AQR  259 
stability  78 
stability of  298 
stability vs. count rate  118 
TO 8 PMTs  248 
two-photon  203 
XP2020  255 

J
Jitter

amplitude jitter of photon pulses  
222, 223 

of PMT transit time  224 
of pulse amplitude  47 
of pulse period  324 
of SER amplitude  226 

K
Kautsky effect  90 

L
Laser diodes 

driving by pulse generator  265 
for time calibration  346 

Laser diodes  263 
Laser multiplexing  103, 106, 117, 

263 
Laser ranging, by TCSPC  206 
Laser scanning mammography  102 
Laser scanning microscope  124, 

131 
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Lasers  263 
chip laser  267 
diode lasers  263 
dye laser  267 
fibre laser  267 
Nd-YAG laser  267 
titanium-sapphire laser  266 

LEDs, for time calibration  346 
Lenses  269 

aberrations  269, 271 
achromatic  270 
aspheric  271 
conjugate ratio  270 
double-convex  271 
for UV  271 
Fresnel  272 
gradient-index  273 
GRIN  273 
numerical aperture  269 
orientation of  270 
plano-convex  271 
single element  271 
tranfer lenses  270 

Lifetime standard, for time 
calibration  345 

Lifetime standards  76 
Lifetime, of autofluorescence  121 
Light source, for time calibration  

345 
Line clock  38, 138 
Linear focused PMT  214, 254 
Linearity

of ADC  53 
of TAC  330 

Luminous sensitivity  229, 241 
measurement of  241 

M

Macro-time clock, synchronisation 
of  189 

Mammography,  102 
Matching of f numbers  281 
Matching, impedence of cables  308 
MCP PMT  214, 243 

IRF  243 
overload protection  245 

MCP-PMT
count rate  244 
output current  244 
R3809U  243 

Memory swapping  110 
Memory swapping in TCSPC  36 
Mesh dynode PMT  214 
Metal channel dynode PMT  214 
Metal channel PMTs  248 
Microchannel PMT  214 
Molecular brightness  191 
Monochromators  279 
Multiakali photocathode  156, 230 
Multianode PMT  215, 252 
Multichannel analyser  237 
Multichannel PMT  243 
Multichannel Scalers  16 
Multidetector operation 

efficency  32 
in scanning systems  37 
of TCSPC  28 
of TCSPC  29 
pile-up rejection  337 

Multidetector operation  29 
Multidetector operation, of TCSPC  

84, 108 
Multidimensional TCSPC  27 
Multimode fibres  283 
Multimodule FLIM  146 
Multimodule TCSPC systems  45 
Multimodules systems 

for photon correlation  189 
Multiparameter spectrocopy  198 
Multiparameter TCSPC  28 
Multiphoton detection  320 
Multiphoton events  22, 31, 236, 

320, 337 
Multiphoton microscope  124, 131 
Multiplexed TCSPC  33, 103, 106 
Multiplexing 

of lasers  87, 103, 106, 117, 263 
Multiplexing in TCSPC  28 
Multiplexing, of excitation-

wavelength  87 
Multiscalers  16 
Multispectral FLIM  143 
Multispectral TCSPC  29, 122 
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Multiwavelength FLIM  143 
Multiwavelength operation 

in scanning systems  37 
Multiwavelength TCSPC  84, 122 

N
NA (numerical aperture)  269 
NA, of optical fibres  283 
Nano particles  63, 130 
Nano-particles, for IRF recording  

159 
ND filters  277, 283, 285 
NDD  140, 157 
Nd-YAG laser  267 
Near-Field Microscope  167 
Neutral density filters  277, 283, 285 
NIM modules  24 
Noise

ground loops  312 
in multidetector systems  32 
in TAC  328 
pickup from environment  311 
RF  311 

Nondescanned detection  132, 133, 
140, 157 

Nonlinearity of ADC  53 
Nonlinearity, of TAC  330 
Nonphotochemical quenching, of 

chlorophyll  91 
NSOM  167 
Numerical aperture (NA)  269 
Numerical aperture, of optical fibres  

283 

O
Offset, of TAC  327 
One-photon excitation  132 
One-photon FCS  176 
Operating voltage, of PMT  224 
Ophthalmology  126 
Optical crosstalk 

between SPADs  174, 185 
Optical delay, for time calibration  

345 
Optical fibres  282 

coupling  283 
gradient-index  283 

in DOT  120 
multimode  283 
pulse dispersion  120, 283 
single-mode  283 

Optical sectioning  132 
Optical system  268 
Optical systems 

baffling  288 
reflections  285 
straylight  288 

Optimising the TAC parameters  326 
Optimising, CFD parameters  317 
Oscilloscope, TCSPC  211 
Overload protection  245 
Overload protection, components for  

303 
Overload protection, of detector  140 
Overload protection, of PMT  300, 

302 

P

Parametric downconversion, for QE 
measurement  241 

Passive quenching, of APD  218 
Path length differences in 

monochromators  280 
PCH  191 
Phantoms, for DOT  104 
Photobleaching  148 

in FCS  186 
Photocathodes  156, 230 

bialkali  156 
GaAs  156 
multialkali  156 

Photochemical quenching of 
chlorophyll  91 

Photoinhibition of chlorophyll  91 
Photomultiplier tubes  213 
Photomultiplier tubes, s. PMTs  234, 

242 
Photon correlation  169 

anti-bunching  170 
detectors  174 
FCS  176 
multimodule  189 
start-stop experiment  170 
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Photon counting 
gated photon counting  12 
multichannel scalers  16 
multigate photon counting  14 
overview  11 
time-correlated, s. TCSPC  20 

Photon counting histogram  191 
Photon migration  97 
Photosensor modules  249 
Piezo stage  163 
Piezo stages  163, 183, 198 
Pile-up  45 

classic pile-up  332 
influence on recorded lifetime  

336 
rejection by multidetector TCSPC  

337 
rejection of classic pile-up  337 

Pile-up reduction  31 
Pinhole  131, 132, 136, 164, 176, 

289 
Pixel clock  38, 138 
Pixel dwell time, of laser scanning 

microscope  134 
Plano-convex lenses  271 
Plasma emission  208 
PLL, in TDC  56 
PMT  213 

afterpulsing  233 
anode luminous sensitivity  229, 

241 
bialakali photocathode  230 
box dynode  214 
cathode effficiency  229 
cathode luminous sensitivity  229, 

241 
cathode quantum efficiency  229 
cathode radiant sensitivity  229, 

241 
channel PMT  214, 258 
circular dynode  214 
cooled modules  245 
cooling  232 
dark count rate  231, 251, 304 
delay-line anode  41, 217 
Dynodes  213 
for synchronisation signal  306 

GaAs  245 
GaAs photocathode  230 
GaAsP photocathode  230 
gain  222 
Gain mechanism  213 
hybrid  220 
linear focused  214, 254 
luminous sensitivity  241 
measurement of afterpulsing  239 
measurement of cathode 

effficiency  241 
measurement of luminous 

sensitivity  241 
measurement of pulse amplitude 

distribution  237 
measurement of quantum 

efficiency  241 
measurement of TTS  236 
mesh dynode  214 
metal channel  214, 248 
miniature  248 
modules, cooled  245 
modules, miniature  249 
modules, with discriminators  247 
multiakali photocathode  230 
multianode  215, 252 
multichannel  214, 243 
operating voltage  224, 315 
overload protection  300, 302 
performance of selected PMTs  

242 
photocathodes  230 
photosensor modules  249 
position-sensitive  215 
position-sensitive  215 
prepulses  234, 250 
pulse amplitude distribution  226 
pulse rise time  317 
resistive anode  39, 216 
SER  234 
shielding  313, 331 
side-window  214, 256 
single electron response  222, 234 
testing  234 
TO 8  248 
transit time  224 
transit time spread  224 
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venetion blind dynode  214 
wedge-and-strip anode  39, 216 

Polarisation, of fluorescence  79 
Polariser, rotating  82 
Polarising beam splitters  279 
Polychromators  85, 279 
Position-sensitive PMT  39, 215 
Position-sensitive TCSPC  39 
Positron lifetime  206 
Power Splitters  310 
Preamplifier 

bandwidth  301 
Preamplifiers  300 

detector overload detection  300, 
302 

Prepulses, of PMTs  234 
Proton transfer  63 
Pulse amplitude distribution, 

measurement of  237 
Pulse amplitude distribution, of SER 

pulses  226 
Pulse dispersion 

in fibres  283 
in monochromators  280 
in optical fibres  120 

Pulse dispersion, in optical fibres  
283 

Pulse period jitter  324 
Pulse period, for time calibration  345 
Pulse picker  328 
Pulse rise time, of detectors  317 
Pulse shaping, in CFD  317 

Q
Quantum efficiency 

of fluorescence  62 
of photocathode  229 
of photocathodes, measurement  

241 
Quenching 

of APD  218 

R
R3809U  149, 155, 224, 243 
R5600  224, 248 
R5600, IRF  248 

R5600, stability of IRF  298 
R5900  252 
R7400  224, 248 
R7400, IRF  248 
R928  224 
Radiant sensitivity, of 

photocathodes  229 
Raman scattering 

for IRF recording  76 
Random signals  206, 208, 210 
Ranging, by TCSPC  206 
Rate counter  49 
Reabsorption  72 
Recording several signal periods  

49, 323, 345 
Reference channel 

frequency divider  345 
frequency divider  49 

Reference channel, frequency 
divider  323 

Reference photodiode  304 
Reference PMT  306 
Reference signal 

cable length  323 
delay  324, 329 
for reversed start-stop  324 
via delay generator  326 

Reference signal for TCSPC  304 
Reflection 

in optical systems  285 
in reference channel  322 

Reflections 
in cables  308 

Remote sensing  204 
Resistive anode, of PMT  39, 215 
Resolution, of ADC  54 
Resolution, of TDC  58 
Resonance energy transfer  130, 149 
Response function, instrument  75 
Reversed start-stop  24, 326 

Reference signal  324 
RF noise  311 
Rotational relaxation  79, 200 
Routing  28, 29, 84, 108 

efficiency  32 
in scanning systems  37 
pile-up rejection  337 
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S

Safety, high voltage  315 
Sample rate  7, 211 
Saturation effects, in FCS  186 
Scan clocks  38 
Scan rate  164 
Scan rate, of laser scanning 

microscope  134 
Scan stages  163, 183, 198 
Scan sync in mode  38, 164 
Scan sync out mode  38, 164 
Scan XY out mode  38, 165 
Scanning  28, 103 

by scan stages  163, 183, 198 
in DOT  101 
in TCSPC  37 

Scanning FCS  182 
Scanning interface  38 
Scanning mammography  102 
Scanning microscope  131 
Scattering 

for IRF recording  76 
in 2p microscope  155 
in 2p microscopy  133, 136 
in optical systems  288 

Scattering coefficients  105 
Scattering, in DOT  99 
Second harmonic generation, for 

IRF recording  159 
Secondary emission  213, 222 
Second-harmonic generation of laser  

266 
Sequencer  28, 35 
Sequential recording  28, 35 

for single molecule spectroscopy  
194 

for stopped flow  95 
in DOT  110 

SER  222 
amplitude jitter  7, 222, 223 
measurement of  234 
of typical detectors  222 

SHG
for IRF recording  159 
of TiSa laser  266 

Shielding  311, 313 
detector  331 

Shifting, of recorded signal  323 
Shutters  303 
Side-window PMTs  214, 256 
Side-window PMTs, IRF  256 
Signal bandwidth  6, 101, 211 
Signal distortion 

by classic pile-up  332 
by dead time  343 
by differential nonlinearity  330 
by multiphoton detection  320 
by optical reflections  285 

Signal loss, in cables  309 
Signal Periods, recording of several  

49, 174, 185, 323, 345 
Sine-wave conversion  59 
Single electron response, s. SER  

222, 234 
Single-mode fibres  283 
Single-molecule identification  196 
Single-molecule spectroscopy  169, 

193 
Single-photon APD  218, 258 
SLIM  38 
Slow scan techniques  163, 183, 198 
Small animal imaging, by DOT  115 
SNOM  167 
Sonoluminescence  210 
SPAD  174, 184, 218 

light emission  220 
light emission from  174 
Light emission from  185 
optical crosstalk  174, 185 
quenching  218 

SPADs  258 
SPCM-AQR  174, 184, 258 
SPCM-AQR, IRF  259 
Spectra

fluorescence, time-resolved  82 
Spectral lifetime imaging  38 
Spherical aberration  269 
Stability of IRF  78, 118, 298 
Standards for fluorescence lifetime  

76
Start-stop crosstalk  330 
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Stop PMT  306 
Stop pulse, for CW FCS  184 
Stop rate  88, 323 
Stop signal 

delay  324, 329 
for reversed start-stop  324 
from correct pulse period  324, 

329 
via delay generator  326 

Stop signal  304 
Stop, with correct pulse period  324 
Stopped Flow  95 
Straylight in optical systems  288 
Straylight, in monochromators  281 
Sync frequency divider  49, 323, 

345 
Synchronisation 

cable length  323 
of macro-time clock  189 

Synchronisation channel 
frequency divider  49 

Synchronisation signal  304 
delay  324, 329 
for reversed start-stop  324 
via delay generator  326 

Synchrotron radiation  268 
System Connections  307 

T
T Geometry  81 
TAC  23, 50, 326 

effect of large offset  328 
linearity  330 
noise  328 
optimising parameters  326 
TAC gain  326 
TAC offset  327 
TAC range  326 

TCSPC
advanced  27 
building blocks  47 
classic setup  23 
continuous flow mode  36, 110, 

194 
FIFO mode  43 
general Principle  20 
imaging by scanning  37 

imaging in ophthalmology  126 
laser scanning microscope  137 
memory swapping  36, 110 
multidetector  28, 29, 84, 108 
multidimensional  27 
multimodule systems  45, 102, 

106, 146, 189 
multiparameter  28 
multiplexed  28, 33, 103, 106 
multispectral  122 
multiwavelength  84, 122 
oscilloscope  211 
position-sensitive  39 
reversed start-stop  24 
routing  84, 108 
scanning  28, 103, 123, 126 
sequential recording  28, 35,  

110 
stop signal  304 
synchronisation signal  304 
time measurement  50 
time-tag mode  43 
wide-field imaging  39 

TDC  55 
PLL  56 
resolution  58 

Termination, of cables  308 
Testing, of PMTs  234 
THG of laser  266 
Third-harmonic generation of laser  

266 
Threshold scan, of CFD  319 
Threshold, of CFD  318 
Time domain  2, 134 
Time measurement 

by sine-wave conversion  59 
by TAC and ADC  50 
by TDC  55 

Time resolution  6 
Time scale, calibration of  345 
Time-correlated single photon 

counting, s. TCSPC  20, 23 
Time-gating  82 
Time-of-flight distribution, in DOT  

104, 108, 110 
Time-stamp recording 

in multichannel scalers  19 
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Time-tag mode  43, 165, 178, 188, 
192, 196 

Time-to-amplitude converter  23, 
50, 326 

Time-to-digital conversion  55 
Timing jitter 

in CFD  48 
Timing stability 

of detectors  296 
SPCM-AQR  259 

Tissue imaging by DOT  97 
Tissue, autofluorescence  121 
Titanium-sapphire laser  266 
TO 8 PMTs  248 
Transfer lens  270, 281 
Transformer, inverting  307 
Transient phenomena of 

fluorescence lifetime  90 
Transients of chlorophyll 

fluorescence  90 
Transit time 

of cables  309 
of cables, vs. temperature  310 
of PMTs  224 

Transit time spread 
in fibres  283 
in monochromators  280 
in PMTs  224 
measurement of  236 

Trigger
experiment trigger  35, 37, 44, 

189 
of sequence  35, 37 

Triggered sequential recording  35, 
36

Triplet lifetime  199 
TTS  224 

measurement of  236 
Two-photon absorption  132 
Two-photon excitation  132, 201 
Two-photon FCS  177 
Two-photon IRF  158, 203 
Two-photon microscope  124, 131 

V
Venetion blind dynode PMT  214 
Vignetting  157 

W
Wedge-and-strip anode  39, 216 

X
XP2020  224, 254 
XP2020, IRF  255 
XP2020, stability of IRF  298 

Y
YFP  149 

Z
Z, of cables  308 
Zero cross of CFD  48, 321 
Zero cross scan, of CFD  321 
Zoom, in ADC  54 
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