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Introduction

The idea of this book surfaced in the year 2000 after long deliberations on the
future of the research and development (R&D)1 sector in Hungary. The author
had worked on R&D policy issues for a number of years, partly as head of the
Hungarian government’s agency on R&D and innovation. It was striking to
see that this sector had gradually been losing its financial support, resources
and prestige, and seemed to be one of the losers of the transition process.
Although a number of political and also policy efforts have been made to
reverse this development, only some of them could improve the conditions of
R&D and innovation in Hungary.

Some preliminary analysis of the perspectives of the innovation system in
Hungary in particular and in the transition economies in general made it clear
that without exception, the changes led to the degradation of the science and
technology (S&T) sector with serious losses of human and physical resources
in the process.

In spite of the permanent waste of time and human effort, Hungarian (and
Czech, and Polish, and Russian . . .) R&D could still produce a number of
results well received internationally.

The assessment of the sector’s condition and perspectives was in rather
sharp contrast with the opinion of the European Commission at the time. This
opinion was expressed in the paragraph on S&T of Agenda 2000, the first
European Union document assessing the ability of candidate countries to join
the EU. This paragraph gave an extremely favourable assessment of the
Hungarian S&T sector, ranking it among the top 20 in the world (Agenda
2000, 1997, 38).

The statement was nice as a compliment, but the necessary footnote was
missing and no methodological background or ranking lists were provided in
order to corroborate it. The EU’s assessment was welcomed with much enthu-
siasm in the Hungarian S&T community which had not been flooded by good
news over the previous ten years or more. However only very few questions
were asked as to the relevance of this seemingly very good news. Did it really
reflect the truth?

This contradictory picture cries out for analytical evidence and resulted in
an ambitious research project on the problem of international comparison of
policies and performances in R&D. The project obtained generous support
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from the Hungarian government’s National Program for Research and
Development launched in 2001.

This book is a product of that research, the scope of which has undergone
quite significant changes between the first questions asked and the last
answers provided. The focus of the project gradually shifted from a more or
less simple assessment of the international position of Hungarian R&D or the
S&T sector towards a much more ambitious goal, namely a comparative
investigation of the problem of competitiveness in R&D.

It turned out during research that the international literature on the S&T
sector lacked, in principle, any competitiveness-oriented analysis of R&D.
The fact that the concept of competitiveness is not enjoying generally accepted
support in the economics profession could not be disregarded. Still, the
evident weaknesses of the concept could not explain why there had been an
almost complete lack of analyses of competitiveness in R&D in the literature.

In fact the only attempt at combining different R&D indicators of individ-
ual countries and then ranking them based on this synthesis had a quite limited
scope and no theoretical ambition (Niwa and Tomizawa, 1995). Several other
efforts, subsequently surveyed in this book, were made to assess comparative
positions of countries in innovation performance, but innovation does not
equal R&D, and many policy tools used to stimulate innovation may not be
linked with R&D to the slightest extent and vice versa.

The problem of partial overlaps between the terms ‘R&D’ and ‘innovation’
caused much headache to the authors during their work. The focus of the book
is R&D competitiveness, but this topic cannot be discussed without frequently
touching upon various problems of innovation. To give the most obvious
example, a quite frequently used indicator of R&D output, patent counts, is
much more about innovation than R&D even if it reflects the results of R&D
quite well in a comparative approach. It is extremely important to note at this
point however that science does not mean R&D, just as R&D does not equal
innovation. This distinction has to be emphasized due to the fact that these
three terms are not always used carefully enough with respect to each other in
the press, by politicians or sometimes even in scientific publications.

The basic analytical tool for assessing the structures and performances of
national systems of R&D is called NIS (national systems of innovation, or
national innovation systems) in the literature. It would have been completely
useless to introduce a new term such as for example ‘national systems of R&D’
just to avoid superfluous or redundant references to innovation in our text. As
kind of a practical compromise we have tried to refer to ‘R&D and innovation’
if our original focus on R&D could not be observed rigorously. Even this
heavy-handed solution proved impossible however in cases when we had to
stick to established terms (for example NIS or R&D spending), in spite of the
fact that we had narrower or broader definitions of such terms in mind.
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The first chapter is devoted to some theoretical and methodological issues
of competitiveness analysis, with special emphasis on their applicability for
R&D. A key problem to be addressed here is how competitiveness can be used
and interpreted for products and markets of R&D. This chapter also gives an
overview of the main terms, concepts and models of the systems of R&D (or
S&T) and innovation. Since the book is an attempt to analyse the R&D
competitiveness of countries, the concept of R&D competitiveness is also
presented.

The second chapter deals with the measurement of competitiveness. In the
‘classical’ competitiveness studies the supply- and demand-side measurement
is usually not reconciled. High-tech trade and trade in technologies are some-
what related to R&D competitiveness at the country level, yet – besides the
fact that each country is a different case study – there are also methodological
considerations, which are not easy to resolve. Further, it needs to be consid-
ered whether comparison should be made on the basis of usual country indi-
cators regardless of country size, or whether per capita (or other ‘relative’ or
‘efficiency’) data would give a more appropriate picture.

This question is usually not asked in ‘mainstream’ competitiveness analy-
sis, since most of such attempts are rooted in classical and neoclassical trade
theory in which countries have no spatial dimension and country size does not
matter. It is however interesting to see how the per capita approach modifies
the international competitiveness picture in R&D and innovation, and the
extent to which smaller countries can cope with the lack of economies of scale
in this field.

If there is more than one indicator used, another problem emerges and it is
related to how different ranking lists using different indicators can be
combined into one. The most important ranking methods used so far in the
literature are presented briefly.

The most important question as regards the measurement of R&D competi-
tiveness at the country level is ‘Which indicators shall we use?’ The data based
upon which ‘absolute’ and ‘relative’ indicator measurements can take place are
thoroughly discussed at the end of the second chapter. Despite methodological
problems, we have found that in general the number of researchers and GERD
(gross domestic expenditure on R&D) as input indicators and the number of
publications and patents as output indicators are sufficient enough to describe
the R&D competitiveness positions of countries. Nonetheless a word of caution
must also be included here. The impact of R&D on a society is difficult to
measure, and even if it is done with success, the result of any cross-country
comparability will remain questionable because of the different socio-
economic contexts of the different countries. To this end, a very important
constituent of the national systems of innovation, education, is not discussed in
this book. The business and social impacts of R&D (including innovation
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effects such as spillovers) also had to be kept out of the set of indicators that
can be used for cross-country analysis.

The third chapter presents the quantitative measurement of R&D competi-
tiveness. It is the work of Balázs Borsi and András Telcs, who have also
contributed to finalizing the manuscript. The chapter is experimental in its
approach. Based on all the previous methodological deliberations on the theo-
retical and policy background, and also the useability of the various important
R&D indicators, it uses a quantitative analysis. The investigation involves the
selected indicators, carefully chosen methods and interpretations in a rather
understated style. It presents different ways to construct composite ranking
lists of countries including different indicators. In a sense it shows the progress
of our research, going from the first, intuitive attempt at creating an interna-
tional ranking list towards methodologically more demanding ones. Among
these, we have used principal component analysis, a genetic algorythm and
Data Envelopment Analysis (DEA). We have produced several results based
on the different methods and, quite interestingly, kind of a ‘meta-result’: the
different ranking lists overlap to a significant extent and together they seem to
colour the general picture in a coherent way. Nonetheless the verification of
the selection of the indicators, methods and approach used should come from
the communities linked to R&D in one way or another when the results are
being confronted and compared to other findings. Repetition of the measure-
ment and investigation of longer time series would be desirable as well.
Finally, the macro-level study cries for detailed case studies as to how R&D
activity becomes embedded in the economy and society.

The quantitative picture calls for urgent policy action in Europe and also in
the transition countries. As far as international competition in R&D is
concerned, the European Union is losing ground vis-à-vis North America and
the Far East. At the same time, the competitiveness positions of the countries
of Central and Eastern Europe are increasingly challenged by the newly indus-
trialized countries (NICs) of Asia and Latin America.

Policy conclusions are presented along with institutional aspects of R&D
competitiveness in the two subsequent chapters. The fourth chapter is devoted
to the analysis of such participants of international R&D competition which
represent more or less atypical cases of national innovation systems (NIS), and
where policy answers have to be found to the challenge of increasing compet-
itiveness in R&D. Special attention is given here to two groups of countries.
The case of transition economies is explained in more detail because some of
these countries are already members of the OECD and also of the European
Union, but their NISs still have a number of characteristics not found else-
where in the developed world. Third World countries are included owing to the
fact that some of them have shown spectacular improvements of R&D
competitiveness and are approaching the best in the world, while others are at
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best marginal players in international R&D. It is beyond doubt that Third
World countries are a very heterogeneous group regarding R&D (which they
are not with respect to problems of economic development, export competi-
tiveness or policy choices), but it is still an open question whether their NISs
show any particular aspects related to the Third World.

Both the case of transition economies and that of so-called developing
economies have interesting theoretical implications with respect to a quite new
and very stimulating approach to the role of R&D and innovation in economic
development – the one offered by evolutionary economics (for an in-depth
survey of its fundamental literature see Nelson, 1995). The main focus of the
book is narrower and slightly more technical than the usually quite compre-
hensive approach used by evolutionary economics.

We shall however try to interprete our special country cases of national
innovation system development from an evolutionary economics point of view
as well. Some issues to be tackled here, but also in further comparative NIS
research, include the patterns and directions of the evolution of innovation
systems undergoing transition, the problem of innovation as an endogenous
factor of growth on both the firm level and the national economy level, and the
patterns of institutional development. The problem of path dependency often
encountered in evolutionary economics literature may have a special meaning
in such transition economies where systemic evolution through transition is
accompanied by a shrinking of the NIS and a decomposition of its institutional
framework.

The fifth chapter presents the conclusions, with special emphasis on a
global picture of competitiveness in R&D. The focus of the research turns to
the developed world here, with a brief assessment of the R&D aspects of the
EU’s Lisbon Strategy.

The author of the book would like to thank his co-authors Balázs Borsi and
András Telcs for their contribution to this book and also for the fruitful but
sometimes long discussions. Judit Ványai coordinated the research project and
also offered great support for the final version of the manuscript. It would be
practically impossible to give an exhaustive list of the members of our team,
all of whom worked on various important aspects of the research, but the most
important participants were András Bakács, Andrea Balla, Zita Bedőházi, Lilli
Berkó, László Csernenszky, Zsuzsa Deli, Beáta Horánszky, Judit Karsai,
Beatrix Lányi, Iván Major, Éva Pintér, Zoltán Román, András Schubert,
Szabolcs Sebrek, Gábor Túry, Attila Varga and Erzsébet Viszt. Two anony-
mous referees also made important suggestions in order to make the text more
coherent and clear. The authors thank all the colleagues listed above for their
precious contibution to the work, and consider them blameless for any defi-
ciencies of the result.

This text could not have been produced without the generous financial
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support of the Hungarian National Programme for Research and
Development, the Hungarian–Spanish Exchange Programme of Researchers
and the Joint Research Group on Regional Development Studies and 
Micro-integration of the Hungarian Academy of Sciences and the Dániel
Berzsenyi College. The administrative background of the work was provided
by the University of Veszprém. I am also grateful to my colleagues at the
Department of Economics at the University of Veszprém and at the Budapest
University of Technology and Economics for their readiness to help if my
research tasks made necessary some exemption from my teaching duties. Last
but not least, my family deserve my greatest gratitude for their lasting toler-
ance and support, without which this book could not have been written.
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1. Approaches to competitiveness

1.1 THE COMPETITIVENESS CONCEPT

A Survey of Theories

The intensification of global competition and the increasing openness of
national economies seem to have led to an interesting consequence apparently
neglected by economic theory so far. Statistical indicators based on the
concept of competitiveness have been used more and more as a tool for
measuring and benchmarking the performance of national economies. A
widely known example is the ranking lists published in the IMD series of
Competitiveness Reports.

This new conceptual development has a major shortcoming however: the
content of competitiveness has not been clarified in the literature. Many
authors have used the term, but a single meaning has not been generally
accepted. It is used as a measure of performance on markets in some cases, and
others consider it as an indicator of macroeconomic performance. It also
happens that competitiveness is regarded as an indicator of the technological
level or the state of modernization of an economy.

A telling example is the UNCTAD’s World Investment Report 1995 (WIR)
(UNCTAD, 1995) and also to some extent its successor published seven years
later (UNCTAD, 2002). The title of the 1995 report includes the notion of
competitiveness, but it is not defined throughout the report at all. Furthermore
the authors do not explain what they understand by this term. It could poten-
tially be concluded from this fact that there is a general consensus on what
‘competitiveness’ means.

The 1995 WIR offers however a somewhat confused picture. The first two
chapters of WIR 1995 speak of understanding competitiveness as a non-
measurable term. It is used in these chapters as a dummy-like attribute of an
economy or a firm: either they are competitive or they are not. In later parts of
the WIR though (for example UNCTAD, 1995, 238), the increase of compet-
itiveness is brought in the picture, which means a tacit recognition of measur-
ability. However only measurements of productivity and performance on
markets are offered, the latter being described by market shares.

Some surveys of literature go even so far as to speak of ‘personal’ definitions

7



of competitiveness by most authors (Palkovits, 2002, 48). A seemingly good
and quite open definition of competitiveness on the national economic level
can be formulated as the ability of a national economy to increase the yield of
its own factors of production by way of producing, distributing goods or offer-
ing services in conformity with the requirements of international markets (see
Cohen, 1994; Chikán, 1998). This general formulation appears however as a
combination of conditions. As a consequence, measurability does not appear
in this definition which makes it inappropriate for international comparison in
its present form.

Another general formulation of competitiveness came from Ernest Braun
and Wolfgang Polt: ‘Competitiveness is a many-faceted concept and can only
be meaningful in conjunction with long-term national goals. Competitiveness
achieved through price competition alone might lower the national standard of
living and therefore is not advantageous.2 . . . true competitiveness must be
defined as the ability to balance foreign trade without abandoning vital
national interests and goals’ (Braun and Polt, 1988, 203).

This definition leaves open a few important questions. For example the
effort towards determining ‘vital national interests and goals’ leaves much
space for political arguments yet much less for economic analysis, but it can
be helpful in establishing a linkage between competitiveness analysis and the
wider focus of the evolutionary approach to economic development. The ‘abil-
ity to balance foreign trade’ can often remain an ability, without achieving
balanced trade in reality. Controversially, such an improvement can also
potentially take place owing to a deterioration of terms of trade, which can be
a result of playing the price competition game in exports.

Few attempts at classifying available definitions of competitiveness are
known. It is truly exceptional when not only the economic, but also the social
and regional approaches to competitiveness are included in a scheme of clas-
sification.

Such a scheme has been offered by Horváth (2001) who speaks of competi-
tiveness in the ‘practical’, ‘environment-related’ and ‘development-oriented’
sense. The first approach means an ability to adopt best managerial or techno-
logical practices used elsewhere with success. The second interpretation of
competitiveness means an optimal combination and use of elements available
for the firm in its business environment – in fact the effectiveness of the firm’s
adaptation to this environment. This includes the firm’s ability to develop its
structure and competences reflecting the changing technological requirements of
its particular industry (see Utterback and Suarez, 1993). The third approach
focuses on the ability to attract investment and the accumulation of resources.
None of these three approaches concentrates on market performance (our
preferred interpretation of competitiveness), but each of them has elements that
will appear later in this chapter when concepts of competitiveness are reviewed.
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The conceptual vagueness surrounding the term might not be too evident
when competitiveness is referred to in the political or business press almost
every day. It causes real problems when publications with titles such as
‘Competitiveness Report’ or ‘The Road to Competitiveness’ appear on the
market. Many of these limit themselves to one-sided or simplified interpreta-
tions of competitiveness, or evoke only some of its factors. If however we
want to extend this concept to the world of international R&D where it has not
been used thus far, we need a clear and solid conceptual background to it.

The case of emerging economies, and more specifically of the new member
states of the European Union, poses new challenges to competitiveness
research. The ten new member states were declared ‘to have reached an
adequate level of competitiveness’ in the 2002 Country Reports of the
European Commission. The methodological background of this statement,
repeated for each of the ten new member countries, remains to be clarified.

We can assume from other EC documentation that this interpretation of
competitiveness was understood as ‘an ability to resist pressure from markets’,
again a formula problematic from a theoretical point of view. It could poten-
tially mean the percentage share of firms able to survive in the new competi-
tive environment, but this indicator would be biased owing to the great number
of firms competing only on local (sheltered) markets.

Competitiveness Analysis in the Literature

The conceptual vagueness surrounding the use of the term ‘competitiveness’
can be demonstrated with a brief survey of literature. This survey proves that
many experts of international economics avoid using the term, while it is often
applied outside the realm of theoretical economics.

Three widely used textbooks of international economics from the 1970s,
1980s and 1990s (Marcy, 1976; Caves and Jones, 1985; Krugman and
Obstfeld, 1991) share the complete neglect of the term ‘competitiveness’. The
later edition of Krugman and Obstfeld’s textbook (Krugman and Obstfeld,
2000, 275–6) reserves some space for the term, but only in trying to dissuade
readers from using it in macroeconomic and international economic analysis:

Paul Krugman sent an obvious message to his readership with the title of one of his
former articles (‘Competitiveness: a dangerous obsession’ – Krugman, 1994). It is
somewhat contradictory though that the same author applies this term rejected by
himself when he speaks of the competitiveness problems of the American economy
in the first half of the 1990s. (Krugman, 1996, 117–19)

As Krugman and Obstfeld put it (see Krugman and Obstfeld, 2000, 275–6)
international trade is not a zero-sum game like war. Referring to the classical
and neoclassical theories of international trade, they consider international
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trade a positive-sum game where cooperation between the parties would yield
pay-offs to each of them. This is a very convincing argument, but some foot-
notes could be added to it.

Let us take a practical approach. International business based only on co-
operation between governments and only on competition between firms is
quite hard to imagine. If governments encourage their firms to compete aggres-
sively with their foreign counterparts they might lose part of their cooperative
image in international trade. If firms try to become more cooperative with their
competitors they might risk ending up in cartels with dire legal consequences.
It is therefore quite unlikely that governments purely cooperative on the inter-
national level can undisturbedly coexist within the same national economy
with firms only competing in international trade.

The fact that the term ‘competitiveness’ does not appear in many textbooks
on international economics does not seem to influence (or intimidate) a string
of authors on strategic management. A survey of the most influential authors
of the field (Moore, 2001) mentions competitive advantages 19 times, defines
them three times, and refers to the term ‘competitive positions’ another five
times. Authors quoted with respect to competitiveness include Ansoff, Porter,
Henderson, Ohmae, Rumelt, Salter, Weinhold, Hofer, Schendel, Kazanjian,
Pearce, Robinson, Thompson, Strickland, Johnson and Scholes.

Our brief survey of literature seems to confirm Krugman’s approach to a
certain extent. Economics and international economics seem to ignore
competitiveness while management sciences seem to take it quite seriously.
Could we infer from this observation that competitiveness can be regarded
only as a term applicable in business analysis, but not at all on the level of
national economies?

The Theoretical Framework of Competitiveness

Our starting point is a term which originally, at the beginning of the nineteenth
century, was still used in both macroeconomic and business analysis
(Mucchielli-Sollogoub, 1980). This term is ‘comparative advantages’,
approached in a quantitative way with ‘comparative costs’. The basic idea of
comparative advantage is that, in the case of two producers and two products,
the international division of labour can be mutually beneficial even if one of
the two producers is more efficient in producing either product (that is this one
has the absolute advantage in both products). This basic idea makes it possi-
ble to assume that international trade can make any producer competitive if
compared with anyone else if both have to choose from the same set of prod-
ucts.

The literature looking into the motives of international trade has devoted
most of its attention to the development of the concept of comparative advan-
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tage. The classical and neoclassical theories of comparative advantage (Smith,
Ricardo, Mill, Heckscher and Ohlin) are built on the model of comparative
costs. The measurement of comparative costs proved quite difficult in practice
as the debates on the Leontief paradox proved it. The empirical counterpart of
the theories of comparative advantage increasingly became the measurement
of export performance (see Balassa, 1965 and 1977) based not on supply-side
data, but rather on export and import data with the latter reflecting the demand
side.

The neoclassical approach lacked any specific technology-related content
which was in apparent contradiction with the fact that innovation has become
a key factor of export growth. The neoclassical concept of comparative advan-
tage was substantially modernized in the 1960s in the form of the neo-techno-
logical theories of international trade (Linder, 1961; Posner, 1961; Wells,
1969; Hirsch, 1974 and 1975; Vernon, 1979). Not much later, a number of
studies demonstrated that firms or countries tend to show relatively good trade
performances if they are relatively successful in developing and designing
new products, or improving old ones or their technologies of production (for
a survey of such analyses see Freeman, 1988).

The neo-technological theories were in fact not about the factors of
comparative advantage because they did not look at comparative costs as the
factors of export specialization. Their contribution to theory was important
rather because they broke with the exclusively supply-side based explanations
of export performance and trade structure, and they emphasized the impor-
tance of adjustment to the demand side. These were the first theories of inter-
national trade in which the apparently favourable comparative cost structure
of exports was not understood as a guarantee of export success or, to use the
term the genesis of which we are just discussing, an appropriate level of export
competitiveness.

These were the first influential theories of international trade based on the
assumption of imperfect competition. The correction of market failures
became, in this theoretical framework, a government task. Competitiveness
had to be understood in the model of imperfect international markets as a
concept including government policies promoting competition and potentially
competitiveness as well.

The appearance of theoretical models of imperfect competition and of entry
barriers gave a substantial boost to theoretical debates on the measurement of
competitiveness. Competitiveness measurement has no sense in monopolistic
markets, but this measurement also becomes problematic if the market has a
substantial degree of contestability or is characterized by monopolistic compe-
tition.

Calculations made from trade data available about imperfect markets may
show low levels of export performance if the smooth functioning of markets
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is inhibited by various entry barriers. In other words, market performance
expected from the volumes and relative costs of inputs will not become a real-
ity owing to market imperfections. The application of the models of imper-
fect competition to international trade entails that market performance and
competitiveness have to be grasped and measured on both the supply and the
demand side.

Expected competitive performances calculated from supply-side (for
example input) and demand-side (for example trade) data can differ substan-
tially for a number of reasons:

1. The microstructures of demand and supply can prove strongly different.
This may be the situation in monopolistic competition.

2. The visible size of entry barriers and the intensity of competition are in
an apparent contradiction with each other. This is the case of contestable
markets.

These two models of imperfect competition can even coexist in practice:

• in a situation of monopolistic competition, both supply-side and
demand-side substitutions are limited. This fact could explain why
seemingly unfavourable cost structures in output do not prevent export
performance from being good and competitiveness measured on the
demand side being high. If the model of monopolistic competition
describes the structure of the given market well, supply-side competi-
tiveness can be good even with high costs of inputs, and demand-side
competitiveness would be shown by high market shares.3 These two
different aspects of competitiveness would be brought in harmony with
each other either when costs of production or market shares go down
for the market player whose competitiveness is evaluated.

• According to the model of contestable markets (see Baumol et al.,
1982; Maskin and Tirole, 1988) monopolists or oligopolists should
strive for high levels of competitiveness because low entry barriers
permanently expose them to the danger of ‘hit-and-run entry’.
Competitiveness measured on the demand side might seem favourable
on a contestable market but the really decisive factor of competitive-
ness could only be the level and the structure of costs of production.
High market shares on a market with low entry barriers can speak of a
de facto high level of competitiveness only if this is justified by rela-
tively low costs of production.

The models of monopolistic competition and contestable markets can
coexist if substitution is limited and entry barriers are low at the same time.
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These could be cases in which levels of competitiveness measured on the
supply and the demand side would differ substantially.

The measurement of competitiveness should be started, at least in an ideal
case, with the assessment of the type of competition. This would however
raise the problem of relevant markets (see Scherer and Ross, 1990). This
problem appears in any case of anti-competitive behaviour when determining
the scope of the harm done to competition makes it necessary to narrow down
the market to a point where substitutability disappears. Determining the rele-
vant market does not mean, on the other hand, that the type of competition
can easily be identified.

The case of contestable markets may show why it can sometimes be hard
to establish the type of competition in a quantitative way. Contestable
markets show high levels of concentration. If however the height of entry
barriers (customs duties, taxes related to imports, the difference between the
nominal and the real exchange rate of the national currency, the size of trans-
port costs and so on) is measured, this measurement can also result in appar-
ently good competitive conditions.

One possible scheme distinguishes three types of entry barriers:
(1) Physical barriers such as distance or geographical obstacles to trade;
(2) Administrative barriers including quantitative restrictions, customs duties
or exchange rates, and (3) Strategic barriers related to market structure and
industrial organisation (see Kühn et al., 1992). The least visible barriers are the
strategic ones, and their measurement is especially difficult because, as
mentioned above, it should go much further than just measuring concentration.

The models of imperfect competition have fundamentally stirred up the
concept of comparative advantage. This occurred in spite of the fact that the
majority of the international economics community seems to subscribe to
Ricardo’s approach to comparative advantage – albeit only in a reformulated
and very much generalized version. This reformulated version can be
summed up as: ‘the international division of labour is a cooperative and posi-
tive-sum game’.

Still, assuming the existence of comparative advantage is conditional not
only on the productive behaviour of the players (as Smith, Ricardo, or much
later Heckscher and Ohlin supposed it), but also on their competitive behav-
iour. This difference led to a number of cases where assumed (or expected)
and measured comparative advantages (as for instance in the case of the
Leontief paradox) did not overlap at all.

A good practical compromise to solve this problem was Bela Balassa’s
concept and indicator of ‘revealed comparative advantage’ (RCA) (see Balassa,
1965, 1977; Fertő and Hubbard, 2002). It is, in the first place, a tool for mapping
international trade specialization (Laursen, 2000. 36), and it cannot be regarded
as a measure of competitiveness. But a map of international specialization
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certainly reflects competitiveness to some extent if it is accepted that
specialization is based upon the perception of competitiveness by market
players.

The compromise underlying the use of the RCA index was made on the
assumption that the measurement of comparative advantage is a theoretical
illusion. Does this mean however that measuring competitiveness is equally
impossible?

Not at all. In the first place, competitiveness is a concept much broader
than comparative advantage. Comparative advantage is related only to the
supply side, and it does not involve a number of factors influencing compet-
itiveness, such as for example demand, the type of competition, technologi-
cal and supplier relationships.

The idea of ‘revealed comparative advantage’ speaks of a certain level of
understanding of the problem, but the authors elaborating this concept
remained in the classical–neoclassical framework of explaining the pay-offs
from trade liberalization. Michael Porter’s work beginning in the 1980s (see
Porter, 1990) helped to expand the concept of comparative advantage towards
the much broader idea of competitive advantage (on the possible links
between absolute advantage, comparative advantage and competitive advan-
tage, see Neary, 2003).

Discovering the ‘Diamond’

The analyses of competitive advantage are based upon a methodology clearly
distinct from the methodology of mainstream economics. This less analytical
and more visual methodology is used in strategic management and marketing,
and its basis is much more on company-level and sectoral data than national
accounts statistics (‘its emphasis is on the ways in which factor productivity
and firm competition interact’, Neary, 2003, 458).

The most often cited analytical tool of competitive advantage analysis is
the ‘Porter diamond’ (Porter, 1990, 72) which is a rectangular scheme of four
groups of factors of competitiveness. Its revised form for the purposes of
innovation analysis is presented in Furman et al. (2002).

This model distinguishes between supply-side factors in the
classical–neoclassical sense based on relative cost, and demand-side factors
also including entry barriers. Porter brings new elements into competitive-
ness analysis with the third and the fourth group of factors: supplier indus-
tries on the one hand and market structure and corporate strategies
responding to market developments on the other. These four groups of factors
of competitiveness on the company level enlarge the scope of competitive-
ness analysis to a considerable extent, but it remains to be seen how the
model could be applicable for country-level competitiveness analysis.
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The four groups of competitiveness factors described by Porter’s model
can be clearly interpreted on the macroeconomic level, although such inter-
pretations are not known from the international literature yet. The probable
reason is the fast-increasing role of transnational firms in international trade
from the late 1980s which seemed to have made the analysis of country-level
competitiveness largely irrelevant.

This argument is however refuted by several authors (see Laursen, 2000
and different issues of UNCTAD WIR, WEF and IMD reports) but there
seems to exist a down-to-earth counter-argument as well. Namely, if compet-
itiveness on the national level becomes an empty or irrelevant term, then
international or foreign trade measured on the country level is also nothing
more than a statistical illusion. If however this statement is accepted then all
international trade statistics showing country-level exports and imports
should be condemned as useless and irrelevant.

The competitiveness of foreign-owned firms shapes the pattern of compet-
itiveness of the host economy since such firms use mostly local factors of
production. International investment and trade data are interpreted by
UNCTAD (2002) – although without a detailed explanation of the theoretical
background of this approach – in such a way that the trade performance and
the competitiveness of a subsidiary of a transnational or multinational firm
count as elements of the trade performance and competitiveness of the host,
and not of the mother economy.

The diamond model does not introduce a new model of competitiveness
but it offers a scheme of the explanatory factors of competitiveness trends
on enterprise and sectoral level. Chapter 1 of Porter’s book explicitly
describes the Smith–Ricardo paradigm as a theoretical framework inappro-
priate for modern competitiveness analysis. After this judgement however,
the book leaves the world of theory and tries to identify the factors of export
success in a purely practical approach. Some of these factors are found by
Porter not only outside the exporting firm, but also outside the exporting
country.

Competitiveness on the supply and the demand side should be given sepa-
rate attention for various reasons. One reason is linked to theory. No such
theoretical approach is known so far which would have been able to integrate
the supply- and the demand-side factors of export specialization. A further
reason is policy specific. The development of competitiveness depends on
different policies such as industrial or technology policy on the supply side
and trade or competition policy on the demand side.

For such reasons, the problem of defining and measuring competitiveness
will be analysed first in a supply-side approach and second in a demand-side
approach.
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1.2 FIELDS OF COMPETITIVENESS

Competitiveness on the Supply Side

The key concept of classical and neoclassical trade theories is comparative
advantage. The exploitation of potential comparative advantage makes it
possible to create appropriate levels of competitiveness, a term which was still
unused by and probably unknown to earlier authors dealing with comparative
advantage. Pre-war economic theory neglected the demand-side factors of
comparative advantage and the problem of market structures to a large extent,
since its tacit point of departure was that goods produced find their own
markets:

This idea was referred to in former literature as the ‘Say law’, but Schumpeter
showed that the French author did not publish this idea in the form often attributed
to him. (Schumpeter, 1954, 616–17)

The abstract approach of the Heckscher–Ohlin theory also assumes that
markets accept the goods produced if relative product costs are in conformity
with relative factor costs. These patterns of relative cost emerge if structures
of factor endowment and factor price reflect each other in a given national
economy. The Leontief paradox and a number of subsequent analyses have
been able to prove that a country’s trade structure may evolve in a way
substantially different from what could be concluded from its factor propor-
tions (see Leontief, 1954 and 1956; Swerling, 1954; Balogh, 1955; Hoffmeyer,
1958; Kindleberger, 1962; Mucchielli and Sollogoub, 1980).

International economics literature has apparently left unobserved an inter-
esting parallel with the so-called SCP (structure–conduct–performance)
model of market structures and market behaviour (on the model see Caves,
1964; Scherer and Ross, 1990). The two cases are similar in the sense that both
speak of the lack of conformity between market structures and the factors of
competitive performance. The theoretical approaches arising from the
Leontief paradox identify such divergences between factors of production and
export structures, whereas the SCP model explains differences between
market structures, competitive behaviour and competitive performance.

Measured structures of factor endowment would point to real (but never
absolutely exactly identifiable) comparative advantage in Heckscher–
Ohlin inspired models of international trade. The quantitative picture of export
structures diverging from the ones expected on the basis of factor endowment
shows visible (or revealed) comparative advantage as in calculations made
with the RCA indicator by Balassa, the indicator of net exports, or other indi-
cators described in detail in Bowden (1983).
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Such differences between real and measured (revealed) comparative advan-
tage appear if for example an economy rich in physical capital does not
specialize in capital-intensive industries such as steel or petrochemicals, but
rather in labour-intensive industries as textiles, footwear or furniture.

The divergence between theoretically assumed (real) and quantitatively
measured (revealed) comparative advantage is also the basis of the difference
between comparative advantage and competitiveness. This difference is
mainly due to the imperfect functioning of markets in international trade.

Strategic trade policies in a string of East Asian countries have repeatedly
tried not only to adjust structures of production and exports to the patterns of
real comparative advantage, but also to shape them on the basis of its expected
trends of change (see Inoue et al., 1993). Cases referred to in the source cited
speak of such industrial and trade policies first in Japan, and subsequently in
Hong Kong, South Korea, Singapore and Taiwan, which focused on industries
offering comparative advantages not on the basis of current but rather of
prospected comparative advantage.

Literature on comparative advantage and competitiveness devoted much
effort in the 1970s and 1980s to linking economic development to export
performance. Balassa identified close linkages between the stages of
economic development and comparative advantage. His conclusion was that
comparative advantages shift in the function of the national accumulation of
capital towards manufactured goods with a higher technology content
(Balassa, 1977).

In Porter’s first model of the development of competitive advantage, each
stage of national economic development is based upon different factors of
competitiveness such as (1) factors of production, (2) investment, (3) innova-
tion, and (4) accumulated wealth (Porter, 1990). The revised version of
Porter’s model has only the first three factors of the previous variant. The
omission of the fourth one is based on the recognition that accumulated wealth
can serve as a factor of competitiveness only for a limited amount of time
(Porter, 2003). In addition to that, accumulated wealth is often the basis for
exports of capital, which is a case where competitiveness is enhanced abroad
rather than in the domestic economy.

The supply-side indicators of competitiveness are based on the assumption
that unit factor costs below the cost levels of competitors would make it possi-
ble to increase profits or market shares as compared to the competition. This
is however a strongly ceteris paribus type assumption which can hold only if
at least three other conditions are fulfilled. Measurements of unit factor costs
often neglect the three conditions below, which limits the field of practical
application of supply-side techniques of competitiveness measurement. These
conditions are as follows:
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1. Exporters need not bear any costs of changing their levels of capacity
utilization.

2. Any decrease of export prices increases demand and makes it possible 
to increase exports. This is a simplified reformulation of the
Marshall–Lerner–Robinson condition according to which the sum of the
price elasiticities of exports and imports has to be higher than 1 for a
devaluation to generate a surplus of exports over imports (Krugman and
Obstfeld, 1991, 466).

3. Changes of relative factor prices of exporter A in time period t are
answered by competitors with such a delay that their reaction does not
modify market shares in time period t+1. Prices and market shares of
exporter A change in this time period t+1 only as a result of the changes
in its factor prices during t.

These three conditions are however quite difficult to be fulfilled in practice.
Some comments:

1. The most evident costs of changing the level of capacity utilization
include inflexible labour costs (if the level of employment remains the
same in spite of a decrease of capacity utilization), severance payments
(in the case of employment cuts), and training costs (if employment
increases). Such costs are usually relatively high in countries with regu-
lated labour markets such as most member countries of the European
Union, and much lower in countries with less regulated labour markets
such as for example the United States. The European Commission recog-
nized in the late 1990s that the inflexibility of labour markets may harm
competitiveness, but it did not take politically risky steps to lower job
security. Its strategy for increasing labour market flexibility has taken a
different direction, namely the stimulation of lifelong learning. This strat-
egy was enacted at the European Council meeting in Stockholm in March
2001 (European Commission, 2002, 47).

2. There exist a number of manufactured goods, mainly luxury and prestige
items, where price cuts could deteriorate competitiveness. Such products
are namely characterized by high negative, or even positive price elasti-
cities of demand.4

3. Factor prices and market shares usually do not change in a continuous
way. Therefore the size of the time lag in question can be determined only
when very short t periods are analysed.

Literature on the methodology of competitiveness measurement often rele-
gates such theoretical problems to footnotes when the main indicators are to
be explained. It is less a measurement problem but rather a methodological
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problem that most of the currently used indicators of competitiveness are
based on several ceteris paribus-type assumptions stemming from quite
outdated elements of classical and neoclassical trade theories.

The fundamental problem with the currently most frequently used methods
of competitiveness measurement is similar in kind, as we are going to see
shortly. The supply-side measurement of competitiveness quite often supposes
a given level of demand. On the other hand, the demand-side measurement
supposes a given level of supply. It is difficult to prove in either of the two
cases that these conditions exist in reality. Furthermore the traditional indica-
tors of supply- and demand-side competitiveness (these indicators will be
surveyed in detail in Chapter 2) are of limited use for competitiveness analy-
ses of technology or skill-intensive products, because they are quite insensi-
tive to qualitative differences between inputs, and differences in the
technological levels of outputs.

An often used and simple indicator of the technological competitiveness of
manufacturing exports could be the export share of high-tech products. It can
be considered as an indicator of competitiveness only with serious reserva-
tions. We will deal with it in a separate sub-chapter where the relationship
between export structure and technological competitiveness will be analysed.

In spite of the problems referred to above, the supply-side measurement of
competitiveness poses less dramatic methodological problems in cases where
countries with similar levels of development are compared. For example
labour cost-based indicators such as unit labour cost (ULC, surveyed also in
Chapter 2) are more reliable indicators of competitiveness in developing coun-
tries whose exports consist primarily of labour-intensive goods. Such indica-
tors may also be relevant in more developed economies for smaller statistical
aggregates such as firms or regions. For example their use can be recom-
mended to assess the competitiveness of an industrial location which competes
with its rivals on the basis of its level of labour costs.

Demand-side Competitiveness

The demand side of comparative advantage and competitiveness gained atten-
tion in the 1960s. It turned out at the time (Linder, 1961) that the growth of
world trade is carried less by Heckscher–Ohlin type specialization based on
complementary factor endowments than by trade between industrial countries
with apparently similar factor endowments.

This trade was called ‘intra-industrial’ because it took place mainly
between similar industries in the partner countries (for example cars were
exported and other types of cars were imported, or assembled cars were traded
for car components). The differentiation of supply can be of great help in
adjusting to demand, and price competitiveness may play a secondary role
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only. In practice, this is the end of the ‘one product, one price’ principle of
neoclassical economics, since one product can exist in a number of versions
some of which may even carry a similar price tag.

The non-price factors of competitiveness and their measurement techniques
are surveyed in Stout and Swann (1993). That survey established a surprising
relationship between the competitiveness in manufacturing exports and the
competitiveness in R&D or innovation, and we shall base our analysis of
competitiveness in R&D on similar kinds of relationship. They proposed
synthetic indicators for assessing non-price competitiveness on the demand side,
and these indicators are very much technology related. One of these proposed is
GERD (gross domestic expenditure on R&D) as a percentage of GDP, and
another is the number of patents per country in an international comparison.

The British authors consider the comparison of the qualitative parameters
of exported goods a good technique for measuring non-price competitiveness,
but no example of implementing such a technique is known from international
literature:

This fact does not mean that no such measurement has been carried out at all: a
former article (Salgó and Török, 1980) made an attempt to assess the non-price
competitiveness of exports on the basis of data taken from product tests. The article
came to telling results in assessing the competitive structure of Hungarian imports
of engineering products for households. The same method was reapplied in a project
in the mid-nineties also in Hungary. (Penyigey, 1996)

The model of monopolistic competition dominates such markets where
non-price competitiveness is decisive. In this model, supply consists of
segments within which most goods are only limited substitutes of each other.
Competitiveness might be greatly influenced here with minimal changes in
product parameters if these changes have a strong impact on substitution.

In monopolistic competition the competitiveness of products depends
largely on their exact position on the list of supply, and also on which size,
purchasing power and taste-based parameters of demand they have to face.
New Economic Geography adds to this picture that the exact positioning of
products on the market also depends on the respective geographical locations
of supply and demand (Fujita et al., 1999).

A further factor making it necessary to base demand-side competitiveness
analysis on qualitative parameters is that increasing product differentiation
does not suppose any physical change in the products themselves. Advertising
is a good example to this. It increases the degree of product differentiation
only in consumer perception. It also increases competitiveness as a kind of
sunk cost that functions as an exit barrier for incumbents on the market
(Sutton, 1991).

The demand-side measurement of competitiveness should reflect the
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impact of a number of competitive factors which have been identified by
industrial organization theory such as for example economies of scale, market
structure, behavioural variables and, in a more general approach, the potential
of developing and exerting market power. Techniques are however still mostly
missing which would make it possible to identify the impact of such factors on
competitive performance.

The scope of the methods currently available range from the quite simple
to the more sophisticated.

Theoretical Problems of Harmonizing Supply-side and Demand-side
Competitiveness

We have seen that the theoretical meaning of competitiveness is different on
the supply side from that on the demand side, and their indicators have few
elements in common. We could call the aspect of competitiveness measured
on the supply side the ‘cost-side factor of competitiveness’, and competitive-
ness as appearing on the demand side the ‘reflection of competitiveness on the
market’. It depends largely on the factors of this reflection how competitive-
ness approximated with the methods listed above is perceived by market play-
ers. Some of these factors are discussed below.

Competitiveness measured on the supply side appears in the form of cost
advantages, and competitiveness measured on the demand side takes shape in
performance on the market. There is however no generally valid and appro-
priately tested causal relationship between cost advantage and sales success. If
therefore a strict theoretical stance is taken, then the only possible conclusion
is that the results of competitiveness tests do not offer watertight proofs of the
existence of a certain level of competitiveness. Low relative costs speak of a
competitiveness potential only (the exporter can sell well above his or her low
costs). Good relative export performance shows that the market has accepted
the product favourably, but the costs of this good performance are missing
from the picture.

The theoretical problem of linking supply-side and demand-side competi-
tiveness to each other has led to a process of searching for alternative solu-
tions. The first of these does not mean a radical break with conventional
methods of assessing competitiveness, but it can help in increasing the accu-
racy of applying such methods. The second one however is an attempt at
generalizing the scope of competitiveness analysis in order to skip the prob-
lem of harmonizing the supply-side and the demand-side measurement.

The Fields of Competitiveness

International comparisons of competitiveness might yield surprising or even
wrong results if the country sample for comparison is not well designed. It
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might be, in general, quite misleading to compare countries with great differ-
ences in economic development, country size, factors of competitiveness or
structures.

Giving a correct comparative picture of Polish competitiveness, for exam-
ple, requires much more a comparison with Mexico, Spain, Ireland, Hungary
or Turkey, than with the United States, Germany, Japan or China.

The factor of country size deserves our special attention at this point.
The successes of some small European nations (Switzerland, Finland,
Sweden, Ireland, Denmark, Austria) in international R&D or innovation
competition are sometimes interpreted as a proof for the equality of chances
in this competition. A balanced view is expressed on this subject by Vivien
Walsh who states that ‘small countries have much more limited resources
(money and people) for R&D than large countries, but the variety of possi-
ble disciplines, projects and industrial sectors is not necessarily smaller.
Thus small countries either spread their resources more thinly over the
available areas, or else select certain areas as priorities for R&D invest-
ment’ (Walsh, 1988, 42). It will be discussed later that, in the early years of
the new millennium, the highest GERD rates in the world belong to rela-
tively small countries with genuinely strategic R&D policies: Sweden and
Finland.

The choice of the right country sample is especially important in our case,
where the international comparison of R&D competitiveness is envisaged:
R&D as a sector exists only in no more than 100 countries, and differences in
competitive factors and performances range on a wide scale even among these
countries.

Choosing a more or less optimal sample should be based on more than just
intuition. For a start, we use a logical but not too far-reaching analogy with
prospective (future) research where it is quite common to apply three scenar-
ios (Lesourne, 1979). The central scenario (the ‘normal’ or ‘mainstream’ one)
is based on the continuation of fundamental trends with only minor changes in
them. The ‘positive’ or favourable scenario shows the results of good policies
making use of positive externalities, while the ‘negative’ scenario describes
rather unfavourable developments.

The negative scenario plays a certain role in selling the prospective analy-
sis and, in some cases, getting political support for the strategy aimed at avoid-
ing these negative developments. The deterrence factor underlying some
negative scenarios can help politicians take unpopular decisions in order to
minimize damage later. This means the strategic function of negative scenar-
ios can be in offering implicit support to strategies needed to realize the posi-
tive ones.

Our logic in putting together a sample for comparative competitiveness
analysis is similar. The dimension of creating three groups is, in this case, not
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linked to differences in strategic perspectives but to the relative strategic posi-
tions of the countries to be compared. Three groups of countries can be
created, and we call these groups ‘fields of competition’. These groups are
identified on the basis of factors known from SWOT (strengths–weaknesses–
opportunities–threats) analysis. The country whose competitive positions
should be assessed is country A.

The first and perhaps the key group (or field) is where country A is exposed
to direct competition. We can call this the field of neighbours. The countries
competing in this field are direct competitors of country A in most products.
Regarding this field, it is of primary importance to assess the current strengths
and weaknesses of country A in order to be able to stand competitive pressure
from countries having similar strategic assets and facing similar strategic chal-
lenges.

If for example we take again the economy of Poland, countries directly
competing with it include Hungary, the Czech Republic, Slovakia, Greece and
Portugal, offering more or less similar products and being in the same part of
the world. Regarding other continents, South Korea, Turkey, Mexico, Brazil or
increasingly China have comparable structures and levels of competitiveness
in manufacturing exports which would also make them part of this competi-
tive field for Poland.

The second field includes countries which are well ahead of country A, but
catching up with them is still an opportunity for country A within a reasonable
time scale. To put it differently, there is still some degree of comparability of
the competitiveness of country A and members of this field which we can call
the field of targets. These countries can be reasonably targeted from the point
of view of competitiveness strategy, since catching up with them is a more or
less realistic possibility. For Poland again, Italy, Spain, Ireland or Austria
might constitute members of this field if the strategic perspectives of Polish
manufacturing exports are considered.

The third field has countries whose catching up efforts are a strategic threat
for country A, which can still boast of certain competitive advantages as
compared to this group. These countries are the pursuers of or the runners-up
to country A, which is in turn a target for them. Regarding Poland, countries
wishing to catch up with it as far as competitiveness in manufacturing exports
is concerned include Romania, Bulgaria or Ukraine within Europe, and India,
Pakistan or Morocco outside it.

A really complete pattern of competitiveness fields for country A would
include not three, but rather five groups of countries, but the logic of our
approach implies that the ‘best’ and the ‘worst’ countries have to be omitted.
The reason is the following. There are, for most cases of country A, certain
such countries which are either too strong or too weak to be understood as its
direct competitors for the largest part of its exports. Sticking to the Polish
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example, most of its manufacturing products do not compete directly with
goods made in Switzerland, the Netherlands, Japan or the United States. To
look in the opposite direction, Angola, Bangladesh, Myanmar or even Albania
have few products (if any) that can compete with those made in Poland.

The focal point of our approach is the microstructure of exports. This
means country A can export goods belonging to the same commodity groups
that are also well represented in the export lists of the ‘best’ and the ‘worst’
countries omitted from the direct comparison of competitiveness.

The problem is however that few products offered by country A have
substantial degrees of substitutability with goods having considerable percent-
age shares in the exports of the ‘best’ and the ‘worst’ countries. In other words,
only a small part of Polish exports can be regarded as exact substitutes of
exports from Switzerland, and similarly only a minimal part of exports from
Angola might be direct substitutes of goods delivered from Poland. This is the
reason why direct comparisons of competitiveness between Poland on the one
hand and Switzerland or Angola on the other could have a quite esoteric char-
acter, and should thus be omitted.

1.3 INNOVATION, R&D AND COMPETITIVENESS IN R&D

R&D and Innovation Systems: Elements and Policies

The terms ‘R&D’ and ‘innovation’ have been understood and interpreted in
many ways. Both these terms and their measurement have undergone a
number of changes during the history of science and innovation. Furthermore
these changes were largely influenced by the gradual integration of R&D and
innovation analysis in the broader context of the analysis of the development
of economic, social and institutional systems offered by the various strands of
evolutionary economics (see Nelson, 1995).

The OECD made the first consistent attempt towards elaborating the inter-
national standard for terms such as ‘R&D’ and ‘innovation’ (Godin, 2003).
This standard now is in general use, based on a tacit agreement accepted by
the majority of the profession, but this agreement has to a certain extent a
convention-like character. The word ‘convention’ has been borrowed from
mathematics: it describes one of several available options of understanding
and applying a term. None of these options is necessarily more accurate and
useful than any other, but the profession will have chosen the one accepted as
a conventional term for reasons of simplicity or practical usefulness.

It seems appropriate to briefly review the OECD’s interpretations of the
most important terms used in R&D and innovation analysis. This is to make
sure that possible misinterpretation is avoided.

24 Competitiveness in research and development



The interpretational standards of the OECD for R&D and innovation are set
out in the Frascati Manual (OECD, 2002). As one of its key activities, the
OECD started to collect data on R&D in the 1950s. A group of experts held a
meeting on R&D statistics in the Italian town of Frascati in June 1963, and the
output of that meeting was named Proposed Standard Practice for Surveys on
Research and Experimental Development. This is still the official name of the
Frascati Manual.

The first version of the manual was originally meant to serve as a collec-
tion of methodological guidelines for surveys of applied R&D and experi-
mental development, and its scope was enlarged later towards basic research.
The manual is regularly updated and its latest version is always available on
the Internet. We have used the electronic version from 2002.

The manual limits itself to R&D, and seeks consistency with those interna-
tional norms, for example the ones introduced by UNESCO, which have been
created for S&T (science and technology) analysis.5 Furthermore the manual
is meant to serve the needs of OECD countries, most of which can boast of
quite advanced economic and scientific systems.

As we shall see later from the analysis, many non-OECD countries have
lower levels of economic development and significantly different R&D
systems as compared with the OECD countries. This fact also means that the
applicability of the manual to the non-OECD countries might be somewhat
limited. It has to be noted however that the relative share of the OECD coun-
tries in both the world’s scientific input and its output is more than 90 per cent
(in a more precise manner, Keller argues that the G-7 countries accounted for
84 per cent of world GERD whereas their share of world GDP was only 64 per
cent; Keller, 2004, 752). Furthermore only the OECD countries produce more
or less comprehensive and comparable statistics on R&D. It is hardly an exag-
geration if we suppose that the OECD standards of R&D analysis can be used
for the whole world with a fairly high degree of approximation and reliability.

It is hardly necessary to review the whole Frascati Manual in this chapter.
There are however a few definitions and concepts which are key to solid
analysis of international R&D. They include the main types of R&D, the
difference between R&D and innovation, the concept of national innovation
systems (NIS, also referred to as NSI, national systems of innovation, in the
literature), and the indicators of R&D activity.

Types of R&D

R&D consists of basic research, applied research and experimental develop-
ment, and can be accurately defined as their combination.

Basic research is ‘experimental or theoretical work undertaken primarily to
acquire new knowledge of the underlying foundation of phenomena and
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observable facts, without any particular application or use in view’ (OECD,
2002, 30). This is what can be called a ‘negative definition’, describing what
basic research is not. This definition says research can have a basic character
only if no particular application is envisaged. Of course it is difficult to say
what kind of output had been targeted when a particular research project was
launched; however if the purpose was scientific publication then the so-called
basic character of the research can hardly be denied, at least in natural
sciences. Still, there were interesting cases when theoretical results proved to
be very profitable and entailed not only intellectually rewarding applications
some time later:

Number theory was such a case: most if not all of its results were long considered
without any practical use but, in the early 1980s, a completely new window of
opportunity opened up for mathematicians expert in the field. It turned out that
number theory can be very well applied for the development of cryptography, with
many promising applications in information science and technology. (Devlin, 1990,
21–2)

‘Basic’ research inevitably has a strongly theoretical character, since it can
also be regarded as research laying the foundations for practical applications.
This is why we would suggest reconsidering this label. ‘Basic’ also means
‘low-level’ or ‘for beginners’ (as in the expression ‘the basics of . . .’), whereas
‘fundamental’ has a slightly different meaning. It includes support for and
even a precondition of further research,6 and is therefore broader in scope than
the term ‘basic’ which involves not only some kind of beginning of a research
process but also the simplicity of the achievements. Recently, the ‘basic’ char-
acter of basic research was also questioned by Nelson (2004, 462).

Literature has devoted much effort to grasping the border line between
basic and applied research (see David et al., 2000; Salter and Martin, 2001).
‘Basic research’ overlaps considerably with ‘academic research’, ‘research’
and ‘science’, but the meaning of these terms is not the same. They also
emphasize the fact that public research funding does not only go into what is
called basic7 research, because it is also used to support collaboration between
academia and industry (Salter and Martin, 2001). Therefore the way of financ-
ing research cannot become a dividing line between basic and applied
research. The specific feature of the latter is application: applied research ‘is
also original investigation undertaken in order to acquire new knowledge’
(OECD, 2002, 30). Still, it is ‘directed primarily towards a specific practical
aim or objective’ (OECD, 2002, 30).

Applied research is, in a theoretical approach, based on the idea of ‘back-
ward linkage’ in the Hirschmanian sense.8 Patterns of development in the
sector relying upon results from R&D determine the pattern of applied
research, while basic research works rather according to the ‘forward linkage’
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model. In this case, the line taken in R&D determines, often with a consider-
able delay, how research output will influence trends in industry.9

Basic research can be divided into two sub-groups, namely ‘curiosity-
oriented’ and ‘strategic’ (Salter and Martin, 2001, 510). No such distinction
would make sense for applied research, where pure curiosity can extremely
rarely stimulate serious research effort. It basically always has a strategic char-
acter, and this strategic orientation is closely linked to the strategy of the part-
ner in industry or, in general, on the demand side. The pattern and the line of
the given research project depends, at least to some extent, on the researcher
in the case of basic research. In applied research however, not only the final
word is said, but also the entire strategic line is determined by the partner in
non-research business.

What unites basic and applied research is the desire to create new knowl-
edge, even if the initiative comes from different sources. Experimental devel-
opment is aimed at combining existing pieces of knowledge (based both on
research and on practical experience) in a way that is most efficient from the
viewpoint of business or society. The output of experimental development can
be much more than new devices, products or services. It can include new
materials, processes and systems, and also the substantial improvement of
already existing pieces of technology or output in the industry.

Experimental development is part of R&D owing to its relatively high
exposure to risk, and the fact that it precedes serial production. Exactly as
basic or applied research, its important feature is that it has no repetitive char-
acter. Each action of experimental development is aimed at a different output
and this makes it different from industrial routine.

Linkages between the Types of R&D

The three types of R&D are not necessarily linked to each other in a chain-like
model. The causal chain leading from basic and applied research to experi-
mental development and then to serial production is represented in the simple
and somewhat didactic ‘linear’ model of R&D, but the time-consuming and
not too efficient process described by this model is quite rare in real life. In
any event, the different types of R&D have to complement each other in the
best possible way in order to generate the optimal spillovers helping national
and international economic development.

R&D takes place much more often according to the ‘circular’ model in
which each stage of the process exerts a permanent influence on each other and
none of them is a closed entity. This holds both for processes and organizations,
and the circular model does not require the existence of separate R&D organi-
zations. Basic research can, according to this model, continue at the same time
as applied research or even experimental development, and experimental
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development can be followed by a new stage of basic research. This model is
able to describe parallel processes of R&D and innovation when one organi-
zation simultaneously carries out several R&D projects with partly overlap-
ping contents.

The circular model gives a realistic description only of well organized and
transparent national R&D and innovation systems. This is usual in industrial-
ized countries, while elsewhere in the world (mainly in Third World countries
and some former Soviet republics) certain elements of structural and financial
disorganization or chaos may be also present. Such R&D systems are
described by the ‘random’ model.

The random model may seem to be centralized, but serious problems of
coordination between the players make central strategy making and control a
mere illusion. This model has a number of special characteristics which do not
support coordination between the elements of the systems of R&D and inno-
vation. Most R&D organizations function in isolation from each other and
their roles are not always clear. Successful basic R&D is usually not followed
by high-quality applied research, and experimental development often takes
place outside the country. There might be two reasons for this: either R&D
output is sold cheap in order urgently to obtain financing, or intellectual prop-
erty belonging to domestic organizations is simply sold by individuals on their
own account (to be precise: it is stolen from the original owner of intellectual
property).

Poor governments and technologically undemanding firms are unable to
provide sufficient financing of R&D in the random model. This is why R&D
organizations may have to undertake many different inefficient tasks just for
survival. The bulk of financing still comes in a quite haphazard way from
governments, due to some political pressure from interest groups linked to
science or academia. But the irrational character of the system and the weak-
ness of government exclude efficient evaluation and monitoring, and financ-
ing becomes independent from the outcome and results of R&D. The R&D
and innovation system is maintained simply because some politicians hope the
country might still need it in better times.

Regarding the development of organizational models of R&D and taking an
evolutionary approach to it, the random model can be considered rather as a
detour. In other words, it is a special case applicable only to countries where
R&D is carried out in a not friendly economic and political environment, and
its role in systemic evolution is neglectable.

The development of economic and sociological analysis of R&D made it
necessary to elaborate models with degrees of complexity higher than that of
the circular model which is basically limited to the participants of the R&D
process itself. The success of the R&D effort depends on the interplay of all of
its stakeholders (on the meaning of the term see Williamson, 1985; Milgrom
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and Roberts, 1992, 41–2). This interplay is probably best described by the
‘triple helix’ model.

The triple helix model of the organization of R&D takes account of the fact
that ‘the boundaries between public and private, science and technology,
university and industry are in flux’ (Leydesdorff, 2000, 243). This is not the
chaotic world described by the random model, but its complexity and lack of
hierarchy makes a simple description very difficult. The triple helix of rela-
tionships between universities, government and industry is understood as a
model of evolving networks of communication (Leydesdorff, 2000, 243). The
model is based on the competitive dynamics of markets, innovation and
control (Leydesdorff, 2000, 244), and its complexity finally leads to a low
level of predictability.

The triple helix model is in general terms also called a model of institu-
tional networking. It was thought that this model also renders the analysis of
national systems of R&D and innovations unnecessary. Indeed one of its main
assumptions is that all kinds of boundaries between organizations interested in
R&D are in flux, while international markets for goods and services including
the output of R&D have opened up very fast. It has been demonstrated
however that international comparisons of national R&D systems can
comfortably coexist with the triple helix model (de Castro et al., 2000). This
is one of the key arguments (see also Laursen, 2000, 6) which seem to support
our view that national systems of R&D and innovation can be analysed in a
model of international competitiveness and competition.

Non-R&D Activities

The Frascati Manual is consequent in excluding a number of R&D-related activ-
ities from R&D itself. It is important to note these activities since in some coun-
tries governments try to overestimate (or inflate) R&D spending in order to give
the impression of a government effort towards competitiveness improvement
and of a future-oriented technology policy. The existence of rigid institutional
frameworks can facilitate such statistical distortions of the R&D picture.

For example, the Hungarian government made a promise in 1999 (just as
both its predecessor and its successor) to increase the GERD : GDP ratio
(gross domestic expenditure on R&D as a percent of GDP), this time from 0.8
to 1 per cent in a few years. This would have meant an increase of R&D spend-
ing by US$ 100 million in an economy with an approximately US$ 50 billion
of GDP. Funds were scarce, the willingness of business to give additional
financing for R&D was far from evident, and the existing national innovation
system10 was not very well organized. Thus it was questionable whether more
money could be raised for this purpose and also whether extra R&D funds
could be spent in an efficient way.
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Nonetheless, creative accounting did the trick. State universities in
Hungary (about 80 per cent of universities in the country, with more than 90
per cent of graduate students) obtain the bulk of government financing for two
purposes: education and research. Both amounts have a fixed and a so-called
normative element, the latter based on some nominal indicators of input (for
example the number of students enrolled) or output (for example scientific
production). The government just shifted the proportion between the fixed
parts of education financing and research financing to the benefit of the latter.
Since then universities seemed to have spent less on education and more on
research, which neither deteriorated the quality of life of students nor
improved that of university professors doing research. The only outcome was
a visible increase in the GERD indicator.

The example illustrates why the OECD wants to give a narrow institutional
definition to R&D. While education and training coexist with R&D in a
number of institutions (mainly universities), they have different roles in
improving the knowledge base of the society and the economy. Education and
training do not produce new knowledge in the way R&D does, but they can be
instrumental in improving the quality of intellectual input to R&D in the
future.

Besides education and training, three other types of activities related to
science and technology, but not creating new knowledge, are also excluded
from R&D. These are called: (1) ‘other related scientific and technological
activities’ (for example scientific and technical information services, patent
and licence work, or testing and standardization); (2) ‘other industrial activi-
ties’ (basically other innovation activities such as technology acquisition or
industrial design); and (3) ‘administration and other supporting activities’. The
latter can greatly contribute to the success of R&D itself through good
management of funds and correct accounting, but this contribution has a char-
acter strongly different from R&D itself. Furthermore all the activities
excluded from R&D can be part of the innovation process defined in much
broader terms than R&D.

R&D and Innovation

The boundaries of R&D also need clear definitions with respect to the term
‘innovation’, so frequently confused with R&D. The concept of innovation
goes back to Schumpeter (1912), whose novel approach besides introducing
the term itself consisted in defining it in a much broader sense than just tech-
nology. Innovation is understood as a complex process at the beginning of
which there is usually a good idea (to paraphrase Thornton Wilder: ‘perhaps
an invention’), and there should appear a successful and competitive product,
service or technology at its end.

30 Competitiveness in research and development



Innovation includes scientific, technological, organizational, financial and
commercial actions (OECD, 2002, 18). All of these activities are undertaken
in order to implement technologically new or improved products, services or
processes. R&D is only an element in innovation, and not even the one which
helps the innovator to generate new ideas. Since these new ideas are needed
along the entire innovation process including its final stage of bringing the
new products or services to the market, marketing for instance can also be an
innovative element without any specific R&D content.

The problem of distinction between R&D and innovation is often raised at
the policy level. The simultaneous use of both terms can lead to some confu-
sion. R&D policy is sometimes identified with science policy but, in any
event, its scope is limited to the creation of new knowledge without any
special emphasis on application. The monitoring function of R&D policy is
therefore quite independent from performance on the market, and is mainly
based on data reflecting the recognition or acceptance of a given result (‘R&D
output’) by one segment of the research community. Such data are for exam-
ple publication indicators or citation indexes.

Innovation policy has a much broader meaning and scope than R&D
policy, and it is more closely related to the modernization (or ‘evolutionary’)
process of the national economy. Innovation policy might include incentives
to R&D as one of its key elements. In addition to that, its scope can comprise
fields covered by regional policy or industrial policy. Innovation policy is,
in practice, quite difficult to define and delineate due to its many possible
overlaps with other policy fields. This may be the reason why usual R&D
related policy analysis has a narrower focus, that is R&D policy itself.
Innovation policy as such is relatively rarely elaborated, at least as far as it
can be judged from the titles of policy documents. This is probably linked to
the fact that the R&D community can be more easily identified and delin-
eated than the innovation community, the members of which are not neces-
sarily linked to the sometimes quite isolated world of science and scientists.
Government institutions dealing with these two practically distinct fields of
policy may also differ.

A typical example of the differences in the institutional backgrounds of
policies on R&D and innovation can be found in the European Commission.
The Research Directorate is responsible for ‘pure’ R&D policy with the
Framework Programmes as its main policy tool, whereas innovation policy,
with its tools outside the scope of the FPs, belongs to the Directorate dealing
with enterprises, industry and information technology. Certain parallelisms
exist between the two Directorates, and the fulfilment of the Lisbon Strategy
goals belongs to the second one. R&D policy is a key element in achieving the
Lisbon objectives (see Rodrigues, 2003), and it could thus become kind of
subordinated to the innovation policy arm of the Commission.

Approaches to competitiveness 31



It seems an interesting contradiction that R&D policy is more often formu-
lated and referred to than innovation policy, but national systems comprising
the main actors of the R&D scene are rather referred to as national innovation
systems (NISs). Taking a closer look at some conceptual issues of the NISs
might help bring the idea of competitiveness in R&D and innovation closer
together.

R&D Policy and the Role of Competition

R&D policy in its clear form may run the risk of isolation from economic real-
ities in a kind of ‘ivory tower’ if it promotes only scientific activities regard-
less their output. It is an open question (to which our text tries to find an
answer) whether the world of science and research really lacks any element of
competition. We think it does not, but it has to be seen how competition in this
market differs from the traditional approach to competition in markets of
goods and services.

One of the classics of the economics of competition policy, Robert Bork
emphasized the fact that there coexist a number of concepts of competition in
literature used, in general, without references to the others. This creates kind
of a confusion since the great number of authors using the term mean various
things by it. Bork lists four concepts of competition often used in literature to
which he adds his own fifth, ‘shorthand’ interpretation. The five interpreta-
tions are as follows (Bork, 1993, 58–61):

“Rivalry”: this is basically an interpretation inspired by game theory. Its core
element is that one player can improve his/her position on the market only at the
expense of a similar combined deterioration of the positions of the competitors. In
this approach, competition is seen as a zero-sum game. The problem with this inter-
pretation is that it completely lacks the cooperative element of competition which
is very often present even in the absence of a cartel.

The “liberal”, competition or trade policy related approach: there is competition
if no constraints or trade barriers are imposed upon the competitors. It would be
more appropriate to speak here of the “competition potential” of a market where
such constraints do not exist.

The “neo-classical” concept of competition: we could also call this the “textbook
of microeconomics” interpretation. According to Bork, this third concept of compe-
tition is the one in which no seller or buyer can influence prices with his/her deci-
sions to sell or buy. This is a very narrow and idealised understanding of
competition since the majority of markets do not function this way even if they are
not monopolised. Would this fact mean competition as such is missing from markets
with not completely weak sellers or buyers? Very likely not, and this is why this
approach to competition seems to be unsuited for any kind of analysis of competi-
tion or competitiveness.

The “political or social science approach”: in contrast with the previous one, this
is a quite broad concept of competition. This approach means that competition can
be effective only if a multitude of sectors, markets and firms co-exist within a not
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too large geographical area. The message here is that the existence of a competitive
environment is a prerequisite for competition still before payoffs from competitive
strategies, trade barriers and regulations or market structures are considered. Yes,
but the existence of a wide variety of possible competitors is really only a precon-
dition for, but not a proof of competition.

The “shorthand approach”: Bork himself does not say this concept is any better
than the others. He simply emphasises that it is at least transparent and easy to
understand, and its use can prevent any potential conflict between the various inter-
pretations. This concept says that perfect competition exists only if no government
measure can further improve consumer welfare. This is kind of an acid test: not the
condition itself is assessed, but the lack of any possibility of improving it indicates
that it is probably close to optimal. An asset of the shorthand approach is that it is
not defined in a way contradicting with any of the other four concepts. Its practical
value is stressed along with the de facto impossibility of finding a theoretically
appropriate definition of competition.

This string of concepts of competition was surveyed in order to stimulate
our thinking on the relationship between R&D and competition. Competition
in R&D certainly has a rivalry dimension, since both resources and channels
of output (especially publication possibilities) are limited. On the contrary,
price competition normally does not exist between R&D products: the avail-
ability of a product of R&D is not limited, in many cases, by the price of the
individual product.11 For example articles in scientific journals are sold in
packages. The prices of such packages are the tariffs of normal or electronic
subscription (although some editors also offer the electronic versions of single
articles for sale).

Regarding the liberal approach to competition in R&D, there are very few
limitations on or barriers to entry in this field, although certain firm and
project sizes are necessary for launching pharmaceutical or electrical equip-
ment research. Barriers of entry do not exist at all in the trade policy sense in
the field of R&D but, using the triple scheme of entry barriers12 introduced by
Kühn et al. (1992), some entry barriers of a strategic character can be identi-
fied on these markets as well. Such entry barriers may include publication
bottlenecks (waiting lists can reach two years or more at the most prestigious
professional journals, see Coupé, 2004) and patenting costs (see Griliches,
1990):

Most of these entry barriers are of no considerable size, but researchers or R&D
organisations from not too well-off countries might see them as serious stumbling
blocks whenever they want to enter international competition for R&D funds,
would like to compete for tenure track positions or other payoffs from good former
competitive performance in R&D. On the other hand, no research result is known
from literature on the specifics and sizes of entry barriers in R&D competition.
Mainstream trade policy and Industrial Organisation literature uses the “tax equiv-
alent” or the “customs duties equivalent” as the measurement unit of barriers to
entry, but such benchmarks are missing from the scene of R&D competition.
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The neoclassical concept of competition can be used for R&D, albeit with
some modification. The original form of the concept has to be changed because
prices do not act here as the tools of market coordination. The neoclassical
concept of competition in the Borkian sense can also be used in the case of non-
price competition. According to the extended version of the neoclassical
concept of competition then, there is competition in a market if no player is in
a situation to influence the conditions of entering this market. This is certainly
true, because it can be hardly imagined that any single researcher or R&D orga-
nization could be able to influence the conditions of publication or patent regis-
tration, except for very narrow and specialized market niches.

A footnote belongs to this general statement: it can’t be completely
excluded that editorial boards of journals can have editorial policies which act
as entry barriers for some potential authors. Such editorial policies could have,
on the other hand, a real strategic entry barrier-like character only if they could
cover entire fields of science in a monopolistic way thus leaving no other
publication option open for researchers working in that precise field of
science. This could be a realistic assumption in very narrow and completely
isolated fields of science only.

The political or social science based approach to competition can also be
made operational for competition in R&D. It is a strongly internationalized
sector with only a few fields of locally oriented research carrying no interest
for a wider international scientific community. Language barriers are disap-
pearing from international science owing to the expansion of English as a kind
of modern Latin. Value or political barriers can completely inhibit the partici-
pation of countries in international R&D cooperation and competition only in
some isolated cases (for example North Korea, while researchers in Cuba for
example already have a limited access to the Internet). In any event, the multi-
tude of players as a key factor of a competitive environment certainly exists in
international R&D.

Market failures are quite rare in the R&D sector. This is why the fifth,
shorthand concept of competition seems to have a somewhat limited relevance
for the R&D sector: the low likelihood of market failures inhibiting R&D
competition creates a situation in which government intervention is normally
not needed. Barriers to the flows of R&D resources and output are low or non-
existent, governments are not expected to touch them, and therefore it can be
rightly assumed that the shorthand condition of competition usually exists in
R&D.

National Systems of Innovation

The NIS concept is described by the Oslo Manual as an institutional approach
which ‘studies innovating firms in the context of external institutions,
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government policies, competitors, customers, value systems and social and
cultural practices that affect their operation’ (OECD Oslo Manual, 2002, 17).
This approach is somewhat reminiscent of the ‘contractual asessment’ of
corporate governance described for example by Williamson (1985, 301–11),
and akin to the ‘stakeholders approach’ (see Milgrom and Roberts, 1992,
41–2) incorporated into Industrial Organization theory.

The common element of these approaches consists in an inclusion of all
potentially interested parties in behavioural analysis, and the concept of NIS
stresses the complexity of the net of influences of many elements of the soci-
ety and the economy on the innovation process. It is highly likely that the
development of the NIS concept benefited from the broad framework for inno-
vation analysis provided by evolutionary economics. This framework was
instrumental in establishing effective linkages between R&D and innovation
analysis on the one hand and the analysis of the development of the capabili-
ties, structures and institutions of national economies on the other (see Nelson,
1995 and 2004).

An important contribution of the NIS concept to theoretical thinking on
innovation is that the effort of innovative organizations themselves is not at all
decisive in determining the final outcome of the process, and a favourable
environment is essential for successful innovations. This approach becomes
very important when R&D and innovation are analysed in economies in which
individual research capacities may be much more developed than the political
and economic context of these activities. Such cases are quite frequent in tran-
sition economies.

Carlsson et al. (2002) present the evolution of the idea of innovation
systems. They point out that NIS is a relatively recent concept introduced
only in the late 1980s. This observation seems to be in accordance with our
assumption regarding the important role of evolutionary economics in the
creation of the NIS concept since the first publications on evolutionary
economics appeared in the early 1980s (for example Nelson and Winter,
1982).

In the approach of Carlsson et al. (2002), the NIS is a framework broader
than an input–output system consisting of industries and firms, and many other
actors active in science and technology, as well as technology policy, are also
included. They also emphasize that the NIS concept considers all actors as
components of a national system. Their low-key criticism of the model is not
directed against its national character, but rather stresses the fact that, at least
so far, it could only become the starting point of static analyses instead of more
explicative dynamic ones.

The debate on the NIS concept going on in the literature since the 1980s is
about much more than just terminology. The problem of the existence or non-
existence of NISs is a key issue for our research, since it is strongly related to
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the definition of the players in international R&D competition. If the existence
of NISs is accepted at least as a tool of analysis then it can also be assumed
that international competition in R&D takes place between individual
researchers, firms and countries. International R&D statistics make only the
competitive performances of countries comparable in this respect, and the
R&D competition between countries can also be interpreted as competition
between NISs.

The real picture is far from simple: part of R&D financing comes from
governments which are obviously national in character. The most widely used
indicator of R&D financing, the GERD, is expressed as a percentage of GDP.
Financing is received by elements of the R&D community which is (and has
to be) very open and internationalized (to the extent of course which is allowed
by intellectual property-related interests of firms). Besides international R&D
networks, it is increasingly frequent that research teams are multinational even
if they work in the same university or research centre on American, British,
French, Polish or Japanese soil. Many firms using R&D output are also multi-
national, first of all in the so-called high-tech industries.

In apparent contradiction with this, the statistics of R&D output and perfor-
mance are published exclusively as country statistics. This is true not only for
data on patents or publications, but also for a number of indirect output indi-
cators such as the exports of high-tech products. It seems thus inevitable that
the NIS be used as a conceptual framework for assessing international R&D
competition. Besides practical arguments such as the ones listed above, a
number of theoretical considerations also support this approach.

Lundvall et al. (1999) stress that the concept of the NIS has earned wide
international recognition since its introduction in the 1980s. It has been
absorbed as part of the analytical perspective of the OECD, the European
Commission and UNCTAD, while the initial reluctance of the World Bank and
the IMF seems to be fading away. Two countries are also explicitly mentioned
by the authors as ones which use the concept of NIS in policymaking. The
United States Academy of Science applies it as a framework of science and
technology policy analysis. Going even further, the Swedish government
established a central agency in the spirit of the NIS called Systems of
Innovation Authority.

Lundvall and his co-authors are aware of the fact that globalization makes
the use of any economic concept related to the nation-state controversial to
some extent. They show with references from empirical literature that, in spite
of globalization, the national level has retained a quite high degree of rele-
vance for some innovation-related activities. They quote Pavitt and Patel
(1991) who have shown that the national origin of multinational firms has
quite strongly contributed to determining the location of innovative activities.

The existence of local innovative networks and their positive impact on
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economic development is also an argument in support of the viability of the
NIS concept.13 The so-called Aalborg version of this concept has a strong
element of Schumpeterian inspiration with making innovation-oriented inter-
firm competition a core element of NIS. It brings good arguments (with exam-
ples from Scandinavian countries) for the useability of the NIS concept for
small and open economies.

This means our NIS-based analysis of competition in R&D can also include
the countries of Central and Eastern Europe. Most of them (with the exception
of Poland) have very open economies and still partly quite inward-looking
national innovation systems (see Papanek 1999). The Aalborg model is
however somewhat biased in a geographical sense: Lundvall et al. (1999) cite
examples according to which the NIS concept seems to be less applicable to
Southern than to Northern countries.

One of the authors of the NIS concept, Freeman (2002), notes that recent
literature on national economic systems has been characterized by an attempt
to come to terms with social capability for technical change. His study gives a
broad historical overview of such paths or national trajectories of economic
growth (for example Britain in the nineteenth century, the United States in the
twentieth century and certain ‘catching-up’ economies from the 1970s on)
which bear a number of characteristics of NISs.

Freeman’s important findings include his interpretation of the relationship
between Friedrich List’s model of infant industry protection-based economic
growth in the framework of the nation-state and the idea of the NIS, and the
application of Viotti’s (1997) distinction between active and passive systems
of learning to the NIS concept. This study makes the linkage between differ-
ent stages of NISs and the stages of economic development really explicit.

The problem of competitiveness in R&D is closely linked to the compari-
son of structures and performances of NISs. The problem could in fact be
reformulated as the problem of the contribution of different NISs to R&D
competitiveness in their respective countries. It may be remembered that one
of the starting points of our current analysis was the impact of economic tran-
sition on comparative R&D performance. The NISs of advanced economies
are quite well known from NSB (2002) regarding the United States, and publi-
cations such as Wilson and Soutiaris (2002) on Germany, Lemola (2002) on
Finland, Mustar and Larédo (2002) on France, Narula (2002) on Norway,
Jiménez Contreras (2003) on Spain, Hayashi (2003) on Japan, and Balconi et
al. (2004) on Italy.

Cases from countries outside North America and Western Europe are less
widely known, although Mani (2002) gave an excellent survey of innovation
systems in several former and present catching-up economies such as Japan,
Korea, Brazil, Israel, South Africa, Singapore and Malaysia. Articles by
Hadjimanolis and Dickson (2001) on Cyprus, Trajtenberg on Israel (2001),
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Lee and Lim (2001) on Korea, Intarakumnerd et al. (2002) on Thailand, Costa
and de Queiroz (2002) on Brazil, Katrak (2002) on India and Mathews (2002)
on Taiwan surveyed individual country cases, while Sutz (2000) and Katz
(2001) gave broader overviews of NISs in Latin America.

Literature on the role of R&D in developing countries is quite sporadic.
Still, reflecting upon the problem of emerging NISs seems to be necessary for
understanding the relationship between the level of economic development
and R&D competitiveness in a perspective broader than the usual OECD-
oriented view, and also incorporating some elements of thinking borrowed
from evolutionary economics.

It would however be a simplification to speak of the NISs of non-OECD
countries in general terms. In fact most textbooks and other pieces of literature
tend to describe NISs as structures specific to developed industrial countries.
The NISs of the leading countries in international R&D are relatively easy to
describe with simple institutional models. Other country cases of NISs are
however less of a textbook kind.

Recent enlargements of the OECD brought a number of countries to the
organization, which cannot be called industrial in the traditional sense of the
term (in conventional usage, ‘industrial’ does not simply mean an economy
with a strong industry, but rather an advanced economy). Out of the new
OECD countries the Czech Republic, Hungary, Poland, Slovakia and Slovenia
are transition economies which, besides the general problems of their
economic development, can be regarded as special cases of NIS patterns
between traditional industrial (or developed) countries and the Third World.

The NISs of the advanced OECD economies have been extensively
described in the literature, but our analysis of R&D competitiveness cannot be
limited only to them. The NISs of the new OECD countries of Europe deserve
our special attention as well as the NISs of some developing countries, which
have recently become important players in the international competitiveness
game. The further two new members of the OECD, Mexico and Korea, have
quite powerful export-oriented industrial capacities but, in statistical publica-
tions for instance, are still considered as developing countries or parts of the
Third World (even if the latter term is becoming increasingly empty and obso-
lete).

Several transition economies have relatively low levels of economic devel-
opment together with quite well-performing innovation systems (for example
Slovenia and, on a lower level of economic development, Estonia), and could
thus be regarded as peculiar combinations of industrial and developing coun-
tries. The problem of competitiveness of the economy in general and the inno-
vation system or the R&D sector in particular appears in the case of these
countries in a special light, because in these countries the gap between these
two aspects of competitiveness seems to be large.14 Furthermore a trend

38 Competitiveness in research and development



surprising from the viewpoint of evolutionary economics seems to be unfold-
ing in most of these countries: a fast increase in economic development and
export competitiveness is accompanied by a shrinking of NISs in both the
financial and the institutional sense. This trend will be assessed in more detail
in the chapter on the NISs of transition and Third World countries.

Competitiveness in R&D

The idea of competition in research has a surprisingly long history, although
neither the purpose, nor the participants of early forms of such competition
were identical to the ones experienced through the twentieth and the early
twenty-first century. Arthur Koestler described the origins of conflict (and
perhaps competition) between Church and Science in the sixteenth century in
his book on the quest for truth in astronomy (Koestler, 1959). This was prob-
ably the first case in which monopolies in science were questioned. Or, to
express it in modern economics language: it became known that the market of
science has a contestable character.

Competitiveness in R&D has, as has been mentioned, two main aspects:
(1) the role of R&D in the competitiveness of an economy with its implications
for economic development in a broader sense, and (2) the international compet-
itiveness of the R&D sector itself. The second approach is narrower and it is
really where an appropriate definition can be sought. As Griliches (1990, 1689)
emphasized, R&D-related data such as patent counts have been repeatedly used
for comparative ‘competitiveness’ analyses of various countries.

Competitiveness in R&D can also be understood as the distance of an econ-
omy’s R&D, innovation and technology sector from the technology frontier.
In this sense, the R&D competitiveness of an economy is partly overlapping
with its technological capability, and may reflect it quite well. The two terms
and concepts are however not identical at all.

Competitiveness in R&D is, regarding both of its aspects referred to above,
conditional upon the participation of an economy in the international trade of
goods and services, including international flows of knowledge related to
R&D and technology (for an in-depth survey of literature on the international
diffusion of technology see Keller, 2004). In marked contrast to that, the tech-
nological capabilities of an economy may be high even if it is not a participant
of, or a good performer in international competition in R&D. There are for
example nuclear powers in the Third World (most of them in Asia) with unde-
niably high technological capabilities but which are not excelling in either the
input- or the output-based indicators of R&D competitiveness. North Korea is
not a participant in international competition in R&D, and Pakistan is not a
good performer in it, in spite of the fact that both countries seem to have been
able to develop modern nuclear capacities.
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The R&D sectors, or the systems of innovation of different national
economies, are exposed to competitive pressure as most other sectors of these
economies are. They compete for resources on both the international and the
national level, and the competitive strategies of R&D organizations also have
strong output-related objectives. Output does not appear on the market as
directly in the case of R&D as in that of manufacturing, since publications and
some other outputs of R&D are usually not sold.

Still, competitiveness is not an entirely abstract idea here either. Trade in
R&D products also has its aspect of trade performance, and R&D output is
evaluated by markets in this sector as well. The input- and output-based
approach seems to be a good analytical framework for introducing a working
definition of competitiveness for the R&D sector. This approach is sometimes
also called the ‘upstream–downstream’ approach, a term taken from business
economics, and also supposing a direct link between what is fed into the
process and what is realized from it.

As to the input side, an above-average use of inputs can be helpful in creat-
ing high levels of competitiveness in R&D and a special version of the
Heckscher-Ohlin concept of factor intensity can be applied. We will be focus-
ing on two tools of measurement of inputs, roughly corresponding to what can
be called the R&D counterpart of capital and labour intensity. On the output
side, several quantitative measures of ‘R&D products’ will be reviewed and
compared to the inputs.

As our survey of international comparisons of R&D performance will
show, most attempts at such measurements applied a broader scope, and
analysed innovation. Conclusions from comparative analyses of innovation
are helpful for our deliberations, but they reflect the use of a different bench-
mark: industrial application and commercial success. In general R&D does
and must serve innovation, but there are also partly different targets in R&D.

These different targets include the advancement of science as a quite
general and perhaps philosophical objective, and also the personal advance-
ment of researchers and research teams. Both these kinds of advancement are
partly independent from the potential success or failure of the innovation
process which R&D may support. This is why R&D performance should be
treated as not completely overlapping with innovative performance in spite of
the strong interdependence between R&D and innovation.15

The problem of R&D competitiveness has three levels of relevance.
Competition in R&D takes place between countries (which is our main focus
of analysis) in a partly abstract sense, because success in this kind of compe-
tition does not promise too much in terms of immediate pay-offs. However the
long-term or strategic pay-offs can be identified in a more accurate way. A
country’s better performance in R&D competition will help its universities to
higher-quality students and more generous financing, its research centres
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(including universities) to more favourable research contracts and, likely but
not necessarily, its manufacturing and services sectors to higher levels of inter-
national competitiveness.

Still remaining on the macro level, a similar kind of competition can be
identified between large fields of science. Namely it makes a great difference
whether for example physics can demonstrate faster progress than biology in
such a way that one part of available research funds will be reorientated from
financing research in biology to financing research in physics. Such major
shifts between major fields of science have been observed several times in
recent decades.

For example the funding of academic R&D in the United States showed
largely diverging trends among major fields of science: the real value of fund-
ing of both medical research and engineering increased almost fourfold
between 1973 and 1999 (with a major acceleration of spending on medical
research from 1984 on), the increase of funding for research in biology
showed a more modest but still 2.5-fold increase during the same time period,
and all the other major fields of sciences such as physics, environmental
sciences, computer sciences, psychology and mathematics had to accept
significantly lower increases of funding (NSB, 2002, 5–15).

Social sciences16 have behaved as a field apart: their funding decreased by
about 20 per cent in real terms between 1973 and 1984, and thereafter they
obtained a 2.5-fold increase in funding until 1999. This decrease might have
been due to the fact that direct welfare implications of research are more diffi-
cult to measure in social sciences than in natural sciences. An interesting
attempt to carry out such measurement is, for Canada, the article by Landry et
al. (2001).

The third level of relevance of competitiveness in R&D is related to the
users of inputs and the producers of output such as firms, universities, research
centres, research teams and individual researchers. Competitiveness can be
measured on this level as well, but only based on questionnaire-based surveys
and in narrower fields of competition (for example regions or fields of
science). This approach is now gaining ground in literature (for example Acs,
Anselin and Varga, 2002), but it is not used in cross-country comparisons.
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2. Indicators for measuring
competitiveness

2.1 SUPPLY OR DEMAND SIDE MEASUREMENT?

Unit Labour Cost: the Main Indicator of Supply-side Competitiveness

Literature frequently uses ULC (unit labour cost) as an indicator of supply-
side competitiveness. Its use is limited however to manufactured goods and
sporadically also to services, for the following reason. Endowments with
natural resources and also weather or climatic conditions are key factors of the
levels of capacity utilization in agricultural and mining production and this is
why the ULC indicator cannot be reliably applied for measuring competitive-
ness in these sectors.

The idea underlying the ULC indicator is the following. If two technically
identical goods are compared, the one which is more competitive is the one
produced with a lower unit labour cost. This assumption is strong in such a
simplified form, and it surely becomes quite contestable if it is brought a bit
closer to business practice. Namely it is rather obvious that competition never
takes place between goods where their distinction or differentiation is possible
uniquely on the basis of labour costs. If this is the case then other differences
between these goods will also have an impact on competitiveness.

The ULC indicator has wage and wage-related costs (for example social
security and unemployment contributions) in its numerator, and value added
created in the given industry or sector in its denominator. The ULC indicator
is rarely used in a strictly product-level approach:

ULCi = (Wi + Ci)/VAi.

This indicator is used for competitiveness measurement in international
comparative analyses between industries, sectors or other statistical aggre-
gates. It can also be applied in time-series analysis in order to show the speed
and the scope of change of unit labour costs in different industries within the
same national economy. This kind of application of the indicator calls however
for some caution. It would be a mistake to use it for competitiveness compar-
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isons in a cross-sectoral approach, owing to sectoral differences in the levels
of labour and capital intensity.

The ULC has been a quite widely used indicator, but its relevance for
competitiveness analysis seems to be decreasing. The reason is the low rela-
tive share of labour costs within the total cost of production of a growing
number of products traded internationally (see the sectoral analyses in Scherer,
1996). To make things worse, the ULC indicator does not show the extent to
which the level of technology, or even the presence of modern technology,
influences competitiveness levels.

We have serious methodological doubts regarding the applicability of ULC
for international comparisons. Namely such application is conditional on the
validity of the assumption formulated in the Heckscher-Ohlin theorem that
each industry has a same level of factor intensity in every country (that is the
ranking list of industries expressing their relative factor intensities is identical
in each national economy). Early critics of the HO theorem – among them also
Leontief (1954 and 1956) – had already pointed out that this assumption is far
from valid since skirts imported to the United States from India are not really
comparable with American-made skirts, and there is only limited substitution
and competition between these products.

This remark has much relevance for the methodology of competitiveness
analysis. Differences in levels of economic development are usually reflected
in different microstructures of exports and imports. This may even involve
identical brand or product names covering different product parameters and
quality.

Global car manufacturers for example produce their mass models in
‘cheap’ versions for some Third World markets or China, ‘favourably priced’
and sometimes underpowered versions for East European countries, and ‘full’
versions for their West European or North American markets. Such differences
in the microstructures of exports imply that comparisons of competitiveness
between countries having strongly different levels of development may be
misleading, because identical names of product groups may include elements
not competing with each other.

The ULC indicator is similar in content to the so-called Lary indicator of
factor intensity (Lary, 1968). This indicator (value added per capita in each
industry) is based on the assumption that sectoral levels of per capita value
added show the degree of labour intensity if they are below the average level
of manufacturing, and the degree of physical capital intensity if they are above
it.

The ULC indicator can be considered as related to the Lary indicator if
costs of labour and capital are complementary to each other within total costs
of production. Once this assumption is correct, it follows that the ULC indi-
cator is an inverse indicator of relative physical capital intensity. In such cases
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low levels of the ULC speak of high levels of relative physical capital inten-
sity, and vice versa.

The Unit Value of Exports

The numerator of the UVI (unit value index) indicator of demand-side
competitiveness contains the change of the average unit value of manufactur-
ing exports of country a. The denominator expresses the changes of the unit
values of exports of the country’s main competitors weighted with their rela-
tive shares in world imports:

UVIa = ∆(Xa/Qa)/Σ∆(Xi/Qi)*siw,

where Xa is the value of exports of country a, Qa is the volume of exports of
country a, and

Xi is the value of exports of competitor country i,
Qi is the volume (for example the weight) of exports of competitor country

i, and
siw is the relative share of country i within world imports.

The UVI indicator shows whether the country in question was able to
increase the unit value of its exports faster than its competitors or not. This
indicates an important aspect of export performance, namely the extent to
which the specific demand facing the exports of the given country was resis-
tant to price increases in those exports as compared to direct competition. The
indicator is often applied with corrective factors filtering out the short-term
impacts of exchange rate fluctuations.

A really serious methodological problem in applying this indicator is
related to export subsidies. Subsidies in the unit value of exports are almost
never visible, and there is a similar problem with any such competitiveness
indicator which is based on price or value data. Practically all demand-side
indicators suffer from the same deficiency.

The UVI expresses just the opposite of price competitiveness, the primor-
dial element of supply-side measurements of competitiveness. A good indica-
tor of competitiveness is not produced here if the export price is lower due to
lower labour costs. The indicator improves if one supposed unit of exports
earns a higher revenue to the exporter. Successful product differentiation or a
better adjustment to demand are rewarded with higher prices without decreas-
ing market shares in this approach. Constant market shares are a key element
in this competitiveness measurement.

This seemingly well-applicable indicator is seriously flawed in a method-
ological sense. The main problem is that the basis of comparison lacks solid-
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ity in its case. The UVI is based upon the idea that product differentiation
within the same statistical product category helps the more competitive
exporter to reach higher unit prices. Thus however products which are not
really identical products are compared and we are back at the fundamental
problem of competition analysis in the model of monopolistic competition.

Calculating unit values makes it necessary to use physical units of products.
International trade statistics use such physical units of measurement as pieces
or tons, all of which are highly unsuitable for an integrated analysis of high
value added and differentiated product groups such as drugs, electronics goods
or complex engineering products.

The methodological pitfall of the application of the UVI can be avoided by
comparing the unit values of exports and imports of the same commodity
groups for each country analysed. This is a practical and in most cases proba-
bly feasible compromise, but some constraints have to be kept in mind:

1. Countries with substantial amounts of transit trade (re-exports) are not
good test cases for this indicator if the relative weight of products strongly
represented in transit trade is high both in exports and in imports. This
problem can become a serious bias in competitiveness analyses for coun-
tries that have export/GDP proportions above 100 per cent due to high
levels of transit trade (like for instance Singapore, or the Netherlands to a
smaller extent). Enterprise- or product-level distortions may be caused
when an export capacity produces only low levels of value added because
it is very much dependent on imports.

2. The problem of transfer prices (see Plasschaert, 1995) can cause substan-
tial distortions in the application of the UVI. This may occur for example
if multinational firms use intra-firm transfer prices for nothing else than
transit trade for the purposes of tax optimalization or the transfer of prof-
its. The use of transfer prices implies that the statistical value of imports
is artificially diminished and the statistical value of exports is inflated in
order to create the illusion of high value added production.

3. The microstructure of exports and imports can differ substantially in spite
of the apparent equality of exports and imports on the level of commod-
ity groups. ‘Intra-industry trade’ was first described by Linder (1961) and
its indicator was constructed by Grubel and Lloyd (1975). One of its
implications on the structure of exports and imports seems to be that a
less-developed country usually imports more expensive products than it
exports of the same kind. Quality differences usually lead to differences
in unit prices or in prices per unit of weight, but it is not necessarily true
that unit values of goods exported by technologically more advanced
countries are below average. The reason is that ‘heavy’ is not the synonym
of low quality any more. In the car industry for example, lighter Korean
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models are proportionally less expensive than some German cars which
carry a wide range of security- and comfort-related equipment.

A similar reason is if statistics are unable to separate exports and imports
consisting of products not substituting each other, but within the same statisti-
cal commodity group. This problem is the most evident if a country has only
regular annual exports or imports from one commodity group and occasional
or fluctuating trade flows in the other direction.

The use of the UVI can lead to substantial distortions, for example in analysing the
international trade of the United States in aeroplanes. More than 95 per cent of this
trade is exports in a quite stable microstructure while US imports are much lower
and fluctuate fast which makes the UVI unstable as well.

The application of the UVI in international trade research has decreased
during recent years (Pitti, 2002), although it still remains an important indica-
tor of trade performance. It has, on the other hand, a major shortcoming with
regard to its application to measuring trade performance and competitiveness.
Namely it may show worsening trade or competitive performance if a product
consists of new, lighter-weight materials – a good example why the applica-
tion of UVI-type indicators based on one-dimensional quantitative approxi-
mations of quality may lead to confusing results. This is the main reason why
UVI-type, quantitative cum qualitative indicators have been discarded from
our further analysis of competitiveness.

Indicators of Trade Structure and Performance

Recent surveys of indicators of trade performance (see Laursen, 2000) have
skipped the simpler indicators of trade structure and performance, perhaps on
the ground that these are not frequently applied in modern quantitative
research. This is probably true, but just Laursen’s analysis shows the extent to
which several modern and more sophisticated indicators are direct descen-
dants of simpler ones.

The starting point at the application of simple structural indicators of trade
performance is that export surplus shows relative specialization and thus
apparent comparative advantage, a likely reason of which is competitiveness
above the national average. The opposite is true for those elements of the trade
structure where import surplus can be observed.17

The main focus of our analysis is not trade statistics, and we pay special
attention only to those indicators which have a special relevance to measuring
R&D performance or competitiveness. This is why most of the structural indi-
cators of trade will be only briefly explained.

The simplest indicator of export (and import) specialization is the propor-
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tion of exports to imports, also known as the indicator of import coverage or
the import coverage ratio:

C = Xi/Mi,

where Xi denotes the exports of commodity i, and Mi the imports of the same
commodity.

The relative size of export surplus is shown by C > 1. This indicator is
sometimes corrected for the bias caused by the trade balance, but this correc-
tion is not too frequent since surpluses of exports or imports on the commod-
ity level might have reasons independent from the sign of the overall trade
balance.

The import coverage ratio can be used for measuring comparative advan-
tage or competitiveness only under serious constraints. When it is applied to a
closed economy it tells much less about its overall level of competitiveness
than when applied to a country with a high level of trade openness. As a conse-
quence, this indicator has different explanatory powers for countries with
different levels of openness, which limits its field of application to a great
extent.

Similarly the import coverage ratio is insensitive to the geographical struc-
ture of foreign trade. The mere fact that a country has an export bias towards
less-developed economies (that is such countries have a quite high relative
share in its exports) while its import structure is in line with the pattern of
world trade might produce such import coverage ratios which would show that
economy’s apparent level of competitiveness to be higher than expected.

The methodological problems surrounding the application of the import
coverage ratio may also appear in the case of similar indicators using simple
export and import data. We shall see later that analogous methods (such as the
TBP – technological balance of payments – indicator) are sometimes used for
assessing technological competitiveness, but their wider application is equally
hampered by the insensitivity of this type of indicators to trade patterns and
structures.

An indicator similar in its logic to the import coverage ratio is the revealed
comparative advantage (RCA) extensively discussed in Laursen (2000). It was
introduced by Bela Balassa (1965), but also applied not much later by Brown
and Kojima (see Bowden, 1983). We here give only a brief discussion of the
traditional version of the RCA with special emphasis on its theoretical back-
ground. Its more recent applications are discussed in Laursen (2000), includ-
ing its extension to international flows of high technology (RTA – revealed
technological advantage).

The RCA is calculated as follows. Exports of commodity j by country a are
denoted as Xaj, and total exports of country a as Xa = ∑j Xaj. The world exports
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of commodity j, that is the sum of its exports by all countries, are denoted as
Xwj, and total world exports (of all commodities) as Xw. RCA for country a and
commodity j equals then:

RCAaj = (Xaj/Xa)/(Xwj/Xw)

The RCA is based on the assumption that the share of product j in the
exports of country a should be equal with the relative share of the world
exports of product j within the total exports of the world. If however RCAaj > 1,
then a revealed comparative advantage, or an indirect proof of above average
competitiveness exists, because country a exports more from product j than
expected on the basis of the structure of world trade.

This one-country situation can be completed to correspond better to the
neoclassical framework. We can imagine a world economy consisting of two
countries, a and b. If RCAaj > 1 as described above, then RCAbj = 1/RCAaj.
This means the RCA of country b in product j is complementary to RCAaj, and
it speaks of relatively poor competitiveness or revealed comparative disad-
vantage.

The RCA is an indicator of export performance which does, if regarded in
a two-country framework, reflect a neoclassical inspiration. The underlying
idea is that revealed comparative advantage or disadvantage is subject to
equalization among countries if more than one product is considered. RCA fits
into the general equilibrium concept of the Heckscher–Ohlin–Samuelson
theory of comparative advantage and international trade specialization. It
seems to offer a simple and effective technique for measuring competitiveness
on the demand side.

Still, a number of reservations can be expressed. We think devoting some
space to them is all the more appropriate in that Laursen’s important book on
the use of specialization indicators for the analysis of technology-related
comparative advantages skipped the problem of potential weak points of the
RCA.

Bowden’s remarks are key to delineating the field of application of the
RCA (Bowden, 1983). In the first place, he argues that this indicator lacks any
sophisticated theoretical background,18 and he points to the RCA’s ‘ad hoc
character’. Another important critical remark of his is that the RCA measures
the way comparative advantages appear in exports, and not the way they
reflect the structure of production.

This problem has an important policy implication: the old dichotomy of
export-oriented versus import-substituting policies seems to have disappeared
from the focus of policy debate. Recent literature concentrates rather on how
export-oriented economic policy can make use of the competitiveness poten-
tial of the economy, and how this potential can serve export success (see
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Bruton, 1998). Bowden’s latter remark touches upon the same problem: theory
has been speaking, ever since Smith and Ricardo, of comparative advantage in
production or exports as exactly the same thing.

We would rather be inclined to think that comparative advantage is, strictly
speaking, an issue related to production, whereas real-life competitiveness
appears when this theoretically competitive production is exported. The same
distinction applies to competitiveness in R&D: there are comparative advan-
tages when products of R&D (publications or patents) or innovations are
generated with a favourable cost structure, and these become competitive
when publications are accepted by journals with high-impact factors or patents
are registered in countries with high-cost and competitive systems of IP
protection.

The third counter-argument vis-à-vis RCA is that it is based only on trade
data without specifications of prices. This is why it cannot be determined from
for example RCAaj > RCAbj, whether country a is apparently more competitive
than country b in the exports of product j for reasons of price competitiveness
or any other reason.

RCA is, in spite of all the counter-arguments, a solid and robust indicator
of competitiveness if it is understood as a level of export performance. It still
has a considerable weakness of a practical character. This is linked to the
availability of appropriate data. Multi-country comparisons of export compet-
itiveness require reliable and homogeneous databases including low levels of
aggregation at the commodity level. Such data are preferred which can be
double-checked for a country from sources of other countries, and these are
exports and imports data.

Their homogeneity can be ensured by international organizations. The
OECD Trade by Commodities, the UN International Trade Statistics, the IMF
Direction of Trade or Eurostat offer either a wide country coverage without
commodity-level data, or commodity-level data for a limited number of coun-
tries. A relatively wide country coverage of international trade data with an
appropriate level of commodity specification is offered by the OECD.

The OECD publishes national trade data for all of its member countries, but
it does not cover the entirety of world trade. This is why really reliable RCA
indicators cannot be computed from the international trade statistics (for
example Trade by Commodities by the OECD). A still simpler indicator would
be needed to ensure a satisfactorily wide coverage of international trade which
is based only on national trade data at both high levels of aggregation and the
commodity level. This simple indicator, also applicable in R&D competitive-
ness analysis, is the indicator of market shares.

All the counter-arguments against RCA are also applicable against the indi-
cator of market shares, but a number of practical considerations speak for
using it. The first of these, namely the availability of data, has been mentioned.
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Another set of arguments for the use of this indicator is that other tools of
measurement generated from it have been widely used in Industrial
Organization (IO) literature (see Tirole, 1988; Shy, 1995) for the analysis of
market power. It seems, by the way, that not much cross-fertilization has taken
place so far between the methodology of market power analysis in IO and
competitiveness analysis in international economics.

It is interesting to note at this point that UNCTAD has taken a tacit stand
for applying market shares in measuring competitiveness in international trade
(UNCTAD, 2002, 143). It mentions relative shares within world exports as a
traditional indicator of competitiveness. The competitiveness development of
countries with fast increasing exports can be really reliably shown only when
their relative shares within world exports are measured in a long-term
approach, for example between 1985 and 2000.

The indicator of market shares is based on an implicit assumption, namely
that the share of imports within domestic demand remains constant during the
period of analysis. This is needed because the homogeneity of data cannot be
assured if national data on domestic supply are used as well. This indicator
therefore gives a reliable picture of the changes in competitive positions
among direct competitors only in imports. It is generally used in such cross-
section analyses where relative positions of countries exporting to a given
market are compared. It shows only a kind of snapshot of the competitiveness
picture, but it is not applicable for explaining the factors of this picture.

Any change in the indicator of market shares shows, in fact, the impact of
two things: one is what we can really call ‘competitiveness’, that is the gain of
market shares due to better performance on the market which can be due to
both price- and quality-related factors. The second element of change is,
strictly speaking, not competitiveness related. This is the microstructural
change in imports, and it means that the exports of the country in question
have been concentrating on those commodities which have shown an above-
average growth of demand (see Oblath and Pénzes, 2003).

The lack of any solid theoretical background of the indicator of market
shares is evident, although Lord Nicholas Kaldor developed an interesting
paradox analysing the possible contradiction between increasing market
shares and increasing export prices (Kaldor, 1978). Still, it is certainly a good
practical tool to identify comparative trends of competitiveness, if they are to
be gauged in a demand-side approach.

Statistical Problems in Linking Supply-side and Demand-side
Competitiveness

Measuring competitiveness in international trade is complicated by a poten-
tially serious statistical problem. Data used for supply-side measurement is
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based on sectoral statistics internationally known as the ISIC (International
Standard of Industrial Classification) system, while demand-side (or market)
measurement uses trade statistics presenting commodity-level data in the
SITC (Standard of International Trade Statistics) nomenclature. The ISIC uses
an industrial classification system of sectors and subsectors such as for exam-
ple footwear manufacturing; the SITC has data on commodities such as
footwear itself.

The two systems do not overlap in a number of cases. For instance if an
engineering firm exports engineering products, there is a high likelihood that
production data from the ISIC source correspond to the trade data from the
SITC dataset. It can however also export metal products or components, which
do not belong to the SITC commodity class comprising engineering products.

A more serious problem arises with respect to imports. The engineering
industry exports engineering products, but its imports come, to an important
extent, from other sectors abroad. Therefore import competition facing the
engineering industry cannot be described with import data of the sector itself.
Productive imports as the inputs of a given sector are only partly sold to firms
belonging to the sector whose output is generated by them.

All these difficulties mean, in practice, that supply-side measurements of
competitiveness cover sectors, whereas demand-side measurements deal with
products. This problem is less dramatic in the R&D sector where it can be
strongly assumed that ‘sectors’ coincide with ‘products’ under the same name.
If our above example from the engineering industry is replaced for instance
with ‘engineering research’, then it is likely that its output will also include
publications and patents in this field. The input problem however remains
basically the same.

The lack of compatibility between supply- and demand-side data makes it
impossible to apply the two approaches simultaneously. Furthermore the indi-
cators can only be used if they are computed exclusively from either the ISIC
or the SITC database. The ULC or the RCA are such indicators.

It is however not advisable to calculate indicators that take data from both
statistical systems. Such a case would be calculating market shares for the entire
domestic market instead of imports, because this would make it necessary to
directly compare ISIC data for domestic production with SITC data for imports.

The General Approach

The methodological problems of the measurement of competitiveness have
given rise to such attempts which get around the dilemma of supply-side
versus demand-side competitiveness. These approaches interpret competitive-
ness as a general condition of the economy.

To use an example from athletics: the supply-side approach measures some
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parameters of the runner’s physical condition and concludes how that runner
would fare in the contest. The demand-side approach measures the runner’s
performance and comes to the conclusion that this performance should reflect
his physical parameters. In turn, the generalized approaches take all measur-
able parameters of the person in question and establish from them a general
pattern of performance. It is then from this pattern that his potential perfor-
mance in the running contest could be approximated, but the key issue is his
general condition.

The generalized approach is mostly used for establishing whether an econ-
omy could be regarded as competitive at all.19 A competitive economy is,
according to such concepts of competitiveness, one which has good indicators
of development and growth, its macroeconomic balances are acceptable, the
economic actors are aware of good condition of the economy, and the degree
of its openness is also high enough to reach a trade performance correspond-
ing to the statement that the economy is competitive.

The interpretation of this concept of competitiveness might have pitfalls.
There are a number of developed economies where there should be a high
degree of competitiveness, but this does not obviously appear in export perfor-
mance. In small and open economies such as Switzerland, the Netherlands,
Luxembourg or Singapore, more than 60 per cent of GDP comes from
services. In their case, export performance is not such a reliable indicator of
macroeconomic success as it used to be.20

The generalized approach looks useful if a comparative analysis of compet-
itiveness in R&D is envisaged. As we shall see, the measurement of input and
output (or the equivalent of trade performance) is not too evident in R&D or
innovation. It is however also an open question whether the condition of an
economy in general, that of its R&D sector or of its innovation system is the
best starting point for assessing R&D competitiveness.

The mainstream theory of NISs (national innovation systems) does not
devote much attention to the problem of economic development measured in
statistical terms as a factor of the condition of the NIS, although evolutionary
economics offers very useful insights into the complexity of relationships
between the innovative and R&D potential of an economy on the one hand and
the condition of its institutions on the other. Theoretical deliberations on NISs
seem to cover, in the first place, the industrial economies in which there is a
quite strong coherence between the level of development of an economy and
the overall condition (and also development) of its NIS.

This coherence seems to be the most evident for the best-performing
economies of the world, such as the United States, Germany, Japan the
Benelux or the Scandinavian countries. A string of other highly developed
economies such as France, the United Kingdom, Italy, Austria or Canada still
belong to the best performers in both respects, but some parameters of their
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NISs are more or less below the top level. Going downwards on the list of the
levels of economic development of the OECD countries, an increasing number
of cases reveal gaps between macroeconomic performance and NIS condition.

Leaving the OECD group in the search for more complex country cases,
there are several national economies with a really wide gap between the level
of development of the economy in general and the condition of the R&D or
innovation system in particular, which is a great challenge to NIS analysis but,
in a broader approach, to evolutionary economics as well. A large number of
such country cases among the transition economies and in the developing
world can be identified. It has to be seen however how these cases outside of
the scope of the traditional NIS-based institutional approach would fit into our
R&D competitiveness analysis. This problem leads again to the question of the
relationship between the overall competitiveness condition of an economy and
the competitive position of any of its sectors, for example the NIS or R&D.

Not all sectors of the economy can be subject to competitiveness analysis with the
commonly accepted methods as we have described them. Several kinds of services
are such cases, and an interesting example is banking. Competitiveness analysis in
the banking sector also uses comparisons of market shares, and the analysis of prod-
uct differentiation plays an important role as well. Still, a number of analyses of
competitiveness in banking focus on client surveys and can be therefore regarded as
exercises in marketing. (see Erdei, 2002)

The two widest known and regularly published analyses of the general
competitiveness level or competitive condition of important countries are the
annual World Competitiveness Yearbook of the IMD business school at
Lausanne, and the also annual Global Competitiveness Report of the World
Economic Forum (WEF).

The IMD competitiveness reports consist of two parts. The first part is in
line with the generalized approaches to competitiveness. It assesses the
economic condition of the countries based on statistical indicators and verbal
policy information. The second part uses information obtained in question-
naires filled by hundreds of experts in each country. These questionnaires ask
for personal assessments of competitiveness in a string of sectors of the econ-
omy with R&D being one of them.

The 2002 survey introduced a slightly new method of competitiveness
assessment (see http://www02.imd.ch/wcy/esummary). Four groups of factors
were established: economic performance, government efficiency, business
efficiency, infrastructure. Each group of factors was used to create a ranking
list of countries, and the synthetic ranking list was produced out of these four
lists. This method is an example of the globalized approach where the macro-
economic and policy conditions of competitiveness are examined rather than
competitiveness itself.
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The 2003 World Competitiveness Yearbook was the first in the series trying
to give definitions of competitiveness. Two different definitions were given,
reflecting the dichotomy between the ways economics and management
science approach competitiveness. The yearbook calls them the scientific and
the business definitions.

The first considers the competitiveness of nations a field of economic
analysis. This analysis is aimed at identifying policies towards an economic
environment enhancing the value generation of the enterprises and the pros-
perity of the population.

The business definition is narrower in scope: it considers country-level
competitiveness as the contribution of national economies to a business envi-
ronment leading to competitiveness improvement on the company level. This
definition regards enterprise-level competitiveness as an exogenous variable,
as well as a concept not needing any further elaboration since it is widely used
in and known from strategic management.

A further methodological innovation was introduced in the IMD competi-
tiveness yearbooks in 2003. It reflects the problem of country size in interna-
tional comparisons of competitiveness.

The solution to this problem chosen by the IMD is different from the one
we propose (as we shall see later, we have opted for using both the absolute
and the per capita versions of the main indicators of R&D competitiveness).
The 2003 World Competitiveness Yearbook (IMD, 2003) introduced the
distinction between small and large countries. Large countries are the ones
with more than 20 million population, and separate lists of competitiveness are
set up for them, as also for the small ones.

Along with this new element, the yearbook also tries to introduce a new
level of competitiveness analysis between the country level and the firm level.
This is the region, represented in the sample by such sizeable administrative
units within large countries as Catalonia in Spain or Lombardy in Italy. Such
regions may even compete with smaller countries, and their own governments
could also come up with their own solutions for competitiveness improvement.

It remains to be clarified how this intermediate level of international
competitiveness analysis could be inserted into the current schemes on either
the country or the firm level. These are based on the assumption that countries
compete with countries and firms with firms. It is an open question whether
regions could be visualized as each other’s competitors. For example direct
competition between Catalonia and Ile-de-France, or Lombardy and Bavaria,
would be very difficult to imagine or measure statistically.

The global competitiveness report by the WEF (WEF, 1999) is available in
three versions. The synthetic list of competitiveness (the ‘scoreboard’) is
published by the press each year. Experts participating in the surveys receive
the summary report. The entire study is available only to subscribers.
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The concept of competitiveness used in this report has become increasingly
sophisticated over the years. It makes a distinction between current and growth
competitiveness since 2000. Current competitiveness is basically what can be
measured on the company level. Its concept has been repeatedly changed since
2000 with a marked shift to the company level. It was renamed ‘micro-
economic competitiveness index’ in 2002, and ‘business competitiveness
index’ in 2003. The main function of this index consists in explaining how per
capita levels of GDP vary across countries as a result of microeconomic differ-
ences between countries. These microeconomic differences reflect how effi-
ciently countries use their resources and how their productivity potential is
translated into effective productivity growth (Czakó, 2004, 124).

Growth competitiveness means a kind of growth potential: an economy
might be capable of better growth performance than is made possible by its
current market performance.

Both aspects of competitiveness analysis in the WEF report are based on
comparisons between potential and performance. The potential for competi-
tiveness improvement is what we call the input-based approach in measuring
R&D competitiveness, and the extent to which this potential is exploited is
reflected by outputs.

A further example of the globalized approach to competitiveness is the
Competitiveness Report of the European Union (European Commission,
2002). This is a policy paper rather than a real competitiveness analysis. It
gives priority to the quality of human capital as a factor of productivity
growth, and economic policy is also presented as a tool of improving produc-
tivity and competitiveness. The report does not really give a picture of EU
competitiveness as such. In fact this report is also a proof that competitiveness
is a somewhat vague ‘buzzword’ in early twenty-first century economics, and
has not yet obtained a meaning generally accepted in the literature.

2.2 TRADE PERFORMANCE AND THE HIGH-TECH
SECTORS

The issue of competitiveness in manufacturing has quite strong linkages to
competitiveness in R&D.21 It seems obvious that the best-performing coun-
tries in international trade are helped by their strong and performing R&D
sectors. Keld Laursen’s book (Laursen, 2000) has produced convincing
evidence on the multifaceted relationship between competitiveness or trade
performance in manufacturing and the presence of high-tech sectors in the
economy or technological specialization.

It is worthwhile to survey his findings even if strong technological special-
ization is not a perfect synonym of competitive and performing R&D. There

Indicators for measuring competitiveness 55



are a number of emerging economies with significant volumes of foreign
direct investment (FDI) where the high-tech oriented specialization of exports
is mainly based on R&D abroad (for example Hungary, Poland, Slovakia,
Estonia, Malaysia, Mexico; see UNCTAD, 2002 and 2003).

Laursen’s calculations have yielded important results for a number of coun-
tries which are also in the focus of our research. He calls them ‘catching-up’
countries, but refers by this to those OECD countries which showed above-
average growth rates in the 1970s and 1980s, for example Japan, Austria,
Finland, Greece, Ireland, Italy, Portugal and Turkey (Laursen, 2000, 144).
Current ‘catching-up’ countries include those members of the OECD which
joined after 1995 (the Czech Republic, Hungary, Poland, Slovakia and Slovenia
from Europe, and Mexico and South Korea from overseas), and the country
cases investigated by Laursen may serve as a good benchmark for our analysis.

It is true for most advanced economies that technological specialization is
mainly based on the high-performance domestic R&D sector which is then the
backbone of the highly competitive export structure in manufacturing.
Laursen compared export specialization measured by RCA and so-called tech-
nological specialization measured by patents registered in the United States.
He found that from 1971 to 1991 trade specialization patterns of most OECD
countries proved more stable over time than patterns of technological special-
ization (Laursen, 2000, 87). This stability of trade structures was quite condi-
tional upon the path of economic and technological development for the
patterns of both export and technological specialization.

The United States and Japan showed the highest degree of stability in both
respects, and some ‘catching-up’ economies within the OECD (for example
Finland, Greece, Italy, Portugal and Spain) proved the most turbulent. The
analysis of the long-term changes of specialization patterns also showed that
there were no significant differences between low-tech and high-tech sectors
with regard to their involvement in outward foreign direct investment
(Laursen, 2000, 88).

This finding helps our analysis to a significant extent, since it confirms for
a number of OECD countries the relative instability of such export structures
which were based on a high percentage share of high-tech products without a
significant domestic R&D background. Generalizing this finding (albeit with-
out any direct proof of it for emerging economies), it can be said that at certain
development levels there seems to be an inverse relationship between the level
of economic development and the strength of the linkage between competi-
tiveness in manufacturing and competitiveness in R&D. We will try to test this
hypothesis from our side of the analysis, that is R&D competitiveness.

The special case of the ‘catching up’ economies demonstrates a parallelism
between their rapid export growth and the fast improvement of their techno-
logical capabilities, measured again by their relative shares in United States
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patents (Laursen, 2000, 144). It is, on the other hand, also telling that their
patterns of export specialization have shifted in the wrong direction (towards
sectors offering low levels of technological opportunity), except for Japan
(Laursen, 2000, 144).

Firstly, this confirms again his previously cited finding that ‘turbulence’ in
both export and technological specialization was characteristic of the majority
of ‘catching up’ economies within the OECD. Secondly, it also demonstrates
that the linkage between their export expansion and technological develop-
ment was far from organic (Japan is an exception in this respect as well): their
increased R&D and innovation activity was not at all reflected in the develop-
ment of their export specialization.

Laursen’s findings show that the linkage between export competitiveness
and some indicators of innovative performance has been quite weak for the
former ‘catching up’ economies of the OECD. This observation means, in
other words, that the export sectors and the R&D sectors of most of these
economies have developed quite separately, and export competitiveness has
probably not been largely supported by the competitiveness of domestic R&D.

Besides this, the separation of the R&D sector from the rest of the economy
has been the case for much longer than just the years of economic transition in
most of the current ‘catching-up’ economies of the OECD, basically the new
member countries of the European Union. Therefore the analysis of R&D
competitiveness of the ‘catching up’ or the emerging economies can likely
help answer only the second question of the two which were asked as the start-
ing points of our research: (1) how does competitiveness in R&D help general
competitiveness improvement in the economy? (2) what is the position of the
country’s R&D sector in international competition in R&D?

Laursen’s results provide important elements for the answer to the first
question. It is also important that he has established a strong relationship, for
the pre-1991 OECD countries in general, between fast-growing sectors and
high-tech sectors (Laursen, 2000, 168–9) finding that most of these coincided.
His important and convincing analysis did not however directly tackle the
problem of competitiveness in exports, nor in R&D.

The two issues could seemingly be linked with each other using a widely
popular indicator, the relative share of high-tech products in manufacturing
exports. Establishing such a linkage, potentially evident at a first glance,
would be misleading, and could be done only on a well established ceteris
paribus basis. Some comparative data should be considered first.

Hungary belongs to the least-developed economies in Table 2.1, but its
high-tech export indicator offers an unexpectedly favourable picture. The
problem is this figure is based mostly on R&D carried out outside the country.
Hungary seems to be a country which benefits from the international diffusion
of technology carried by FDI to a large extent. The theoretical background of

Indicators for measuring competitiveness 57



the role of FDI in technological spillovers has not been fully explored yet and
empirical evidence on this is not completely convincing either (see Keller,
2004, 760–1, 769), although the role of such spillovers seems to be much
stronger in high-tech industries (Keller, 2004, 771) which have been by far the
most important targets of FDI in Hungarian manufacturing.
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Table 2.1 Relative shares of high-tech products in the manufacturing
exports of selected OECD countries (1999)

Rank Country %

1 Rep. of Ireland 49.2
2 United States 38.3
3 Switzerland 34.5
4 Korea 34.2
5 United Kingdom 33.8
6 Japan 31.3
7 Netherlands 30.3
8 Sweden 27.9
9 Mexico 26.9

10 Hungary 26.3
11 Finland 24.1
12 France 23.9
13 Denmark 20.2
14 Germany 18.5
15 Austria 14.4
16 Canada 13.0
17 Belgium-Luxemburg 12.9
18 Australia 12.6
19 Norway 11.3
20 Italy 10.6
21 Spain 10.1
22 Portugal 9.0
23 Czech Republic 8.8
24 Greece 6.9
25 Turkey 6.8
26 Poland 6.4
27 Slovakia 5.9
28 New Zealand 3.1
29 Iceland 2.6

Source: Export shares (OECD, 2001, 207).



UNCTAD sources make it plain that in the year 2000 (and very likely also
in 1999), out of the largest 50 foreign-owned Hungarian firms 12 were car and
components manufacturers, 9 produced electronics goods, and 3 were in the
pharmaceutical industry (UNCTAD, 2002, 171, Table VI.11). All these indus-
tries are considered high-tech by OECD statistics. Also in the year 2000, the
first four manufacturing exporters from Hungary (Audi, Philips, IBM and
General Electric) with more than 20 per cent of the country’s total exports
were in high-tech industries but carrying out a significant part of their R&D
abroad.22

Even the commodity structure of exports is not necessarily a good indica-
tor of the technology level of production in the exporting country itself. IBM
Storage Products Hungary closed its plant in the country in October 2002.
Statistics on redundant labour seeking new employment made it clear only at
that time that most of this seemingly high-tech production was, in fact, noth-
ing else than semi-skilled assembly work made competitive by relatively low
labour costs. The plant was not closed owing to its ‘footloose’ character, and
production was not moved to countries with lower labour cost levels. IBM
decided to give up its own hard-disk product line and sold such capacities to
Hitachi. The Japanese company did not want to maintain this kind of produc-
tion in Europe and this is why the former IBM plant was closed in Hungary.

Other country examples from the table also go against expectations based
on some knowledge of the NISs of the economies listed. Along with Hungary,
Korea and Mexico have also surprisingly high ranking positions. Whereas
Mexico evidently benefits from the presence of American-owned assembly
lines in the country, Korea is not a country with a less-developed R&D sector
any more.23

High-income countries placed surprisingly low in the list include Canada,
Australia, New Zealand and Norway. These four economies have one thing in
common: each of them is an important exporter of manufactured goods having
a high content of domestically produced raw materials (for example paper and
pulp in Canada and Norway). The high value of such exports increases their
data of manufacturing exports and thereby apparently decreases the relative
importance of high-tech goods.

This is just one argument for the very cautious use of the high-tech export
share indicator. Other words of caution are much more related to the problem
of the relationship between competitiveness in exports and in R&D:

1. The relative share of high-tech goods in exports may give a distorted
picture of competitiveness because it does not show the origin of modern
technologies used for export-oriented production.

2. It can also be misleading because it gives no information on why high-
tech production was located in the given country.
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3. It does not indicate the technology intensity of production and exports
either.

In spite of all these counter-arguments, the relative share of high-tech goods
in exports is used in some international comparisons of technological compet-
itiveness, and we shall make some references to it as well. It can be regarded
as an indicator complementary to other measurements of supply-side compet-
itiveness, more or less acceptable between countries of similar levels of devel-
opment and attracting similar volumes and kinds of foreign direct investment.
It is important however that it be used only in combination with other, more
robust competitiveness indicators.

2.3 THE TECHNOLOGY BALANCE OF PAYMENTS
(TBP)

Analogous problems arise with another technology-related indicator of
supply-side competitiveness, namely ‘technology balance’ or ‘technology
balance of payments’ (TBP).24 The TBP indicator was constructed to measure
international transfers of technology. The original idea was to assess how
much ‘technology’ was imported and exported by a country in a given year.
The reliability of this indicator depends largely on what is understood by
‘technology’ during the measurement, and also on whether qualitative differ-
ences between equal nominal amounts of technology trade could be quantified
or not.

The TBP consists of four sub-indicators which helps it give a quite full
quantitative coverage of the international transfers of technology a country
may be involved in. Each of the four sub-indicators expresses payments for the
technology-related items listed in its description:

1. Trade in techniques: this is the core sub-indicator constituting TBP, and
the one most related to R&D generated in the country earning export
income with the sales of technology-related intellectual property. It
includes the sales and purchases of patents, non-patented inventions,
patent-related licence agreements and contracts on know-how transfer. In
sum, these flows of techniques are those which embody international
transfers of knowledge.

2. Transactions involving industrial property: this is much less related 
to R&D. Trademarks, industrial samples and the transfers of industrial
methods belong here.

3. Services with a technical content: engineering studies and technology-
related consulting work such as training of experts, maintenance expertise
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work or quality management services are the items included. Here again,
the R&D or innovation content of the services in question is not too
evident.

4. Industrial R&D: this denomination is a bit misleading, since it means
R&D financing between countries. For example R&D carried out at a
foreign subsidiary of a multinational corporation, but financed from the
headquarters of the company, or R&D in country C financed by two inde-
pendent firms from countries A and B.

It seems quite clear from the list of TBP items that TBP is the sum of flows
of payments very different from each other in character, and being related to
R&D and innovation in distinct ways. Two problems arise regarding the prac-
tical value of TBP as a direct or indirect measure of R&D competitiveness.
First, it should be asked whether a country which is a net exporter of technol-
ogy-related intellectual property and services is really competitive in them.

This is a question analogous to the one asked earlier in this chapter: how
can export–import ratios in commodity trade reflect the comparative advan-
tages or the level of competitiveness of an economy if its degree of openness
and the geographical structure of its trade are not known?

The second problem is related to the directions of international transfers of
technology. If a country has a high TBP indicator this may show that it is a net
exporter in most items constituting the TBP, but not necessarily in those with
a high content of technology or innovations.

For example a country may be strong in exporting engineering consulting
services not based on its own innovations, but weak in sales of patents and
know-how. The total could be positive TBP regardless of the real innovative
potential of the economy. Similarly if a country’s firms order much commis-
sioned R&D work from abroad due to the lower cost levels of the foreign
R&D units, the TBP can decrease also in the case of a really innovative econ-
omy with competitive R&D.

It would be a misunderstanding to think that the TBP is a trade balance-type
indicator describing the trade of high-tech products. The content of the TBP is
a comparison of the amounts of ‘technology’ imported and exported by a
country in a given year, but this indicator leaves open whether products or
services under the same heading in statistics really do have the same techno-
logical value or not. Therefore the TBP as an indicator of R&D or innovation
output is quite unreliable in linking R&D competitiveness to apparent compet-
itiveness in one segment of international trade.

This is why the TBP can reflect real levels of technology development and
technology-based competitiveness only in an approximative way. Reflecting
its controversial character and analytical value, it is treated in different ways
by various international statistics on R&D and innovation.
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The TBP is not included in Science and Technology Indicators (NSB, 2004), one of
the most frequently cited statistical surveys of American and international R&D
development. That statistical analysis uses only its fourth component called ‘indus-
trial R&D’. The Main Science and Technology Indicators (published by the OECD
twice in a year) includes, however, TBP in its totality.

A strong demonstration of the inadequate character of the TBP indicator
can be found in Salvatore (2002). His analysis of the case of the United States
has shown that a deterioration of the technology balance went hand in hand
with a substantial improvement of multi-factor productivity. This latter trend
is an important sign of the expansion of the so-called ‘New Economy’,25 while
the worsening trend of the TBP of the United States is partly explained by
substantial imports of patents used for further innovations based on them.

In any event it is doubtful whether an apparent improvement (increase) of
the TBP is a good sign for a country’s economic and technological perfor-
mance or not. In a short-term approach, it may show some kind of improve-
ment of technological or innovation competitiveness, but a negative value of
TBP can speak of a country’s strong effort to improve its technological poten-
tial and also competitiveness in the long run.

The latest available TBP data are only for OECD countries. The most
important net exporters of technology based on TBP in percentage of the GDP
were, according to Table 2.2: Switzerland, Belgium, Denmark, the United
States, the United Kingdom, Canada and Japan in 1999. Most of these coun-
tries can boast of high levels of R&D competitiveness as we shall see it from
our subsequent analysis.

The Republic of Ireland, Korea, Hungary and Portugal were the most
significant net importers of technology on a TBP basis (OECD, 2001, 114).
Negative TBPs can equally mean a surge in imports of technology or a sudden
decrease in technological exports. Even within the OECD, at least two coun-
tries from the above group of four with low TBP indicators, the Republic of
Ireland and Korea, are quite well placed in our R&D competitiveness
measurement, to be presented later.

The relative unreliability of the TBP as an indirect indicator of R&D
competitiveness is also demonstrated by the low values of Germany and
Norway, both of which have high GERD levels and respectable R&D poten-
tials. The extremely low TBP level of the Irish economy speaks of a special
case, a country massively importing foreign direct investment (FDI) and also
technological services and knowledge as part of it. Ireland is in fact one of the
world’s leading importers of FDI:

The impact of incoming FDI on a country’s economy is measured by the ‘transnation-
ality index’ (TNI), an average of four percentage shares: 1. FDI inflows in gross fixed
capital formation during the last three years of measurement; 2. FDI inward stocks as
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compared to GDP in the last year of measurement; 3. The value added of foreign affil-
iates within GDP in the last year of measurement; and 4. The employment of foreign
affiliates within total employment in the last year of measurement. Ireland’s TNI was
47.4 in 2000, second only to Belgium (75.6) within the OECD. The highest levels in the
Third World belonged to Hong Kong (109.8) and Nigeria (62.8). (UNCTAD, 2003, 6)

A high level of TBP can potentially show a country’s poor absorption
capacity of new technologies. Similarly the TBP may be low because the
country in question tries to export technologies to countries with low levels
of technology absorption. To exaggerate a little bit, a negative TBP can
equally speak of a strong modernization effort in the country itself or, if it is
potentially a significant exporter of technologies, a lack of such effort in the
partner countries.
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Table 2.2 TBP as a percentage of the GDP (OECD countries, 1999)

Rank Country %

1 Switzerland 0.63
2 Belgium-Luxemburg 0.35
3 Denmark 0.35
4 United States 0.25
5 United Kingdom 0.21
6 Canada 0.12
7 Japan 0.11
8 Finland 0.04
9 Czech Republic 0.01

10 New Zealand –0.01
11 Australia –0.03
12 France –0.04
13 Italy –0.07
14 Mexico –0.08
15 Austria –0.10
16 Spain –0.14
17 Germany –0.18
18 Norway –0.21
19 Poland –0.35
20 Portugal –0.44
21 Hungary –0.59
22 Korea –0.71
23 Republic of Ireland –8.87

Source: Technology balance of payments. OECD Science and Technology Indicators
Scoreboard (2001), 197.



There is one aspect from which the TBP can possibly be used as an indirect
indicator of R&D competitiveness, namely if imports of technological knowl-
edge are simple substitutes of domestic R&D and innovation. This can be the
case in developing or transition countries whose firms might be biased against
domestic R&D and do not want to rely upon it at all. Such country cases may
be identified if data on GERD and the expenditure side of TBP are compared.

This comparison is done in Table 2.3 with the ratio of the foreign expendi-
ture (technology imports) element of TBP and GERD. A higher value of this
ratio shows that the country in question replaces domestic R&D with imports
of technology to a great extent. The degree of substitution decreases if this
ratio gets lower.
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Table 2.3 The cost of technology imports from the TBP (A), GERD (B),
both as a percentage of GDP in 1999 and their ratio (A/B = TBP
expenditure per GERD)

Ranking A B A/B
(by A) Country TBP expenditure GERD per GDP

per GDP

1 Ireland 9.44 1.21 7.813
2 Belgium-Luxemburg 1.71 1.96 0.873
3 Austria 1.23 1.80 0.684
4 Hungary 1.04 0.80 1.300
5 Norway 0.81 1.70 0.477
6 Germany 0.77 2.53 (2001) 0.305
7 Korea 0.75 2.65 (2000) 0.283
8 Portugal 0.72 0.76 0.948
9 Denmark 0.61 2.00 0.305

10 Czech Republic 0.52 1.31 (2001) 0.397
11 Switzerland 0.51 2.64 (2000) 0.193
12 Poland 0.43 0.67 (2001) 0.645
13 Italy 0.36 1.04 0.346
14 France 0.22 2.17 0.101
15 United Kingdom 0.22 1.87 0.112
16 Canada 0.19 1.66 0.114
17 Spain 0.18 0.89 0.202
18 United States 0.14 2.64 0.053
19 Mexico 0.09 0.43 0.209
20 Japan 0.08 3.04 0.026
21 Australia 0.06 1.53 (2000) 0.039
22 Finland 0.05 3.19 0.016
23 New Zealand 0.01 1.03 0.001

Source: (for TBP) Technology balance of payments, payments as percentage of GDP, OECD
(2001b, 197); (for GERD) OECD (2001) and NSB (2004, 4–51) and own calculations.



The picture seems surprisingly clear from the table. It demonstrates that a
quite important number of countries import technologies and technological
knowledge instead of using their own R&D and technology base. Countries
importing FDI to a relatively great extent, such as Ireland, Belgium or
Hungary, seem to have followed this strategy (Portugal may also be consid-
ered a similar case).

The consequence of this behaviour on competitiveness seems to be contra-
dictory: on the one hand, these countries can largely benefit from the most
advanced technologies if and when they import them and use them for
constructing highly competitive capacities for export. On the other hand, this
behaviour of R&D-oriented firms of these countries may negatively affect
domestic R&D competitiveness since domestic R&D is partly deprived from
its most important potential clients in domestic business.

The most advanced economies with the highest GERD/GDP levels are also
those which have relatively low FDI imports and expenditures on technology
of foreign origin. Such cases include the United States, Japan, Finland and
Denmark (Korea and Germany were not included in the figure in order to
ensure consistency of the data).

The trend line in Figure 2.1 shows only a few outliers such as Belgium
where the TNI is extremely high. The figure, in addition to Table 2.3, seems
to confirm our hypothesis of a certain complementarity between GERD and
the imports of technology which are not necessarily accounted for in the
GERD but significantly contribute to strengthening the R&D base. Imports of
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technology can also improve the R&D competitiveness of an economy which
is seemingly (judged only from the GERD) not strongly R&D oriented.

2.4 CONSIDERATIONS FOR MEASURING R&D
COMPETITIVENESS

International Comparisons of R&D and Innovation – what Indicators to
be Used?

Measuring performance in R&D has a history of no more than 50 years.
Godin’s seminal article (2003) describes the process of development of not
only the tools of measurement of R&D efforts, but also how this development
was accompanied by various attempts to measure national R&D performance.

There were two initial directions of such attempts: the first one was under-
taken by the American government in order to evaluate strengths and weak-
nesses of R&D in the country. The first publication by the National Science
Foundation, presenting a large number of R&D indicators produced for prac-
tical use, appeared in 1973 and was followed by a regular series of statistical
publications and analyses called Science and Engineering Indicators. This
currently bi-annual volume contains international data to an increasing extent,
but it still has a main focus on the R&D sector of the United States.

The other direction of work was undertaken primarily by the OECD. The
OECD laid a much greater emphasis on assessing indicators potentially
useable for international comparisons. Its 1978 report made a distinction
between short-term, medium-term and long-term indicators of R&D (OECD,
1978, quoted by Godin, 2003, 684).

The distinction is based upon the degree of stability of the indicators. Short-
term indicators are input indicators of R&D – in the first place R&D spending
by firms. Medium-term indicators are those showing the use of manpower by
R&D institutions. Long-term indicators are for example output indicators of
R&D including refereed publications and patent counts, innovation indicators
and also indicators of R&D support by governments.

We can add to this approach that one macro-level indicator, GERD, also
shows a quite high degree of stability over time, and it is usually strongly
linked to R&D financing by governments through the indicator of BERD
(business expenditure on research and development). BERD usually changes
quite slowly over time.

An interesting rule of thumb can be observed on wide international samples
of BERD data. It seems to be true, in general, that the proportion of BERD
within GERD (GERD expressing the entire expenditure on R&D within
GDP), increases with the level of development of the economy, and also with
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the strength of linkage between national R&D and export performance. The
role of government in financing R&D also counts in the cases of those coun-
tries, especially the transition economies, where public financing of R&D has
not yet been fully complemented by business spending on R&D. The systemic
reasons of the slow changes in BERD might also explain the relative stability
of this indicator on the country level over time.

To give some examples: the ratio BERD/GERD was 72 per cent in Japan
and 67 per cent in the United States in 1999, whilst only 55 per cent in the
European Union (OECD 2001, A.3, and Table A.3.1.). It was the highest in the
most developed countries (besides the above, 66.9 per cent in Finland, 64.3
per cent in Germany, 67.8 per cent in Sweden and, in 1995, 67.5 per cent in
Switzerland), and the lowest in the least developed countries of the OECD
(Czech Republic 52.6 per cent, Hungary 38.5 per cent, Poland 38.1 per cent,
Slovakia 49.9 per cent, Mexico 23.6 per cent, Portugal 21.3 per cent). The
indicator changed by less than 5 percentage points between 1989 and 1999 in
the following OECD countries: Japan, Finland, Germany, Italy, the
Netherlands, Spain and the United Kingdom, and less than 5 percentage points
between 1989 and 1997 in the following countries from where more recent
data were not available: Australia, New Zealand, Greece, and the European
Union on the average. Fast changes (over 10 percentage points through 1989
and 1999) occurred in the United States, Austria and Iceland.

The idea of making in-depth international comparisons of R&D emerged in
the early 1970s when some European strategists, most of them French, seemed
to be obsessed with the idea that Europe was going to lose ground in high-
technology industries vis-à-vis the United States.

The American Challenge (Le défi américain), a best-selling, manifesto-type
book by Jean-Jacques Servan-Schreiber published in 1967, warned that
Europe was threatened by the emergence of a technology gap owing to the
concentrated effort of the United States towards increasing its technological
dominance over the world, and mainly based on its strategic industries.
Servan-Schreiber also attributed the threat to a certain inflexibility of
European governments and business, and to the relatively low prestige of
innovation in European societies.

Another influential book, The French Disease (Le mal français) by Alain
Peyrefitte was published a couple of years later (Peyrefitte, 1976). That book
focused on the potential development gap threatening France, but the argu-
ments were similar with a more historical flavour and in a long-term
approach.

Besides these often cited essays, the problem of Europe’s relative techno-
logical backwardness was assessed in a number of multi-country analyses by
the OECD (for a survey of these see Godin, 2003). The first report (OECD,
1968) used the concept of technology gaps to explore the factors of Europe’s
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lag in development as compared to the United States. This report pioneered the
application of some currently used indicators for international comparisons of
technological development: R&D spending, innovation, trade performance,
production, foreign direct investment and the ‘technology balance of
payments’ were compared for the United States and the member countries of
the European integration. The message of the report was clear: the difference
in R&D efforts between the United States and the European Community was
to be blamed for the widening of the technology gap.

The first in-depth multidimensional analysis of technological and R&D
development was prepared by Pavitt and Wald (OECD, 1971, quoted by
Godin, 2003). This study was titled Conditions for Success, and it used six
indicators to measure technological innovation and compare innovative cap-
acity and performance across countries. These six indicators included the
number of significant innovations, the country’s receipts for patents, licences
and know-how, the pricing of technology, the number of patents granted, and
the imports and exports of R&D-intensive industries. This was probably the
first comprehensive effort to link innovation to some understanding of
competitiveness, even if this latter term was not explicitly named.

The question underlying Pavitt and Wald’s approach was not so much how
countries compete in terms of innovation and R&D, but rather how a country’s
economy can benefit from innovation and R&D. Ranking countries on the
basis of the impact of their domestic R&D on their national economy is
however not the same thing as ranking them on the basis of R&D performance
as compared to their competitors. A country can have a good R&D perfor-
mance (for example relatively many publications and patents) in international
comparison even if its high-level R&D plays a relatively modest role in its
economic development.26

Pavitt and Wald identified a number of important R&D indicators for inter-
national comparisons, but some of these indicators have been of quite limited
use since their analysis was published. The first international comparisons of
R&D introduced a number of indicators not widely used before, and only 
a limited number of them was able to survive.

The reasons include important statistical distortions such as for example in
the case of receipts for IP (intellectual property) where transfer pricing might
be a factor of distortion. The pricing of technology variable was meant to show
how prices of technology-intensive goods are influenced by explicit or
implicit trade barriers, but the thorough liberalization of world trade with
substantial tariff cuts and the elimination of a number of red tape barriers made
these price distortions relatively unimportant in the industrial countries. The
exports and imports of R&D-intensive industries have become increasingly
independent of domestic R&D, but this was not foreseen by analysts in the
early 1970s. They did not expect the globalization process to take place at such
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a speed, and the multinationalization of R&D within transnational corpora-
tions was not yet on the agenda for research.

Godin also surveyed those efforts in the literature which were aimed at
compiling lists of indicators to be used in international comparisons of R&D
performance, not speaking at all about competitiveness yet. The first such
efforts were made in the 1960s by Freeman and Young, and they were ‘in fact,
far in advance of everybody’ (Godin, 2003, 687). Still, the first comprehensive
list of R&D indicators was published in the 1970s by the National Science
Foundation of the United States. Even the first version of that list contained
more than 100 indicators which were classified based on their useability in
statistical analysis.

Godin’s critique of generally used science and technology indicators
emphasizes that most of these indicators are input rather than output oriented
(Godin, 2003, 679). We agree with this statement, and the measurement of
competitiveness in R&D (in the subsequent chapter) has, as one of its key
objectives, the purpose of finding a balance between the input- and the output-
oriented approach.

The other element of Godin’s critique is that S&T indicators are ‘mainly
preoccupied with the economic dimension of science and technology’ (Godin,
2003, 679). No doubt, but competitiveness is really an economic concept, and
this economic orientation of S&T indicators is precisely the main reason why
we think that their well-mixed cocktail can serve as a good measurement tech-
nique of competitiveness in R&D.

Godin’s study is important as a survey of former efforts to assess cross-
country differences of R&D capacity and performance, and also to clarify the
problem of technology gap. Measuring competitiveness in R&D is however a
different issue. It is not about how a country is performing in R&D, but about
how some of its inputs into the sector and some of its outputs from the sector,
both understood as measures of R&D competitiveness, compare with those of
its competitors in R&D and in trade in general.

Godin concludes his study by reproducing the National Science
Foundation’s list of indicators of science, out of which only a selection are
recommended for analysis, and even less for international comparisons
(Godin, 2003, 688–90). This list was certainly prepared to be used as a bench-
mark, and its exhaustive character makes this use possible. It seems useful to
comment on this list with a special emphasis on the indicators considered
applicable in international comparisons.

The NSF list consists of seven groups of R&D indicators: scientific output
measures, scientific activity measures, scientific education measures, attitudes
towards and interest in science, manpower measures, extent of new thrusts and
international indicators. Some of these groups include indicators that are appro-
priate for measuring the input or the output side of R&D competitiveness, as
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for example output and activity measures or international measures. The
content of the other groups makes necessary some more detailed clarifications.
Only the more important indicators in each group are discussed below as a
starting point for our detailed assessment of R&D indicators.

Scientific output measures
Two out of the five indicators listed here are related to scientometrics (number
of papers in top-quality, refereed journals and number of referenced articles
and citations), and can well be used for measuring not only scientific output,
but also one aspect of competitiveness. A third, apparently similar indicator is
the number of refereed publications originating from a specific project and the
estimated cost per paper. This is however not a good indicator of output or
competitiveness, because it tries to express the cost of R&D only as compared
to one kind of return, namely the results appearing in publications.

A further output indicator listed here is the longitudinal number of patents
per the size of population in the age group 22 to 64 years, that is (supposedly)
active population. It remains an open question why exactly the number of
patents has to be linked to the size of active age groups, because this could
equally be done for other indicators of output.

Still, it is beyond doubt that at least one measure of publications and at least
one measure of patents has to be used for assessing the output side of R&D
competitiveness. These are however indicators that are able to measure direct
output only. Indirect output includes a number of different spillovers such as
the impact of R&D on the competitiveness of manufacturing, but indirect indi-
cators of this kind are only sporadically included in the list.

Activity measures: 16 indicators are listed here. Most of them have a struc-
tural character. These are related to the academic or industrial background of
research, and show the age structure of researchers or the distribution of R&D
funding between different sources of support. Some reflect the linear model of
R&D and innovation.

These indicators (such as for example the ratio of basic research funds to
total investment in R&D) might be of interest rather to national R&D policy-
makers. The vast majority of these indicators are input related, and show the
distribution of financial resources for R&D among groups of recipients. Only
one indicator out of 16, the geographic distribution of R&D, is not an input-
related one (albeit it also shows the direct impact of the regional structure of
R&D financing).

Science education measures
These nine indicators are, for their major part, input related, but they influence
the input side of R&D competitiveness only with a considerable time lag. The
number of science and engineering degrees per total degrees in a given year
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could be a good indicator of the human resources of R&D within a time span
when the fresh degree-holders become really productive in R&D – supposedly
a foreseeable proportion of these ‘outputs’ of science education choose career
paths in research. In addition to that, differences between national education
systems also make education-based international comparisons a quite daunt-
ing task.

The reliability of education-related indicators for competitiveness measure-
ment is largely distorted by the uneven increase of international mobility in
higher education. For example the recipients of American doctoral degrees in
1999 returned to their home countries in percentages varying greatly accord-
ing to their country of origin: China 10, India 10, South Korea 37, Taiwan 38,
Canada 28, Turkey 41, Germany 35, Mexico 69, Brazil 69, United Kingdom
21 (NSB, 2002, 2–36). For example, only 10 per cent of Chinese recipients of
American doctoral degrees in 1999 returned to work in their home country in
that year, and presumably many of them took jobs in the United States.

This means PhD programmes in the United States turned out highly skilled
R&D manpower first of all for the American economy as far as their students
from the Far East were concerned, whilst most of their Latin American
students returned home after earning their PhD degrees. In other words,
American PhD programmes improved the human resources side of future
R&D competitiveness of the US economy much more with their degrees
awarded to Chinese students than with the ones taken by Latin Americans or
Europeans.

Attitudes towards and interest in science
The three indicators listed here express the level of prestige enjoyed by
science in society at large and among students. Such indicators are indirectly
related to competitiveness in R&D, because political support (and therefore
one component of possible financial support of R&D from the government)
for R&D probably depends on public attitudes towards science as well. Such
data are not available for most countries of the world.

The relationship between public opinion about science and the government
financing of R&D seems however to be far from direct. The main reason is
that university-based and other scientific lobbies may be able to exert consid-
erable political pressure on governments in order to increase the public financ-
ing of R&D, irrespective of their relative weight in society in general. In any
event, the impact of public attitudes towards science on the development of
R&D competitiveness needs to be further explored.

Manpower measures
These indicators are used to assess the sectoral structures of manpower
employed in different fields of R&D. The overall labour intensity (or labour
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input) of R&D is not listed here, because it is one of the major indicators of
factor endowment of R&D used in international comparisons. The measures
of manpower listed here include two indicators, both of a sectoral character.
One of them describes the employment of scientists and engineers by sector,
scientific degree and field of science, while the other looks into unemployment
in science as compared with other areas of professional employment.

Extent of new thrusts
This seemingly cryptic denomination stands for two indicators which might be
used for grasping the movement of the frontiers of science and the role of
national innovation systems in such movements. This is in general a very
important field of analysis for long-term national R&D strategies, but mainly
in countries with really ample resources for R&D. These are in fact also the
countries which could afford spending on the elaboration of comprehensive
long-term R&D strategies.

These could be, in all probability, only the countries on the top of interna-
tional ranking lists of competitiveness in R&D, and primarily the United
States. One of these indicators is called ‘major new frontiers of science opened
up during a specific year’ (Godin, 2003, 689). If however a frontier of science
was really opened up in a given year and this can be proven, it is very likely
that only a limited number of such really important explorations can be regis-
tered for the totality of world science each year.

The other indicator belonging to the measurement of the ‘extent of new
thrusts’ has an infrastructural character. It is about the number of potential
major frontier research facilities which are feasible but not under construction
yet. The understanding of frontier facilities in this respect is related to the tech-
nological frontiers of their construction, and not to the financial ones.
Similarly to the ‘frontier’ indicator referred to above, this one also is applica-
ble only for the countries performing best in R&D. For most if not all of the
other countries, the financial frontiers of constructing new research facilities
certainly take precedence over the technological ones. The example of CERN
can be called in this respect. In that case not only the construction, but also the
running and maintenance of such a frontier research facility has been depen-
dent on wide international R&D cooperation.

In any event, the measurement of R&D competitiveness cannot draw much
upon the ‘extent of new thrust’-type indicators.

International indicators
Most of these are national indicators of input and output placed in an interna-
tional context. These are in fact the most useful indicators for measuring both
the input and the output side of competitiveness in R&D.

The NSF list of these indicators has six elements. It is not entirely clear why
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these are more international than others which could be used equally well for
international comparisons, but a strong statistical reason seems to have
prevailed: data on these indicators can be collected on wide international
samples with relative ease. This list of six contains output-type indicators
along with manpower (input)-related ones, and it is also here that financial
inputs to R&D are taken into account.

With regard to this fact, the international indicators could be also called
‘indicators applicable in wide international comparisons’. These indicators are
as follows (Godin, 2003, 689):27

1. Ratio of (US) scientific publications to world total. This indicator is one
of the key measures of R&D performance and, in our understanding,
competitiveness. It opens up a window towards a whole field of method-
ology of measuring R&D performance, namely scientometrics.28

2. Relationship of R&D per capita to per capita GNP in various countries.
This indicator is a derivate of GERD which comes later in the list. In addi-
tion to that, it is also important for indicating the equal importance of
absolute and per capita approaches in measuring R&D on an international
level.

3. Scientists and engineers employed in R&D, across countries. This is an
important indicator of the relative endowment of a country’s R&D sector
with one key factor of ‘production’ (using classical economics parlance),
labour or, more precisely, human capital. It shows, on the one hand, the
relative share of skilled human resources of a country employed in R&D,
that is the ‘employment bias’ towards (or against) research. On the other
hand, it also indicates how strong the human capital background of one
country’s R&D sector (or innovation system) is as compared to others. It
is not the same indicator as the relative share of R&D personnel in total
employment which also includes auxiliary research staff.

4. R&D/GNP in various countries. The currently used version of this indica-
tor is GERD (gross expenditure on research and development) expressed
in percentage of the GDP. The difference between the GDP- and GNP-
based indicators is linked to the difference between GDP and GNP: GDP
summarizes value added in the country’s territory (regardless of the
nationality of the owners of the factors of production), while GNP is the
sum of the services of factors of production owned by that country’s firms
or individuals (regardless whether these factors of production are located
in or outside the country). We believe GDP is more appropriate for eval-
uating domestic spending on R&D, because that spending goes to domes-
tic research facilities irrespective of their ownership or national
background. Furthermore there is a practical and strong argument:
modern international comparisons of R&D use GERD exclusively and not
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at all its GNP-based counterpart. GERD is also applied as a frame of refer-
ence for R&D strategies: the Lisbon Strategy of the European Union has
set the target of reaching the 3 per cent level of GERD by the year 2010
(see Rodrigues, 2003).

5. Scientific and engineering personnel per 10 000 population in different
countries. This is a less specific indicator than the one showing the
number of scientists and engineers employed in R&D. It describes rather
the human capital background of science and technology (S&T) in its
widest sense, rather than that of R&D. It is however not at all a useless
indicator for R&D analysis: it shows whether domestic R&D has an
appropriate human capital environment outside the R&D sector itself. If
for example human capital is much more available within R&D than
outside it, then the domestic R&D sector can suffer from intellectual isola-
tion, would only be able to produce mainly for exports of R&D products
and services, and manufacturing would probably have a low R&D inten-
sity.

6. Nobel (and other) prizes per capita won (by US) each year compared with
other countries. The fact that this measure has been included in the NSF’s
list of important international indicators of R&D is quite surprising. The
core element of this measure is the Nobel Prize. Others such as the Wolf
prize in mathematics and other sciences can be used or rejected by statis-
ticians for similar reasons (see Braun et al., 2003).

Nobel Prize-related data show, of course, the huge superiority of the United
States in international R&D, especially if they are expressed in absolute terms.
In a per capita approach of the distribution of Nobel Prizes among countries,
the US would rank only in the first ten countries of the world, although most
Nobel Prizes in science went to US citizens after the early 1990s. The absolute
or per capita number of Nobel Prizes is however a very unreliable indicator for
several reasons.

• First, an increasing number of Nobel Prizes have gone to scientists who
had moved from one country to the United States, and their research
awarded with the prize did not necessarily take place on US soil or
financed from American resources. Up to 2001, the number of so-called
‘imported Nobel Prize winners’ (who were born as citizens of a country
other than the one they represented when awarded the Nobel Prize)
totalled 103, out of which 61 persons were US citizens as winners of the
prize. Out of the total 515 winners of the Nobel Prize, 226 were US citi-
zens but only 168 were American-born (Palló, 2001).

• Second, the nomination and the selection for a Nobel Prize takes place
partly on the basis of individual merit, but also related to the field of
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science where progress has been (or had been) remarkable. This may
pose problems in the case of larger teams which cannot be awarded as
such, and only a limited number of their participants may obtain the
distinction.

• Third, the judgement on the validity of a research result can vary with the
passing of time. For example a Portuguese winner of the Nobel Prize for
medicine of the 1940s (Egas Moniz) turned out later to have reached a
discovery in medicine which proved much less important than originally
believed.29 In any event, the Nobel Prize values individual or perhaps
team effort, but not the achievements of a country’s R&D sector as such.

Except for the number of Nobel Prizes, most of the international indicators
listed by the NSF seem to be useful for international comparisons of R&D
performance and hence competitiveness, if its measurement is based on an
input–output-related approach. Our first approximative analysis of interna-
tional competitiveness of R&D30 used two input-side and two output-side
indicators. These included GERD and R&D employment for inputs, and
patent counts in the United States and the number of refereed publications
regarding outputs. Three of these four indicators also figure among the inter-
national indicators on the NSF list.

Indicators not recommended by the NSF
To conclude our survey of the NSF list, it is interesting to have a look at the
indicators considered but not recommended by the NSF (Godin, 2003). The
reasons for including any indicator in this ‘negative list’ are not given by
Godin, but the explanations seem to be quite evident in most cases.

The ‘negative list’ is surprisingly long, and contains 28 indicators or, to be
more accurate, ideas of indicators. Most of them are just vague attempts at
measuring something related to science or R&D, but without any clear mean-
ing. For example the ‘Nationality of invited speakers at international meet-
ings’ is evidently insufficient for describing the international openness of any
scientific event or community, or even for showing the real professional value
of the R&D sector of any country sending many speakers to international
conferences.

The ‘Annual average percentage of front-page stories in the New York
Times that deal with scientific subjects’ could reflect nothing else than the taste
of the newspaper’s editors and perhaps the persuasive power of some PR
managers at certain R&D organizations. The ‘Subscriptions (per capita) to
science magazines and science book purchases’ would show, in many coun-
tries, not the willingness to and the scientific interest in getting access to up-
to-date professional information, but much more the level of R&D financing
which is obviously inadequate in many countries of the world.
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There are other indicators considered but not recommended which have a
higher, albeit still inadequate explanatory power for comparative R&D analysis.
The ‘Relationship of US scientific papers to world papers as compared with US
GNP against world’s GNP’ might seem to show a certain kind of scientific
productivity in an international comparison, but this indicator lacks at least one
important element for being considered seriously: the relationship of the cost of
producing one scientific paper in the US as compared to the rest of the world.

In a similar manner, ‘R&D expenditures per capita for different countries’
could potentially show some kind of relative inputs in a comparative approach,
but the amount and quality of R&D capacities obtained or obtainable with this
spending remains unknown. The differences between the age structures of the
populations of diverse countries may cause a considerable distortion in the
interpretation of this indicator, since per capita spending (not only on R&D,
but on anything) may be higher in countries with higher percentages of active
population.31

Our survey of former attempts at finding tools for international compar-
isons of R&D resources or performance has shown that most such compar-
isons had no more than a partial character. The choice of indicators was in the
forefront, and really complex approaches were quite rare on the country level.
Perhaps the main challenge for such comparisons is that they should integrate
the input and the output side of R&D, and try to establish a relationship
between resources dedicated to R&D and the outcomes of the R&D effort.
This challenge was not met by any comprehensive analysis before the end of
the 1990s, and no complete cross-country assessment of S&T performances
was known from the literature either.

Recent years however have brought kind of a breakthrough in this field, at
least as far as international comparisons of innovations are concerned.
Innovation is a concept broader than R&D, and it is more closely linked to
entrepreneurship. This seems to be one of the reasons why it has been more in
the focus of policy interest than R&D in a number of countries. Besides this,
assessments of innovation systems could hardly ignore the respective R&D
sectors as their key elements.

Absolute and Per Capita Approaches

R&D potentials differ across countries more strongly than levels of economic
development, and the patterns of both absolute and per capita performance.
Trade performance is usually not calculated on a per capita basis (although it
could be), neither are market shares as indicators of export competitiveness
taken into account with respect to country size. R&D has however a strong
qualitative aspect as well, and this is why per capita performance is also an
important feature of international competition. Furthermore substitution is
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often quite weak or inexistent between the fields of R&D, and even small
countries can prove very effective and competitive in narrower fields.

We shall also observe that smaller countries have better chances to become
key players in world R&D than in world trade, and efficiency has more mean-
ing in measuring competitiveness in R&D than in world trade in general. The
linkage between R&D inputs and outputs is quite strong in the best-perform-
ing countries, where there is a statistical relationship between national GERD
or employment data and scientometric and IP indicators.

The reason seems evident: for example Dutch counts of refereed interna-
tional publications or the number of Dutch patents registered in the United
States are likely to reflect Dutch GERD or R&D employment, because all
these measures show inputs and outputs that can be directly linked to the econ-
omy of the Netherlands. On the other hand, the market shares of Dutch goods
exports might show the impact of Dutch inputs to no more than a limited
extent if these exports have only a limited share of value added in the
Netherlands.

Our unit of analysis is the nation state which, we believe, is justified for an
international comparison of competitiveness in R&D even though this
approach would be probably more open for criticism in an analysis of trade
performance. We completely accept Laursen’s argument (Laursen, 2000, 6),
partly borrowed from Nelson (1993): ‘institutions such as firm organisation;
technological support systems; education systems; financial systems; and
university systems are still national, and affect countries’ technological and
economic performance’.

Laursen’s text supports this argument with several references to empirical
evidence from the field of the economics of innovation. Out of such empirical
analyses, Patel and Pavitt’s international analysis of United States patents
seems to be the most convincing (Pavitt and Patel, 1991).

International statistics of R&D and innovation also use national frame-
works, and migrations of scientists from R&D to industry also mainly take
place within the framework of the same NIS (see Zellner, 2003). As has been
mentioned before, international competition in R&D can be considered to take
place mainly among countries, even if participants of this competition include
universities, industrial firms and individual researchers.

Furthermore a number of countries still have NISs with relatively low
levels of international openness. As a number of pieces of evidence show from
the international literature, there are not only striking similarities between the
NISs of European transition economies, but these innovation systems have
been very much confined to their respective countries although this seems to
be changing (see our subsequent analysis of the roles of National Academies
of Science in the transition economies; Biegelbauer, 2000; Aide à la Décision
Économique, 2001).
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Absolute measures of R&D performance and competitiveness are based on
one of the key assumptions of theory of international economics, namely the
disregarding of country size.

This principle of international comparisons is used in a number of fields
outside of economics. For instance in team sports, where countries are ranked
on the basis of the performances of their representatives regardless of any kind
of country parameter (size, level of economic development, investment in
sports, professional status of the sportsmen and so on). To put it simply,
absolute comparisons between countries are the cases where nothing counts
but performance, such comparisons however are insensitive to the conditions
and the quality of individual country effort.

As opposed to this, relative or per capita comparisons represent such cases
where differences in performance are, to be somewhat sceptical, explained
with various background parameters of the countries compared. The most
important of these explanatory parameters is usually country size. Indeed the
relative strength of the R&D capacities of countries competing and cooperat-
ing with each other can be quite well demonstrated with per capita indicators
of R&D input and performance.

Such kinds of per capita comparisons also raise the question of the interna-
tional mobility of factors of R&D (the counterpart of the ‘factors of production’
in conventional international economics parlance). A post hoc ergo propter
hoc-type false conjecture would be in this respect that factors of R&D are able
to perform at the same level in most parts of the world. That is if research team
A is able to produce an X number of refereed publications in referenced jour-
nals per year in country N, then this performance could be repeated if team A
moves to country M. This is however not at all so, since efficiency in R&D is
very much conditional upon country- (or NIS-) dependent factors such as
national R&D infrastructures, governmental funding schemes or the intellec-
tual potential of universities or scientific communities in a given country.

In line with the methodology of international comparisons in most fields,
absolute cross-country comparisons of R&D have to be the first step to assess
international competitiveness in R&D. This picture will then have to be
completed with per capita comparisons in order to be able to see qualitative
differences between countries as well.

2.5 RANKING COUNTRIES

The European Innovation Scoreboard

A comprehensive effort of international comparison of innovation capacities
primarily within Europe is the European Innovation Scoreboard (EC, 2003),

78 Competitiveness in research and development



which has been repeatedly published by the European Commission each year
since 2001. This scoreboard uses 28 indicators altogether. We shall review
them only briefly and with a methodological focus at this time, because the
Trendchart derived from this scoreboard is examined in Chapter 4, and many
of the indicators will appear in our subsequent analysis. This in-depth compar-
ison is again about innovation and not R&D. More precisely, it gives infor-
mation on R&D only to the extent that R&D indicators are a subset of
innovation related ones.

The boundaries of this subset are not defined by the authors of the
Scoreboard. This means the overall comparison offered by the Scoreboard is
only partly overlapping with the international R&D comparison envisaged in
the subsequent chapter. A further difference between international compar-
isons of innovation capabilities or potentials and our comparisons of compet-
itiveness in R&D is that the concept of competitiveness is apparently not
present in the Scoreboard and the other innovation-oriented analyses.

The reason seems to be that products or outputs of R&D have a certain kind
of international market where they compete (there is competition for the possi-
bilities of publication and, on the basis of this competition, for university
tenures, membership rights of national Academies of Science or, in an extreme
case, for international scentific awards). It seems to be much more difficult to
delineate an international market for innovations since the concept itself is
vague for being used in competition analysis. As we shall discuss later, patents
express inventions but not innovations, and it is sometimes difficult to identify
an innovation competing for being chosen by a potential buyer. What would
this buyer pay for – would it be a product, a service or a patent? Probably none
of these terms coincides exactly with the term ‘innovation’.

The European Innovation Scoreboard (EIS) uses four types of indicators.
These are the following:

1. Human resources.
2. Knowledge creation.
3. Transmission and application of knowledge.
4. Innovation finance, output and markets.

Human resources
The five indicators of human resources could be applicable for R&D compar-
isons only to a limited extent, because they are strongly innovation oriented.
Those with some R&D focus include the percentage share of science and engi-
neering graduates within the 20–29 years age class, and the percentage share
of people with a tertiary education within the age group 25–64 years.

The problem is analogous to that raised with respect to the duration-of-
education based measures of human capital by Mulligan and Sala-i-Martin
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(1995, 2): these indicators are insensitive to qualitative differences between
different forms of education. For example college-level tertiary education has
a different value on the labour market serving innovative firms than graduate-
level or PhD-level training.

Further indicators in this group include participation in life-long learning.
This kind of learning improves the convertibility of the workforce much more
than its useability for innovation-related activities, the employment in
medium-tech and high-tech manufacturing (although higher productivity
levels in these sectors may tend to lower the level of this employment), and
employment in high-tech services. In the latter case as well, productivity
differences may considerably distort the picture.

Knowledge creation
The indicators of knowledge creation are a blend of measures of input and
output. The input indicators here show spending on R&D (public expenditure:
GERD – BERD, and business expenditure: BERD); the output indicators are
patent counts. This grouping of indicators under the name ‘knowledge
creation’ conveys a misleading impression. Knowledge is not created uniquely
by spending on it, and the amount of knowledge created could be measured,
besides patent counts, at least also by scientometric data as well.

Moreover, Griliches highlighted the fact that patents can be understood, in a longer
term approach, also as inputs to the R&D process because current patent statistics
offer information about shifts in technological opportunities and influence thereby
future patterns of R&D. (Griliches, 1990, 1685)

The patent counts include high-tech patent applications at the European
Patent Office (EPO) and the United States Patent and Trademark Office
(USPTO), and also patent applications at the EPO altogether and the number
of patents granted by the USPTO (all of these four indicators are calculated per
million population).

It is obvious that the number of patent applications does not show much of
the real value of innovations in their background, and therefore the number of
patents granted could be given priority in the measurements. Still, it is not
clear why the number of patents granted by the EPO has been omitted from
the set of indicators of knowledge creation.

Transmission and application of knowledge
Four out of the six indicators on ‘transmission and application of knowledge’ are
related to the innovation behaviour of small and medium-sized firms (SMEs).
This bias of the indicators towards SMEs conveys the impression that the
Scoreboard gives relatively more weight to the innovation potential of countries
where SMEs are, on the average, more innovative than elsewhere. The problem
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with this approach is the following. It is not proven that relying more on SMEs
in innovation policy improves a country’s innovation potential more than if
company-level innovation is supported regardless of company size.

The two remaining indicators show innovation expenditures per turnover in
manufacturing and in services. Innovation expenditures obviously comprise
R&D spending, but it is not clear what their additional elements should be. If
the Schumpeterian concept of innovation is used, then a quite broad but prob-
ably also rather vague category of expenditures would belong here. Statistical
sources (for example Eurostat) are available with a quite accurate definition of
data in this category. It still remains an open question how various reporting
practices of firms residing in different countries could be used to create a
homogenous international database in this respect.

Innovation finance, output and markets
The fourth group of indicators is quite heterogeneous, and its content does not
seem to be in full conformity with its title (‘Innovation finance, output and
markets’). It comprises two indicators of venture capital financing, four indi-
cators of different categories of ‘new’ products sold by SMEs, three indicators
of the ‘New Economy’ – Internet access, Internet use and information and
communication technology (ICT) expenditures – plus the share of manufac-
turing value added in high-tech sectors and the volatility rates of SMEs. This
group of indicators conveys a quite biased impression of innovation, and we
can list a number of critical remarks to support this assessment.

Primarily, financing, manufacturing production, the use of information and
communication technologies are considered together with certain SME statis-
tics. The priority given to SME statistics again raises the question whether
successful innovation is conditional on the presence of SMEs in the process or
not (or whether SMEs are inevitable for the success of a NIS). Our answer to
these questions could not be fully affirmative.

Secondly, quantitative parameters of the SME sector such as their volatil-
ity do not tell us much about developments in innovation, especially if the
relative share of innovative SMEs within their total number is not known.
Another SME-related indicator here is ‘SME sales of “new to the firm but not
new to the market” products’. Can a firm be considered innovative if it seems
innovative only based on its own standards, but not as measured by the crite-
ria of the market? The answer to this rather philosophical question could not
necessarily be affirmative either.

Thirdly, conditions and outcomes of the innovation process are combined in
this set of indicators, based on sometimes rather vague and probably not
adequately tested hypotheses. For example it is not proven that increasing
Internet use and more spending on ICT technologies would directly and propor-
tionally improve innovation performance. Internet use does not necessarily
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serve innovation only, and higher ICT spending can be the result of an increase
of ICT costs.

Fourthly, venture capital is presented here as the exclusive source of the
financing of innovation. This might be true for one part (or perhaps the most
dynamic part) of innovation, but not for the entirety of innovation activities.
The question here is whether the financing of innovation depends solely on the
availability of venture capital (VC).

The answer is it depends on the country, because a number of economies
boasting very competitive high-tech sectors (for example Sweden or Finland)
use only a limited amount of VC-based financing of innovations (Karsai,
2002). Furthermore the definition of venture capital is not the same around the
world (for example it includes the financing of acquisitions in Europe, but it
does not in North America).

The EU’s Innovation Scoreboard uses well-established indicators of inno-
vation together with biased ones which are based on some a priori perceptions
of the innovation process. Such prefabricated concepts are for example that
more people with a tertiary education or more SMEs mean a better country-
level innovation performance, and also that more patent applications speak of
a higher success rate of innovations. These hypotheses cannot be refuted as
such, and they can be stochastically true. Their validity should however
strongly vary among countries, and this variation makes the relevance of the
ranking lists presented in the Scoreboard questionable to some extent. As a
matter of fact, such hypotheses seem reminiscent of ‘mechanical’ approaches
to economic growth and technological development the rigidity of which was
one of the factors calling for the new paradigm of evolutionary economics (see
Nelson, 1995).

A Ranking Exercise by the United Nations

The United Nations Committee, Science and Technology for Development
decided in 2001 to carry out a comparative measurement of the levels of tech-
nological development of the widest possible range of countries.32 This effort
is interesting to us for two reasons: (1) its methodological concept is different
from the ones surveyed so far; (2) it covers a much larger number of countries
than any other survey we know of.

In fact the authors of the UN comparison also tried to measure the level of
technological development in such countries which were considered ‘no-tech’
countries in our approach. In spite of the great effort devoted to the analysis,
data could be collected on less than 100 countries. This seems to be in line
with the hypothesis that about one-half of all countries of the world are basi-
cally outside the sphere of high technology, at least as far as the creation of
new (scientific and technological) knowledge is concerned (see Sachs, 2000).
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The method used makes it possible to supply comparative indicators for
each country in the sample, but it might remain questionable whether this kind
of comparison between the most and the least-developed economies of the
world really has an acceptable degree of relevance. Our idea of ‘fields of
competitiveness’ is just putting the emphasis on certain groups of countries in
the world economy between which comparisons of economic or technological
competitiveness are difficult to justify owing to the de facto incomparability
of their respective microstructures and outputs.

The international comparison of the United Nations aimed at producing a
final ranking list of the countries of the world as regards technological devel-
opment. The UN ranking list is based on three indicators. Two of these are
input type ones and the third one is used to measure some kind of output.33

The first indicator used was GERD, to measure spending on R&D and also,
in a larger sense, to show the scope of the innovation effort in each country.
The second indicator was a combined one including the number of technical
staff employed in R&D, and the number of students admitted to tertiary educa-
tion. Its purpose was to serve as a proxy of the stock of human capital in the
countries surveyed. The third indicator compared high-tech exports to total
exports for each country. Its application is based on the idea that high-tech
exports are based mainly on the domestic capacities of R&D and innovation.
A number of middle-income countries with high stocks of FDI (foreign direct
investment) are not such cases however.

The UN ranking list can be seen from Table 2.4. The list seems to suffer
from a number of serious deficiencies if judged from the positions of certain
countries. As with most such ranking lists, problems do not appear with entries
at its top and bottom which are grosso modo in conformity with other sources.
On the contrary, the ‘midfield’ is very problematic at some points. A number
of countries with poor R&D performances, sometimes even very weak NISs,
are ranked surprisingly high (for example Bolivia fares much better than
Brazil), but the fact that Bulgaria is ahead of Slovenia, Guatemala better than
Kuwait, or Burkina Faso ahead of Venezuela also makes the value of the list a
bit questionable.

A more relevant result of the UN research is that most data used show a
remarkable consistency over time. This is in line with information from other
sources (for example OECD, 2001, 2002 or NSB, 2004), and important for
judging the validity of international comparisons in case they are (as it often
happens) based on data four to five years old.

Ranking Lists Commissioned by Governments

A special kind of international comparisons of technological or R&D capabil-
ities or performances are those which were initiated by governments. A
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Table 2.4 The UN ranking list of countries based on their levels of 
technological development (composite indexes of the three 
indicators listed, 1999)

1 USA 0.7091 45 China 0.1783
2 Korea 0.6894 46 Poland 0.1755
3 Finland 0.6584 47 Brazil 0.1727
4 Japan 0.6509 48 Latvia 0.1718
5 Singapore 0.6426 49 Kazakhstan 0.1696
6 Switzerland 0.6376 50 Romania 0.1670
7 Republic of Ireland 0.5511 51 Macau 0.1654
8 Canada 0.5444 52 Panama 0.1536
9 Belgium 0.5334 53 Armenia 0.1467

10 United Kingdom 0.5299 54 South Africa 0.1454
11 France 0.5115 55 Turkey 0.1414
12 The Netherlands 0.4908 56 Jordan 0.1365
13 Costa Rica 0.4835 57 Uruguay 0.1365
14 Sweden 0.4833 58 India 0.1364
15 Germany 0.4813 59 Azerbaijan 0.1270
16 Australia 0.4810 60 Colombia 0.1147
17 Israel 0.4783 61 Iran 0.1097
18 Denmark 0.4757 62 Egypt 0.0968
19 Russia 0.4362 63 El Salvador 0.0956
20 Italy 0.4216 64 Indonesia 0.0848
21 Norway 0.4040 65 Argentina 0.0733
22 Iceland 0.3863 66 Tunisia 0.0733
23 Austria 0.3831 67 Kyrgyzstan 0.0726
24 Malaysia 0.3673 68 Algeria 0.0696
25 New Zealand 0.3611 69 Peru 0.0684
26 Spain 0.3151 70 Guatemala 0.0654
27 Bulgaria 0.3104 71 Kuwait 0.0646
28 Slovenia 0.2900 72 Mauritius 0.0642
29 Estonia 0.2843 73 Paraguay 0.0628
30 Belarus 0.2780 74 Oman 0.0611
31 Philippines 0.2769 75 Nicaragua 0.0581
32 Barbados 0.2768 76 Uganda 0.0576
33 Bolivia 0.2727 77 Trinidad and Tobago 0.0555
34 Hungary 0.2720 78 Sri Lanka 0.0517
35 Chile 0.2698 79 Zimbabwe 0.0422
36 Lithuania 0.2611 80 Madagascar 0.0353
37 Czech Republic 0.2504 81 Senegal 0.0334
38 Thailand 0.2481 82 Syria 0.0332
39 Greece 0.2470 83 Burkina Faso 0.0298
40 Croatia 0.2375 84 Venezuela 0.0234
41 Portugal 0.2306 85 Togo 0.0218
42 Moldova 0.2156 86 Ecuador 0.0170
43 Mexico 0.2021 87 Tanzania 0.0132
44 Slovakia 0.2004 88 Pakistan 0.0125

Source: compilation by Deli (2004).



simpler version of such comparisons is when already existing ranking lists are
used as benchmarks, and their methodologies are developed in order to do the
positioning of the country in question, but the only purpose is to obtain
comparative data on this country. More complex versions are based on
methodologies elaborated for the given international comparison, and the
interest of the government commissioning the research goes beyond establish-
ing the international comparative position of just one country (Deli, 2004).

The comparative analysis of R&D in Slovenia belongs more to the first
group than the second (Slovenian Ministry of Education, Science and Sport,
2002). The Slovene government built upon R&D benchmarking work in the
European Union and the OECD in order to establish the country’s position in
the international ranking. The indicators selected do not constitute a coherent
system though, and it seems that such indicators were given priority which
make a favourable positioning of the country possible (Deli, 2004). Four
groups of indicators were created: (1) the financing of R&D, (2) the human
factor of R&D, (3) R&D activities in business, and (4) R&D output.

The methodologically undemanding character of this survey is demon-
strated by the fact that separate ranking lists were set up on the basis of each
indicator. For example, Slovenia comes out as No. 18 among OECD countries
in the international comparison of GERD levels, but the meaning of this posi-
tion is not explained in detail. GERD analysis is continued until the country
gets a significantly better ranking position (No. 4), based upon the comparison
of annual growth rates of GERD. Given that GERD is not a variable follow-
ing too marked trends of change in time in most countries, this indicator is
usually not applied on its own, and very rarely for comparative purposes,
because it changes slowly over time in most countries.

The indicators of the human factor of R&D are also used to produce a
number of ranking lists. Slovenia is below the OECD average regarding the
number of researchers per 1000 population, and has similarly low positions for
the relative number of researchers employed by the business sector or the
number of the new PhD degrees earned in science and engineering. One indi-
cator favourable for Slovenia is the relative number of researchers in govern-
ment service, along with other OECD countries such as the Czech Republic or
Hungary.

The analysis of R&D in Slovenian business revealed that international
R&D cooperation plays a relatively modest role in product development. The
international comparison of R&D output shows, similarly to R&D investment,
that Slovenia fares better in growth indicators than in annual comparisons of
R&D output such as publications, citations, patents or even labour productiv-
ity used here as an indirect indicator of innovation.

The value of the international R&D comparisons prepared in Slovenia
seems to be negatively influenced by the fact that the different dimensions of
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this comparisons were analysed using different countries as benchmarks. Such
a ‘moving target’-type comparison may not be apt for establishing a synthetic
ranking position for Slovenia in international R&D, which is in fact not
produced in the report.

The analysis of Finland’s R&D output was carried out in a much narrower
scope, but based on a transparent and consistent methodological approach
(Academy of Finland, 2000). This was a scientometric analysis carried out in
three dimensions, using both absolute and per capita indicators. Although the
analysis was prepared in order to establish Finland’s relative positions, some
of its findings are interesting in a wider R&D policy context as well.

The three dimensions included: (1) the numbers and growth rates of publi-
cations and citations; (2) the numbers of publications as compared to GDP,
spending on academic R&D and the number of population, and (3) impact
factors. The benchmark used was, in each case, the other member countries of
the OECD. The last year of the analysis was 1999.

Finland produced 0.95 per cent of the OECD total number of publications
in 1999 (the United States was leader with 35 per cent), in a middle position
together with Denmark and Austria, and ahead of Greece, Portugal, Turkey,
Ireland, Norway and Mexico.

The growth of publications over time gives a surprising ranking list because
emerging economies including Korea, Mexico and Turkey are heading this
list, Finland is sixth, and some great powers of R&D such as the United
Kingdom, France, Japan and Germany have less-than-average values.

Citation numbers lead to similar conclusions as the analysis of publications
both in a static and a dynamic international comparison. Fifty per cent of cita-
tions are obtained by articles published by American authors, followed by the
United Kingdom (12.1 per cent), Germany (10.7 per cent), Japan (8.3 per cent)
and France (6.7 per cent). Finland is again a midfielder here with 1.04 per cent,
and the list is tailed by Turkey and Iceland. The growth of citations puts
Finland again in the group of leaders along with Germany, Switzerland,
Poland, Belgium and Italy.

The next dimension of the international R&D or scientometric comparison
is, in fact, about the cost of publications. It was examined with respect to GDP,
the budget of academic R&D and population. The number of publications per
GDP brings Finland to third position on the international ranking list follow-
ing Sweden and Switzerland. This result seems to be a proof for the existence
of a relationship between high per capita GDP, high GERD and good publica-
tions performance. It may be also a sign of the so-called ‘European paradox’
(European Commission, 1995; Papanek, 2003), which expresses the fact that
the R&D output of Europe is increasingly embodied in publications, whereas
American R&D is showing a growing interest in producing patents instead of
publications.
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The number of publications as compared to budgets of academic R&D is
the highest in Hungary, Switzerland and New Zealand, with Finland being in
only twelfth position, but this result speaks rather of differences in R&D
financing than in effective R&D output. In a comparison of the number of
publications with the size of the population however, Finland is fourth, over-
taken only by Switzerland, Sweden and Denmark, again a homogenous group
of countries.

The ranking lists of absolute and relative impact factors are strongly corre-
lated with GERD per GDP levels, and the countries widely considered as lead-
ers in international R&D are on top of these lists as well. The leading position
of the United States and of Switzerland is also clear regarding impact factors
in diverse fields of science, and Finland belongs to the best performers in
almost each such special list.

The Finnish benchmarking analysis of the country’s R&D limited itself to
one type of R&D output, publications. While strictly observing this limit, it
produced valuable conclusions on one dimension of Finland’s competitive
performance in R&D within one field of competition, the OECD countries.

This analysis gave a favourable picture of the performance of Finland in
producing publications with considerable professional impact, but this attempt
evidently fell short of offering any kind of comprehensive competitive picture.
The analytical perspective has to be made considerably wider, which makes it
necessary to take a look at multidimensional assessments of R&D perfor-
mance, leaving the straightjacket of one-country-oriented analysis, and pursu-
ing methodologically more ambitious goals than just simply comparing
different lists of statistical indicators.

2.6 SELECTING THE INDICATORS OF R&D
COMPETITIVENESS

Synthetic Models of the Innovative Performance of Countries

In addition to statistical comparisons, there have been a number of encourag-
ing attempts to create synthetic (that is both input- and output-related) models
of national innovative performance. These attempts deserve our more in-depth
attention for several reasons, in the first place owing to their sophisticated
analytical structures. Second, and not independently from analytical sophisti-
cation, these models use a number of complicated indicators which call for a
number of methodological questions.

The first important effort towards building such a model was undertaken by
Porter and Stern (1999). They assessed, using a number of indicators partly
appearing also on the NSF list, the innovation potential of 17 OECD countries
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between 1973 and 1993 in order to give a forecast of the annual number of
patents granted to them (or more accurately to their citizens or firms) in the
United States. This research was a few years later crowned by the creation of
a comprehensive model of national innovation capacities (Furman, Porter and
Stern, 2002), which will be referred to with respect to the methods of interna-
tional R&D comparisons in this text.

The 1999 forecast by Porter and Stern was a very convincing and high-
precision one, as pointed out by Faber and Hesen (2004, 193). These authors
built upon Porter and Stern’s work to a certain extent. Their complex model on
national innovation systems as consisting of innovation capabilities and inno-
vation-related performances under the influence of economic, institutional
conditions and process variables seems to be the last word pronounced hith-
erto in comparative NIS research (Faber and Hesen, 2004).

It seems useful to pay more detailed attention to their model. We feel this
is the model most in line with our approach based on combining input- and
output-related factors of internationally comparable performances in the field
of innovation. The parallels between their approach and ours (which is based
on a combined use of input and output indicators of R&D in order to produce
a synthetic ranking list of R&D competitiveness) have to be stressed in spite
of a number of conceptual differences in theoretical backgrounds and tech-
niques of measurement.

Faber and Hesen call their model the ‘model of national innovation capa-
bilities’ (Faber and Hesen, 2004, 195). Their carefully constructed multi-tier
model starts from the firm level, and looks into the input, process and output
variables of innovation. The second level is that of input variables determin-
ing the innovation capabilities of a NIS. The next level includes a number of
so-called contextual variables.

The focus of the authors is on the determinants of the innovation process.
This is a focus definitely broader than ours which has a narrower and more
clear-cut R&D orientation.

Both levels in the Faber–Hesen model include so-called input, process and
output variables. These variables are markedly different from what we under-
stand by the input- and output-related factors of R&D competitiveness. 

Their input variables are related to innovation activities. On the firm level,
these variables include privately funded R&D activities and total innovation
expenditures. On the NIS level, input variables are related to economic, insti-
tutional and contextual conditions (there are no output variables on the NIS
level). This approach seeks a causal relationship between a number of macro-
and microeconomic factors on the one hand, and the innovation performance
of the economy on the other.

Therefore the input side of the model does not contain only inputs as they
are usually understood, but also a number of framework conditions which are
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important for a good growth performance but not necessarily for intense inno-
vation activities. This approach reminds us of those models of competitiveness
which are based on the assumption that an economy in a good general condi-
tion is also highly competitive. In this case as well, the existence of a strong
causal relationship is likely but not certain.

Input variables linked to economic conditions are partly structural ones (the
distribution of technology inputs, the size distribution of firms, and the inno-
vation orientation among firms), and partly ones expressing market conditions
(the size of the national economy, the level of economic prosperity, and the
openness of the national economy).

Some of these variables are measured in ways that seem more or less prob-
lematic. For example the distribution of technology inputs is measured as the
percentage of total industrial value added generated by high-tech and medium-
tech industrial firms. This technique of measurement is based on the assump-
tion that technology inputs are distributed in the economy corresponding to the
relative share of technology-intensive production within total production. This
overlapping of the two structures is however not ensured if there is fast struc-
tural change under way in the economy and technology inputs are moving into
sectors in which the degree of technology intensity is increasing.

For example the pharmaceutical industry is a sector where R&D and very
likely also technology intensity have been growing fast (see Scherer, 1996;
Hara, 2003). However, statistics used in such measurements use data with
delays up to ten years (the authors cited used statistical information from 1992
and 1996; Faber and Hesen, 2004, 202).

Another quite problematic variable here is the openness of the national
economy which is measured by ‘the excess of trade exposure’. Trade exposure
is defined as

Exports/GDP + (1 – (exports/GDP))(imports/production +
imports – exports)

(Faber and Hesen, 2004, 202).
This concept of economic openness or exposure is quite logical but it

suffers from a potentially serious statistical flaw. The problem is that indica-
tors are compared (exports and GDP) which have different statistical dimen-
sions and are therefore not comparable. GDP is calculated from the amounts
of value added generated in the economy (so it is a net indicator). The value
of exports shows much more than the exported part of GDP (it is therefore a
gross indicator). It includes for example the value of imported inputs (for
example the value of engineering exports does not change if less domestic iron
and steel is used for the same amount of export-oriented machinery produc-
tion).
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The apparent openness (trade exposure) of the economy can also change if
there is terms of trade improvement without any change in the part of GDP
that was really exported. To sum up, exports as such are not part of GDP and
therefore the export: GDP ratios could be comparable over time and/or in a
cross-country approach only if the domestic value added of exports is constant
as compared to GDP.

The input variables reflecting institutional conditions indicate: (1) the
possibilities of financing innovation projects, (2) the fiscal climate in which
firms have to operate, (3) the availability of personnel on the labour market,
(4) public R&D spending, and (5) the level of entrepreneurship.

The possibilities of financing innovation projects are approximated in the
model with the percentage of venture capital within GDP (as in the European
Innovation Scoreboard). International comparisons are quite problematic in
this respect, because the importance of venture capital among various sources
of innovation financing varies greatly across countries (Karsai, 2002). To
complicate the situation even more, international data on venture capital are
quite unreliable, since they are collected with the help of enterprise question-
naires and the response rates to these questionnaires as well as the techniques
used for data collection vary largely across countries (Karsai, 2002).

Available data show important differences in venture capital-based invest-
ments among industrial countries: for example, the relative share of venture
capital investments within GDP was 2.9 per cent in Israel, 1.5 per cent in
Iceland, but around 1 per cent in the United States, Sweden and the UK, and
only 0.3 per cent in Finland in the year 2000 (EVCA, 1999–2001, quoted by
Karsai, 2002).34

The fiscal climate of firms is measured by the percentage of company taxes
in GDP. It seems obvious that less taxes means more money for financing
innovations, supposing that other sources of financing innovations (such as
venture capital) are equally open to firms operating in different countries. We
have seen that this latter condition is far from being fulfilled. A further ques-
tion here is whether company tax rates are a good approximation of the tax
burden of firms. Not necessarily, because lower government revenues from
lower corporate taxes might mean higher rates for other taxes (municipality,
sales taxes or taxes related to employment) which could indirectly increase the
cost burden of the corporate sector and constrain its innovation financing
potential.

The average number of years of education of the labour force is a typical
case of a quantitative indicator insensitive to qualitative factors.

A comprehensive critique of this indicator is given by Mulligan and Sala-i-
Martin (1995). Their main points are: (1) It is assumed that workers belonging
to a certain education category are perfect subtitutes for workers of all other
categories; (2) It is assumed that productivity differentials among workers
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with different education levels are proportional to the duration of their school-
ing – that is someone with 16 years of education is 16 times more productive
than another worker with only one year of education, independently from their
wage rate differentials; (3) The indicator is calculated based on a constant elas-
ticity of substitution among workers belonging to different educational cate-
gories in any possible case; (4) The use of this indicator supposes that one
additional year of schooling provides the same amount of skill improvement
also in any possible case. All these assumptions are far from reality. Thus they
make this indicator an inaccurate proxy of the value of human capital or ‘the
availability of personnel on the labour market’ as in the Faber and Hesen study.

The quality of a country’s education system is a complex variable which
does not offer itself easily for measurement. On the other hand, such data can
be seriously biased if a country’s education system is used as a shock absorber
for unemployment (that is, additional low-cost education is offered instead of
or complementing unemployment support).

Public R&D spending is obviously a good indicator of government financ-
ing of R&D, but it is not always complete. For example some countries or the
European Union increase the public support for R&D using non-financial
policy measures such as increased patent protection or the so-called block
exemption system in European competition policy.35 These incentives to R&D
and innovation usually function as tools of leverage additional to governmen-
tal R&D spending, but there are no estimates available from the literature on
the extent of potential public spending on R&D which might be replaced by
such incentives. In any event, the size of public R&D spending is an inade-
quate indicator of total government support for R&D or innovation in most if
not all industrial countries.

Entrepreneurship is measured in that percentage part of the labour force
which is officially registered as entrepreneur. This indicator is one of the least
convincing within the model, but the reasons of its relative unreliability lie
outside of the scope of innovation analysis. The main problem is that the defi-
nition of entrepreneur or entrepreneurship is not an accurate one anywhere in
the world. According to Wyatt, entrepreneurship is ‘more a quality of individ-
uals than of organisations’ (Wyatt, 1986, 29). Is, for instance, the manager and
minority shareholder of a large company an entrepreneur or not? It would
seem more adequate to link entrepreneurship to firm size or firm age, although
these indicators leave aside the measurement of individual entrepreneurial
effort.

Entrepreneurial activity is more adequately measured by the ‘total entre-
preneurship indicator’ (TEI) of the GEM (Global Entrepreneurship Monitor)
Project of international entrepreneurship comparison (Acs, Szerb, Ulbert and
Varga, 2002). The TEI is calculated as the sum of two ratios (the data are taken
from a representative enterprise survey, but one respondent can be considered
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only for the calculation of one ratio from the two): the share of new enterprises
under creation36 in percentage of the active population (18–64 years), and the
relative share of new firms within the active population. The respondent
should be, in the latter case, member of the managenent of the firm considered
new, he/she should be at least its partial owner, and the firm cannot be more
than three years old.

The country values of the TEI ranged, for the year 2001, between 5 per cent
for Belgium and 7 per cent for Germany, to 13 per cent in the United States,
the Republic of Ireland and Hungary, to 21 per cent in New Zealand and
Mexico with 29 countries surveyed altogether (Acs, Szerb, Ulbert and Varga,
2002, 9).

The TEI indicator has one weak point which it shares with the entrepre-
neurship index of the Faber-Hesen model, namely that it includes so-called
‘forced entrepreneurship’. The GEM project made an additional effort to
gauge the size of the problem which has come to the fore mainly in the tran-
sition economies and is also frequent in some parts of the Third World.

The problem of ‘forced entrepreneurship’ can be briefly described as
follows, especially as regards the transition countries. Fast-growing budget
deficits and political promises towards cutting government employment led to
a considerable dwindling of the state sector and a surge of unemployment
during the initial years of transition. These changes forced a considerable
number of former employees of government agencies and government-owned
firms to leave their jobs, whereas their expertise was still needed by the
government. They were thus encouraged to create their own small businesses
(mainly simple partnership-type ones) in order to be legally able to perform
their former tasks, but in a different form, that is not as government employ-
ees. In fact this was nothing else than a special kind of ‘subcontracting’ strat-
egy made not only possible, but necessary by the fact that employment-related
government expenditure was severely monitored while the growth of admin-
istrative tasks could justify the increase of spending on subcontracting a
number of administrative services.

This strategy became widespread also outside the government sector.
College teachers created teaching firms to speak to the same student audiences
as before, employees of ministries had to establish formal consulting firms in
order to obtain contracts based on their former job descriptions (and some-
times even copied from them), and journalists became pro forma subcontrac-
tors of their journals.

In other cases in transition countries, forced entrepreneurship appeared due
to high income taxes and social security payments to be deducted from wages
and salaries. Many employees or workers created their own small businesses
in order to minimize their tax burdens. Indirect evidence has been provided on
this on Hungary by Major (2003), who showed the reasons why small and
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medium-sized enterprises (SMEs) in that country tend to perform poorly in the
financial sense. One of the reasons is that many SMEs are not created based
on a long-term strategic perspective of enterprise growth, but rather ‘they long
for financial enrichment’ (Major, 2003, 111) in a short-term approach. We can
add that financial enrichment can be also understood in this special case as an
escape route from financial marginalization.

The GEM project estimates the size of ‘forced entrepreneurship’ to be
below 1 per cent of the active population in Norway, the Netherlands and
Denmark, while it seems to have reached 3 per cent in Hungary, 5 per cent in
Poland and 7 per cent in Mexico and India (Acs, Szerb, Ulbert and Varga,
2002, 12). These are not really important orders of magnitude, but they show
how difficult it is to estimate the level of entrepreneurship if the entrepreneur-
ial factor of innovation has to be identified in the quantitative sense.

Process variables appear in the Faber–Hesen model only on the firm level.
They also belong, in a larger sense, to the group of input variables and could
be also called ‘non-financial input variables on the firm level’ or, in a broader
sense, ‘systemic variables’ because they might be helpful for a synthetic quan-
titative description of the efficiency of a country’s NIS.

The incorporation of such indicators into a complex model of the innova-
tion process means important progress in innovation systems research. It is
namely based on the experience that non-financial and systemic inputs
(primarily different kinds of professional and managerial information) leading
to efficiency improvement in R&D and innovation can partly substitute for the
financing of innovation. While the idea of introducing process variables in the
modelling of innovation systems and capabilities seems to be path-breaking,
the technical realization of these variables still leaves a number of questions
open.

The model uses three kinds of so-called process variables (Faber and
Hesen, 2004, 201):

The sources of information available to firms are measured with the
percentage of industrial firms contacting various sources of information. This
is a quite soft variable depending very much on what is understood by
‘contacting’ (is Internet use for example identical with simply browsing on the
Web?) and on what kinds of ‘sources of information’ are meant? The latter
issue has a certain relationship to some methodological problems known from
scientometrics: how can different types of sources of information be ranked
according to their importance for their users (the scientific/innovation commu-
nity), and what should be the line of separation between close substitutes (for
instance, the Internet and the printed edition of the same journal if the two do
not have strictly the same content)?

R&D cooperation between firms is a very important factor for increasing
synergies in the innovation process, but it is not at all clear whether its
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measurement should be based on intents or on facts of cooperation. The model in
question uses as a proxy the percentage share of innovative industrial firms within
the totality of industrial firms participating in R&D cooperation. Here again, the
simple number of firms involved in inter-firm R&D cooperation is a quite rough
indicator which is disregarding the qualitative parameters of those cooperation
agreements. For example firms carrying out joint R&D with others may get an
equal weight in the model with such firms whose R&D cooperation agreements
stipulate only a regular exchange of some R&D inputs or information.

Difficulties encountered by firms during innovation projects is again a very
important strategic variable, but not exempt from measurement problems. The
measure here is a survey-based one: the percentage of such industrial firms
which have experienced innovation difficulties.

Our first critical question here would be again on the qualitative aspect of
measurement: how are innovation difficulties classified and weighted? Apart
from this remark, the ‘difficulty’ indicator is probably (economic) system
specific, because its value can be expected to be much higher for Russia or
Ukraine than for the United States or Switzerland. The problem is not this
dimension of international comparison, but the degree to which this indicator
could be sensitive enough to show tangible differences between countries with
similar levels of economic and innovation system development.

The idea of process variables is, in spite of the current technical difficulties
of its realization, very important for introducing NIS-related (or ‘systemic’)
variables in the comparative analysis of capacities and performances in R&D.
In addition to that, the efficiency of the national innovation system is also a
key variable in measuring R&D competitiveness.

In our own research however, the measurement of these systemic variables
has been completely omitted. Faber and Hesen used data for OECD countries
only, which are usually available on a broad scale and well comparable within
the OECD, while we worked with a country sample much broader than theirs.
A further reason for this omission was that adequate survey results were not
available for most of the transition countries we wanted to include in our inter-
national comparison.

Surveying the last group of variables used by Faber and Hesen, we come to
a point where the closest similarity can be recognized between their approach
and ours. This is the group of output variables which they again use only on
the firm level. This limited use of the output variables can be understood if
their innovation-focused approach is accepted, since some important outputs
on the country level such as refereed publications or other scientometric data
simply have no sense on the firm level. Some authors consider the output indi-
cators of innovation to be stronger than the input ones because output indica-
tors are related to innovations that have already taken place (Flor and Oltra,
2004, 325).
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Output indicators as patent counts can be used on both the firm and the
macroeconomic level. Finally, an important difference between the
approaches is that Faber and Hesen measure national innovation capabilities
(or, in our understanding, potential) combining firm-level and country-level
variables, whereas we worked with country-level variables only.37 Measuring
national innovation capabilities is not the same thing as measuring competi-
tiveness in R&D – in spite of the likely fact that country ranking lists would
not be very different as a result of the two kinds of measurement.

Faber and Hesen used only two measures of output which partly coincide
with the ones we have preferred (as has been repeatedly said, scientometric
data are not perfectly suited for measuring capacities or performances in inno-
vation because such data are strongly R&D oriented). Their two indicators in
this field are sales of product innovations by firms, and patents granted.

Sales of product innovations by firms is expressed by the percentage share
of ‘new and substantially improved products’ in the sales of industrial firms.
A more accurate definition of products considered here would be welcome for
a really in-depth evaluation of this indicator. This indicator is much akin to the
macro-level indicator of the relative share of high-tech products within
exports. Its major deficiency is also similar: the export pattern of firms export-
ing from a given country reflects this country’s innovation potential only in
proportion to the role of domestic innovations in developing that export struc-
ture. Both indicators are based on the assumption that a country’s indicators of
high-tech production or innovation output reflect that country’s innovation
potential fairly well. This would be true only if the country in question was
self-sufficient in terms of innovation or technology development, and it did
not produce high-tech goods based on innovations realized abroad.

Patents granted is a relative measure expressed by the ratio of the number
of patents granted by the European Patent Office (EPO) to organizations or
residents of a country, per GDP of that country at constant prices. This patent
indicator takes country (or economy) size into account which is one possible
approach to be used along with the one disregarding country size. It will be
shown in Chapters 3 and 4 that the best option is the combined use of both
approaches.

The source of patent registration is also important, because patent counts
can be based on different sources which yield more or less different data.
Global comparisons of R&D or patenting activities should probably be based
rather on patent registrations in the United States (it is where patents by Latin
American or Far Eastern applicants are more frequently registered).

Analyses with a more European or OECD focus should rather use EPO
data, since most member countries of the OECD are in Europe. An indirect
proof for this is offered by Guellec and Potterberghe (2001, 1259) who have
shown that patents filed by European residents at the USPTO have a much
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more international character (that is are controlled by non-EU residents) than
at the EPO, while the opposite is true for American, Canadian and Mexican
residents.

We have opted for a third solution. In order to avoid the geographical bias
resulting from the use of either American or European patent statistics, we
used national statistics in creating our indicators based on patent counts. Also
the number of domestic patents granted from the WIPO (World Intellectual
Property Organisation) database was available for us for more countries than
the patent counts from the USPTO or EPO database.

Considerations for Input and Output Measurement

Our survey of a string of indicators of innovation and R&D has shown that
most indicators currently in use are more or less inaccurate for measuring
inputs and outputs of R&D and the innovation process. These inaccuracies are,
to a not negligible extent, due to the approximative character of a number of
indicators, and also for the sometimes blurred line of separation between R&D
and innovation.

For example a patent is not necessarily a result of R&D, and obtaining a
patent is not the equivalent of successfully concluding the innovation process.
Further inaccuracies result from the fact that many such quantitative indicators
are used which neglect qualitative inhomogeneities within the groups
compared.

Such inaccuracies abound both on the input and the output side. On the
input side for example, aggregate indicators of education are used for assess-
ing the quality of manpower employed in R&D or innovation, regardless of
the differences in the value of one year spent in different kinds of educational
establishments. On the output side, the national character of R&D (mainly if
it is government-financed and academic) is often in a sharp contrast with the
globalization of innovation within multinational companies. This contrast is
expressed, among others, by the fact that the innovative performance of a
country is only inadequately measured by the relative share of high-tech prod-
ucts in its manufacturing exports.

There are also indicators which can effectively help assess the R&D
competitiveness of any country. These indicators also suffer from inadequa-
cies, and some of them are not exactly R&D related. Still, they express well
both the input and the output side of R&D, and their relatively wide availabil-
ity makes it possible to use them for the largest possible country samples. We
have made an effort to avoid their in-depth analysis in the previous part of this
chapter, but references to them could not be completely skipped.

On the input side, we assess GERD and related indicators on the one hand,
and indicators of employment in R&D on the other. Our output-side analysis
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will be devoted to three methodological approaches which also mean, in
essence, three frequently used indicators. The focus of our attention will
belong to scientometrics and the validity of scientometric indicators for the
analysis of R&D competitiveness. Technological indicators of export struc-
tures will be also assessed, despite their major shortcomings already referred
to. Finally, patent counts are also part of the output indicators we have decided
to use.

The various outputs of R&D are produced for greatly different markets and
are meant to satisfy different demands. The main outputs open for analysis
include publications and such research results which have been officially
declared as pieces of protected intellectual property (IP) and appear in patent
statistics as such. Both ways of earning recognition for R&D results are only
well suited for the accurate assessment of R&D performance, but their applic-
ability in R&D competitiveness analysis deserves a couple of footnotes.

GERD (Gross Domestic Expenditure on Research and Development)
and its Business Component

GERD is the most widely used indicator for international comparisons of
R&D. In a strict sense, it indicates annual amounts of money spent on R&D in
a given country. For international comparisons however, it is mostly used as
the percentage share of GDP.38

The long-term behaviour of this indicator shows a quite remarkable consis-
tency with the trends of national economic development for a wide range of
countries. This is probably one of the key reasons for the popularity of the
GERD in international comparisons of R&D. It is also frequently used as a
benchmark for R&D policies or strategies as, for instance, in the Lisbon
programme of the European Union. The Lisbon Strategy has set the
GERD/GDP target of 3 per cent on the EU average for the year 2010 (see
Rodrigues, 2003).

The GERD was already used as a benchmark for R&D policies in the
1960s (De Solla Price, 1963). De Solla Price described a major increase in
American GERD from the early 1950s to the early 1960s, from 1.4 per cent
to 3.5 per cent of the GDP (De Solla Price, 1979, 177) which was a level
substantially higher than that observed in the late 1990s. In his view,
GERD/GDP of 1 per cent should be the minimum value for smaller and less-
developed countries (De Solla Price, 1979, 178). Data from the 1990s make
it appear that this was a very optimistic way of seeing things, if not a kind
of ‘wishful thinking’.

Historical statistics of the GERD (see further UNESCO, 1998; NSB,
2002) make a few general trends of its development quite evident (see Table
2.5).
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First, the GERD has shown a long-term increase in most OECD countries,
mainly from the early 1980s, but with a marked slowdown during the 1990s.
One group of countries (latecomers to the OECD including Hungary, the
Czech Republic, Poland and Slovakia) has been the only notable exception
with a contrary trend: as was referred to in Chapter 1, their R&D sector lost
much of its preferential treatment in the national economy during the transi-
tion process.

In Hungary for example, the GERD/GDP values of the mid-1980s (see OMFB,
1999) were between 2.5 and 3 per cent, thus similar to those of highly developed
industrial nations. In sharp contrast to this, the country has been struggling to reach
GERD/GDP levels of 1 per cent since 1993, but without much success
(Biegelbauer, 2000; OECD, 2002, Table A.2.1.1; Török, 2002; OM, 2002). The
primary reason in Hungary, as in other former socialist countries of Central and
Eastern Europe, has been a much lower interest of governments in strategic issues
(such as R&D) when a great number of imminent problems had to be solved in agri-
culture, systems of social welfare, the restructuring of industry or privatization.
Another important reason for the fall in GERD/GDP levels has been the low values
of BERD, that is a weak interest of domestic business in R&D after 1990. (OMFB,
1999b; Török, 2002)

The second internationally remarkable feature of GERD consists in its
strong correlation with the levels of economic development. GERD/GDP data
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Table 2.5 GERD levels of selected OECD countries as a percentage of GDP

1981 1985 1990 1993 1997 1998 1999 2000

Canada 1.24 1.44 1.54 1.71 1.71 1.71 1.66 1.94+

USA 2.37 2.78 2.65 2.52 2.57 2.60 2.64 2.71+

Japan 2.13 2.58 2.85 2.68 2.90 3.04 3.04 2.98
Austria 1.13 1.24 1.39 1.47 1.69 1.80 1.80 1.91+

Belgium 1.57 1.63 1.64 1.75 1.83 . . . . . . . . .
Denmark 1.06 1.21 1.57 1.74 1.94 1.92 2.00 . . .
Finland 1.17 1.55 1.88 2.17 2.72 2.89 3.19 3.37
France 1.93 2.22 2.37 2.40 2.22 2.18 2.17 2.20+

Italy 0.88 1.12 1.29 1.13 0.99 1.02 1.04 1.07
Netherlands 1.78 1.97 2.07 1.92 2.04 1.95 . . . 1.97
Norway 1.18 1.49 1.69 1.73 1.66 . . . 1.70 1.46+

Spain 0.41 0.53 0.81 0.88 0.82 0.90 0.89 0.97+

Sweden 2.21 2.78 2.84 3.27 3.67 . . . 3.80 . . .
Switzerland 2.18 2.82 2.83 2.66 (1992) 2.73 (1996) . . . . . . 2.64
United Kingdom 2.38 2.24 2.16 2.12 1.84 1.83 1.87 1.85
EU 1.69 1.87 1.98 1.88 1.80 1.81 1.85 1.88

Note: + data from 2001 in last column
Source: OECD (2001), Table A.2.1.1 (for 1981–99); NSB (2004), 4–51 (for 2000 and 2001).



from the late 1990s and the early 2000s make it possible to create four groups
of countries based on their respective GERD levels. These groups have shown
a surprisingly high degree of stability from the early 1980s on. In general,
GERD seems to be an R&D indicator in which major trend changes occur
once in a decade for most countries.

The ‘leaders’ (GERD/GDP > 2 per cent)
These countries are, without exception, those which determine international
trends and patterns in R&D. The United States stands out even within this
group based on most of its R&D indicators, but not if GERD is considered.
The highest GERD/GDP levels worldwide can be observed in two North
European countries (Finland and Sweden), but this is not typical for Northern
Europe as a whole. Finland has pursued a long-term strategy of R&D based
economic growth (see Steinbock, 1998), while the case of Sweden is also
special due to the strong role of the Gripen fighter programme in its national
R&D strategy. Only one non-OECD country, Israel, belonged to this group
with a 2.54 per cent GERD/GDP level already in 1997 (only civilian research,
see NSB, 2002, 4–47). According to the latest data available (NSB, 2004,
4–51), the 3 per cent threshold of GERD/GDP has only been surpassed by
Israel (the world leader in GERD with 4.43 per cent of GDP spent on non-mili-
tary research in 2001), Finland, Sweden and Japan. The group of ‘leaders’
includes the most important industrial economies and Korea with the notable
exceptions of Canada and Italy, and also certain industrialized countries from
the Far East but outside the OECD such as Taiwan and Singapore (both
slightly above the 2 per cent GERD/GDP level in 2000 or 2001; see NSB,
2004, 4–51). This group of countries is also the one where technology can be
regarded as a strong endogenous factor of growth in the Romerian sense (see
Romer, 1990).

The ‘followers’ (GERD/GDP > 1 per cent)
These industrial economies are much more present on the demand than the
supply side of the market of R&D products. The example of Canada shows it
that it is not necessary for a highly developed economy to have GERD/GDP
levels above 2 per cent, although this and the Italian example rather belong to
the exceptions. A number of examples from Italian industries (ceramics, tiles,
leather, luxury goods) shows however that even low-tech sectors can be inno-
vative without much R&D effort (Porter, 1990; Commissione (V) Bilancio,
2000).

Further members of this group are mostly OECD countries, some of which,
similarly to Italy, are large exporters of services and/or popular tourism desti-
nations (for example Austria, Norway, Ireland, Australia and New Zealand).
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This group includes, furthermore, two advanced transition economies (the
Czech Republic39 and Slovenia). Russia (in certain fields still a ‘trend-setter’
in R&D) is on the boundary of this group with GERD/GDP rates oscillating
around 1 per cent (1.16 per cent in 2001; NSB, 2004, 4–51).

The group of ‘followers’ is still relatively narrow, with an approximate
number of countries roughly equal to the number of ‘leaders’. The main
common feature of the first and the second group is that these countries have
R&D facilities able to set trends in certain fields of science and technology,
but the ‘leaders’ are able to do so on a much wider scale. The existence of such
‘trend-setters’ is, then, mostly an exception in the third group.

The ‘midfield’ (GERD/GDP > 0.5 per cent)
Countries belonging here are still players on the international scene of R&D,
but they are involved in the application rather than the creation of original
R&D results. In fact the first three country groups in our scheme based on
GERD indicators include those countries which are integrated in the modern
world of high-tech and R&D. Most of their R&D centres and universities are
in everyday communication and maintain a regular exchange of students and
staff with the leading research centres of the world, and their R&D profes-
sionals are, to a larger or a lesser extent, known internationally. The ‘midfield’
countries are however much more on the ‘downstream’ than the ‘upstream’
side of the international flows of R&D information (this means they use new
R&D results more often than they create them). Their presence cannot be
denied in international R&D, but their influence on its trends is quite limited.

This group of countries is quite large and very heterogeneous. It includes
several less-developed OECD countries (mainly in the Mediterranean area
including Spain, Portugal and Greece), some of the more performing and
advanced transition economies (for example Hungary, Slovakia and Poland),40

and a number of Third World countries with a fast progress in R&D spending
and performance such as China, Brazil, Chile and South Africa (NSB, 2002,
4–47; NSB, 2004, 4–51).

The ‘marginals’ (GERD/GDP > 0.2 per cent)
These are countries with R&D sectors still worth speaking of, but without any
remarkable presence in worldwide R&D cooperation and competition. Some
of them have a few internationally competitive R&D centres, but the sector
itself has only a marginal importance in their national economy. The fact that
many of these countries have competitive manufacturing sectors and some of
them are large importers of foreign direct investment (FDI) shows that they are
not excluded from modernization. Their technological modernization is
however based primarily on knowledge generated abroad, and technology is
very likely not an endogenous factor of their economic growth at all. This
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group of countries includes for example Mexico, Turkey, Argentina,
Colombia, Morocco, Egypt, Uruguay, Panama and Malaysia (NSB, 2002,
4–47; NSB, 2004, 4–51).

The remaining countries are at least 100 in number, and they are basically
not present in the world’s R&D (see our former reference to Sachs, 2000). The
0.2 per cent GERD/GDP threshold is, of course, indicative. It might thus be
the case, at least in a theoretical sense, that minimal GERD is used in a very
efficient manner, making a low-GERD country’s R&D effort a competitive
one. Our experience from other data speaks however of a complete lack of
such exceptional country cases.

It has to be noted at this point that our sources do not include data on mili-
tary research. This is the likely reason why nuclear power Pakistan is missing
from our above analysis. North Korea is also a nuclear power with some
important R&D facilities, but that country has a justified reputation of not
supplying any data for international statistical purposes.

Some of the countries not belonging to groups 1 to 4 have (statistically)
very low levels of GERD (as El Salvador or Nicaragua), and many others,
none at all. This makes no real difference between these countries because
they are completely missing from international statistics of R&D output.
Therefore these countries cannot figure on the international map of R&D
competitiveness.

As we have seen, GERD levels make a fairly clear classification of the
actors of the international R&D scene possible. The number of influential
players is in the range of 30. Another group of roughly similar size includes
those participants of the game who still have a word or two to say in interna-
tional R&D competition. The rest (40–50 countries) still maintain an R&D
sector of some importance, but their influence on international trends in this
sector is negligible even in an optimistic approach.

The interpretation of GERD/GDP levels may create some confusion with
respect to the sources of R&D spending. The rapid decrease of the
GERD/GDP levels of the transition economies around 1990 was often attrib-
uted to the partial withdrawal of their respective governments from the financ-
ing of R&D (see Biegelbauer, 2000; OMFB, 1999b; Müller, 2001, 198–9;
Tamási, 2001, 215; Kuklinvski, 2001, 229; Zajac, 2001, 249.). This is however
only one side of the coin, and an at least equally important factor of the decline
of GERD/GDP in the transition economies consists in the reluctance of the
corporate sector regarding the financing of domestic R&D.

An important and often key component of GERD is BERD (business
expenditure on research and development). Privately financed research is
often regarded as a substitute to publicly funded research, but a comprehen-
sive survey of publications on the relationship between public and private
R&D has shown that there is no widely acceptable evidence on either the
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substitutive or the complementary character of this relationship (David et al.,
2000).

It is more likely that the more developed an economy (and a NIS) is, the
better incentives public R&D funding can provide for private R&D in that
country (see Furman, Porter and Stern, 2002). Therefore it can be supposed, in
general, that government spending on R&D is a partial substitute of business
spending on R&D in less-developed economies due to the general lack of
business interest in domestic R&D. At the same time, public R&D spending
offers clear and positive incentives for private R&D (by partly also justifying
it) in more advanced countries and it is thus supporting the increase of the
BERD.

There are however major differences regarding the incentives provided by
public spending on R&D on the sectoral level between the world’s leading
technological powers. As Giesecke has shown, the role of American govern-
ment spending on R&D in biotechnology has been rather positive in provid-
ing the right incentives, whereas the German government was less successful
in this respect (Giesecke, 2000).

The ratio of BERD to GERD shows a remarkably consistent pattern across
countries with regard to their level of economic development, and also to their
respective GERD levels (see Table 2.6).

It can be observed even from our limited sample that higher GERD levels
usually mean proportionally higher BERD values. The rate of BERD to GERD
is, in the group of the ‘leader’ countries, around two-thirds, and it tends
towards one half in the ‘followers’. It is down to about a third in most
‘midfield’ countries, and may be even lower in those ‘marginals’ where busi-
ness shows practically no interest in domestic R&D.

Table 2.6 shows only a few exceptions to this rule. Out of the 21 countries
observed, only four have shown patterns different from the one expected.
France has an unusually low BERD rate for a ‘leader’ which could be partly
explained by the French government’s open political ambition to keep the
country’s status as a world power; hence a high degree of government financ-
ing of R&D spending. Spain behaves less as a ‘midfielder’ than as a
‘follower’, but that country’s GERD/GDP levels have been approaching the 1
per cent threshold in recent years. Moreover Spain also stands out with respect
to its level of economic development as compared to the other ‘midfielders’.

Turkey is a similar case in the group of the ‘marginals’: its GERD/GDP
data have fallen short of the threshold of 0.5 per cent only to a minimal extent,
and the Turkish economy has reached a level of development (measured in per
capita GDP on a purchasing power parity basis) equal to that of Lithuania and
Latvia, new member countries of the EU (Brandsma et al., 2002, 12).

Finally, Czech BERD data are unusually high for a ‘midfielder’. This can
be explained by the relatively low speed of Czech privatization (see Brandsma

102 Competitiveness in research and development



et al., 2002, 28–9). If an economy still has a high share of state-owned firms,
BERD comes from the state sector to a large extent and it is therefore not the
result of really independent business decisions. This is probably also the
reason why internationally comparable BERD data are not available for the
former socialist member countries of the OECD for the years prior to 1995.41

Our analysis of the GERD and one of its main components, BERD, could
probably give a quite comprehensive picture of the size of financial inputs to
the R&D sectors of a number of important countries in the world economy.
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Table 2.6 The BERD/GERD ratio in selected OECD countries and years

Countries 1991 1995 1999 2001

‘Leaders’
USA 0.57 0.60 0.67 0.68
Sweden 0.62 0.66 0.68 0.68
Japan 0.76 0.72 0.72 0.72
Korea 0.72
Finland 0.56 0.59 0.67 0.70
France 0.43 0.48 0.54 0.54
Germany 0.62 0.61 0.64 0.67
‘Followers’
Austria 0.50 0.46 0.39 0.40
Denmark 0.51 0.45 . . . 0.58
Norway 0.44 0.50 0.51 0.50
Netherlands 0.38 0.46 . . . 0.50
United Kingdom 0.50 0.48 0.49 0.49
Italy 0.45 0.42 0.44 . . .
Canada 0.38 0.45 0.45 0.42
‘Midfielders’
Czech Republic . . . 0.63 0.53 0.51
Greece 0.23 0.24 . . . 0.24
Poland . . . 0.36 0.39 0.33
Portugal 0.24 0.19 0.21 0.21
Spain 0.49 0.44 0.49 0.50
Hungary 0.56 0.38 0.38 0.38
‘Marginals’
Mexico . . . 0.16 0.23 0.24
Turkey 0.28 0.34 . . . 0.42

Source: own calculations from OECD (2001, 2002). Data for Italy in 2001 were not available
from NSB (2004), 4–52, either.



The survey of these two indicators may have also helped to obtain a first
impression of international competition in R&D due to the fact that GERD
levels, and especially the interest of business in R&D expressed by the BERD,
are primary factors of competitiveness in R&D.

This first look at the international map of R&D competitiveness of course
makes only general remarks possible, such as for instance the key role of the
‘leaders’ in international R&D – but this can be considered common knowl-
edge not necessitating any in-depth research. We have been able to observe
however that:

• business spending on R&D is a key factor in reaching high GERD
levels,

• GERD generally increases with the level of economic development, and
• the BERD/GERD ratio tends to increase if GERD/GDP increases.

GERD and BERD show the level of financial inputs to R&D which corre-
sponds to the capital intensity measures used in HOS-type models of compar-
ative advantages. Neoclassical comparative advantages analysis also uses
labour intensity measures which play a key role in the input-side assessments
of competitiveness. Our critical survey of former international comparisons of
innovation has shown that the reliability of most measures of human resources
of innovation and R&D is limited.

Employment in R&D

Neoclassical trade theory makes a marked distinction between measuring
factor endowments and factor intensities, and this distinction is necessary for
calculating comparative advantages for different branches of industry.
Regarding R&D however, this distinction can be avoided if it is supposed intu-
itively (but based on much empirical evidence completing the theoretical argu-
ments) that R&D is a labour-intensive, more accurately a skilled labour-
intensive, activity (see Simon, 1999; Furman, Porter and Stern, 2002).

If the high skill intensity of R&D is accepted as a fact, then measures of
employment in R&D can be used as measures of factor (skill) endowment.
Higher levels of employment in R&D would then mean better factor endowments
and also better conditions for competitiveness improvement in this respect.

International comparisons of R&D employment as such are less wide-
spread than comparisons of GERD, because their statistical background is less
accurate and national data on R&D employment may have diverse contents.
Moreover R&D employment seems to correlate quite strongly with GERD in
the most industrial economies, while its behaviour is more haphazard in less-
developed countries.

104 Competitiveness in research and development



The usual indicator of R&D employment is the number of researchers per
10 000 labour force, because researchers are considered the central element of
the R&D personnel (OECD, 2001). The definition of researchers is somewhat
imprecise because it refers to such professionals who are engaged in creating
new knowledge, products, processes, methods and systems (Frascati Manual,
2002). It is also a requirement that a researcher should be directly involved in
the management of projects (OECD, 2001, A.9.2). R&D personnel is always
calculated on an FTE (full time equivalent) basis in order to ensure the correct
statistical coverage of part-time employment.

It is a daunting task to establish precisely whose involvement in R&D
projects has a direct character, and the statistical delineation of researchers
varies greatly across countries. In advanced industrial countries however there
seems to be no great diversity in interpreting the content of this term. It is more
of a problem elsewhere, especially in countries where there is a lack of reli-
able national R&D statistics or the boundaries of the national R&D system
cannot be sufficiently identified.

Such countries often use the number of university graduates as a proxy of
R&D employment. This is of course a rough indicator not useable in interna-
tional comparisons of R&D, but it is applied in some countries based on the
assumption that the percentage share of R&D personnel within the total work-
force changes in parallel with the change in the number of university graduates.

A brief survey of R&D employment in the OECD measured by the number
of researchers per 10 000 labour force shows a picture quite similar to what
has been seen with regard to GERD. Based on this experience, it can be
considered likely that countries with lower GERD/GDP levels (basically those
under 0.5 per cent) also have marginally small numbers of researchers.
Sporadically available comparable data from Third World countries confirm
this assumption (UNESCO, 1998), very likely because a substantial part of
GERD is necessarily spent on personnel.

The structure of great geographical aggregates in R&D employment within
the OECD is quite similar to the geographical breakdown of GERD. Both the
European Union and Japan have a relative share of the OECD’s total R&D
employment equal to their share in the total GERD of the OECD. The
American shares in R&D employment and in GERD are markedly different
from each other due to methodological problems in delineating military R&D
with respect to spending and human resources.

Comparably to the international comparisons of GERD levels, the OECD
countries can also be put in quite homogenous categories with respect to their
indicators of R&D employment. The group of ‘leaders’ consists of countries
with more than 60 researchers per 10 000 labour force. Japan, Finland, the
United States and Sweden belong in this group along with Norway and
Australia (the latter two only ‘followers’ in terms of GERD/GDP).
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The ‘followers’ as regards R&D employment to a large extent overlap with
the parallel group of countries in the GERD/GDP ranking list. This means all
the other advanced industrial economies of the OECD including for example
Germany, France, the UK, Canada, the Netherlands and Austria. Their R&D
employment indicator is above 30 in each case.

The ‘midfield’ (between 30 and 10) here is less densely populated. The only
surprise here is Italy, other members of the group being the other
Mediterranean EU countries plus the former socialist countries from Central
and Eastern Europe. The poor condition of some of the R&D sectors of these
countries is indicated by the fact that the density of researchers is close to 10
in Hungary, Poland and the Slovak Republic.

In fact, analyses of recent developments in their R&D sectors (see
Biegelbauer, 2000; OMFB, 1999b; Müller, 2001; Tamási, 2001; Kuklinvski,
2001; Zajac, 2001) also speak of kind of an exodus from R&D in these coun-
tries after 1990. Biegelbauer’s data illustrate this sometimes shocking trend for
a number of transition economies for the first years of the transition process
(1991 to 1994): the loss of R&D manpower was in the range of 54 per cent for
the Czech Republic, 25 per cent in Hungary, 19 per cent in Slovakia and 17
per cent in Slovenia (Biegelbauer, 2000, 161).42

The reasons for the exodus, dramatically affecting the R&D sectors of
several transition economies, have been multiple: poor financial conditions of
research (including both salaries and financial means of obtaining instruments,
materials and literature), modest domestic career perspectives, and also attrac-
tive scholarship and promotion possibilities abroad. The exodus from R&D
had, in contrast to the development in China, a partly domestic character in the
transition economies of Europe where business was able to attract skilled
people from the academic world on a large scale, but only to a modest extent
to R&D jobs.43

In any event, data on researchers reflect trends parallel with trends of the
GERD in most OECD countries. The relative number of researchers is used
less in international comparisons than GERD/GDP because numbers of R&D
personnel do not tell us anything about the quality and the productivity of that
personnel. This is along with GERD/GDP, still the best and the most widely
used indicator of R&D input, and also of R&D competitiveness in the input-
side approach.

Both GERD/GDP and the relative number of researchers (and, due to the
inflexibility of labour markets in many industrial countries, especially the
latter) have an additional advantage for R&D analysts. These indicators show
a relative stability in time which, to some extent, offsets the problems caused
by the frequent lack of recent international R&D data. This lack is regularly
observed for many OECD countries, and it is typical for most other countries
of the world.
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Imports of Measurement Equipment

This input to R&D has not been given much attention by literature thus far. Its
use in our measurement of R&D competitiveness is based on the assumption
that higher inputs of measurement equipment as one important technological
factor of R&D may mean higher competitiveness. In addition to that, the inter-
national statistical coverage of this input of R&D is one of the widest among
the indicators we have used.

This is of course a quite ceteris paribus type of assumption because a
significant number of countries are likely to manufacture domestically most of
the measurement equipment used by their R&D sector. The import of
measurement equipment has to be treated with care also because from the
aggregate country statistics we do not know (and cannot even estimate) the
portion that is actually used by the R&D sector of a country. Opposed to this
argument – and based on our experience with trade statistics – it has to be
noted that most measurement instruments are built by very specialised manu-
facturers and even researchers from highly developed countries could possibly
need a quite large amount of imported measurement equipment.

Publications: an Assessment of Scientometrics

While the measurement of GERD and R&D employment as main elements of
R&D inputs seems to be a routine statistical exercise, measuring the most
important output-side indicators of R&D has almost become a field of science
in its own right. This is especially true for scientometrics44, the technology for
assessing the number and comparative value of publications produced by the
R&D sectors of countries. Scientometrics is the quantitative analysis of scien-
tific production, productivity and efficiency, and it is based on indicators of
publications and citations.

Scientometrics can cover and register only such R&D results which
(1) have been submitted for publication; (2) have been recommended by their
referees, and (3) have been accepted by a prestigious professional journal. The
fulfilment of each and all of these three conditions does not depend on the
quality of the result only. This is why results of scientometric analysis are
proxies of scientific production to some extent.

Firstly, any researcher able to publish his or her results would not neces-
sarily decide to do so if incentives for publication (in the first place academic
career and promotion) were weaker than incentives for withholding the result
from publication. These latter incentives can be linked for example to efforts
to keep the result secret from competitors, or to concerns about finding an
appropriate channel for publication in the case of an absolutely new result.
Publishing an R&D result may pre-empt its becoming the starting point for a
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successful innovation. This is the case for example when a company
researcher is not allowed by his firm to publish his or her results, because the
firm wants to avoid any leakage of information that could influence the
success of an innovation process under way.

Secondly, the refereeing process of scientific articles is impartial in the vast
majority of cases, but journals relying too strongly on referee reports in their
editorial policy may run the risk that, on a final account, the profile of the jour-
nal is marked by the referees almost as strongly as by the editors and the
authors. It is well known among researchers that the appropriate choice of a
journal may well improve the chances of publishing an article. The reason is
that one author’s knowledge of the editorial policy and the thematic prefer-
ences of journals in his or her field may make that author’s choice of a jour-
nal close to optimal from his or her point of view, while another author less
prepared in this respect could fail to take such a good decision with negative
consequences for the future of his or her article.

Some recent publications (Coupé, 2003; Simonovits, 2004) evoke the possibility
that the playing field could be somewhat tilted instead of being completely level as
supposed by many. They are very keen on avoiding any definitive conclusion of this
kind, and only mention a few statistical facts on apparently biased editorial policies
of some leading academic journals in economics. The most interesting case is that
of two highly quoted professional journals each of them published by one presti-
gious American university. The professional views expressed by leading exponents
of these universities are sometimes contradicting each other. Interestingly, the
analysis of the institutional affiliations of the authors of articles accepted by the two
journals for publication shows a biased structure: the probability that an author can
publish an article the journal edited by in his/her university is significantly higher
than their chances of publication in the journal of the other university. (Simonovits,
2004)

Thirdly, access to internationally recognised journals is not guaranteed for
scientists unfamiliar with the techniques of submitting competitive publica-
tions, unable to write appropriately in English, and/or lacking even the modest
financial resources sometimes needed for submitting a publication in journals
with high impact factors.

In spite of the elements of uncertainty listed above, scientometrics are
generally recognized as a reliable toolkit for the analysis of publication perfor-
mances. We first give a short overview of the present stand of the field and try
to offer a comprehensive picture of international competition in the ‘market’
of publications. Following this, an overview of a recent Methodenstreit and its
assessment is provided.

The term ‘scientometrics’ has its origins in Russia – Nalymov and
Mulchenko (1980) explain the genesis of this term by considering science as
a process of information, and the original idea underlying their book was to
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develop an information-based model of the development of science (Nalymov
and Mulchenko, 1980, 19). Their book (originally published in Russian in
1969) dealt, along with several fundamental problems of scientometrics, with
a number of political issues with a surprising amount of intellectual courage
given the political circumstances then prevailing in the Soviet Union. For
example they mentioned the lack of regular exchanges with foreign
researchers as one of the primary reasons for the low number of citations of
Soviet articles in international scientific literature (Nalymov and Mulchenko,
1980, 233).

A few pieces of early scientometrics-related analysis are known from litera-
ture (for example Lotka, 1926), but the term and the field of science itself gained
worldwide recognition only after the second edition of the classical work of De
Solla Price on the history of science (De Solla Price, 1961, 2nd edition 1975)
was published. His second major book (De Solla Price, 1963) can be regarded
as a path-breaking work for modern R&D policy analysis. The Russian scien-
tists defined scientometrics as quantitative methods which deal with the analy-
sis of science understood as generating and processing information (Nalymov
and Mulchenko, 1980). This conceptual approach is still enjoying widespread
acceptance 35 years later, but the term ‘scientometrics’ has lost its monopoly
position. On the other hand, new attempts at defining scientometrics are more
careful about using the terms ‘science’ and ‘R&D’ in a really accurate way.

Pritchard (1969) also introduced the term ‘bibliometrics’ in the late 1960s
with the underlying idea that the statistical analysis of bibliography data can
yield interesting insights into the production of scientific results. Still, the
bibliography-based approach has a somewhat limited character because it
focuses on information generated by R&D as opposed to scientometrics,
which is interested more widely in the measurement of scientific production.

Scientometric analyses can be carried out in structural, dynamic and eval-
uational dimensions (Braun et al., 2003, 1183). The first and the third dimen-
sion carry only a limited interest for international R&D competitiveness
analysis. Structural scientometrics deals with the analysis of structures in
R&D teams or communities, in sets of scientific products, or with conceptual
issues with relevance for wider fields of science.

Dynamic scientometrics is based on the quantitative analysis of the behav-
iour in time or in space of a number of elements or products of R&D. Such
analyses may cover dynamic processes implying authors, publications or even
citations.

Evaluational scientometrics has a narrower scope, since it is interested in
the players constituting the R&D community, such as countries, regions, insti-
tutions, journals, research teams and individuals. This is the field of sciento-
metrics which tries to dig deeper than the other two in attempting to identify
the factors of R&D performance.
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Evaluational scientometrics is also pioneering methodological (or techni-
cal) development in a number of fields of scientometrics. It has three levels of
investigation, similarly to what we have outlined regarding the levels of rele-
vance of R&D competitiveness analysis:

• the macro level (countries, but also the wide fields of research belong
here);

• the middle, ‘mezzo’ or interface level including institutions and jour-
nals, that is the levels which play a role of transmission between society
or science in a large sense and the individual researcher;

• the micro level is that of the basic building blocks of the R&D system,
the micro level consists of small research units or teams and the indi-
vidual researcher.

The application of the analytical tools of scientometrics has a very impor-
tant ethical requirement (Schubert, 2003). Scientometrics has to be used as
‘antidiagnostics’: that is it should not help to identify negative or unhealthy
phenomena in scientific production (this would be diagnostics), but should
rather be used to point out positive developments.

This requirement is based on the recognition of the fact that scientific
merits based on scientometric data doubtlessly exist, but the lack of sciento-
metric information on an individual, or a team or even a country does not
necessarily mean the lack of valuable scientific production in that case. In
other words, scientometrics is applied with the underlying assumption that it
is not and cannot be the exclusive method of measuring scientific production.

A recent publication in Scientometrics, the leading journal in the field,
gives an in-depth assessment of the scientific production of the world’s 32
countries most productive in science (Glänzel et al., 2002). Data series
covered the time period 1990 through 1998 for the articles published, while
citations were registered for an article during the year of publication and the
two subsequent years.

The data used for the article by Glänzel et al. were taken from the
Philadelphia Institute for Scientific Information (ISI) Science Citation Index
(SCI) database. This database was recently replaced by the Web of Science /
Science Citation Index Expanded Database, which makes scientometric
comparisons difficult for time series expanding beyond 1998.

Articles were attributed to countries according to information on the insti-
tutional affiliation of the authors displayed in the running head of each article.
Co-authored articles were registered as one article for each co-author.

All these rules of scientometric analysis are in full conformity with the
standards generally accepted in the profession. We shall see shortly however,
that these standards are being questioned. If this Methodenstreit is concluded
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in favour of the challengers of the existing rules of the game, the messages of
comparative analyses of innovative performance and R&D competitiveness
would necessarily change to some extent.

Three cumulative international ranking lists were elaborated for the years
1990 to 1998 by Schubert (Schubert, 2003), based on the methodological
toolkit presented in (Glänzel et al., 2002). The first list is about the total
number of publications by country. The second list indicates the average
impact of publications from a country indicated by the ratio of citations per
publication – this is the indicator with the most qualitative character of the
three. Glänzel et al. used a third indicator called RCR (relative citation rate),
which is obtained from dividing MOCR (mean observed citation rate)45 with
MECR (mean expected citation rate)46 (Glänzel et al., 2002). This indicator
measures whether the publications of a country or institution attract more or
less citations than expected on the basis of the impact measures, that is the
average citation rates of the journals in which they appeared. Since the cita-
tion rates of the papers are gauged against the standards set by the specific
journals, RCR is largely insensitive to the big differences between the citation
practices of the different science fields and subfields. It should be stressed that
in this study, a three-year citation window to one source year is used for the
calculation of both the numerator and denominator of RCR (Glänzel et al.,
2003a).

The three lists are reproduced in Appendix A in Tables A.1 to A.3. The first
list shows the supremacy of the great powers in international R&D, with the
United States, the United Kingdom and Japan in the first three positions (two
of them English-speaking countries). The top of the second list is almost iden-
tical, with the Netherlands taking the place of Japan as Number 3. The third
list however is markedly different with countries arriving on top of the list
which excel in the quality rather than in the quantity of scientific output.
Switzerland appears as the best performer here, the United States comes
twelfth and the Netherlands sixth.

This third list confirms, on the one hand, that R&D in the United States
plays a decisive role in world science from both a quantitative and a qualita-
tive viewpoint, in spite of the fact that this is only one aspect of measuring
R&D output. On the other hand, it creates a correct impression of the compet-
itive advantages of other economic powers in the mass production of science
(mass production meaning in this sense that certain minimum but still quite
rigorous quality standards are observed in any event), and of the competitive
advantages of small, open and highly developed economies if the quality of
the best pieces published also matters in the assessment of a country’s scien-
tific production.

These conclusions of course still have a preliminary character because they
assess outputs without regard to inputs. They show however that the application
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of scientometrics can lead to surprisingly diverse conclusions if the differences
between its main methods are not adequately clarified.

A quick comparison of the three indicators most often used in scientomet-
rics offers some insight into a couple of methodological problems of the
measurement of scientific output and also R&D competitiveness. The total
number of publications per country is a typical absolute indicator in which
neither country size nor the quality of publications matters. It would be inter-
esting to examine if there is any correlation between the absolute number of
publications originating from a country and the number of referenced journals
published in that country.

The existence of an asymmetric information situation can be assumed here:
authors from countries with a higher level of concentration of editorial offices
in their universities would be potentially better informed on the journals’
requirements (and, not to be too sarcastic, of the tastes of the possible refer-
ees) than authors from countries where such information is not similarly
detailed and available.

Furthermore language could also be a factor of competitive advantage
because English has almost become the sole language of international science
(other languages as German or French play a certain role only in special fields
of science such as history, history of art, international law or archeology, but
all these fields belong to the realm of the social sciences), and authors from
English-speaking countries obviously have less difficulty in preparing publi-
cations meeting the standards for submission.

The total number of citations per country would be also an absolute indi-
cator without any reference to the inputs used for producing the publications
and the amount of publications generating the given number of citations. This
indicator was used only as an input in the international comparisons by
Glänzel et al. (2002), but neither they nor Schubert (2003) produced separate
ranking lists based on them. Such macro-level citation indicators may have
shortcomings which may influence the reliability of measures developed on
their basis.

The number of citations divided by the number of publications is a special
kind of productivity indicator if publications (usually considered as outputs of
R&D) are considered the ‘inputs’ of citations,47 and citations themselves are
the ‘outputs’. This indicator shows the international impact of publications
produced by the R&D sector of a given country. The side effects which are
created by the different citation patterns of scientific fields, adverse citations,
cyclical citation of collaborative groups, large number of co-authors, and
international collaborations are averaged out in cross-country comparisons of
scientometric indicators.

Country performances indicated by this ratio can still be much influenced
by the structures by fields of science of the R&D sectors of countries. As
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calculations by Schubert (2003) have shown, countries with very active
R&D in biology or medical sciences can expect better positions in cumula-
tive lists since the total number of referenced international publications is
four to five times higher there each year than in physics or engineering
sciences.

An interesting conclusion from the ranking lists based on citations per
publication and the RCR is that very small or, from the point of view of inter-
national R&D, not too relevant countries such as Iceland (general and internal
medicine), Vietnam (organic and supraorganic biology), Senegambia (medical
biology, non-internal medicine), Uruguay (general biology and genetics),
Azerbaijan (agricultural and environmental sciences), Romania (neuroscience
and behavioural sciences), Costa Rica (engineering sciences), Tanzania
(physics) or Moldova (mathematics) can arrive at very high or even top posi-
tions.

This is obviously not due to their ‘mass production’ of high-quality R&D
results, but rather to the fact that their limited number of publications included
one piece or perhaps two containing highly relevant scientific information.
From the 12 fields of science surveyed in Glänzel et al. (2002), most other
RCR-based ranking lists show Switzerland in the top position. This is also a
small country, but obviously a decisive player in several quality-sensitive
segments of world R&D.

The scientometric comparison of R&D outputs48 gives a many-faceted
picture of one important aspect of international competitiveness in R&D,
namely that part of scientific output which has been made a public good by
those who produced it and also by those who own it. From all the scientomet-
ric indicators surveyed, first of all publication counts will have to be included
in our quantitative analysis, because citations-based indicators suffer from a
number of shortcomings.

For example it would probably lead to enormous technical difficulties to try
to register citations obtained by a given publication for post-publication time
spans significantly longer than two or three years. Even so, most really semi-
nal contributions to science can be identified as such only if they are still cited
more than 50 years after they were published. Mathematics is a science where
important findings are regularly cited even decades after their publication
(Csörgő et al., 2003).

Most results in economics are quoted only for a few years after their publication,
except for path-breaking, fundamental theoretical results. Yet, publications of last-
ing scientific influence (to name just a few, and even without evident references to
Adam Smith and David Ricardo) include Cournot (1838), Fisher (1925) and Coase
(1937), all of which have obtained a significant number of citations still many
decades after their publication (and Coase received the Nobel Prize more than 50
years thereafter).
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The currently used ‘mainstream’-type methods of counting publications
give a quite reliable picture of the international production of science, but the
important question marks in this regard cannot be neglected either.

The usual tools of scientometric analysis have different levels of relevance
for the various fields of science. This is why they should be used only with a
great degree of caution for comparing performances or aggregating them
across scientific fields. Such comparisons are made difficult for example by
the fact that the occurrence of co-authored articles is different across fields of
science.

There seems to be a tendency toward the increase of the percentage share
of co-authored articles in overall scientific production (see Papp, 2004). This
is also proven for articles in economics by Coupé (2004) who demonstrates
that the percentage of co-authored articles increased from 18 per cent in 1970
to 47 per cent by the year 2000 in a fixed sample of 88 journals. He cites a
similar development in biology based on Laband and Tollison (2000).

The raison d’être of the strategy of increasing the number of co-authored
articles is provided by the principle widely used in current scientometrics and
also applied by Glänzel et al. (2002): co-authored articles count as one article
by each co-author. As was referred to earlier, the principle of mutual favours
might well work in increasing the number of citations obtained.

The well-known dilemma of how co-authored articles could be correctly
registered for scientometric measurement cannot be simply overcome by
considering an article as one single piece of publication. Co-authors of such a
publication would get their respective percentage shares from the scientific
merit attributed to that article. The problem has multiple aspects. Alas, there
are also reasonable arguments in the defence of the principle ‘one co-author =
one publication’.

First, contributions of authors working in real-life teams cannot necessarily
be expressed in quantitative terms if their research effort was a joint and indi-
visible one.

Second, even a contribution unimportant in quantitative terms (for example
a simple idea towards taking a new path of research) can have a dispropor-
tionally large influence on the success of an article.

Third, the otherwise not completely ethical principle of ‘one co-author =
one publication’ may also protect the interests of those co-authors whose low
bargaining power could not be adequately offset by their proportionally large
research effort towards producing a successful article. Such ‘weak’ co-authors
could be also omitted from publication teams if the number of authors were
strictly limited.

Fourth, sophisticated specialization patterns within research teams in fields
of science such as chemistry or biology make co-authored articles not only
necessary but also inevitable. In such specialized teams however, the measure-
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ment of the individual research efforts and contributions can pose a real diffi-
culty if these efforts were made in completely different fields (for example IT,
diagnostics and theoretical medicine) without any common benchmark of
performance and measurement.

Most scientometric analyses, including the benchmark publication in the
field (NSB, 2002 and 2004) stick to the principle ‘one co-author = one publi-
cation’. This could be explained, besides the arguments we have listed above
in favour of this principle, by some kind of inertia: former time series of scien-
tometric data would become practically useless, and the value of some scien-
tific careers could even become questionable ex post if this principle was
given up. But it is also evident that the unlimited application of this principle
cannot prevent the mushrooming of multi-author publications with all the
distortions in judging the real value of scientific performances that this mush-
rooming could entail.

Compromise could be sought in such a way that the principle ‘one co-
author = one publication’ would remain in use for publications with a number
of authors not exceeding a normal number for a small team, say three or four.
Above that threshold, preferably up to the limit of ten authors, each co-author
would be entitled to count his contribution as a ‘50 per cent publication’.
Between the author numbers 11 and 20 each co-author would be considered a
‘25 per cent author’, and above 20 the virtual percentage share of each co-
author would remain at the level of 10 per cent.

All these limits and percentage shares would apply, of course, only in such
cases where no member of the research team makes public his or her real
contribution to the publication also in percentage terms. If, however, one or
more such declarations accompany the article submitted, all the virtual
percentage shares listed above should be adjusted accordingly for the remain-
ing members of the team.

The last methodological difficulty which makes the use of citations as a
tool of measuring scientific performance somewhat problematic is the large
diversity in the frequency of citations across different fields of science. One
can recognize the relevance of the term ‘entry barriers’ borrowed from
Industrial Organization theory, and we consider it apt for the description of the
following problem.

Two kinds of entry barriers can be considered. The first is the science-
specific character of most journals publishing articles from a given field of
science: a journal of medicine would be quite open to articles produced by
biologists, less so to articles from chemistry, and probably not open at all to
articles from geology or architecture.

This is analogous to the problem of ‘limited substitution’ known from
Industrial Organization theory. The chances of market access are higher for
those ‘products’ (in this case articles) whose market niches are larger and
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which are less threatened by the entry of substitutes to their respective market
niches. Therefore those researchers have a greater chance of having a high
count of refereed publications in referenced journals who work in fields with
relatively great numbers of journals and whose fields are not very open to
entry of authors from other fields of science.

The second entry barrier is specific language or notation. Those fields of
science are more open to entry from outside which use less specific language
and which do not have too narrowly defined notation requirements. The devel-
opment of such special tools of communication within a given field of science
may facilitate the flow of ideas between the representatives of that field but
can also act as an entry barrier to competition from outside.

The fact that entry barriers are erected in science was observed by De Solla
Price (1979, 111). He noted that publications are increasingly aimed at narrow,
specialized professional audiences, and only the inertia of tradition means that
wider readerships are sometimes also targeted.

One possible solution to the problem of entry barriers between different
fields of science is the emergence of interdisciplinary journals (as for example
the Journal of Law and Economics in social sciences). It remains to be seen
whether articles published in such journals can earn a degree of reputation for
their authors similar to articles published in flagship or general interest jour-
nals of their respective fields.

Patents

Patent counts as indicators of innovative or R&D performance are not subject
to much debate in the literature. It seems to be widely accepted that patents
belong to one of the three key but indirect indicators of technology: (1) the
inputs to technological development are shown by R&D indicators, (2) the
outputs can be measured in terms of patents, and (3) the effects of technology
are reflected by higher productivity (Keller, 2004, 757).

It has been demonstrated that the efficiency of a country’s patent protection
system acts as an incentive for R&D investment (Scherer and Ross, 1990;
Varsakelis, 2001). The latter study has also shown that the United States has
the strongest patent protection system in the world (based on a sample of 50
countries: Varsakelis, 2001, 1062). Patent counts are the simplest kind of
patent-based indicators, and more sophisticated ones such as the number of
innovations based on patents and the number of patent citations have been
introduced to complement them (Flor and Oltra, 2004, 325–6).

The United States Patent and Trademark Office (USPTO) runs a quite
rigorous patenting system which functions as kind of a filtering mechanism for
innovations coming from less developed countries (LDCs) (Da Motta, 2000,
1042). This ensures that only the best innovations patented locally in the LDCs
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are submitted for patent protection in the United States, and even some of
these are not found original enough by the US patenting standards. Available
evidence suggests that this patenting function is exerted by the USPTO for
many developing countries (Da Motta, 2000), but most LDCs are in general
unable to appear with really competitive innovations on the world market.

The development of the American patent protection system and the exten-
sion of protection generated an explosion of patents granted by the USPTO
from the late eighties, but this is not generally considered as an appropriate
proof of a similar increase of innovations in the United States (Jaffe, 2000). A
micro-level analysis of US patents in the 1990s identified a string of factors
underlying their impressive increase, but its focus is rather on changing
geographical and company patterns of patent activities in the United States
than on the relevance of patents as the main indicator of innovation (Hicks et
al., 2001).

More conclusive in this respect and also from the point of view of our
methodological interest is the study by Acs, Anselin and Varga (2002). They
used patents as a measure of regional innovation activity (or, as they say, the
production of new knowledge) and found this measure quite reliable in the
given case. They are also more accurate than many of the authors on measur-
ing R&D or innovation. They consider R&D expenditure and patent counts
proxies of innovation activities, and express their preference for so-called
literature-based measures of innovations (such as for instance the analyses of
cases of innovations appearing in literature – Acs, Anselin and Varga, 2002,
1070).

These are micro-level measures with both the clear cost and methodologi-
cal advantages that they are based on publicly available information instead of
material obtained from firm surveys.

Firm surveys are usually difficult and time-consuming to carry out, and
their outcome and statistical relevance depends largely upon the response
propensity of firms. This has become outstandingly evident from our own
experience obtained in a transition economy (Hungary): response rates in
enterprise surveys on R&D have decreased from around 50 per cent in the
mid-nineties to less than 15 per cent by 2003.

One measure of innovation obtained from public sources is based on
sampling the new product sections of trade and technical journals. This indi-
cator is however also quite biased: it has been shown that larger firms spend
proportionately more on advertisements than smaller ones (Acs, Anselin and
Varga, 2002, 1070).

A further reason for such a bias can be a type of market behaviour described
by antitrust policy literature. This behaviour is called ‘Predatory Product Pre-
Announcement’ and the kind of still non-existent products announced this way
‘vaporware’, at least in the software industry (see Scherer, 1996, 277;
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Fleischer, 1997). Obviously if this kind of predatory behaviour prevails then
literature (or press) information on new products and technologies is not really
a reliable source for microeconomic research on innovation and R&D.

This kind of literature-based indicators of innovation suffers from certain
deficiencies as outlined above, therefore we should return to the analysis of the
perhaps most frequently used ‘proxy’ of innovation, patent counts.49 The idea
that the most commonly applied indicators of innovation are just proxies is in
fact quite well in line with our approach to assessing competitiveness.

Standard Industrial Organization literature builds the economic analysis of
patents around the ‘patent race’ model (Tirole, 1988, 394–6). This model is
microeconomic in character. It is based on the assumption that a firm’s inno-
vation (or patenting) capability is strongly dependent on its current R&D
expenditure, but not at all on its past innovation or R&D record.

Hagedoorn and Cloodt point out the fact that R&D expenditure of compa-
nies is not only an input indicator in a narrow sense, but also a good measure
of their innovation capacities, mainly in high-tech industries (Hagedoorn and
Cloodt, 2003, 1368). It remains an open question at the moment whether this
extension of the relevance of R&D expenditure as a capacity and therefore
indirectly an output indicator could be also proposed for country-level
measurements of R&D performance.

To make the picture more complex, recent research has also quite convinc-
ingly shown that patents result much more from investment than just creativ-
ity (Kingston, 2001, 421). This is reminiscent of the ‘linear’ model of
innovation which considers R&D spending as an input and patents as an
output in a ‘tunnel-like’ process. The ‘patent race’ model however identifies
R&D too strongly with innovation, and the results of the innovation process
too much with patents.

A critique of the ‘patent race’ model (Dasgupta and Stiglitz, 1980, quoted
by Tirole, 1988, 396) emphasizes for example that competition in R&D (inter-
firm competition in this case, but inter-country competition as we understand
it) involves choices between different R&D technologies50 with respect to
their risk structures.

For example, in an extreme and simplified case, there might be a choice
between R&D technologies (procedures) A and B. Technology A leads safely
to the patent envisaged, but applying that technology takes four years with a
100 per cent probability. On the contrary, technology B promises obtaining the
patent in two years with a 50 per cent probability, or in six years (50 per cent
probability again). It is clear that the choice between A and B depends mainly
on whether the innovator adopts a risk-averse strategy (choice A) or a risk-
taking one (choice B). The two strategic choices are, however, not really
equivalent.This would be the case only if the value of the patent on the market
showed a linear change with the passing of time, so that its value in year 4
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(supposing the application of technology A) would be equal to the average of
its values in years 2 and 6 (supposing the application of technology B).

Therefore patent registrations on the basis of an R&D project are achieved
not only in function of R&D spending, but also as a result of better, good, bad
or still worse choices of R&D technology. This idea gives further support to
the ‘proxy’ argument: patents are such outcomes of the innovation process
which are not really in a direct relationship with the financing, the quality and
the size of the R&D effort.

Another standard description of the problem of patents emphasizes their
role as incentives to R&D and innovation (Scherer and Ross, 1990, 621–6).
Patents help innovators monopolize the sales of new products, and this poses
the problem of the optimal size of incentives. Monopoly rights lead to losses
of consumer welfare which can be potentially offset by such gains in consumer
welfare which occur owing to the faster introduction of a new product (for
example a new drug or hardware).

The problem is again related to measurement. Losses of consumer welfare
could be calculated by comparing the ‘monopoly’ price of the new product
with its ‘competitive’ price, which is difficult to be established since there is
no competitive product on the market, but close substitutes could be identified.
However the welfare gain is much more difficult to measure. To give one
example from the pharmaceutical industry: let us suppose the new drug used
for the treatment of the same disease as its predecessor on the market can be
purchased at the same market price, and it prolongates average life expectancy
from five years obtained with the use of the old drug to eight years with using
the new one. How could welfare gain be measured in this case?

The reliability of patents as measures of technological innovation output is
widely debated in literature (see Griliches, 1990; Patel and Pavitt, 1995). A
frequently used argument against giving it too much weight in innovation
analysis is that it measures inventions rather than innovations (Griliches, 1990,
1671; Flor and Oltra, 2004, 326; on the economic analysis of inventions see
Wyatt, 1986). No doubt inventions represent just one intermediate step in the
innovation process, and many inventions do not become successful innova-
tions. Patents may give a positively distorted picture of innovations, since it is
not at all guaranteed that all patented inventions will lead to or become
commercially viable innovations.

Another problem with patent counts is that they give equal weight to inven-
tions or innovations representing very diverse scientific and/or commercial
values. The economic value of patents can be measured with approximative
methods only, since there is only a very limited market for them, and their
replacement value is practically incalculable.

One of the methods of patent value approximation is extensively reviewed
by Griliches (1990, 1679–82). The apparently best method to establish not the
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value of individual patents (this would be practically impossible), but the
aggregate value of different patent groups is based on observations on patent
renewals. The underlying assumption is the following: the more times a patent
is renewed, the higher the interest for the invention (or innovation) protected
by it is on the market.

This approach is however a bit simplistic. To begin with, this method of
calculation is not easily useable in international comparisons due to significant
cross-country differences in patent renewal fees. Moreover this measurement
is biased against company sizes. The reason is that smaller firms (primarily
SMEs) tend to be less able to pay regular renewal fees, first of all for patents
whose economic benefit is still only an expectation for smaller and medium-
sized firms with weaker financial potentials.

The main argument developed against patents by Scherer and Ross is of a
much more general character and it is aimed basically at the scope of patent
protection: ‘because of diverse real-world complications, the patent protection
given an innovator may be too little, too much or of the wrong kind’ (Scherer
and Ross, 1990, 624).

This means that many patents did not really provide the expected incentive
at the time the book by Scherer and Ross was written (its first edition was
published in 1980). The patent legislation system of the United States has been
since amended in several successive steps (on the analysis of the Bayh-Dole
Act of 1980 and the subsequent legislative changes see Coriat and Orsi, 2002).
The essential feature of these legal changes was a strengthening of patent
protection taking the special features of different fields of new technology (for
example biotechnology or the software industry) into account, and making
innovation and intellectual property a field of investment where the interests
of investors enjoy a better protection. Representatives of the American
biotechnology industry explicitly noted that a more watertight patent protec-
tion system largely increased investors’ confidence in the sector (Coriat and
Orsi, 2002, 1501). Further improvements in the patent protection system have
been suggested by Kingston (2001).

In spite of the recent regulatory changes in American patent legislation, the
necessity of further changes has implications for our deliberations on patents
as one kind of the outputs of the innovation process. If patents have a role of
protection from competition as their primary function then they are submitted
for registration not necessarily in order to protect new, innovative outputs of
R&D, but rather to protect pieces of intellectual property with a stronger focus
on property rights than on technological novelty.

Let us suppose an innovation is not threatened by imitation and other kinds
of IP protection are less expensive.51 In such a case, the innovation process
will not be concluded with patent registration, and the patent-based measure-
ment of innovation output yields an imperfect result.
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Patents are, in spite of all the measurement difficulties referred to above,
widely used as an indicator of the innovation performance of companies (for
a review of this literature see for example Hagedoorn and Cloodt, 2003, 1368).
In his (still in recent years) widely quoted paper Griliches stressed that
‘patents are a good indicator of differences in inventive actitivity across differ-
ent firms’ (Griliches, 1990, 1702). This is a very accurate formulation: patents
reflect firm-level inventions quite well, but it is not sure at all that inventions
become innovations.

High-tech Exports

This indicator of R&D output also used in our measurement of R&D compet-
itiveness has been explained in detail before. As we have stressed, this indica-
tor is a good proxy of R&D output in the case of countries which use domestic
R&D and innovations extensively for export production. This is true for most
advanced industrial economies, but notable exceptions are such recipients of
massive foreign direct investment (for example Ireland, Hungary or Slovakia)
where exports of high-tech goods are based on R&D and innovation activities
carried out abroad by the multinational firms producing these export goods in
such countries. This fact may cause a massive bias on the level of the individ-
ual countries in question, but the behaviour of the international sample would
probably not be distorted by it.

2.7 ASSESSING SUCCESS AT THE END OF THE
INNOVATION PROCESS

Performance in R&D or innovation is also strongly conditional upon the
degree of how inputs are converted into measurable outputs. This is, in a broad
sense, an issue related to the entire NIS of a country, but the relationships
between inputs and outputs of R&D have to be observed on the micro level,
taking into account individual R&D teams or projects. Ultimately the success
of R&D is reflected by the acceleration of productivity growth (Keller, 2004,
757), but measuring the impact of R&D effort on productivity on the macro-
economic level poses a serious econometric challenge due to the complexity
of the transmission mechanism between R&D, innovation, market perfor-
mance and, at the end of this not fully causal link, productivity.

We could think in terms of a ‘steam engine’ scheme of the development of
a scientific idea from the research and development stage through invention to
the final stage of innovation. This process is called the ‘path analysis’ of
knowledge production by Griliches (1990, 1671), but his scheme is different
from what we understand by the steam engine. The steam engine metaphor is
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used because not all R&D results obtain patent protection (some of them take
the publication path and may become patented later in a revised form, others
are not patented due to high patent costs or the lack of fear of imitation), and
not all patented inventions become commercially viable or successful innova-
tions.

This metaphor is applied because steam engines are similar to the innova-
tion process in the sense that each step of transmitting energy to the next
involves a substantial loss as compared to the initial amount of energy, and the
final percentage of energy really used by the steam engine is only around 10
per cent of its consumption of energy.

There can also be cases when inventions are ‘hijacked’ and become inno-
vations at other firms. This hijacking might mean a simple theft of intellectual
property, but also that the patent owner is unable to finance the innovation
process and sells the patent to another firm, sometimes in the framework of a
market-sharing agreement.52

The ‘steam engine’ scheme shows that R&D can have at least three kinds
of outputs and comparisons of these are very difficult (see Figure 2.2). The
mainstream path goes from R&D through invention to innovation, and the
result of this kind of R&D effort can be estimated based on patent statistics.
There seems to be a transmission problem here: as the ‘steam engine’ demon-
strates, only one part of R&D output takes the innovation direction.

There are two kinds of transmission loss at the first step in this direction:
(1) not all inventions are submitted as patent applications, and (2) not all
patent applications are accepted. The second step also involves an important
transmission loss: not all patents granted end up as successful innovations.

We have described a scheme of ‘transmission of energy within the steam
engine’ so far, that is the path R&D ⇒ invention ⇒ patent ⇒ innovation. We
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prefer not to call this path a chain. The reason is that any parallel with the
linear model of innovation should be avoided at this point. The linear model
describes a one-way stream of new knowledge, while we speak here of succes-
sive steps potentially resulting in innovation, but not inevitably leading to it.

There exist two other, to some extent secondary paths of moving from
R&D potentially, but not necessarily to innovation. R&D can take the scien-
tific path where success is measured by standards other than patents or inno-
vation. On the scientific path, success is closely linked to the extent of impact
on the research of others and, in more general terms, the scientific community.

The output to be evaluated here is publications, and this kind of impact is
measured by the tools of scientometrics which have been discussed.
Depending on how scientific impact and success are assessed, good perfor-
mance on this path may lead to such recognition in the global (or the local)
scientific community as a Nobel Prize or a tenured professorship.

The scientific path does not necessarily end at this point. It has been demon-
strated by scientific career research that high scientific awards may vastly
improve the prestige of a researcher, but it can also be extremely helpful for the
fund raising potential of his or her53 employer (Hargittai, 2001). Such success-
ful scientific careers may create ‘loops’ within the ‘steam engine’ scheme which
speak against its linear character: the same R&D output leads to scientific
advancement and, with some delay, also to innovation which then improves the
financial background of the research centre or team. At a later stage of the
process the R&D output will, if leading to commercial success, improve the
welfare of the country from where financing was obtained for the project.

Teams including or headed by highly rated researchers might have above-
average chances to obtain better financing. R&D by a team may have publi-
cation success with a research result which (or a part of which) preserved from
public attention could be channelled back to the transmission path, perhaps
become a patent, and later become a successful innovation.

The other alternative path from R&D to innovation leads through the
upgrading of intra-firm knowledge. Taking this path supposes that the intra-
firm information system is watertight (for example researchers are strictly
requested to have their conference papers or posters authorized by their
company before presentation, and all outgoing information is rigorously
screened). Patent protection may be deliberately avoided, also because that
would also possibly mean some kind of leakage of technical information, at
least regarding the direction of the research. Innovation can be generated
entirely within the firm in such a way that the innovation comes as a complete
surprise to competitors. In such a case, patenting can potentially follow the
introduction of the innovative product or service to the market, and patent
counts are not a correct indicator of inventions or innovative activity in a given
year any more.
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3. R&D competitiveness measured
Balázs Borsi and András Telcs

Previous chapters in this book showed that nations do compete and a substan-
tial part of this competition is played out in the technological R&D and inno-
vation arena. The game is a dynamic and global one, but can we shoot pictures
of it that help us understand it better? The answer is a contingent yes. We
believe numbers to be reliable yet cross-country R&D statistics undoubtedly
carry an amount of uncertainty. Nevertheless in this chapter we would like to
present methodological approaches to determine the R&D competitiveness
position of countries. The problem of multivariate ranking and efficiency is
discussed with the help of three well-known methods: principal component
analysis, non-parametric ranking and Data Envelopment Analysis (DEA).
After a brief introduction into the database compiled the ranking methods are
explained for the year 2000 in section 3.2. Beyond ranking R&D efficiency is
also a discussion problem for which section 3.3 introduces the DEA method.
Section 3.4 extends the analysis to two points in time and section 3.5 presents
the conclusions.

3.1 COLLECTING THE INDICATORS

Ranking and positioning emerged with biological evolution. Species, races
and even biomes are competing for survival for which mixed strategies of
cooperation and competing are needed. Dominance is a key concept in compe-
tition: the dominant species or race has better access to food, water, shelter and
the chance of reproduction. The question arises: can we talk about dominant
strategies in R&D? If so, how can we describe dominance?

When there are more than two competing entities pairwise comparisons can
show dominant positions which can be ordered and then extended to the whole
population of entities. Full, ordinary ordering54 is simple and easy to interpret.
The information coded in the order might be vital: it shows the ranking of
species in a colony, and the subordination level of a given specimen or race or
country.

In our modern era ranks are very common. Magazines that prepare and
publish ranks of company results, wealth of individuals, bonds and shares are
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just one example. Such ranks might orientate investors. Similarly general
macroeconomic or sectoral performance indicators are inputs for governmen-
tal policy formulation. For the lack of full information and understanding of
the underlying processes the only possibility to compare is to use aggregate
indicators and ranks to learn which entity performs better than others. Though
it is an indirect way to explore complex economic relations, it has proved to
be very fruitful.

If we want to rank countries by their R&D competitiveness, they must be
described by a number of attributes of differing nature that are linked in
some way to their success in R&D competition. The simplest set of appro-
priate attributes can be statistics; however there are two fundamental prob-
lems:

• even if we manage to consolidate the term ‘R&D competitiveness’, it is
very unlikely that we can collect the appropriate statistics;

• if we manage to collect some statistics, they might not be appropriate
and might not describe ‘R&D competitiveness’.

There is no need to go into details about competitiveness as other chapters
in this book deal with the issue. Without providing a definition for R&D
competitiveness and analysing the complex knowledge processes in depth, it
needs to be emphasized that:

• R&D and innovation are among the main driving forces in the modern
economy;

• the efficiency of R&D in bringing value added and increased quality of
life is crucial in improving the competitiveness of the economy;

• such efficiency attracts ‘capital’ (that seeks only profit) thereby aiming
to strengthen the competitiveness position (for that profit sought).

The efficiency of R&D referred to above is directly related to R&D
competitiveness. If we manage to understand the R&D positions of countries
and capture this efficiency we come closer to understanding R&D competi-
tiveness. We collected indicators as shown in Table 3.1 to test ranking and effi-
ciency measurement methods for the widest possible pool of countries.55

Certainly, analysing the data in Table 3.1 separately may lead to debatable
results. However by applying and testing the reliability of multivariate meth-
ods, we may prove that these data can describe R&D competitiveness posi-
tions. In particular:

• the ‘absolute’ numbers can describe a country’s position interpreted as
a ‘weighted point’ on the globe;
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• the ‘relative’ numbers can position the general state of R&D of coun-
tries;

• the relative size of ‘absolute’ input and output statistics describe effi-
ciency of R&D systems of the different countries.

The sections that follow provide detailed discussion of the three topics
outlined above. Individual country statistics can be found in Appendix A.2.

3.2 HOW TO RANK?

If we have a look at the statistical data in Table 3.1 we may have eight differ-
ent ranks of the countries. For instance if absolute input type of statistics are
taken, Brazil is the seventeenth according to the number of researchers,
thirteenth if GERD is considered, twentieth for the imports of measurement
equipment. The ranks are 24, 17 and 26 for domestic patents, publications and
high-tech export respectively. But what is the actual position of Brazil if all the
absolute figures are taken into account?

Obviously Brazil is somewhere between 13 and 26 on the world map of
R&D if absolute size is considered. However the same issue can be raised for
all the countries and separately for the ‘relative’ indicators. To provide a sound
solution to the problem, we must aggregate the information and obtain a
master list so that the smallest possible portion of information is lost. A
straightforward option is to assign weights to the variables,56 compute a ‘mix’,
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Table 3.1 Statistical data for R&D and innovation

Input Output

statistics

‘Absolute’ Number of researchers Patents granted to residents
indicators GERD* (US$) Scientific publications

Import of measurement High-tech export (US$)
equipment (US$)

‘Relative’ GERD/GDP (%) Publications per million
indicators Researchers per million inhabitants

inhabitants Patents per million
inhabitants

Note: *Gross Domestic Expenditure on R&D



an ‘average’ indicator and rank the countries. It is a nice and simple solution
but we have to explain why we prefer one weight system and not another.57

Two further methodological questions emerge:

• For the set of n R&D indicators, can m < n aggregate indicators be
constructed so that the vast majority of information is carried forward to
the aggregate indicators, that is ‘enough’ variance of the n indicators is
explained by the m < n aggregate indicators?

• Can we obtain a system of weights which is not subjectively pre-defined
so that it produces a statistically consistent master ranking list?

The mathematically exact answer to the first problem was presented by
Pearson (1901) and some 30 years later Hotelling (1933) developed further the
so-called ‘principal component analysis’. We can and will use the classical
principal component analysis technique to construct ranks. To the second
question we would like to show an answer using the rank correlation coeffi-
cient of Spearman (1904) in a heuristic method, the so-called ‘genetic algo-
rithm’.

The principal components are the weighted averages of the variables but
the weights are not voluntary: they are combinations of the original variables
so that all the variance is explained. However in practice only a few principal
components have significant explanatory power, and if we are lucky58 only
one principal component will explain most of the variance in the R&D indi-
cators. The countries can then be ordered and their respective ranks deter-
mined.

The other method proposed to determine rankings does not explain the vari-
ance of the original variables, but directly searches for an optimum rank,
which is the closest to the ranks defined separately for all the variables (so a
rank number between 13 and 26 is chosen for Brazil in such a way that it best
reflects Brazil’s position). The weights can be selected in an iterative way.

Let us imagine that we construct a composite indicator using w1,w2, . . . w6
= 1/6 as weights for the original six ‘absolute’ indicators. Then we compute
the ranks for the countries and the rank correlation coefficients of the original
indicators and the mixed one. By changing the w1,w2, . . . w6 weights, the rank
correlation will change and can in practice be maximized. In contrast with the
principal components approach, this ‘non-parametric ranking’ approach is
insensitive to large values: only the order in ranking counts.

Let us now imagine that the weights represent genes in a population.
Different species of the population correspond to different weight sets and
these species compete, which produces a higher simultaneous rank correlation
with the original indicators. The most successful species (set of weights) have
the chance to multiply and/or go through mutation and become members of
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the next generation. Less successful species drop out from the formation of the
next generation. The iteration of this procedure is the evolution of the popula-
tion, which yields a nearly optimal solution.

The novelty in the non-parametric ranking approach is purely technical. In
earlier times, the optimization of weights was almost impossible. Currently
however, substantially increased computer power makes it possible to run
genetic algorithms.59 The task is to find those optimal weights which maxi-
mize the simultaneous rank correlation between the composite indicator and
the original ones. This problem has no exact solution, which is why a good
numerical estimate is needed.

The non-parametric ranking method can be used by itself, but a particular
gain can be realized if we compare the ranks produced with the two methods.
We use the example of the six ‘absolute’ variables for the year 2000, which can
be amalgamated into one principal component (so that nearly 87 per cent of
the total variance is explained). However constrained our database is, this one
principal component represents the absolute size of R&D activities in the
countries in 2000.

Similarly, using genetic algorithms a composite ranking list of countries
was computed so that the rank correlation between the individual ranks and
the composite rank was maximized (the Spearman rank correlation coefficient
was between 0.8 and 0.95). The results are presented in Table 3.2.

At first sight the ranks are very similar and differences in ranking positions
are very small for most of the countries. A difference of 4 or higher, and partic-
ularly above 6, shows that the position of the given country in one or more
‘individual’ rank does not align well with its position in other ‘individual’
ranking lists.

From Table 3.2 we can see that the non-parametric method is unfavourable
for a certain group of countries. Singapore is the first example: according to
the principal components method, Singapore is the tenth, but in the list
computed by genetic algorithms it is only the twentieth. The difference is
caused by the ‘trade’ indicators: Singapore is the fifth exporter of high-
technology goods and the tenth importer of measurement equipment, but all
the other individual lists have Singapore after the twenty-fifth position.

Similar conclusions apply for Mexico, Malaysia, the Republic of Ireland,
Thailand, Indonesia and to some extent Hong Kong and Hungary. The coun-
tries that are valued higher according to the method of genetic algorithms are
those that have less substantial differences between their positions in the
‘trade’ indicators based and other ranking lists. These are Denmark, Norway
and Argentina, but to some extent Brazil, Poland and Greece as well. Thus for
nine countries at least, the ranking lists produced with the genetic algorithm
method clearly change the picture we get if we think intuitively of the coun-
tries’ positions in ‘absolute’ R&D effort and performance. To put it differently,
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Table 3.2 Ranks computed from the six ‘absolute’ indicators using principal components and the difference caused if non-
parametric ranking was used

Rank G* Rank G* Rank G* Rank G* Rank G*

1 USA 0 11 Italy 2 21 India 3 31 Indonesia –9 41 New Zealand 3
2 Japan 0 12 Netherlands 1 22 Ireland –10 32 Hungary –4 42 Slovakia –1
3 Germany 0 13 Mexico –6 23 Finland 0 33 Turkey 3 43 Venezuela –1
4 UK 0 14 Malaysia –15 24 Hong Kong –4 34 Norway 7 44 Chile 2
5 China –1 15 Spain 2 25 Austria 3 35 Czech Rep. 1 45 Bulgaria 0
6 France 1 16 Sweden 4 26 Israel 5 36 South Africa 3 46 Colombia 0
7 Korea, South 0 17 Australia 3 27 Ukraine 1 37 Argentina 6 47 Iceland 0
8 Canada 0 18 Switzerland 3 28 Thailand –11 38 Portugal 1 48 Panama 0
9 Russia –1 19 Belgium 2 29 Poland 4 39 Greece 4 49 Cyprus 0

10 Singapore –10 20 Brazil 4 30 Denmark 6 40 Romania –1

Note: *this column shows how many positions are given to or taken from the given country according to non-parametric ranking.



for these nine countries the ‘trade’ indicators are not in accordance with other
R&D indicators and this fact can be shown if the two ranking lists are
compared.

We then hypothesized that the two ranks must be very similar if the
‘trade’ indicators are taken out. This was exactly the case: the ranking lists
obtained with the principal component extraction approach and the genetic
algorithm method were basically the same (this means differences between
the two ranks were less than 4 for the vast majority of the countries). There
were only two exceptions: China and Indonesia. Both countries were
‘punished’ (that is, they obtained worse ranking positions) by the genetic
algorithm method for the same reason: the number of researchers is
outstanding in both countries compared with the other indicators. China is
punished by 4 positions (it is not necessarily a substantial difference) and
Indonesia by 17 positions.60

The ranks can similarly be computed for the ‘relative’ indicators. We may
even hypothesize that the GERD/GDP ratio, the number of researchers per
million inhabitants, domestic patents granted per million inhabitants and
scientific papers per million inhabitants together represent variables that
describe the ‘general R&D culture’ in a country.61 The two methods produce
nearly the same ranking list62 (see Table 3.3). Only Singapore is ‘punished’ by
the genetic algorithm approach: the reason is the country’s very high ‘density
of researchers’ that places the country fifth on the individual list according to
the number of researchers per million people.

To sum up, both the principal component analysis and the non-parametric
ranking method are based on a simple idea, replacing the multivariate space
with a univariate one. The principal component analysis uses LSM (least
squares method) while the second minimizes simultaneous rank correlation.
Non-parametric ranking is a good complement to the principal component
ranking, which is sensitive to absolute values. A further advantage is that it
helps us to see which entities carry statistical information that is not in accor-
dance with the others.

It is important to note that the weights are self-selected in both cases,
because the criticism that the choice of weights is ad hoc always has solid
grounds. The ranks presented above are mathematically optimal in a given
sense, and they coincide well with the overall picture expected or ranks
constructed using other methods as these were surveyed in earlier parts of this
text. However we must also be aware that any simple linear ranking of multi-
variate data has a cost of losing information as well. In other words a multidi-
mensional scenario cannot be fully reconstructed from its one-dimensional
projection. If we do not forget that the information loss has taken place, multi-
variate ranking can be very useful to understand the internal factors determin-
ing the relative positions.
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Table 3.3 Ranks computed from the four ‘relative’ indicators using principal components and the difference caused if non-
parametric ranking was used

Rank G* Rank G* Rank G* Rank G* Rank G*

1 Japan 0 11 Norway –1 21 Russia 0 31 Poland 0 41 Cyprus 0
2 Sweden 0 12 Netherlands 2 22 Ireland 0 32 Hong Kong 0 42 India 0
3 Finland –3 13 Singapore –5 23 Spain 0 33 Bulgaria 0 43 Mexico 0
4 Israel –1 14 Australia 0 24 Czech Rep. –1 34 China –1 44 Panama 0
5 Switzerland 1 15 France 2 25 Italy –1 35 Brazil –1 45 Venezuela 0
6 United States 3 16 Canada 0 26 Ukraine 2 36 South Africa –1 46 Malaysia 0
7 Iceland –4 17 UK 2 27 Slovakia –1 37 Romania 3 47 Indonesia 0
8 Denmark –1 18 Belgium –1 28 Hungary 1 38 Argentina 0 48 Colombia 0
9 Korea (S) 2 19 New Zealand 2 29 Portugal 0 39 Chile 0 49 Thailand 0

10 Germany 2 20 Austria 0 30 Greece 0 40 Turkey 0

Note: *the positions given to or taken from the given country according to non-parametric ranking.



3.3 DATA ENVELOPMENT ANALYSIS: AN INSIGHT
INTO EFFICIENCY

The principal component analysis and the non-parametric ranking method
differ only in the distance used to measure the difference between the optimal
mix of indicators and the individual indicators. By constructing one-dimen-
sional ranks we lose not only statistical information, but also the possibility of
finding similar countries that have similar ‘R&D policies’. To further refine
the picture, an efficiency measurement method is applied. It is called Data
Envelopment Analysis (DEA).

The DEA method makes extensive use of the fact that the variables are
grouped as input indicators (number of researchers, GERD) and output indi-
cators (publications and patents).63 One may argue that especially the output
indicators are not appropriate, because the main output of R&D is primarily
new technologies and products (innovation).64 However we had to make a
compromise and use these indicators, which can be accepted as proxies for
R&D results.

When we have inputs and outputs, the basic economic question can be
posed: how efficient is one country compared with another? The DEA method
will be used for such cross-country comparison.

Data Envelopment Analysis is a relatively new non-parametric method
rooted in multi-objective decision analysis or operations research originally
proposed to measure production efficiency. It was originally proposed by
Charnes et al. (1978) (see Färe et al., 1994a for a comprehensive review). The
recent literature of the topic is enormous and the method should be well known
by non-expert economists as well, so we omit the technical introduction. For
the interested reader some conceptual introduction is given in the context of
the present study deviating from the usual terminology.

A country is considered as a production unit which uses inputs (GERD and
researchers) to produce outputs (publications and patents). Referring to R&D
competitiveness, a country will be more attractive (to an investor) if it
produces more output using less input, or simply if it is more efficient. This
can easily be quantified if only one input (for example GERD) and one output
(for example publications) is considered. The cheaper a country produces a
scientific paper, the more efficient it is in a strictly economic sense, that is
without considering the paper’s real impact on research (not even its impact
factor can be considered as a proxy for the real impact).

If only these two dimensions of R&D are taken into account, the ranking
list is interesting. The developed industrial countries produce very expensive
papers. Someone could possibly be tempted to come up with the obvious
interpretation that a few good but poor countries offer something at low cost,
but they are obviously not the flagships of international R&D.
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Given the complexity of the R&D activity it is appropriate to take more
indicators into consideration. The DEA method measures the relative positions
of countries (the objects) with respect to peer countries based on their produc-
tion of a mix of R&D results (p publications and q patents) given a mix of
inputs (r researchers and s GERD dollars). The countries are placed in a multi-
dimensional space of variables or indicators.

In the so-called output-oriented model65 the goal is to maximize output
based on given inputs (mix). So the DEA algorithm normalizes on the input
mix used and produce an envelope of the country set in the multidimensional
space. This envelope contains the best-performing countries, also called effi-
ciency frontier. The best-performing countries are the reference level of effi-
ciency. It may happen that a less efficient country has a different mix of inputs
than the best ones, but we can ‘mix’ the efficient countries to get a virtual
country which is also efficient and uses the same mix as the investigated one.
This is the target or reference point on the efficiency frontier for the given
country and its efficiency is the production rate relative to the virtual, so it is
always between zero and one.

Scale invariant (constant returns to scale, CRS) and scale dependent (vari-
able returns to scale, VRS) efficiencies can also be distinguished. In the ‘scale
free’ approach, efficiency of a country that uses 2 units of input to produce 2
units of output equals to that of another country with 1 unit of input and 1 unit
of output. In reality absolute values count (for example the law of diminishing
rates of return in economics). In general however, efficiency might depend on
the absolute values (scales) of inputs and outputs. In this case literature uses
the variable return to scale terminology, and a modified way to calculate effi-
ciencies. To gain a full picture it is worthwhile to run the DEA using both
assumptions (VRS and CRS) and compare the results.

To see how multi-object comparison works, efficiency and relative posi-
tions are depicted for the two inputs and one output case. Let us call the coun-
tries on the maximum efficiency level peer countries.66 On the surface they
span each country has a reference point, which is their virtual optimum. For
instance if we are seeking for output optimization for country B the point B″
in Figure 3.1 indicates what the efficiency would be of the peer countries if
they use the same mix of inputs as B.

The CRS frontier defined by the points G, C, D, and F lies on it as well. So
points A, B, E and Q are not efficient if CRS is assumed yet A and E are effi-
cient if VRS is applied. Thus points B and Q are not efficient, they are below
the VRS frontier. Their virtual optimum on the VRS frontier are B´ and Q´ and
B´´ and Q´´ on the CRS frontier.

Let TECRS, TEVRS denote the technical efficiency in the CRS and VRS
models. Pure technical efficiency is measured by TECRS = OB´´/OB while
VRS technical efficiency is TEVRS = OB´/OB. It is natural to assume that R&D
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is very scale sensitive and only the VRS approach is adequate. On the other
hand it is worth studying both on the same data set. In doing so one can
decompose efficiency into pure Technical Efficiency and Scale Efficiency.
One can also observe that in the CRS model fewer countries are efficient than
in the VRS. This is normal, because size or capacity is not taken into consid-
eration in the former while in the latter it might turn out that on a less advan-
tageous level of scale some countries are very efficient.

Let us denote Scale Efficiency by SE. SE = TECRS/TEVRS and it can be
interpreted as the loss (or gain) in efficiency due to the non-proportional scal-
ing. A country can not change its size, so it has no option to improve the effi-
ciency by changing the scale of operation, which is a possible option for
enterprises. A country can modify its GERD or number of researchers to some
extent, and this limited room for manoeuvre is a critical issue of policy debates
but cannot change the scale position of the country in a drastic way.

There are three regions with respect to scale efficiency. The constant region
is where the output is proportional with the input, the increasing region where
the output–input ration is increasing, and correspondingly the decreasing
region is where the ratio is decreasing. If we run not only the VSR model for
the countries but also the CRS, then we can determine individual scale effi-
ciencies as well as pinpoint if the countries are in the decreasing returns to
scale or in the increasing returns to scale region.

Now let us return to the two inputs (researchers, GERD) and two outputs
(publications, patents) analysis.67 Although diagrams cannot be constructed,
the DEA method works the same way. Both CRS and VRS efficiencies have
been calculated as well as scale efficiency. It turned out in the VRS model that
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Bulgaria, Hong Kong, Israel, Korea, New Zealand and Ukraine are on the effi-
ciency frontier (see Table 3.4). The reasons in our framework are:

• Bulgaria and Ukraine produce patents and publications very cheaply.
• Researchers in both Hong Kong and Israel publish many scientific

papers per capita; further, in Hong Kong the ‘GERD price per paper’ is
fairly low and Israeli researchers are also granted many patents.

• South Korea is the patent champion: researchers produce many patents
and they do it cheaply.

• New Zealand is in the first seven in all aspects: it produces many patents
per researcher at reasonable price and the same holds for publications.

The reference countries are all efficient, they represent different policy
mixes of R&D. In their direction in the four-dimensional space, there are no
more efficient countries than those on the frontier. All other countries are posi-
tioned in relation to their efficiency coordinates in the four-dimensional space.
The reference countries are efficient both in the CRS and the VRS models.

Different combinations of the reference countries can be used to construct
the virtual optimum for the less efficient countries. The non-efficient coun-
tries, which form heterogenous groups, will be presented according to their
CRS reference countries.

The first group represents developed countries, and their references are
Israel, South Korea and New Zealand (see Table 3.5). If VRS is taken into
account, Japan, the Netherlands and the United States are also efficient coun-
tries. With the exception of Japan and the United States, New Zealand is the
most important reference country in this group.

Weights of the reference countries show how the virtual optimum can be
composed using the reference countries. In this virtual country TECRS = 1 and
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Table 3.4 R&D input and output data for the reference countries (2000 or
latest available year)

Country Patents per Publications Patents per Publications
million per million thousand per thousand TECRS,
GERD $ GERD $ researchers researchers TEVRS

Bulgaria 217 1205 15 85 1
Hong Kong 5 228 9 411 1
Israel 8 93 50 549 1
Korea (South) 187 55 212 62 1
New Zealand 95 411 66 287 1
Ukraine 1681 749 47 21 1

Source: computations using the statistical data in Appendix 2.
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Table 3.5 R&D input and output data (2000 or latest available year). Reference countries: Israel, South Korea and New
Zealand

Country DEA statistics Ref. countries 
and weights Patents per Publications Patents per Publications

million per million thousand per thousand
IS KO NZ GERD $ GERD $ researchers researchers

Japan 0.85 1.00 0.85 D 0.39 0.61 0.00 79 34 173 74
Netherl. 0.84 1.00 0.84 D 0.21 0.01 0.78 39 145 69 257
Switzerl. 0.75 0.87 0.87 D 0.33 0.01 0.67 21 111 52 272
Austria 0.65 0.67 0.97 D 0.24 0.02 0.74 32 102 60 191
France 0.62 0.85 0.74 D 0.23 0.03 0.74 36 96 64 171
Sweden 0.59 0.69 0.86 D 0.29 0.01 0.70 22 90 48 194
USA 0.58 1.00 0.58 D 0.49 0.07 0.44 32 62 76 147
Germany 0.57 0.79 0.72 D 0.25 0.04 0.70 36 80 66 145

Note: *increasing (I) or decreasing (D) return to scale.
Source: computations using the statistical data in Appendix B.
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relative efficiency is given in the TECRS in Table 3.5. As an example France
has TECRS = 0.62, its virtual optimum would be the mix of Israel, South Korea
and New Zealand with weights 0.23, 0.03 and 0.74 respectively. This means
that basically it is the mix of the first and the third reference country and it is
much closer to New Zealand than to Israel in its indicator composition.

The second group also contains developed economies and again it has three
reference countries: Korea is replaced by Hong Kong (see Table 3.6). If VRS
is assumed, then the United Kingdom and Italy are also efficient and Hong
Kong is their most important reference.

The third group contains two developing and three transition countries (see
Table 3.7). Russia – as a cheap ‘producer’ – is VRS efficient and Romania and
Poland are also very close to the VRS efficiency.

The next group is a heterogeneous one, because the two reference countries
are quite different: Bulgaria is a cheap producer of ‘scientific-technological
goods’ as patents and papers, and New Zealand is not only cheap but very
productive as per researcher at the same time (see Table 3.8). Under VRS
assumptions, Hungary, India and Spain are also efficient (and for the former
two, Bulgaria is more important as an efficiency reference). In general we can
see that New Zealand is basically the reference target to the more developed
countries of this group.

The last group also contains very different types of countries (see Table
3.9). The reference countries are Hong Kong and New Zealand: the former is
a cost-effective and productive publication producer while the latter is effi-
cient in general. Chile has the same mix as New Zealand, while Panama is
more similar to Hong Kong. Finland or Mexico can be described as a balanced
mix of the reference countries. Within this group Australia, Cyprus and
Panama are efficient on the VRS frontier.

Although the DEA analysis with two inputs and two outputs is not suitable
for obtaining a single ranking list, it definitely enriches the possibilities of
studying the phenomena embraced by the ranking methods. It must also be
added that the DEA is very sensitive to extreme values. Interpretations of DEA
results will primarily depend on whether the reference countries represent
clear efficiency directions in the multidimensional space.

In our case for 2000 the reference countries seem to have captured repre-
sentative directions, because – with the exception of the last group – more or
less similar countries belong together based on the reference country ‘mix’.
Ranking has a meaning within the country groups where output efficiency is
measured in the same direction (DEA implicitly assumes that one patent
equals one publication – an assumption we do not want to assess in this chap-
ter).68

In order to understand the efficiency envelope ‘graphical interpretation’ is
also possible if we use a single input that produces publications and patents as
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Table 3.6 R&D input and output data (2000 or latest available year). Reference countries: Hong Kong, Israel and New
Zealand

Country DEA statistics Ref. countries 
and weights Patents per Publications Patents per Publications

million per million thousand per thousand
HK IS NZ GERD $ GERD $ researchers researchers

UK 0.68 1.00 0.68 D 0.62 0.06 0.32 16 150 26 252
Italy 0.66 1.00 0.66 D 0.95 0.01 0.05 5 150 10 264
Denmark 0.57 0.69 0.82 D 0.74 0.08 0.18 8 109 17 224
Belgium 0.47 0.56 0.83 D 0.31 0.11 0.58 15 100 25 162
Norway 0.40 0.42 0.96 D 0.37 0.06 0.57 15 98 21 137

Note: *increasing (I) or decreasing (D) return to scale.
Source: computations using the statistical data in Appendix B.
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Table 3.7 R&D input and output data (2000 or latest available year). Reference countries: Bulgaria, New Zealand and
Ukraine

Country DEA statistics Ref. countries 
and weights Patents per Publications Patents per Publications

million per million thousand per thousand
BG NZ UA GERD $ GERD $ researchers researchers

Romania 0.94 0.96 0.98 I 0.40 0.27 0.34 626 568 42 38
Russia 0.72 1.00 0.72 D 0.73 0.08 0.19 527 571 29 31
Thailand 0.68 0.74 0.92 I 0.21 0.74 0.05 98 302 35 107
Poland 0.65 0.94 0.69 D 0.77 0.23 0.00 85 409 17 82
China 0.21 0.32 0.65 D 0.41 0.46 0.13 60 108 91 17

Note: *increasing (I) or decreasing (D) return to scale.
Source: computations using the statistical data in Appendix B.
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Table 3.8 R&D input and output data (2000 or latest available year). Reference countries: Bulgaria and New Zealand

Country DEA statistics Ref. countries 
and weights Patents per Publications Patents per Publications

million per million thousand per thousand
BG NZ GERD $ GERD $ researchers researchers

Hungary 0.93 1.00 0.93 D 0.67 0.33 47 524 12 136
Slovakia 0.84 0.84 0.99 I 0.89 0.11 63 661 8 87
India 0.69 1.00 0.69 D 0.70 0.30 26 400 6 97
Czech R. 0.65 0.66 0.99 D 0.30 0.70 40 292 20 145
Greece 0.63 0.64 0.99 D 0.22 0.78 0.4 277 0.2 151
Spain 0.57 1.00 0.57 D 0.02 0.98 33 233 23 160
Turkey 0.51 0.58 0.89 D 0.09 0.91 2 216 1 138
S. Africa 0.43 0.45 0.97 D 0.49 0.51 0 211 0 78
Argentina 0.42 0.44 0.96 D 0.33 0.67 12 189 5 89
Portugal 0.40 0.41 0.99 I 0.28 0.72 6 179 3 90
Colombia 0.28 0.34 0.84 I 0.53 0.47 14 141 5 49
Indonesia 0.16 0.39 I 1.00 0 197 0 2

Note: *increasing (I) or decreasing (D) return to scale.
Source: computations using the statistical data in Appendix B.
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Table 3.9 R&D input and output data (2000 or latest available year). Reference countries: Hong Kong and New Zealand

Country DEA statistics Ref. countries 
and weights Patents per Publications Patents per Publications

million per million thousand per thousand
HK NZ GERD $ GERD $ researchers researchers

Australia 0.61 1.00 0.61 D 0.30 0.70 22 211 20 190
Canada 0.58 0.91 0.64 D 0.80 0.20 8 149 12 217
Chile 0.54 0.56 0.97 I 0.00 1.00 8 223 6 156
Cyprus. 0.52 1.00 0.52 I 0.08 0.92 0 203 0 152
Ireland 0.42 0.43 0.99 I 0.71 0.29 3 114 4 151
Malaysia 0.40 0.44 0.92 I 0.22 0.78 18 145 15 122
Finland 0.34 0.43 0.80 D 0.58 0.42 1 99 1 116
Panama 0.34 1.00 0.34 I 0.87 0.13 0 83 0 129
Mexico 0.33 0.34 0.98 D 0.35 0.65 5 111 5 105
Venezuela 0.31 0.34 0.93 I 0.25 0.75 3 111 3 96
Singapore 0.30 0.31 0.99 I 0.46 0.54 2 95 2 99
Brazil 0.28 0.38 0.74 D 0.55 0.45 6 82 7 93
Iceland 0.18 0.26 0.70 I 0.73 0.27 1 49 1 66

Note: *increasing (I) or decreasing (D) return to scale.
Source: computations using the statistical data in Appendix B.
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outputs. First we take the example of researchers as the input. The most effi-
cient countries are shown in Figure 3.2 (but we must remember: these effi-
ciencies are not the same as the ones presented above for the two inputs, two
outputs model). This is the direction of New Zealand and Korea, two impor-
tant reference countries for the developed world. The third was Israel, since it
was an efficient country in the four-dimensional analysis; now it is not effi-
cient, although it is very close to the two-dimensional frontier as well. We
have to emphasize again that the figures show CRS frontiers and efficiencies,
which penalize large and/or rich countries to some extent.

Figure 3.3 contains less efficient countries. In our example one can follow
how the countries are located relative to the sub-efficiency frontier with 0.24
efficiency.

Similarly to ‘researcher productivity’, ‘cost efficiency’ can also be plotted.
In this dimension Bulgaria and the Ukraine are the reference countries (Figure
3.4 depicts the GERD usage in 2000 by the most efficient countries).

The countries with lower efficiencies are plotted in Figure 3.5.
The figures not only visualize the efficiency differences, but they also

group the countries again in relation to their reference countries (that is how
they produce the output mix given a single input). Countries are clustered
according their efficiency as well as how their output is divided between publi-
cation and patent production.

The DEA method enriches the picture drawn by the ranking methods.
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Figure 3.2 Patents and publications per thousand researcher: the 
efficiency frontier (CRS = 1)
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While the presented ranking methods are one-dimensional, DEA provides
some insights into efficiency shifting the analysis to higher-dimensional space.
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Figure 3.4 Patents and publications per million GERD dollars: the
efficiency frontier (CRS = 1)
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Of course we cannot ‘see’ more than three dimensions, but by using tables
illustrative and meaningful projections can be given and interpreted. Still, if
we want ranks, the two input, one output models can be used whereby one
input, two output charts can be drawn showing the efficiency frontier.

The grouping of countries according their reference countries seems to be
a powerful tool (it is widely used in benchmarking the performances of differ-
ent corporations for instance). Nonetheless in the present context positioning
and repositioning can be much more meaningful if R&D policies, systems of
education, cultural backgrounds and so on of the peer countries are thoroughly
studied.

3.4 CHANGES BETWEEN 1995 AND 2000

Until this point our focus has been exclusively cross-sectional. Less reliable
data did not cause fundamental problems, because R&D statistics change
fairly slowly over time and we could rely on 1999 publications data for
instance. Although the methods presented are more or less sensitive to small
changes, the general cross-country comparison of R&D positions and effi-
ciencies did usually meet the a priori expectations. In an ideal case the rank-
ing techniques and the DEA could be repeated on annual statistics to explore
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smaller changes – given the unreliability and unavailability of indicators
however, it cannot be done.69 Therefore we limit our discussion to the compar-
ison of 1995 and 2000 data (see Figures 3.6 and 3.7).

As far as the ranks of countries according to their absolute sizes of R&D
are concerned, rather robust lists can be constructed both for 1995 and 2000.
Besides stability in the position of the first and last three countries some
remarkable trends can also be shown:

• in the first ten countries, Russia is slowly sliding down whereas South
Korea is catching up;

• in these five years all transition countries lost position;
• South-East Asia is a more and more important player in the world’s

R&D;
• the developed countries show a mixed picture.

Further interpretations of the list can also be drawn, although we have to
warn the reader that the 2000 statistics, and so the ranks in general, are much
more reliable and consistent than the 1995 ones.

The composite ranks of ‘relative’ R&D indicators are also consistent, but
these ranks reveal greater fluctuations. This is not surprising, because the
frequency distribution of the ‘relative’ R&D indicators is usually skewed and
has positive kurtosis so relatively small changes can cause large moves in the
rankings. Less sound but eye-catching changes and tendencies can be shown
in this case as well:

• despite its economic depression, Japan’s first place was not challenged;
• South Korea shows an outstanding performance here again;
• the transition countries either kept their position or slid down;
• many of the developed European countries lost position.

The comparison of composite ranks for two points in time confirms that
the ranking problem can be handled provided there are more or less reliable
statistics. With the help of genetic algorithms that maximize the rank corre-
lation between the composite rank and individual ranks, even extreme values
cause little trouble. Before extending the DEA to the time interval discussed,
we must be aware that this efficiency analysis is based on the evolution of
frontiers, and since DEA is an extreme value method it is very sensitive to
small changes of the peer objects (see Färe et al., 1994b). Nonetheless it is
interesting to compare the change of mix and efficiency gain or loss in the
scale free model. This might lead to a better understanding of the optimal
composition of ‘mainstream R&D’ and to the formulation of catching up
policies.
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       1995

  1.  USA
  2.  Japan
  3.  Germany
  4.  France
  5.  Russia
  6.  UK
  7.  Canada
  8.  China
  9.  Korea (S)
10.  Italy
11.  Australia
12.  Netherlands
13.  Sweden
14.  Switzerland
15.  India
16.  Spain
17.  Belgium
18.  Ukraine
19.  Brazil
20.  Poland
21.  Austria
22.  Finland
23.  Denmark
24.  Israel
25.  Norway
26.  Romania
27.  South Africa
28.  Argentina
29.  Czech Rep.
30.  Mexico
31.  Ireland
32.  N. Zeal.
33.  Hungary
34.  Greece
35.  Turkey
36.  Singapore
37.  Portugal
38.  Slovakia
39.  Bulgaria
40.  Hong Kong
41.  Indonesia
42.  Chile
43.  Venezuela
44.  Thailand
45.  Colombia
46.  Malaysia
47.  Iceland
48.  Panama
49.  Cyprus

2000

USA
Japan
Germany
UK
France
Korea (S)
Russia
China
Canada
Italy
Netherlands
Spain
Australia
Sweden
India
Switzerland
Ukraine
Brazil
Belgium
Israel
Poland
Austria
Denmark
Finland
Norway
Mexico
Turkey
Argentina
New Zeal.
Czech Rep.
South Africa
Singapore
Greece
Romania
Hungary
Portugal
Hong Kong
Indonesia
Ireland
Slovakia
Bulgaria
Chile
Thailand
Venezuela
Malaysia
Colombia
Iceland
Panama
Cyprus

–9 –6 –3 0 3 6 9

United States
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Note: *computed by the genetic algorithm.

Figure 3.6 The composite rank* of ‘absolute’ R&D indicators in 1995 and
2000 and position changes as compared with 1995
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       1995

  1.  Japan
  2.  Switzerland
  3.  Sweden
  4.  USA
  5.  Finland
  6.  France
  7.  Germany
  8.  Denmark
  9.  Norway
10.  UK
11.  Israel
12.  Australia
13.  Netherlands
14.  Canada
15.  Belgium
16.  Korea (S)
17.  Russia
18.  Iceland
19.  Ireland
20.  Austria
21.  New Zealand
22.  Ukraine
23.  Singapore
24.  Slovakia
25.  Czech Rep.
26.  Italy
27.  Hungary
28.  Spain
29.  Poland
30.  Rumania
31.  Greece
32.  Bulgaria
33.  Portugal
34.  Argentina
35.  Chile
36.  Brazil
37.  Hong Kong
38.  Chile
39.  South Africa
40.  India
41.  Turkey
42.  Panama
43.  Cyprus
44.  Mexico
45.  Venezuela
46.  Colombia
47.  Malaysia
48.  Thailand
49.  Indonesia

2000

Japan
Sweden
USA
Switzerland
Israel
Finland
Korea (S)
Germany
Denmark
Netherlands
Iceland
Norway
France
Australia
UK
Canada
New Zeal.
Singapore
Belgium
Austria
Russia
Ireland
Spain
Ukraine
Czech Rep.
Italy
Hungary
Slovakia
Portugal
Greece
Poland
Hong Kong
Bulgaria
Romania
China
Brazil
South Africa
Argentina
Chile
Turkey
Cyprus
India
Mexico
Panama
Venezuela
Malaysia
Indonesia
Colombia
Thailand
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Spain
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China

India
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Note: *computed by the genetic algorithm.

Figure 3.7 The composite rank* of ‘relative’ R&D indicators in 1995 and
2000 and position changes as compared with 1995



The first constraint of the DEA method is that it was not designed to
provide such comparison. The method compares all the efficiencies to the effi-
cient frontier, the changes of which heavily affect comparison. The change in
a country’s efficiency position is a result of its own change and in the overall
change of the efficiency of the countries observed. There is a method to sepa-
rate the two effects using the Malmquist index (see Färe et al., 1994b).
Fortunately however, we do not need it in the present context, because we can
assume that there are no big changes in the technology, so there is no dramatic
technological change expected in the overall patterns of producing publica-
tions or patents. This means that changes in the efficiency-based ranking lists
may reflect the rearrangements of R&D competitiveness of countries well.

The second constraint is a methodological one. The output side (patents,
publications) of R&D competitiveness is two-dimensional and as we have
mentioned it cannot be said that one patent equals one publication. However
if the outputs are separated, publication efficiency ranking lists and patent
efficiency ranking lists can be constructed. In doing so, we still assume that
GERD and the number of researchers are both used solely for producing
publications or patents and only the combinations of output differ as per
country.70 These preconditions can still be debated; however we constructed
the corresponding ranks to test the ranking ability of the DEA method. Table
3.10 lists the countries by their 2000 CRS ranking.

Figures 3.8 and 3.9 contain the countries ranked by their 1995 CRS and
VRS efficiencies from top to bottom and the change in the rank is plotted
horizontally.

It is interesting to observe that changes are more frequent in the midrange
than on the end of the 1995 ranking scale. On the other hand the VRS rank-
ings show higher stability. This is not surprising, taking into consideration
that VRS compares the countries on their own scale, reference counties are
more similar, much closer to each other, consequently the moves are less
erratic.

We then considered a similar comparison of patent production efficiency.
Ranks and changes can be plotted in a similar way for both CRS and VRS
efficiencies. Position changes in this case are greater than in the case of publi-
cations; probably due to the much smaller number of the patents, the vari-
ability is relatively large.

The simultaneous use of the different methods results in a rich picture. The
absolute and relative composite indicators and the DEA method give differ-
ent ranks and this has an obvious interpretation. The patterns for individual
countries coincide in a number of cases, while the directions of changes devi-
ating from these patterns are particularly interesting and worth further inves-
tigation.
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Table 3.10 Publication efficiency

2000 1995 2000 1995
TECRS Rank TECRS Rank TECRS Rank TECRS Rank

Bulgaria 1.00 1 1.00 1 Austria 0.46 26 0.22 39
Hong Kong 1.00 2 1.00 2 Sweden 0.46 27 0.27 30
Israel 1.00 3 0.70 6 South Africa 0.43 28 0.34 23
New Zealand 1.00 4 0.70 5 Ireland 0.42 29 0.24 36
Hungary 0.93 5 0.91 3 France 0.42 30 0.20 42
Slovakia 0.84 6 0.84 4 Argentina 0.42 31 0.31 25
India 0.69 7 0.52 10 Belgium 0.41 32 0.20 41
Czech Republic 0.65 8 0.62 9 Portugal 0.40 33 0.29 28
Italy 0.65 9 0.33 24 Malaysia 0.40 34 0.36 22
Poland 0.65 10 0.70 7 Norway 0.37 35 0.25 35
Greece 0.63 11 0.69 8 Germany 0.35 36 0.16 44
United Kingdom 0.63 12 0.43 16 United States 0.34 37 0.25 34
Netherlands 0.63 13 0.36 21 Finland 0.34 38 0.30 26
Switzerland 0.63 14 0.21 40 Panama 0.34 39 0.24 38
Ukraine 0.62 15 0.24 37 Mexico 0.33 40 0.37 20
Australia 0.61 16 0.45 14 Venezuela 0.31 41 0.38 19
Thailand 0.61 17 0.26 33 Singapore 0.30 42 0.26 31
Canada 0.58 18 0.50 12 Colombia 0.28 43 0.12 46
Spain 0.57 19 0.51 11 Brazil 0.28 44 0.13 45
Chile 0.54 20 0.41 17 Iceland 0.18 45 0.30 27
Denmark 0.53 21 0.29 29 Korea (South) 0.18 46 0.07 48
Cyprus 0.52 22 0.45 15 Japan 0.17 47 0.08 47
Turkey 0.51 23 0.47 13 Indonesia 0.16 48 0.06 49
Russia 0.47 24 0.39 18 China 0.15 49 0.17 43
Romania 0.47 25 0.26 32
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CRS ranks in 1995 and changes by 2000
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Figure 3.8 Publication efficiency



R&D competitiveness measured 151

CRS ranks in 1995 and changes by 2000
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3.5 CONCLUSIONS OF MEASUREMENT

The aim in this chapter was to develop tools for quantitative analysis of posi-
tioning R&D competitiveness of countries. Although we may encounter prob-
lems both with finding appropriate statistics (see Appendix B) and with
linking the existing indicators to the abstract concept of R&D competitiveness,
our experiment does give several results relevant both in the methodological
and the policy sense.

Foremost, the absolute and relative indicators selected for this analysis
statistically correlate with each other, thereby strengthening the a priori
hypothesis that they do describe a common phenomenon, whether it is called
R&D competitiveness or not. We have also assumed that the ranking methods
presented in this chapter can only be used if there is an acceptable level of
(linear) correlation relationship between the variables subject to study (corre-
lation coefficients of the indicators used are shown in Appendix B).

Having built the database, two ranking methods could be tested in which
weights of the indicators were not predefined and the only difference was how
they optimized the distance between the composite rank and the individual
ranks of the indicators. A single principal component was extracted for both
the absolute and the relative indicators to explain the majority of variance,
whereas the genetic algorithm was used to maximize rank correlations
between the composite rank and the individual indicators rank.

Both rankings gave a balanced and consistent picture. However for the
absolute indicators a very favourable property of the genetic algorithm method
showed its advantage, namely not being sensitive to extreme values: a group
of countries, in which there was no accordance between trade indicators (high-
tech exports and the imports of measurement equipment) and the more
conventional R&D indicators (GERD, researchers, patents, publications) was
‘punished’. Without the trade indicators however, the composite ranking lists
constructed by the two methods are statistically the same.

Since the bias caused by trade indicators touched upon quite a large group
of countries, these variables were taken out from further analysis.

In the ranking methods used, we did not differentiate between output and
input indicators, because there were no substantial differences between the
composite input and composite output ranks (only some of those countries
were positioned differently and with less consistency, which were also
‘picked’ by the genetic algorithm, for example Singapore but not Hong Kong).
To compare input and output against one another, we experimented with the
Data Envelopment Analysis (DEA) method that is conventionally used for
efficiency measurement in operations research.

The DEA method gives very valuable insights beyond simple ranking.
Although the ranking lists constructed seem to convey an important message
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at first sight, they do not answer the question why some countries are more
competitive in R&D than others. If we accept that the four-dimensional space
determined by GERD and the number of researchers as inputs and domestic
patents granted and scientific publications as outputs provide a ‘true and fair
enough’ picture of the world’s R&D at the country level, the DEA method will
tell an important side of the story.71

By providing points in space which are vigorously efficient (reference
countries), the R&D policy mix of less-efficient countries can be analysed in
light of the position of the given country. To understand some country posi-
tions better, diagrams that depict the three-dimensional efficiencies may help
the analysis, but in this case not only CSR and VSR efficiency rates change,
but some information (the fourth dimension) is also lost.

Unfortunately the DEA is even more sensitive to extreme values or vari-
ables that stand out as compared with other variables of the same country. This
in general would not be a problem: however quite often we will have countries
that have smaller ‘absolute’ R&D capacity as reference countries where –
beyond fluctuating statistics such as in South East Asia – especially the
propensity to patenting can change from one year to another. Therefore as long
as there is no perfectly reliable R&D data, the Data Envelopment Analysis
should rather be used to understand one year’s ‘static’ pictures (cross-sectional
analysis) instead of trends in time, for which the ranking methods seem to be
much more reliable.

Although we had to omit it from this chapter, it must be mentioned that we
tested the DEA method for the six absolute variables case (trade indicators
included) as well. Beyond the (partial) unsuitability of the omitted metrics, in
the six-dimensional case we basically got lost in details. As a result, in future
analysis we recommend running DEA only with four variables when countries
are compared.

Beyond the methodological options to position the R&D competitiveness
of countries, the quantitative approaches shown carry important policy
messages.

For instance comparing the composite ranks of the ‘absolute’ and ‘relative’
R&D indicators we have seen that four countries appear in the first ten on both
lists: the United States, Japan, Germany and South Korea. Furthermore South
Korea is efficient in any approach, but the other three countries are also effi-
cient under variable return to scale conditions. At the turn of the millennium
these economies really seem to be the great powers in the world’s R&D.72

The R&D competitiveness position of a given country can also be analysed
in such a way that all possible competitors are taken into account. We would
take Spain as an example. In 2000 this country was between the thirteenth and
fifteenth positions, if absolute R&D indicators were taken into account. If the
individual indicator ranking lists are considered, we will find that Spain’s
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competitive strengths are patents and publications, whereby high-tech exports
lag slightly behind.

As far as the composite relative indicator (‘the general state of R&D within
the Spanish economy’) is concerned, Spain is twenty-third in the world. Its
spending on R&D as a part of GDP (GERD) is below its competitors.
Nonetheless it is efficient in its size group (VRS efficiency = 1) while it is
close to its main reference country, New Zealand (CRS efficiency = 0.57).
Whether or not this efficiency is reflected in increased R&D investment, the
Spanish situation can be described by in-depth studies, which can also inves-
tigate whether or not the example of New Zealand is relevant for the Spanish
R&D policy (for Spain, New Zealand is the efficiency reference country).

Details about the efficiency of Spanish R&D can be read from the input
utilization diagrams. Spanish researchers produce papers and patents with 0.33
efficiency in an input mix close to Israel, which is basically the reference
country. Spain is in good company in this comparison: Belgium, Canada,
Denmark, Australia and Sweden have very similar positions. Spain’s effi-
ciency in GERD utilization is 0.19 which seems low, but this value ensures
fourteenth position to the country in international comparison.

Spain’s neighbours in this comparison are Greece, the Czech Republic and
Hong Kong. Trends can also be surveyed. Spain advanced to the twelfth posi-
tion in the composite rank of ‘absolute’ R&D indicators by 2000 jumping four
ranks in five years and improved by five positions on the ‘relative’ composite
rank. These changes and the country’s respectable position as compared with
its competitors confirm it is likely that Spain’s R&D competitiveness will
improve in the future. This observation is supported by Spain’s VRS efficiency
in producing publications. In the VRS model Spain was efficient in 1995 and
in 2000 as well. On the other hand in the CRS ranking Spain was eleventh and
fell back to nineteenth position. Taking the list of countries overtaking Spain
shows that not the strong competitors pushed it down, but it seems that it lost
some from its publication efficiency during the five years.

There are many further issues to investigate. For the longer-term applica-
bility of the methods it would be desirable to have a more reliable and wider
data set over a long time series, which could provide a firm base for trend
analysis. In addition to that, domestic patents were considered in our present
analysis while from the point of view of international competitiveness inter-
nationally registered patents (USPTO, JPTO, EPO patents) would be more
relevant.

In the long run the composite ranks developed may serve as guidelines for
positioning the R&D of countries particularly if the self-adjusting weights
prove to be stable over time or at least show small and consistent changes.
Thus a periodic repetition of the same measurement would contribute to the
consolidation of the methodologies applied.
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R&D productivity could be described in a more articulate way if besides
the number of patents and publications their innovation relevance (as analysed
in other chapters of this book) can also be taken into consideration. However
this would require innovation surveys based on an internationally harmonized
methodology, which in the short run will not be possible to carry out in many
countries.

The relationship between technological and economic development and
R&D indicators also needs detailed analysis. From the input side, education as
an input to R&D is also an essential factor, yet harmonized measurement is
even more problematic in this case. Depending on national statistical systems
and structures of R&D financing, a given part of GERD is channelled into
higher education, and thus education is implicitly contained in the analysis to
some extent. It is obvious however that the role played by education systems
in R&D competitiveness deserves an in-depth analysis, but it is beyond the
framework of the present study.
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4. Policy conclusions for the transition
countries and the developing world

Mainstream NIS analyses have usually covered advanced economies where
the ‘triple helix’ concept is an adequate tool for describing the institutional
framework of R&D and innovation policies, and the picture seems to be quite
clear from the viewpoint of evolutionary economics as well. This means more
or less transparent and evident relationships between R&D, innovation,
productivity and GDP growth, and last but not least the systemic, more specif-
ically institutional framework of the NIS.

Other models (such as the ‘random’ approach) can be used for analysing the
NISs of less-developed countries, but there are many cases not covered by any
of these models known from the literature. The most important among such
cases have an intermediate character: they belong to countries which have the
chance to catch up with the developing world regarding R&D competitive-
ness, but the deficiencies of their R&D and innovation systems also make it
possible that they will fall back to the level of poorly performing Third World
countries. These intermediate or atypical cases are such countries which are
currently more or less directly behind the advanced industrial economies on
our ranking lists. These countries include the transition economies of Central
and Eastern Europe as well as a quite small number of successfully industrial-
izing developing countries.

4.1 ECONOMIC TRANSITION, R&D AND NISs:
SYSTEMIC AND INSTITUTIONAL
CHARACTERISTICS

We have included transition economies in our international comparisons, but
they have been given only sporadic attention in international R&D policy and
NIS related literature so far. In addition to this, it has to be explicitly stressed
that only a few publications, mostly not available in English, have dealt with
some general problems of evolutionary economics in these countries. No such
analytical attempt is known to this author however, in which the toolkit of
evolutionary economics would have been used to address the implications of
NISs for the economic and institutional development of these countries.



Both available literature and our comparative results seem to speak of a
number of special characteristics of NISs in transition economies. The possi-
ble paths of developments of their NISs can take two directions: some of them
may join the club of international leaders in R&D competitiveness, while
others could have NISs with characteristics described by the ‘random’ model,
and performances similar to the poor performers regarding R&D competitive-
ness, the vast majority of which belong to the Third World.

Transition countries analysed in the international R&D literature include
China (Liu and White, 2001; Liu and Wang, 2003), Bulgaria (Tchalakov,
2001), the Baltic republics (Lankhuizen, 2000), and Hungary, the Czech
Republic and Poland in country studies of the OECD (1999) or in OMFB
(1999b), Biegelbauer (2000), Tamási (2001), Kuklinvski (2001), Müller (2001),
Zajac (2001).

Besides these publications, literature on the problems of innovation and
R&D in the transition economies has been far from comprehensive. The quite
rare exceptions include Török (1994), Biegelbauer (2000), Gorzelak et al.
(2001), Aide à la Décision Économique (2001), Török (2002), but no recent
comparative analysis of R&D development and policies in transition
economies including the totality of former socialist countries is known to this
author.

The separation between R&D and innovation was quite evident in most
socialist economies before the political and economic transition that started in
the years 1989–90 (except perhaps pre-1990 Yugoslavia on the NIS of which
the case analysis of Slovenia from Biegelbauer, 2000 gives a quite compre-
hensive picture). Most countries had three different networks of research
centres, and interaction between these was far from systemic. The three
networks included:

• the Academy of Science of each country
• universities and establishments of higher education
• centres for applied research financed and supervised by sectoral

ministries.

These networks enjoyed a great degree of independence from each other,
while each of them strongly depended on the government from both a politi-
cal and a financial point of view. These were quite rigid structures showing
only few signs of evolution even in times of accelerated economic growth. The
Academies of Science maintained extensive networks of institutes for basic
research, and the universities were focusing (with the partial exceptions of
Poland and Hungary) on higher education rather than research (see the coun-
try studies from Gorzelak et al., 2001).

The sectoral centres of applied research and development were supposed to
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serve the state enterprises in their respective sectors. The research profile of
such centres was usually narrowly defined (for example the Research Institute
for Construction Materials or the Paper Industry Research Institute), therefore
one sectoral ministry had to supervise several research institutes and supply
them with work. This meant that within the framework of the planned econ-
omy, state enterprises were asked to determine their R&D targets and the
sectoral research institutes were expected to produce the corresponding R&D
results. The relationship between R&D targets and results remained obscure in
a great number of cases, and the contribution of institute-level R&D to enter-
prise-level competitiveness was mostly not evident either.

To complicate things even further, a certain confusion reigned regarding
names and functions of R&D organizations. Some university-level institutions
of technologically oriented higher education were called institutes in the
Soviet Union or schools in Poland or East Germany. The name ‘university’
was reserved for institutions with traditionally broad scopes of research and
education including humanities, law, medicine, natural sciences and, in some
cases, even agricultural and technical sciences.

A notable example was Hungary where (perhaps as a sign of lasting path
dependency) the former German practice of maintaining technical universities
was kept in spite of the fact that these universities had no really universal
profiles. Some technical universities in Hungary had really narrow scientific
scopes, such as for example the Veszprém University of Chemical
Engineering, the University of Heavy Industry at Miskolc or the University of
Forest Engineering and Wood Industry at Sopron. The higher education
reforms of the 1990s added new faculties to these universities, most of which
then took on a more general character and started to play the role of an intel-
lectual hub in their regions.

4.2 ACADEMIC RESEARCH IN THE TRANSITION
ECONOMIES

The Academies of Science have a double character in most former socialist
countries. They are a body of distinguished scholars elected by secret ballot,73

and also an administrative superstructure of a network of research institutes
covering most fields of basic research in humanities, social and natural
sciences.

Origins of these research institutes go back to the 1950s. There was a rela-
tively short period of (in the given circumstances) lavish government financ-
ing for them until the early 1970s. This meant basically safe jobs for a quite
large number of researchers, and also some funds available for the develop-
ment of research infrastructure. This availability of funds was however not
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necessarily a sufficient condition for obtaining scientific information from the
West.

When macroeconomic difficulties set in for most socialist countries in the
1970s, the institutes generally became underfinanced by the government and
could offer only deteriorating conditions of existence and work to their
researchers. In return, requirements of performance were not too high either.

Before 1990 there were two exceptions to the practice of underfinancing
academic research :

1. Additional financing could be obtained from the government if research
was considered helpful to the economy or for strategic or military
purposes.

2. Relatively liberal countries such as Poland or Hungary made it possible
for their research centres including academic institutions to seek addi-
tional financing from grants abroad, and also from business.

This latter modest liberalization of academic R&D helped in keeping
human capital in the sector. As an additional consequence, the focus of acad-
emic research shifted towards projects of a more applied character, and the
profile of the research institutes maintained by the national Academies became
more dependent on business needs.74

The network of research institutes of the Academies of Science underwent
major reforms in most Central and East European countries after 1990. Their
substantial downsizing implemented by the government was preceded by a
loss of research staff owing to the fast widening of the income gap between
business and academic research.

In Hungary for example, the nominal monthly wage of a research fellow
with a PhD increased about twenty-four fold between 1988 and 2003, whereas
the similar wage increase of a head of department in a ministry from approxi-
mately the same age group was about thirty fold or more, and still higher for
a person with comparable qualifications employed by a multinational firm.75

Most academic research institutes in the region had to bear a dramatic loss of
qualified staff (Biegelbauer, 2000; Gorzelak et al., 2001).

This exodus was the most serious in the former Soviet Union where
emigration to the United States and Israel literally decimated most research
centres of the Academies of Sciences, mainly in the natural sciences.76

In other countries such as Poland, Hungary or the Czech Republic the
exodus of highly skilled labour from academic R&D was also considerable. It
was rather directed towards better-paid jobs within the country, but not at all
necessarily in research and development in the business sector. The reason is
that business R&D in these countries has been quite marginal with BERD77

less than one-third of GERD78 as opposed to the roughly two-thirds average
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level of industrial countries (OECD, 2001a). This explanation has a much
weaker relevance for the countries of the former Soviet Union. In countries
such as Russia or the Ukraine, well-paid domestic R&D jobs at firms were rare
(since multinational firms were also not strongly present in those economies
in the early 1990s), while many researchers had quite strong personal contacts
in the academic world abroad.

National R&D statistics confirm the mentioned loss of highly skilled S&T
manpower. In the Czech Republic for example, the number of people
employed in R&D went down from 88 000 to 23 000 between 1991 and 1999.
The FTE (full time equivalent) number of R&D employees in Hungary
declined from 36 384 in 1990 to 21 329 in 1998 (Lányi, 2002).

A crucial and highly political issue of the institutional system of academic
R&D in the transition countries was the role of their Academies of Science in
formulating R&D policy. These Academies were widely regarded as survivors
of old-time structures of R&D policymaking with their institutional portfolios
limited to basic research and mostly isolated from real-world business. It was
obviously true that the Academies had not been exempt from political influ-
ence from Communist governments at all and, mainly in social sciences, some
scholars not really accepted by the international academic community became
members of the Academies.

However the reference to almost exclusive Soviet influence on the systems
of Academies of Science and their models of functioning in the transition
economies (sources expressing this opinion are cited by Biegelbauer, 2000)
was mainly true for the 1950s and the 1960s.79 Countries like Poland, Hungary
or even (East) Germany had their Academies founded in the eighteenth or
nineteenth century80 and, already at the time of their foundation, had roles and
structures very similar to the Russian Academy of Sciences founded by
Mikhail Lomonossov in 1755.81

In countries such as the Russian Federation, Poland, Hungary or Romania,
no political screening of the academicians took place after 1990. This was
decided in order to avoid unnecessary political intrigues and tensions with the
tacit assumption that time would bring a quite fast rejuvenation of the
membership of the Academies of the region.

Such a shift in the age structures of the Academies has taken place to a
certain extent, and some Academies were able to gain certain political influ-
ence in shaping the R&D policies of their respective countries. On the other
hand, their relative shares within the GERDs of their countries have become
relatively low. The main reason is more business and innovation-oriented
funding schemes of R&D are gaining ground in transition economies which
creates an increasingly unfavourable environment for basic research.

The former debate on the raison-d’être of the Academies of Science is
yielding ground in the transition countries to the debate on whether relatively
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poor countries could afford financing basic research or not. Leaving basic
research to more prosperous countries would certainly raise the problem of
free-riding, but such a government decision has not been taken in any of the
transition economies yet.

The Soviet occupation of these countries in 1945 did not bring a completely
new Soviet-type structure of science policy to them, but only a partly new
application of an older institutional framework more or less shared by all
countries of the region. Interestingly however, the only new Continental
member country of the European Union which (as part of Yugoslavia) had
managed to stay clear of the Soviet zone of control or influence after the
Second World War, Slovenia, has had an Academy of Sciences organized in a
way differently from other transition economies in the region. It is also a soci-
ety of distinguished scholars, but its research role is confined to culture and
history, and its direct influence on S&T policymaking is strongly limited
(Biegelbauer, 2000, 176).

Reformist zeal in and after 1990 to destroy or substantially downsize the
Academies of Science in East and Central Europe was based on a certain
degree of neglect regarding the role of these institutions in preserving national
cultural identity,82 and also on a kind of disregard for their traditional role not
only in the institutional framework of R&D as narrowly defined, but also in
the broader system of cultural institutions in these countries.

Still, the argument of strong Communist presence in the membership of the
Academies based on political rather than scientific merit had to do with real-
ity. Political wisdom was needed to take balanced action after 1990: liberating
the Academies from any kind of political influence while offering them a well-
specified role in national S&T policymaking on the one hand, and solving the
problem of ‘pre-transition’ membership on the other. This latter problem was
all the more complex in that a great number of valuable and internationally
recognized scientists had joined the Communist Party in order to promote their
own scientific careers. There were very few extreme cases of ‘pure scientists’
and ‘pure Communists’. It would have been very difficult to distinguish
between those academicians who had been elected due to their political affili-
ation but had real scientific merit, and those for whom their pseudo-affiliation
had been a precondition for unfolding their own research potential.

Comparable data are not available, therefore Hungarian statistics are used
to show the relative importance of the Academy of Sciences in R&D. Its
percentage share within the country’s spending on R&D is less than 20 per
cent, while universities obtain more than 25 per cent of research funding. The
role of universities is slowly changing towards the ‘research university’-type
model usual in the United States and increasingly frequent in Western Europe.
This is a good sign of systemic evolution but there is still a quite long way to
go if a complete transition to Western models of S&T policy and structure is
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envisaged. It is still an open question in a number of transition countries
whether universities are full-fledged parts of the NISs of these countries or
not.

The higher education system of the Czech Republic was, at least until the
end of the 1980s, unprepared for doing quality research on a mass scale, even
less so than Polish or Hungarian universities (Müller, 2001, 189). The pre-
1990 research capabilities of Hungarian universities are given a relatively
favourable assessment by Biegelbauer (2000, 93), but both authors emphasize
that the fast increase of student enrolment along with a stagnation of the
number of teaching staff during the 1990s has made it very difficult to Czech
or Hungarian universities to switch to the model of a research university.

Some representatives of foreign investors in the transition countries have
expressed their concerns about the poor supply of skilled workers and techni-
cians and the so-called overproduction of graduates in these countries (HEBC,
2003; see also Tamási, 2001; Kuklinvski, 2001; Müller, 2001; Zajac, 2001; and
Aide à la Décision Économique, 2001, 124–6.). Such assessments also say that
policies of higher education still tend to inflate student numbers and push the
system towards a model of mass education in several transition countries.

The statistical picture is however a bit less clear. It is true, on the one hand,
that student numbers have grown at a fast pace in these countries since 1990
and the capacities of higher education have not followed this development
(Gorzelak et al., 2001). International comparisons of higher education lead, on
the other hand, to a slightly different assessment: the percentage of holders of
first university degrees or ‘short cycle’ or bachelor’s degrees in science and
engineering degrees in the 24-year-old population is markedly higher in a
number of European transition countries than in a number of countries in the
EU-15 or Asia, and even not too low by American standards (see Figure 4.1).

The data cover only a limited number of countries because only the number of
‘long’-cycle or master’s degree holders was given for other countries. Still, the
relative position of most transition countries of Europe shown in the graph stands
comparison with the EU-15 or the United States, and above all China, if the rela-
tive numbers of science and engineering degree holders are considered. The data
cited do not inform us about the quality of education, which makes the quantita-
tive comparison somewhat unreliable. The inflation of student numbers is still an
argument against the higher education policies of the transition countries. This
argument is not supported by our international comparison of limited scope.

Furthermore this argument cannot be subscribed to if there is widespread
acceptance of the fact that also the societies of the new member countries of
the EU have to move in the direction of knowledge-based society in line with
the Lisbon Strategy of the EU. The accelerated growth of their stock of human
capital is a necessary condition for the evolution of these economies. This
growth helps increase the number of firms not only competitive on the short
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run, but also fit to apply the routines required by the competitive environment
of the mature market economies (see Nelson, 1995, 68).

4.3 SYSTEMIC CHANGES IN THE S&T SECTORS OF
THE TRANSITION ECONOMIES

At least two transition economies of Central and Eastern Europe, Poland and
Hungary, have had R&D sectors quite open to the West since the early 1970s
(see Biegelbauer, 2000; Kuklinvski, 2001; Tamási, 2001). Biegelbauer’s analy-
sis of the Hungarian S&T system describes a number of transitions within
Hungary’s S&T policy paradigm (Biegelbauer, 2000, 12).

His periodization of the main paradigms and the major foreign sources of
influence can be regarded as more or less typical for other countries of the
region as well, except for what he believed the influence of American S&T
policymaking in the 1970s and 1980s. He specifies four time periods in the
development of Hungarian S&T policy based on the paradigms applied and
the policy examples followed. This model can be regarded as valid for Poland
as well (except for the fact that the country regained its independence only
after the First World War). We briefly comment on Biegelbauer’s periodization
of S&T policy development in transition economies (Biegelbauer, 2000, 12),
with an emphasis on its implications for R&D and innovation systems.
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The first stage of development lasted from the 1870s to the late 1940s. The
main paradigm underlying the system was the ‘science push’ model, that is
scientists themselves enjoyed a considerable degree of freedom in determin-
ing the targets and scopes of their research. Inspiration came mainly from
Germany and Austria, and the language of scientific communication was
mainly German.

During this early period, the Academies of Science in Central Europe were
not too much institutionalized. They had only very small administrative staff,
and basically no research institutes at all. They were bodies of distinguished
scholars working mainly at universities or in the government. The role of
Academies of Science was an advisory one in R&D policy issues, but such
policies played only a very limited role in the governments’ strategic port-
folios. Scientific production was widely regarded as something similar to lit-
erature or arts – contributing to national prestige and improving the quality of
life, but without much direct influence on the economy.

The second period (the 1950s and the 1960s) was still based on a ‘science
push’ model, but R&D was isolated from industry, corresponding strictly to
the Soviet structure. Not only was the unique source of S&T policy inspiration
the Soviet Union, but the international S&T relations of Central and East
European countries were, with sporadic exceptions, limited to partnerships
with Soviet research organizations. The language of international science was,
in this part of the world, partly Russian with a strong role for German in social
sciences and medicine, and English mainly in the natural sciences.

The Hungarian Academy of Sciences underwent an in-depth restructuring
after the Communist takeover of power, in 1949. A thorough political screen-
ing of the Academy was followed by the exclusion of most of its members (to
be accurate, formal exclusion was replaced by the creation of a ‘consulting
member’ status for those declared unwelcome politically, but such ‘consulting
members’ had no voting or other rights linked to membership). The Academy
became kind of a Ministry of Science with its network of initially two, and later
even close to 50 research centres, a central administrative staff and a president
in the rank of a government member. The Academy was under strong political
control, but it had no real influence on policymaking. Some elements of S&T
or R&D policy in the modern sense started appearing in the early 1960s, but
some links between science and economic policy were created only after 1968.

The third stage of development covered the 1970s and the 1980s. ‘Demand
pull’ (that is directions and topics of research partly determined by the needs of
the economy) became the main pattern and, at least in Biegelbauer’s approach,
the leading source of inspiration was the S&T policy of the United States.
During these years, English became the language of science in Central and
Eastern Europe as well, relegating Russian to the second position even in the
communication between Soviet and Polish, Czech or Hungarian researchers.
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The emphasis on American influence is understood in strictly technical
terms by Biegelbauer. Institutional changes brought Hungarian R&D some-
what closer to industry, and research centres, including those supervised by
the Academy of Science, obtained a certain freedom of entrepreneurship.
They became free to get additional funding with contracts from industry, and
researchers were granted a certain degree of freedom in maintaining contacts
with colleagues from non-Communist countries and travelling abroad. The
organizational structure of the Academy was not changed to a great extent,
but its institutes were given a limited ground for action. They were, for
example, quite free in determining their own research strategy but, along
with this, they were increasingly pushed towards exploring alternative
resources of financing. Most research institutes of the Hungarian Academy
of Science had to earn a certain part of their financing from government
grants or commissioned research. This meant that their complete financial
support from the state budget ceased to be formally granted. In spite of all
these positive changes, it is an exaggeration to consider the Hungarian S&T
reforms of the 1970s and 1980s as an effort towards establishing an
American-inspired S&T policy structure. Certain steps were taken in the
right direction, but the entire system kept most of its former characteristics
of an inefficient and oversized network of research centres isolated from the
real world of innovation.

The fourth phase, initiated in the late 1980s, followed the ‘innovation
process’ paradigm of S&T policy according to Biegelbauer, and the sources of
inspiration apparently came from the United States and Germany. R&D spend-
ing was drastically cut in the late 1980s when the budgetary realities of the
market economy had to be accepted by the government. The scaling down of
GERD from levels comparable to those of the leading industrial countries
(between 2.5 and 3 per cent) to practically Third World levels, below 1 per
cent, was not a reform by itself, although it meant substantial changes in the
Hungarian NIS. Similar developments occurred in then Czechoslovakia,
Poland or Romania, and the outcome was, in each of these cases, a substantial
decrease of GERD in percentage of the GDP.

So-called ‘sectoral research centres’ with a narrow industrial profile of
applied research and development subordinated to the respective sectoral
ministries were closed down during the first years of the 1990s in all countries
of the region. This strategy was meant to streamline R&D in industry before
its privatization, but the result was overkill. The number of enterprise-level
research centres was only 98 in 1992 (7.6 per cent of all research units in
Hungary,83 down from a more than 30 per cent share ten years earlier).

The process of aggressive dismantling of R&D capacities in state-owned or non-
private industry was not a specialty of Hungary. One of its unwanted by-effects was
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characterised in a telling way in one interview taken by Biegelbauer in Slovenia:
‘instead of shedding fat, industry sheds brains’. (Biegelbauer, 2000, 176)

The Hungarian government understood that, besides making the Academy-
and the university-based R&D system more competitive, a third, more busi-
ness-oriented branch of the NIS was needed as well.84 In practice however, the
Hungarian government took a slightly different direction of institution-build-
ing in 1991, following again the German path of building and maintaining
R&D institutions.

It started to set up the Hungarian counterpart of the German network of the
Fraunhofer Institutes, the Zoltán Bay Foundation Institutes for Applied
Research. Their financial basis was an endowment by the government, but
only three such institutes were established before government funding of the
endowment had to be discontinued as part of the financial austerity package of
1995. The Bay network still existed in 2004, but it is far from being a substan-
tial element of the Hungarian NIS and its presence cannot be considered as a
proof that the Hungarian NIS is approaching the German institutional model
of R&D.

Biegelbauer calls the not Academy-related, but still in part centrally
financed R&D institutions ‘intermediary’ ones (this category corresponds
roughly to what we call ‘R&D diffusion organizations’). He points out that
there has been one transition economy (the most advanced of all, by the way),
Slovenia, where the establishment of such institutions has been a marked
success (Biegelbauer, 2000, 176).

4.4 THE NISs OF THE TRANSITION COUNTRIES

The ultimate question with respect to the development path taken by the
national innovation (or S&T) systems of the transition economies is whether
these systems could survive in the competitive environment of European inte-
gration or not. In all likelihood they would, but it is beyond doubt that most of
them are lagging behind the European Union average, especially if pre-EU
accession data are assessed.

The most recent assessments prepared on the innovation capacity and
performance of the new member countries of the European Union use the
‘scoreboard’ method. This method consists in composing simultaneous lists of
indicators considered of relevance for a correct description of the NISs of the
countries listed. The scoreboard method poses a number of methodological
problems. In spite of those problems, scoreboards offer a good first sight of the
condition of the NISs and the R&D sectors of some transition economies, first
of all the ones already members of the European Union.
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The first attempt to prepare a scoreboard had a rather experimental charac-
ter (Aide à la Décision Économique, 2001). It covered only those six candi-
date countries for EU accession which had been considered prepared for EU
membership by the European Commission in 1997 (Cyprus, the Czech
Republic, Estonia, Hungary, Poland and Slovenia). Further four countries
(Latvia, Lithuania, Malta and Slovakia) were added to the group of ‘first-
round’ candidates from Central, Eastern and Southern Europe in 2000, but this
extension came too late to change the list of those six countries on which the
first attempt to set up an innovation scoreboard was made.

Two new member countries of the EU (Cyprus and Malta) are not transi-
tion economies and they can boast of quite high levels of economic develop-
ment as compared with the Central and Eastern European countries. Their
NISs are, however, not too considerable in size and, at least based on the few
available indicators, they do not seem to be comparable in quality to those of
the most advanced transition countries.85

This first attempt was not a full success, for reasons other than the limited
number of countries compared in it. The authors originally wanted to work
with 17 indicators, but no country selected for this comparison could produce
more than 10, and two countries could give data for only five indicators each.
In general, most of the six countries surveyed had R&D- and innovation-
related indicators below the EU-15 average. Only Slovenia could come up
with a respectable statistical performance with three indicators above the aver-
age of the EU-15 (Aide à la Décision Économique, 2001. 84).

The overall picture from this first scoreboard experience already shows a
number of such characteristics of the NISs of the transition countries, due to
which the S&T sectors of this group of countries appear as special blends of
quite good R&D and innovation potential and rather poor performance. Most
of these characteristics were also described or referred to in other analyses of
the NISs of transition countries (OMFB, 1999b; Biegelbauer, 2000; Török,
2002).

The strengths of the NISs of the transition countries surveyed include (Aide
à la Décision Économique, 2001, 84):

• a good potential for catching up on the basis of new technologies;
• a relatively high ICT intensity (measured by the percentage of ICT-

related spending within the GDP) for some more advanced transition
countries, although these differences may only have a short-term char-
acter; and

• a relatively favourable skills structure of human resources.

The weaknesses are more significant in number (Aide à la Décision
Économique, 2001, 84–5):

Policy conclusions 167



• important gaps in the transmission and application of knowledge, and
weak connections between the different participants of the NIS;

• weak demand for R&D by domestic business;
• a limited number of innovative small firms; and
• a poor ability to generate financing (mainly venture capital financing)

for innovation.

This scoreboard filled its sometimes serious gaps in statistical data with
additional mainly enterprise survey-based information, and offered a concise
and realistic analysis of the NISs of some transition countries.

It was however still short of a comprehensive statistical analysis which was
published by the European Commission in 2003 with the extension of the
European Innovation Trendchart to the new member countries joining in 2004.
The three membership candidates after the 2004 enlargement (Romania,
Bulgaria and Turkey) were also included, so that the Trendchart gave a quan-
titative picture of the NISs of ten transition and three Mediterranean coun-
tries.86

The ten indicators used in the Trendchart can be divided in five groups
without any in-depth evaluation of the indicators themselves. The five groups
are: (1) education indicators, (2) indicators of spending on innovation and
R&D, (3) patent indicators, (4) indicators of high-tech employment, and (5) an
indicator of ICT development.

The Trendchart data speak of a serious lag of the transition countries behind
the EU-15 in almost every element of their NISs. This picture is of course
somewhat misleading because it does not show the relative position of the EU-
15 countries with respect to the same average, and some of them may also
have considerable development lags. It is however quite telling that several
transition countries are also in weak positions considering such S&T indica-
tors which do not directly depend on the financial strength or the level of
economic development of the country in question. These indicators should
rather be regarded as describing key elements of the institutional evolution of
the NISs of the transition countries in a narrow sense, but also of their entire
economies facing a continuously growing competitive pressure as well.

Education

Quite interestingly, most of the 13 countries are lagging behind the EU-15
average as regards the relative share of young holders of graduate science and
technology degrees, the relative numbers of people in active age participating
in continuous education, and the relative share of people with graduate-level
education. Depending on the indicators considered, only the Baltic republics,
Slovakia (for the indicator of continuous education) and Cyprus (for the
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Table 4.1 Selected innovation indicators for new member and candidate countries of the European Union, 2002 or latest
available year (in percentage if not otherwise indicated)

Indicator EU-15 BG CY CZ EE HU LT LV MT PL RO SL SK TR

Scid 11.3 7.9 3.3 5.6 7.3 3.7 13.1 7.6 3.3 7.4 4.9 8.2 7.4 5.5
Grad 21.5 21.1 29.1 11.8 29.6 14.1 44.0 19.6 7.0 12.2 10.0 14.8 10.8 8.9
Cont 8.4 1.3 3.7 6.0 5.2 3.3 3.3 8.4 4.4 4.3 1.1 5.1 9.0 3.2
Serd 0.69 0.37 0.22 0.52 0.53 0.57 0.49 0.28 NA 0.43 0.15 0.69 0.22 0.36
Berd 1.30 0.10 0.05 0.78 0.26 0.38 0.20 0.16 NA 0.24 0.25 0.94 0.45 0.27
USpt 80.1 0.6 2.6 3.0 2.2 7.3 1.4 0.8 5.1 1.1 0.5 13.1 0.7 0.4
EUpt 161.1 2.1 14.5 10.7 11.0 19.0 2.4 7.6 10.2 2.5 0.8 40.7 6.1 1.1
Ehti 7.41 5.34 1.11 8.94 3.41 8.50 2.64 1.97 7.14 7.54 5.50 9.28 8.21 1.19
Ehts 3.57 2.66 1.90 3.09 2.87 3.05 1.69 2.26 3.05 NA 1.57 2.35 2.83 NA
Eict 7.0 3.8 NA 9.5 9.6 8.9 5.9 7.9 4.1 5.9 2.2 4.7 7.5 3.6

Notes: Countries: BG = Bulgaria, CY = Cyprus, CZ = Czech Republic, EE = Estonia, HU = Hungary, LT = Lithuania, LV = Latvia, MT = Malta, PL =
Poland, RO = Romania, SL = Slovenia, SK = Slovakia, TR = Turkey.
Indicators: Scid = percentage share of holders of graduate science and technology degrees in the age group 20–29, Grad = percentage share of hold-
ers of graduate degrees in active age (25–64), Cont = percentage share of participants in continuous education (25–64), Serd = government expendi-
ture on R&D in percentage of the GDP, Berd = business expenditure on R&D in percentage of the GDP, USpt = USPTO patents per 1 million
inhabitants, EUpt = EPO patents per 1 million inhabitants, Ehti = employment in high-tech industries, Ehts = employment in high-tech services, Eict
= ICT expenditure in percentage of the GDP.

Source: Balogh (2004), 47; European Innovation Scoreboard (2003).



percentage share of graduate degree holders within the active population) are
ahead of the EU-15 in these indicators.

Contrary to some widely shared beliefs, the transition economies do not
have an adequate supply of highly skilled manpower for their NISs. This can
be observed at the same time as their systems of secondary vocational educa-
tion and apprentice training are underperforming (at least in Poland, Hungary,
the Czech Republic and Slovakia, see Tamási, 2001; Kuklinvski, 2001; Müller,
2001; Zajac, 2001; Aide à la Décision Économique, 2001, 124–6.).

Spending

The levels of both government and business spending on R&D reflect its
underfinancing, but from different aspects. Government spending on R&D
(GERD minus BERD) as expressed in percentage of the GDP reaches the EU-
15 average only in Slovenia, while it is less than half of the EU average in
Cyprus, Latvia, Romania and Slovakia (no data were provided on Malta for
spending on R&D). It has to be noted at this point that the EU average means
a significantly higher level of GDP, but the really discouraging picture can be
seen from the BERD data.

Except for Slovenia, and to a certain extent the Czech Republic, all the new
member and candidate countries of the EU surveyed suffer from an evident
lack of interest of domestic business in R&D.87 Government measures aimed
at providing incentives for business spending on R&D have repeatedly failed
in these countries. This is a quite interesting development from the point of
view of evolutionary economics. It speaks of the fact that these economies are
becoming increasingly performing and competitive without any corresponding
development in the innovational competences and capabilities of the firms.
Domestic innovation is not pulling economic development to any significant
extent, which seems to represent, at least from an R&D and innovation-
oriented approach, a quite special pattern of development without evolution. It
is very questionable whether such a pattern could be maintained on the long
run or not.

As a kind of last resort solution, the Hungarian government introduced in
2004 an R&D tax levied on the turnover of each firm above a certain level of
employment, but even this measure could not be expected to raise BERD to a
significant extent. It can be said without exaggeration that the most problem-
atic issue of the NISs of transition countries is why business is turning its back
on domestic R&D (and R&D in general).

The weakness of institutional links between R&D organizations and busi-
ness is a symptom rather than a cause. Explanations are better related to the
low capacity of technological development for most firms in the transition
countries, their concentration in low-tech industries, poor marketing, and the
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rare presence of firm strategies aimed at shaping consumer needs rather than
trying to adapt to them.88

Patents

None of the countries listed reaches more than 25 per cent of the EU average,
and this ‘local maximum’ is the EPO patent count for Slovenia. The reliability
of patent counts as measures of innovative performance has been discussed in
an earlier chapter, but the backwardness of most transition countries is strik-
ingly evident in this respect. On the other hand, differences within their group
are also quite visible. Regarding the EPO patent count for example, the rela-
tive gap between the EU-15 and Hungary is as wide as between Hungary and
Lithuania. Slovenia’s EPO patent indicator stands approximately midway
between that of the EU-15 and the Czech Republic. This is also quite surpris-
ing considering the fact that the Slovene and the Czech economies are at
comparable levels of development.

Those patent counts which are only fractions of Hungarian or Czech values
speak of a strong isolation of the NISs of some South East European countries
from international networks of innovation. Three such countries can be distin-
guished: Bulgaria, Romania and Turkey, all of which are still waiting for their
admission in the EU. Their (sometimes long prolonged) candidate status is not
directly linked to their poor innovative performance, but both things could
probably be ascribed to backwardness in economic development to a certain
extent.

It seems likely that the NISs of these three countries bear more similarities
to those found in the developing world than in Europe. On the other hand, the
Baltic countries have R&D parameters mostly well ahead of theirs. Still, the
potential of Latvia, Lithuania and Estonia of developing modern NISs compet-
itive with those of industrial countries is regarded rather sceptically by
Lankhuizen (2000).

High-tech employment

The indicators of the transition economies may create quite favourable impres-
sions in this respect, with several new member countries being ahead of or
close to the EU-15 average. In fact, the best-performing transition countries
here are those which were able to attract the most FDI (foreign direct invest-
ment) and, not unrelatedly to this, are the most prosperous among the new
Continental member countries of the EU (Hungary, Poland, the Czech
Republic, Slovenia and Slovakia). Relatively high employment levels in their
high-tech sectors are due to massive inflows of foreign direct investment much
more than to domestic efforts to encourage R&D and innovation.
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ICT

A sole, expenditure-related indicator is used here, and this is the one which
seems to show the best picture of the innovative capacities of the transition
countries. Indeed a well-developed ICT sector is a prerequisite for having a
good R&D potential in any country. Relatively high levels of ICT expenditure
speak, on the one hand, of the considerable efforts of transition countries to
reach the levels of industrial countries in this field. Data of Internet access,
host density and the number of PCs per population have reached the EU-15
average or come close to it in Slovenia and Estonia, and partly also in the
Czech Republic and Hungary.89

Realistically however, high spending on ICT may speak of both a consis-
tent effort to develop the ICT sector and relatively high prices of ICT services.
Former and recent international comparisons (Kiss et al., 2000; Petrenko,
2003; Kulikov, 2004) have shown that countries where the telecom sector was
privatized without a corresponding strength of anti-monopoly measures tend
to suffer from disproportionately high telecom and Internet tariffs:

Most countries of Central and Eastern Europe have had this experience. For exam-
ple, the average cost of local telephone calls in countries with comparable levels of
economic development ranged between 0.13 USD per 3 minutes in Hungary, 0.09
USD per 3 minutes in Brazil, 0.07 USD per 3 minutes in Poland, the Czech
Republic and Thailand, and 0.02 USD per 3 minutes in Croatia and the Republic of
Korea. (data from the World Bank, cited by Kulikov, 2004, 37)

The Trendchart data speak of a significant gap in R&D between the EU-15
and all the new member and candidate countries. The case of the transition
countries shows NISs in quite contradictory situations with an array of insti-
tutional and organizational problems aggravated by chronic underfinancing,
but with a number of important assets. These assets put some of these coun-
tries in an intermediate position between industrial and developing countries
as far as R&D is concerned. This finding is in line with our analysis of the
R&D competitiveness of transition economies, several of which are direct
followers of the developed industrial economies on our ranking lists.

4.5 NISs IN THE THIRD WORLD

Our survey of non-mainstream NISs is completed with a survey of some typi-
cal characteristics of NISs, mainly related to R&D input and output, in the
Third World. Literature on the NISs of developing countries does not offer a
wide coverage of the most important country cases, but the R&D map of this
extremely heterogeneous country group is really varied. About 10 to 15 devel-
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oping countries are currently quoted as having well-performing R&D sectors
and NISs, whereas at least 60 countries have only marginal R&D capacities or
none at all.

Mani’s estimate is a bit more optimistic: he reckons that based on data from
1994, 98 per cent of R&D spending, 95 per cent of the total numbers of scien-
tists and engineers employed in the world and 99 per cent of the patents issued
by either US or EU patent offices belonged to 50 countries (Mani, 2002, 40).
Out of these, 24 were considered developing economies by the author.

Mani’s list includes at least five countries, which could be squeezed into
this statistical category only with some effort. Korea has been a member of the
OECD since 1996, Singapore and Taiwan have highly developed industrial
capacities and powerful R&D sectors, and Brunei is a small and rich oil-
exporting country with GDP per capita levels matching those of many OECD
countries. China is a case apart: it can be regarded a developing country for its
per capita GDP levels, but it is also an example of gradual economic and social
transition, and one of the stars in the transition-related literature.

China’s R&D system shows several specificities of developing countries.
Its growth of total factor productivity (TFP) is largely conditional upon foreign
direct investment (Liu and Wang, 2003), although the authors cited have also
shown that domestic R&D in China is also an important factor in TFP
improvement. This finding is even more important because their data come
from the mid-1990s when both the competitiveness improvement of the
Chinese economy and the inflow of FDI (foreign direct investment) to it were
less spectacular than in the early 2000s. This is in marked contradiction with
the experience of European transition economies (including the relatively
advanced ones of the region) where the impact of domestic R&D on economic
growth has been negligible in most cases.

The contrast between the Chinese experience and that of the countries of
Central and Eastern Europe regarding NIS reform is even sharper if the liter-
ature on the two paths of R&D system development are compared. Sources
from and on the new member countries of the EU generally speak of at best
modest performances in transforming old NISs of planned economies into
new, competitiveness-oriented ones (Török, 1994; OECD 1999; OMFB,
1999b; Biegelbauer, 2000; Lankhuizen, 2000; Tamási, 2001; Kuklinvski, 2001;
Müller, 2001; Zajac, 2001; Gorzelak et al., 2001; Aide à la Décision
Économique, 2001).

At the same time at least one in-depth analysis of the NIS of China (Liu and
White, 2001) described a successful transformation of the system. This analy-
sis created the impression that China stands out among the transition
economies regarding NIS reform, but Liu and White also stressed that huge
regional imbalances in R&D capacities have not been much touched in China
yet.
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Furthermore these authors did not explicitly address a problem of key
importance for the NISs of the transition economies of Europe, namely the
strength and the degree of complexity of linkages between domestic business
and domestic R&D, which is also a key point in assessing the evolutionary
potential of these NISs. These linkages are weak in most if not all European
transition economies, and it has not been proven that the Chinese case would
be markedly different in this respect.

After these very brief remarks on China, it now seems practical to consider
all those countries which are neither members of the OECD nor transition
countries of Europe. Could they be regarded as elements of a more or less
consistent third group?

4.6 R&D IN DEVELOPING COUNTRIES

Our main argument in this section is that the term ‘developing country’ is a
very vague one if we try to apply it to that extremely heterogeneous group of
countries which are neither members of the OECD nor transition economies,
but may still have NISs of respectable quality and good competitiveness
potential. This group of countries offers a string of intermediate cases where
various parameters of economic development and R&D show degrees of
consistency much below those observable either within the OECD or the tran-
sition group (although these latter two groups of countries overlap in the cases
of Poland, Hungary, the Czech Republic, Slovakia and Slovenia, all admitted
to the OECD in 1990s and to the EU in 2004).

The first surprising intermediate case from the Third World is that of
Cyprus which is neither an OECD country nor a transition economy, and
certainly not an industrial country either (Hadjimanolis and Dickson, 2001,
807). Still, it is considered a high-income country by the World Bank, and has
been admitted to the European Union. This small country with only a 0.7
million population has a very low level of GERD/GDP ratio (0.2 per cent
according to the latest available data which puts it in a position comparable to
that of Thailand or Indonesia in this respect).

Cyprus has just one university, established as recently as in 1992, and only
one or two research centres (Hadjimanolis and Dickson, 2001). Nevertheless
the share of high-tech goods in Cypriot exports is larger than in New Zealand
or Iceland (Hadjimanolis and Dickson, 2001, 809), both OECD countries with
markedly higher levels of both per capita GDP and GERD/GDP than Cyprus.

So is Cyprus a developing country with respect to R&D? The impossibility
of giving a fully acceptable answer to this question demonstrates another
impossibility: finding an exact counterpart in NIS analysis of the term ‘devel-
oping country’ so often used in international economics. In their case study of
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Thailand, Intarakumnerd et al. (2002) also argue that there seem to be three
paths of NIS development (they do not consider transition economies a sepa-
rate case): developed countries, ‘learning-intensive’ developing countries and
developing countries (Intarakumnerd et al., 2002, 1445).

In spite of the lack of clarity in the usage of international economics terms
for NIS analysis, we try to refer to developing countries when we mean non-
OECD and non-transition countries. It was widely believed for decades that
developing countries should not invest too much into R&D and innovation due
to the low efficiency of their NISs. It was expected instead that foreign direct
investment would transfer the necessary intellectual and physical capital to
such countries in order to help them become major exporters of high-tech
goods.

The World Development Report of 1998 largely contributed to changing
this conviction. It demonstrated that developing countries might gain much
from creating knowledge at home, and that ‘some types of knowledge must be
built from the ground up’ (Mani, 2002, 27). Besides this, it seems evident that
high-quality university education is needed in developing countries as well,
but such capacities cannot be created without a country’s own R&D of corre-
sponding size and quality.

The NISs of the developing countries (LDCs = less-developed countries)
can be divided into three main groups which correspond roughly to the
GERD/GDP levels of these countries. The lack of data does not make it possi-
ble to set up an R&D scoreboard for the developing countries, but the compar-
ison of their GERD/GDP levels shows, as a starting point, the relative sizes of
their R&D capacities. Our focus is, for the time being, not the comparative
analysis of R&D competitiveness in the Third World, but a structured assess-
ment of their NISs based on the data available for the widest possible range of
countries.90 We can speak of the good performers, the underperformers and the
non-performers within the group of Third World (or, more accurately, non-
OECD and non-transition) countries.

The ‘Good Performer’ LDCs

The first group could be called that of the ‘good performers’ (only in the
context of the Third World, of course) with more or less efficiently function-
ing NISs and relatively high levels of GERD (0.5 to 1 per cent of GDP, with
some exceptions of still higher values in Israel, Singapore or Taiwan and lower
ones in places like Argentina or Malaysia).

There seems to be a historical upper limit to GERD/GDP in Latin America:
Katz observes that, as a rule, Latin American countries have never had GERD
levels above 0.5 per cent of GDP out of which about 80 per cent has usually
come from their governments (Katz, 2001, 4). He also points to the historical
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gap in GERD/GDP between industrial countries and South-East Asian
economies on the one hand and Latin America on the other which cannot be
explained merely by differences in economic development.

The efficiency of the NISs of the good performers would be, in most cases
(that is with the exception of Israel, Singapore and Taiwan), not directly
comparable to the input performance relationships in industrial countries.
Their R&D outputs (publications and patents in the first place) compete rather
with those of transition or Mediterranean OECD-countries.

Mani lists 16 developing countries (not necessarily good performers in
R&D in our sense of the term) with their data for R&D intensity91 given as the
average for the years 1987 to 1997 (Mani, 2002, 41). Only three countries on
the list, Korea (already a member of the OECD from 1996, therefore not a
developing country in the strict sense of the term), Singapore and Taiwan have
levels of R&D intensity above 1 per cent. Six others (Brazil, South Africa,
Venezuela, India, Pakistan and China) are in the range of 0.49 to 1 per cent.
Of the rest, five countries showed an R&D intensity higher than 0.2 per cent
(Argentina, Tunisia, Syria, Malaysia and the Philippines). Finally, Thailand
and Indonesia spent on an annual average less than 0.2 of their GNP on R&D
between 1987 and 1997. This short list may convincingly indicate the extent
to which the NISs of admittedly developing countries differ from each other.

Developing countries considered good performers in R&D have
respectable economic potentials (measured by absolute GDP size) more often
than not, and their NISs may benefit from some leveraging factors not present
in transition economies of similar levels of R&D competitiveness.

For example the NISs of Brazil, Israel, South Africa, India or Pakistan are
likely to be helped greatly by their regional power status, which creates a
significant domestic market for defence-oriented R&D. Further, the fact that
language of education is at least partly English in the latter four means a
special competitive advantage in R&D as well.

Beside the countries mentioned above, in our opinion the good performers of
the Third World also include Singapore, Malaysia, Taiwan, Chile and Argentina
(not considering OECD members Korea and Mexico as developing countries).
The good performers have a number of internationally quoted universities and
research centres, their exports have a not-too-low content of high-tech goods
(although Argentina with its 3.5 per cent92 is a marked exception), and they are
obviously visible in international patent and publication statistics.

What makes a real difference between these countries and the members of
the OECD is that these economies are not so strongly integrated with the
developed world as regards their factors of production and R&D as well as
their policies. The economic, competition and technology policies of the
developing countries are not directly influenced by OECD or EU standards.
This gives their governments more ground for action in industrial policy and

176 Competitiveness in research and development



makes the preferential treatment of domestic firms less difficult as compared
to their OECD competitors in industry or R&D.

The level of development of an economy (usually measured in per capita
GDP) and its NIS are usually not too strongly correlated in the developing
world, since the NISs of developing countries are usually islands of a highly
educated, cosmopolitan and more or less adequately financed professional elite
amidst seas of serious infrastructural, social and health problems. This can be
demonstrated by the examples of the NISs of Brazil and India, and their subse-
quent comparison with Singapore – all three countries widely regarded as
belonging to the (generally so-called) developing countries best performing in
R&D.

According to World Bank data giving the average of the years 1987–97
quoted by Mani (2002, 41), India and Brazil had almost equal data of density
of scientists and engineers per 1 million labour force (RSE indicator: 149 for
India and 168 for Brazil) and also similar R&D intensity (GERD/GNP) indi-
cators (0.73 for India and 0.81 for Brazil), while their per capita GDP
(measured at PPP) shows an almost threefold difference (US$2,830 for India
and US$7,710 for Brazil in 2002.93)

On the other hand, Singapore stands out among the three countries for each
of the three indicators, but her advantages are quite varied vis-à-vis her two
competitors. Singapore’s RSE value was 2,318 also on the average of the years
1987–97, and her R&D intensity 1.13 (Mani, 2002, 41). The Singaporean
economy’s advance over the two countries in R&D according to the measures
used here may still appear modest if her per capita GDP on a PPP basis,
US$27 030 is considered. In fact Singapore is about fifteen- to twenty-fold
ahead Brazil and India both on per capita GDP and in the RSE indicator, and
has an almost twofold advantage in relative R&D spending.

The NISs of the more advanced developing countries may suffer from
several systemic or functional deficiencies. These are usually not often
encountered in the advanced industrial countries, but are not exceptional at all
in the transition countries, and bear some features of the ‘random’ model of
innovation. The international opening of most Latin American economies has
improved the efficiency of their NISs, albeit without appropriate increases in
GERD levels for the time being (Katz, 2001).

The case of Brazil will be taken as an example for systemic deficiencies in
‘good-performer NISs’. The analysis of Brazilian patent data has shown that
even a more industrialized developing country’s innovation system can suffer
from an array of problems which deteriorates its competitiveness in interna-
tional R&D (Da Motta, 2000, 1057–8):

• The large share of individuals in patents granted: a number of innova-
tions realized with public (and perhaps also private) corporate financing
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are patented by participants of such projects on a private basis. Such
innovations are therefore stolen (or ‘privatized’) as intellectual property.
This has also repeatedly occurred in transition economies (see OMFB,
1999b), owing mainly to the legal loopholes of IP (intellectual property)
regulation. Furthermore the diffusion systems of innovations are usually
weak in LDCs which might explain why individual inventors (or micro-
entrepreneurs) prefer to submit their patent applications themselves
instead of channelling them through specialized firms of innovation
management.94

• Little firm involvement in innovation: this problem is the flip side of the
one explained above. There seems to exist a certain firm-level reluc-
tance towards innovation, at least in the Brazilian case. Patents created
within firms may leak from them because the protection of intellectual
property is insufficient on the country and also on the firm level. In
addition to this, a number of successful individual inventors are not
interested in sharing their expected profits from innovations with firms,
possibly because they do not work within firms, but as university or
government employees. This structural bias (that is the relatively low
number of R&D staff working in the corporate sector) is closely linked
to the experience that the percentage share of BERD within GDP tends
to increase with the level of economic development (see NSB, 2004,
4–50). The low interest of business in R&D and innovation has also
been observed in most transition economies (Török, 1994; Biegelbauer,
2000; OMFB, 1999b; Lankhuizen, 2000; Tamási, 2001; Kuklinvski,
2001; Müller, 2001; Zajac, 2001; Gorzelak et al., 2001; Aide à la
Décision Économique, 2001; Török, 2002).

• Lack of continuity in patenting: during the period of investigation (1980
to 1995), more than 60 per cent of the Brazilian inventor firms submit-
ted only one patent application. This fact speaks of a low number of
firms that could be considered innovative in a strategic approach. For
most of the patent owners surveyed, innovation is not a continuous
activity but it has rather a sporadic character: patent applications are
submitted mainly when something is found, but looking for innovations
seems to be a sporadic activity in most Brazilian firms surveyed.

• Low degree of sophistication in inter-firm technological division: inno-
vation activities of Brazilian firms seem to be isolated not only in time,
but also in space. This is again a problem related to the backwardness
of the innovation diffusion system, observed also in European transition
economies (see OMFB, 1999b; Gorzelak et al., 2001).

• Decline of patenting in the engineering industry: this happened in Brazil
due to a fall in productive investment which shows the great degree of
exposure of the NIS to business cycles. This high exposure is a sign of
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the sensitivity of firms to changes in the financial climate and also of a
certain lack of their financial strength, again a phenomenon not
unknown in transition economies.

The above data were based on the number of patents granted by the
Brazilian National Patent Office (INPI). Statistics from the United States
Patent and Trademark Office (USPTO) show that Brazilian performance in
patenting in the United States is good if other Latin American countries are
used as a benchmark, but it does not compare well with the patenting perfor-
mances of other developing countries with similar R&D capacities such as
for example India (Mani, 2002, 283).

The intensity of innovation activities in developing countries is also influ-
enced by differences between their patent systems and those in industrial
countries, especially in the United States. The extension of patent protection
in the United States in the 1990s was largely motivated by requests from
high R&D intensity sectors, mainly the pharmaceutical industry. These
claims were based on the fact that part of the benefits from American R&D
had been transferred to Third World countries capitalizing on some loop-
holes in the American patent legislation, and also on its limited international
scope (Jaffe, 2000, 548).

The ‘good performers’ may have a number of functional problems with
regard to their NISs, but they are still active and, in some technological
fields, quite competitive players in the international high-tech world. Their
presence in the international R&D competition cannot be ignored even
though their NISs do not have the coherence and the stability of those of
most OECD countries, and they have only few innovative firms by interna-
tional standards. These are, in any event, developing countries with R&D
and innovation capacities not really typical in most parts of the Third World.

Such LDCs can be considered good performers which have demonstrated
better performances in R&D and innovation than it could be expected judg-
ing from the level of their economic development. As the examples of Korea
and Mexico have shown, LDCs with NISs comparable to those of advanced
industrial countries may have the best chance of being accepted to the
OECD, which can substantially boost both their imports of FDI and their
access to R&D resources abroad.

The ‘Underperforming’ LDCs

The ‘underperformers’ are developing countries which have been able to
reach a certain level of industralization and per capita GDP levels. Their
R&D sector exists at least as far as the export performance of this sector is
concerned, but its institutional profile is not too visible in many country
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cases. Their relatively high levels of development could bring them within
range of visibility with the less-developed OECD countries. In marked
contrast to the good performers however, the NISs of the underperformers
are in no better shape than could be expected from their level of economic
development.

These countries have PPP corrected per capita GDP data varying on a
wide scale, roughly between the levels of Brazil and India. The GERD is
below 0.5 per cent of the GDP, very often around 0.2 per cent only. Typical
examples from this group are the Philippines, Indonesia, Thailand,
Venezuela and Uruguay. These countries do not excel at all in international
R&D output if publications or patents are considered.

In spite of that, some of them have surprising ratios of high-tech exports
to total manufacturing exports. Based on data from 2001 (NSB, 2004,
Appendix Table 6-1), the Philippines have a ratio of high-tech exports to
total manufacturing exports of 48.2 per cent, Thailand 27.5 per cent and
Indonesia 8.3 per cent. For comparison: the corresponding ratio reached 26.9
per cent in Mexico, 13.3 per cent in Brazil, 24.0 per cent in China, 48.4 per
cent in Malaysia, 58.7 per cent in Singapore and 4.9 per cent in India.

This brief international comparison shows that more or less high levels
of development of the economy or of the NIS are not necessary conditions
for a good export performance in high-tech products.95 The strategic ques-
tion is however whether either of the two options ‘strong domestic R&D
cum weak high-tech export performance’ or ‘weak domestic R&D cum
strong high-tech export performance’ could be given a clear preference over
the other.

This is of course a provocative or a pseudo-question, since the evidently
best choice would be both strong domestic R&D and strong high-tech export
performance. This however is not a feasible option for most developing
countries except for such industrialized economies as Singapore, Malaysia
or Mexico. Some of the rest, including Brazil and India, seem to prefer to
invest in domestic R&D first and try to expand high-tech exports thereafter,
whereas the underperformers (not in exports, but in domestic R&D) seem to
have opted for the inverse sequencing. Some of them have become consid-
erable exporters of high-tech goods but still lack an adequate domestic R&D
potential.

We consider countries with poor indicators of R&D input and output  to
be underperformers regarding R&D in cases where they have assets for
creating high-tech export capacities (even though the bulk of those assets is
likely to come from multinational corporations), but these assets are appar-
ently not used in domestic R&D. Thailand is a country with a medium indi-
cator of high-tech export intensity, and an NIS in a condition which would
make it difficult for Thailand to become a serious competitor in R&D with
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for example Turkey or Romania, both of which had similar levels of PPP
corrected GDP per capita in 2002 (see www.economist.com/countries).

A case study on the NIS of Thailand (Intarakumnerd et al., 2002) calls
this country an example of less-successful R&D and technological develop-
ment. The authors are right in stating that international literature has focused
on developing countries that were successful in building their technological
capabilities and NISs (Intarakumnerd et al., 2002, 1445). Those less
performing and visible in the catching-up process were neglected in the liter-
ature. The case study on Thailand is in a sense unique in trying to look into
the factors of late and slow NIS development in the developing world.96

The country has 74 universities with more than 1 million students, but the
quality of training is far from high and social sciences dominate the pattern
of higher education (Intarakumnerd et al., 2002, 1451). The study analyses
all those institutional players who might play a role in the NIS of an
advanced country but most of them are clearly unprepared for playing such
a role in the Thai economy. The government has some kind of industrial
policy but this mutation of industrial policy is limited to the building of
infrastructure and some export promotion, the only selective tool being the
local content requirement for the car industry (Intarakumnerd et al., 2002,
1450). The vast majority of domestic firms come into contact with the world
of modern technology only if they buy know-how or equipment ‘off the
shelf’. Multinational corporations use Thailand as an assembly base. As
opposed to the transition economies where multinational firms have not yet
taken much interest in domestic R&D (but could at least consider such an
option), this option does not even exist in Thailand.

The article by Intarakumnerd et al. (2002) seems to have more impor-
tance for NIS research than just being an illustrative case study. It demon-
strates that the NIS concept can work only for those countries where at least
some of its building blocks have been in place before, and a critical mass of
involvement by the government, by the learned and the business sector could
be reached. If these factors are not available in an otherwise not very under-
developed and performing economy, then it necessarily remains an under-
performer in NIS terms and does not have a strong potential for evolution
towards such an NIS which could play a significant role in economic devel-
opment. Thailand’s R&D competitiveness will also remain low even though
certain indicators (for example the relative share of high-tech goods in
manufacturing exports)97 may seem to speak of a not unimpressive level of
R&D competitiveness.

Thailand has a non-zero GERD/GDP indicator (0.13 per cent on average
for 1987–97 as quoted by Mani, 2002, 41), although the country study by
Intarakumnerd et al. (2002) does, quite unusually in the literature, not give
any GERD figure for the country. The authors do not deserve any blame for

Policy conclusions 181



that, since their article is just a strong argument in favour of proceeding to
quantitative NIS analysis only if the institutional conditions for competitive
R&D exist in a country. In any event this extremely low but non-zero GERD
level offers Thailand a chance of starting a policy effort towards building its
NIS. The study by Intarakumnerd et al. (2002) is concluded with a descrip-
tion of the first steps constituting such an effort.

The ‘Non-performers’

Quite understandably, international R&D and innovation literature does not
devote much space to the NISs of those developing countries which have
neither any noticeable level of GERD, nor any other sign of the presence of
high-tech or innovation-related activities such as a corresponding structure
of exports. A considerable number of African economies including Senegal,
Gambia, Ivory Coast, Kenya and Nigeria, some countries from Asia (Jordan,
Syria, Cambodia, Myanmar) or a handful of Latin American countries such
as Peru, Colombia and Ecuador can be included in this group.

The non-performers are not simply economies without any relationship to
the world of advanced research and high technology or, to put it more
bluntly, ‘outsiders’ to the high-tech world. These are countries with levels of
economic development offering them some elbow room for spending on
R&D, but having no apparent political interest in developing R&D as a
sector. They may have scattered R&D capacities, even producing some
internationally acclaimed results (‘local peaks’),98 but the NISs as such
cannot be observed statistically in such countries. The lack of any systemic
background for R&D is characteristic of the non-performers, which mostly
have domestic universities and a respectable number of educated intellectu-
als but no R&D capacities worth mentioning in the country itself.

The sporadically good R&D output statistics of the non-performers might
simply be symptoms of the same phenomenon as when countries not quoted
in international sports (for example tiny Caribbean islands) win medals at
the Olympics in individual branches of sport such as swimming or athletics.
The sportsmen representing newcomer countries at the Olympics are proba-
bly citizens of such countries, but they study at North American or European
universities, do their training work also there and have no strong organic
relationships with their home countries. The same goes for R&D output
statistics: the country of the author of a much-cited article might not at all be
the place where he or she does research. This factor distorts the statistical
picture of international R&D to a significant extent only in the case of devel-
oping countries, mainly non-performers where there is no domestic R&D
background to explain sometimes surprisingly good indicators of R&D
output.
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The case of non-performers shows a marked difference with such under-
developed (in the true sense of the term probably not even developing) coun-
tries where no sign of the presence of modern R&D or high-tech activities
can be found at all. We could possibly call these countries non-tech
economies.

Such countries include several Sub-Saharan republics of Africa, a few
countries in Latin America (for example Bolivia, Honduras or Nicaragua)
and Asia (Nepal, Bhutan or Laos) where a great part of the population lives
in a subsistence economy and neither infrastructural, nor human capital-
related conditions are given for even the lowest-level assembly of modern
products – not to mention high-tech goods as we have seen in for example
the exports of the Philippines or Thailand.

A Possible Typology of LDCs with Respect to R&D

We have tried to show the great degree of heterogeneity of the so-called
Third World or developing countries as far as their participation in interna-
tional R&D competition is concerned. We have left aside such exceptional
cases as the small oil exporters (for example Kuwait, Qatar or Brunei),
where high levels of per capita GDP have no relation whatsoever to the qual-
ity of domestic factors of production such as human and physical capital or
technology. Intermediate cases between developing and transition
economies were also disregarded such as former Soviet republics of Europe
or Central Asia (for example Armenia and Georgia from Europe, or
Turkmenistan, Uzbekistan or Kyrgizstan from Central Asia) from which no
reliable information on the condition of the NIS was available.

In addition to the above, we did not consider the few remaining
Communist countries with undeniable R&D capacities but a very low level
of exposure to international R&D and rare or completely missing relation-
ships with the international R&D community. There seem to be two such
countries left in the world: Cuba and North Korea.

Four groups of countries were established in decreasing order of impor-
tance regarding the weight and quality of their R&D sectors and NISs. We
now summarize the findings of this effort of classification of LDCs.

The theoretical concept of NIS offers a good analytical tool for assessing
country-level structures and performances in international R&D competi-
tion. The problem is that it was originally invented for countries where insti-
tutional structures and policy frameworks are transparent, with the condition
of the NIS reflecting the overall welfare level and competitive positions of
the economy quite well.

Moving toward the bottom of the list where countries are ranged accord-
ing to their GDP per capita makes the picture less and less transparent. The
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Table 4.2 A classification scheme of non-OECD countries according to the condition and performance of their National
Innovation Systems*

Group GERD/GDP Level of economic Elements of NIS R&D and Examples
development (per high-tech output
capita GDP, PPP)

‘Good performers’ > 0.5% Middle or low-middle Existing, very Comparable to Israel, Brazil, Chile, India, 
well or relatively several new China, Taiwan, Singapore, 
well organized members of EU Pakistan, Republic of South

or better Africa
‘Underperformers’ > 0.2% Middle or low-middle Existing but either Good only in Malaysia, Philippines, Thailand, 

in initial stage or some elements, Venezuela, Uruguay, Argentina, 
disorganized high-tech Egypt, Tunisia, Morocco

exports may be
strong

‘Non-performers’ 0–0.2% Low-middle or low Only a few exist, ‘Local peaks’ Colombia, Ecuador, Nigeria, 
scattered may exist, Kenya, Senegal, Gambia, Jordan, 

usually very Vietnam, Myanmar
weak

‘Non-tech’ ≈ 0 Among lowest in the None None Sub-Saharan Africa, Nepal, 
countries world Bhutan, Bolivia, Honduras,

Nicaragua

Note: *OECD members Korea, Mexico and several transition countries not included; a few country cases may not completely fit into group.



organic link between a country’s level of economic development and the
condition and performance of its NIS gets increasingly weaker and the
pattern of R&D or innovation policy more and more vague. A country’s
competitive positions in international R&D can be measured with a number
of techniques surveyed in the previous chapters, but creating an institutional
model of innovation with a good explanatory power for Third World coun-
tries too is still a daunting task.
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5. The big picture

The ranking lists have shown that international R&D competition is basically
dominated by the countries of the ‘Triad’, North America (mainly the United
States), the Far East (particularly Japan) and the European Union. The leaders
however do not constitute a homogeneous group and shifts in their relative
positions are of major importance for the development of this competitive
scene. Nevertheless the R&D competitiveness position of the leaders and
followers can perhaps best be understood in the context of the Triad.

5.1 CAPACITIES AND PERFORMANCES IN
INTERNATIONAL R&D: LEADERS AND
FOLLOWERS

The gap in R&D capacities and performances between the United States (and
to a lesser extent Japan) and the European Union is evident, and it exists in a
number of respects (Rodrigues, 2003, 52–4). Spending on R&D expressed by
the GERD/GDP ratio, the relative share of R&D financed by business, the
number of patents per million of population, the relative share of researchers
within the population, and the recently introduced indicator of ‘knowledge
investment’99 are all lower in the European Union than in the United States.
The existence of these gaps speaks of a clear advantage of the United States
over Europe in R&D, but the size and the trend of this advantage cannot be
measured exactly by simply listing such indicators which describe various
dimensions of the R&D gap between the United States and the EU.

The Lisbon Strategy of the European Union has formulated a number of
ambitious goals for European integration, including the building of a knowledge-
based society in Europe (Rodrigues, 2003, 52). The programme considers a
more ambitious policy for R&D to be a key tool of achieving this strategic
objective, and it has also set a benchmark for the EU against which its effort
towards improving its R&D performance can be measured. The benchmark is
the United States, and the Lisbon Strategy has set the date of 2010 for catch-
ing up with the United States in a number of fields, including R&D.

A similar problem exists if the potential contribution of the new member
states of the European Union to the R&D capacities and performances of the
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EU-25 is to be identified. Most new EU members (except for Cyprus, Malta
and Slovenia) have levels of economic development significantly behind even
the laggards the EU-15, Greece and Portugal. The R&D indicators of some of
the new Central European member countries are however directly comparable
with if not better than those of a couple of EU-15 countries (again primarily
Portugal and Greece, but also Ireland in some comparisons).

This apparent contradiction shows that comparisons of national R&D or
innovation systems can produce different international ranking lists to those
produced by comparisons of the levels of economic development. Could there
be any acceptable method for ranking countries with respect to their roles in
international R&D and innovation?

Tentative answers to this question have been given by a number of previ-
ous publications, but mainly with respect to innovation, and simply by putting
together a number of diverse ranking lists based on a variety of indicators of
R&D and innovation. In doing so, most of the authors apparently circum-
vented the problem of theoretical background. It remained unclear:

• How are such comparisons related to the theories of R&D and innova-
tion?

• What kinds of units of R&D and innovation (individual researchers,
R&D organizations, firms or countries) could be subject to such
comparisons?

• What could be an appropriate theoretical frame of reference for compar-
ing different characteristics or elements of R&D input and output in an
international approach?

The analytical framework of comparative international R&D and innova-
tion analysis has been provided by the model of national innovation systems
(NIS, also referred to as NSI, national systems of innovation, in the literature)
and, in a broader scope, a number of findings of evolutionary economics (see
Nelson, 1995). A number of publications, mainly those by Laursen (2000) and
Godin (2003), made it clear that the only statistically but also theoretically
feasible way of making international comparisons of R&D capacities and
performances is by using countries as the units of comparison. This approach
can be accepted despite the fact that many individual R&D and innovation
efforts can be linked to countries only in a controversial way.

Still, a number of indicators used in international economic comparisons
such as GDP, exports, FDI (foreign direct investment) or government expen-
diture are country specific. The same applies for practically all the widely used
indicators of R&D and innovation (GERD, R&D employment, patents, publi-
cations or the TBP – technology balance of payments). In the current stage of
development of international economics, the intellectual influence of Smith,
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Ricardo and the Heckscher-Ohlin theory can still be felt rather strongly. This
is probably one of the main reasons why most international comparisons are
carried out only among countries even if an increasing number of decisions
substantially affecting the development of the world economy are taken not in
cabinet rooms but at corporate headquarters.

The changes in relative international economic positions of countries can be
partly attributed to their competitive efforts, and one possible approach to grasp-
ing the reasons and describing the impacts of these relative changes is competi-
tiveness analysis. Its acceptance in the theory of international economics is far
from general. It is used mainly in business analysis and strategy work, but also
in global comparisons of the economic performances of national economies.
Even if it still lacks a really solid theoretical background, its relationship with
neoclassical and post-neoclassical (for example neo-technological) theories of
international trade is undeniable.

The analyses of economic competitiveness usually go in two directions.
One approach is the competitiveness of exports, where the main question
asked is how the competitive positions of the exporting country have changed
vis-à-vis its main competitors. This kind of competitiveness analysis can yield
good results mainly if comparability is taken into account, that is only those
countries are compared whose products really compete with each other on a
large scale.

The second possible approach is comprehensive competitiveness analysis,
when the overall condition of various national economies is compared based
on the assumption that a well-functioning economy should be competitive.
This is a somewhat controversial approach since good macroeconomic perfor-
mance does not necessarily mean that the economy in question has competi-
tors abroad. For example let us imagine a closed national economy that
imports a negligible share of its inputs and is not export oriented either.
Competitiveness analysis for such a country could be only of limited validity,
if any at all.

Furthermore, a striking characteristics of competitiveness related research
consists in its methodological diversity. A wide range of methods is combined
in most well-known comprehensive analyses of competitiveness, while
models of export competitiveness are, in many cases, rather one-sided. A co-
existence of analyses of export competitiveness based on inputs (for example
unit labour costs) and outputs (for example trade performance) can be
observed, but very few if any analyses of competitiveness have tried explicitly
to combine the input- and the output-oriented approaches. No surprise if, even
for the same national economy, input- and output-based evaluations of
competitiveness may yield quite different results.

In spite of this methodological pluralism (not to say confusion), competi-
tiveness analysis is usually a challenging task promising interesting insights
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into the patterns of economic development and the factors of success or fail-
ure of various national economies. National economies seem to compete with
each other in fields much wider than just exports, including sectors where
economic analysis faces a number of previously unknown methodological
difficulties. Such a sector is R&D and innovation, where the concept of
competitiveness analysis has not been applied before to a wide sample cover-
ing most of the world economy.

There seem to be several good reasons for extending the scope of compet-
itiveness analysis to R&D and innovation. The inputs and the outputs of these
activities are relatively easy to identify and to measure, even if a wide range
of inputs and outputs may not be completely visible.

For example visible inputs of R&D include GERD and human resources,
whereas the high quality of a country’s education system or the good condi-
tion of its R&D infrastructure are invisible inputs not measurable directly.
There are also a number of invisible inputs to it, such as for example a consis-
tent effort of institution development and building or the development of the
national education system.

Similarly, visible outputs of R&D (or of the NIS of a country) are publica-
tions and patents, while invisible outputs can be the increase of the tacit
knowledge base of the economy on the one hand, and innovations and other
products of R&D used entirely within a company (that is not made public at
all) or sold without any patent protection on the other. Besides the fact that
some invisible outputs of R&D are difficult to measure and compare across
countries, patent registrations do not reflect innovations in an exact manner,
and can be understood only as a more or less reliable proxy of just one kind of
output of innovation activities.

In spite of all these methodological uncertainties, we believe competitive-
ness analysis in R&D and innovation can bring considerable results if both
their most important and visible inputs and outputs are appropriately taken
into account. In fact the logic of competitiveness analysis would require that
each country’s R&D and innovation outputs reflect its R&D inputs to a
considerable extent, and this is the case for the majority of OECD countries.

Still, the examples of transition economies have shown that there can be
important exceptions to this observation (for example decreasing GERD/GDP
ratios do not necessarily entail worse performances in publications). On the
other hand, the NISs of a number of developing countries also seem to behave
in such ways that the supposedly causal links between inputs and outputs of
R&D and innovation are far from obvious.

Reviewing a number of different international comparisons of capacities
and performances of the NISs of a wide range of countries has produced
important insights. These go significantly beyond assessing the value of vari-
ous measurement techniques of inputs and outputs in this sector.
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In the most advanced industrial economies for example, generous R&D
financing from governments and business (with a high percentage share of the
latter) coupled with relatively high levels of R&D employment yield corre-
sponding results in terms of patents and publications. These are two kinds of
output of the NIS which can be measured in a quite reliable way for a signifi-
cant number of countries.

This result of our research cannot be regarded at all as a direct confirma-
tion of the ‘linear’ model of innovation, since this model is less about the
conversion of R&D inputs into outputs of R&D and innovation, than about the
sequencing of the different stages of the innovation process. It may be telling
however that some input and output parts of the ‘black box’ (as the innovation
process is sometimes described, with reference to the apparently missing link
between R&D inputs and outputs of R&D and innovation) are quite transpar-
ent in several advanced industrial economies. In this respect transparency
means that innovation is ‘mass-produced’, R&D is more or less helping this
mass production and, for a given amount of R&D inputs, relatively reliable
estimates can be made on what kind and amount of outputs would be yielded
by those inputs.

Transparency is also related to efficiency of R&D and innovation. If the
‘black box’ is not ‘black’ any more, then relatively few R&D inputs will be
wasted before appropriate measures of correction are taken.

A string of advanced industrial economies are world leaders according to
most of the measures of R&D input and output. These countries are heading,
without any doubt, the world ranking list of competitiveness in R&D, practi-
cally independently from the technique with which R&D competitiveness is
measured or approximated.

This result has been corroborated by our quantitative analysis using several
indicators of R&D input and output regardless of whether the indicator of
high-tech exports was used or not. The real world leaders in R&D both stand
out whether absolute or per capita measurement techniques are used. The
combination of different ranking lists has produced a clear picture in both
cases. Four countries – the United States, Germany, Japan and South Korea –
belong in the first ten countries on our world ranking list reflecting R&D
competitiveness or, in a slightly different approach, efficiency.

This group of world leaders in R&D comes as a slight surprise only if South
Korea is considered. South Korea is an economy with one of the highest
GERD/GDP ratios in the world, and with a long-time policy record of coordi-
nated efforts towards improving competitiveness through building an innovative-
based and (to borrow one of the key terms of the Lisbon strategy)
knowledge-based economy.100 In addition to that, the size of the country’s
population makes it comparable with France or the United Kingdom, former
great powers but still important players in international R&D.
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No doubt the British or the French NISs still belong to the best performing
in the world, but they have lost some ground in international R&D competi-
tion due to various reasons. Their spending on R&D is either lower than in the
four world leader countries or, as the French example shows, the proportion of
their R&D financing provided by business is surprisingly low. It may be inter-
esting to note at this point that these two countries are the only nuclear powers
within the European Union.101

Belonging to the top ranks of international R&D is also a matter of coun-
try size. The reason is a number of countries that are very efficient and
competitive in R&D cannot be placed high in the synthetic ranking list of
R&D competitiveness due to their limited market power, that is their relatively
small country size. Such countries with relatively small sizes of population can
obtain high positions only on the relative or per capita lists of R&D competi-
tiveness, but they fall somewhat behind on the absolute lists.

These countries include, mainly, those members of the European Union
which can be considered outliers in terms of the Lisbon Strategy. Their
GERD/GDP ratios belong to the highest in the world, and their per capita indi-
cators of R&D and innovation output are also among the best. They have
already fulfilled the Lisbon objectives regarding both spending on R&D and
the qualitative aspects of their NISs, but their low statistical weight within the
European Union implies that their excellent indicators cannot entail a substan-
tial improvement of the EU average. These countries include Sweden and
Finland and, along with them, Switzerland, the Netherlands, Norway and
Denmark.

Non-European countries that also belong to the top category of interna-
tional R&D competitiveness include Israel and Canada. Israel is the only such
outstanding performer in international R&D which is not an OECD member.
Israel has benefited from the substantial inflow of qualified manpower from
the former Soviet Union – a positive externality for the NIS of the country.
Although R&D statistics on Israel usually do not include military research-
related information, civilian research in Israel probably enjoys some of the
positive side-effects of military R&D.

The group of the countries performing best in international R&D poses
relatively little problems of international comparison since the quantitative
aspect of their R&D input and performance shows a quite homogenous
picture. These are basically the only countries in the world where high-quality
inputs lead to corresponding output. There is a quite strong linkage between
the input and the output side of their R&D competitiveness, and all the rele-
vant information speaks of the fact that the best competitors in international
R&D are those countries where R&D is a top policy priority for the govern-
ment.

In these countries, spending on R&D is regarded as an investment, the risks
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and yields of which can be more or less calculated in advance. In other words,
the factor of uncertainty of spending on R&D is relatively insignificant in such
countries since policies, infrastructures, and human and financial resources are
effectively combined in order to achieve the best possible R&D performance.

It may be telling from a Lisbon Strategy point of view that less than half of
the EU-15 could be considered to be part of the top group (Ireland, Belgium,
Luxembourg, Austria, Italy, Portugal, Spain and Greece do not belong here by
any measure) and none of the ten new EU members is even close to it.

The next field of R&D competitiveness is much more varied and coloured.
The example of Spain demonstrated that different aspects of the R&D compet-
itiveness of industrial countries which are strong but not top-level in interna-
tional R&D show a multifaceted picture. Spain is also a typical case for this
group of countries because its positions on the different ranking lists vary to a
great extent, but the country is placed between tenth and twentieth on most of
them. New Zealand, Austria and Italy have similar characteristics. The remain-
ing EU-15 countries are also participants of international R&D competition
which are well ranked in most comparisons, but cannot be considered such
influential players in international R&D competition as their North American
or North European counterparts are.

R&D is still close to being a strategic priority in these countries, but inno-
vation is not sufficiently focused upon in policy implementation. These coun-
tries have quite well-developed R&D infrastructures, adequate but not
generous financing for competitive R&D, and high-quality R&D manpower as
well. Their NISs are well organized but, as the examples of Austria, Spain or
Italy show, not too close to the business world.

This is also reflected by trade statistics: in spite of the fact that the high-tech
content of manufacturing exports is considered a rather unreliable indicator for
assuming an adequate domestic R&D background, the export structures of the
three countries referred to above speak of relatively low levels of high-tech
exports. This is not necessarily a sign of the weak competitive potential of their
R&D, but it certainly shows that domestic R&D is not much used by the coun-
try’s exporters. It does not seem at all surprising in these countries that their
BERD/GERD ratios are rather small as compared to the top competitors in R&D.

This second group of countries competing in international R&D concludes
that section of the composite ranking list of R&D competitiveness in which
long-term government support for R&D and well-organized NISs can be
considered as evidence, reflecting the strategic priorities described in evolu-
tionary economics literature. In these economies R&D is a sector which
obtains and delivers along well-established rules, and support for R&D is not
regarded as a waste of taxpayers’ or business money. R&D output and perfor-
mance may not be strong in these countries, but it is solid and sufficient for
maintaining a more or less extensive infrastructure for R&D and innovation.
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The next group of countries is ‘transitional’ in several senses of the term
(although it includes some member countries of the EU-15 such as Greece and
Portugal, sometimes considered as advanced industrial economies in broader
international comparisons), not only because it includes a string of transition
countries, but also because it represents a field of competitiveness between
that of the strong players in international R&D with well-organized NISs on
the one hand, and the field of countries with poor R&D competitiveness and
not quite transparent NISs on the other.

The NISs of most transition countries also combine certain characteristics
of the NISs of advanced industrial and developing economies. They are inter-
esting examples of the coexistence of traditional, centralized and modern,
open and flexible institutional systems of R&D with a number of characteris-
tics shared by this group of countries. Their R&D inputs show a strange
combination of poor financing and sometimes quite good endowment with
highly qualified manpower, but the usually very low exposure of their NISs to
business makes these systems extremely sensitive to the fluctuations of
government financing.

R&D is not a strategic sector in these countries, at least not in reality in
spite of the fact that their governments’ rhetorics regularly come back to evok-
ing the strategic importance of R&D in improving competitiveness. If
however governments cut their spending in order to reduce budget deficits, the
NISs of transition economies usually fall among the first victims. One of the
reasons for this seems to be the weak political weight of R&D in the transition
countries.

This political underrepresentation of the R&D sector in the transition
economies (eight among them new members of the EU) can be explained by
two main factors. First, the number of researchers per head of population is
lower in most transition countries than the EU average. Second, the weak links
of these NISs to business mean that taking the innovation challenge and imple-
menting appropriate measures is not a priority for the governments of the tran-
sition countries.

The NISs of the transition economies perform surprisingly well in spite of
all the organizational, structural and political difficulties they regularly have to
face. Regarding R&D competitiveness, this means a rather efficient produc-
tion (low unit cost) of publications and patents, as for example in Poland and
Hungary but also in less-developed transition economies such as Romania or
Bulgaria.

One of the reasons for this apparent efficiency is low labour cost, which
helps in attracting foreign direct investment in manufacturing, but the coun-
terpart of FDI does not exist in R&D (except for some recent examples in the
Czech and Hungarian car, electronics or software industries). What happens
instead is that inexpensive labour produces an amount of refereed publications
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and patents comparable to outputs of much better-paid researchers in more
advanced countries. Qualitative differences between these outputs are difficult
to measure. If this measurement were possible, it could also happen that the
production of low-cost human resources of R&D would be given a less
favourable assessment.

The underfinancing of R&D is an issue quite often mentioned with regard
to transition or developing countries, which has two distinct aspects. First,
comparatively low GERD/GDP ratios in these countries lead to such situations
in which these countries spend proportionately even less on R&D than their
more advanced counterparts in North America and Western Europe from their
higher domestic disposable income. This is the purely statistical aspect of the
underfinancing problem. On the other hand however, there is a technical
aspect as well: the more or less dramatic lack of financial resources available
for labour, equipment, journal subscriptions, software, building maintenance
or travel costs.

In the long run these problems surely cause the competitiveness of R&D in
the less advanced countries to deteriorate, and contribute to the very uneven
performances of their NISs. It is common in transition or Third World coun-
tries that some selected or well-placed universities and research centres work
in conditions comparable to those of their partner institutions in the developed
world, while the rest have to survive with more or less pariah-like infrastruc-
tures and financing. This is why the homogeneity of the NISs of such coun-
tries is usually not assured, and the data on their inputs and outputs reflect only
national averages but not the extremely different situations of the R&D orga-
nizations coexisting in such countries.102 At least however such countries can
still come up with quite respectable performances in R&D and, as it has been
mentioned before, fairly good indicators of R&D efficiency if publications are
taken into account.

Our composite ranking lists include only a few countries from those below
the group of transition and developing countries with regard to R&D compet-
itiveness. Quite logically, they are at the bottom of the ranking lists which is
no surprise. They are however also players in international R&D competition,
and their presence is felt in most fields of international science in spite of the
modest resources they can use for R&D purposes.

There are about 40 Third World countries performing some R&D activities
but not covered regularly by international R&D statistics. These countries
have been included in our analysis of different NISs in the world, but they
have been omitted from the composite ranking lists owing to their inadequate
statistical coverage. Some researchers representing such countries have
published frequently quoted articles in refereed journals or registered patents
at American or European patent offices, but these personal achievements were
usually reached outside of their respective home countries. These are the coun-
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try cases (for example Moldova, Senegal or Vietnam) where individual perfor-
mances in R&D or innovation are not sufficient for the country to reach statis-
tically relevant levels of R&D competitiveness.

5.2 A PICTURE OF INTERNATIONAL R&D
COMPETITIVENESS: THE ‘WORLD MAP’

The ‘world map’ of international R&D competitiveness includes hardly more
than 100 countries, out of which less than 50 are real players. Their patterns of
R&D performance and competitiveness show an amazing diversity, and it
seems to be a challenging task for comparative R&D research to explore the
specifics of the NISs of the participants of international competition in R&D.

Our starting point is the result of a cluster analysis which was carried out
for more countries and less indicators than covered by our analysis producing
the composite lists of R&D competitiveness.103 The cluster analysis helped us
somewhat to create more or less homogenous country groups, the ‘world map’
of international R&D.

The country groups constituting this map consist of countries with largely
similar indicators of R&D competitiveness either in an absolute or a per capita
approach. An overview of this map is given below with the remark that a
certain number of countries important in international R&D has been omitted
from our world map.

The reason is either inconsistency between the various indicators of R&D
competitiveness of a given country which made it impossible to include it in
one group or another in an appropriate way (such cases are Russia and
Turkey), or the lack of certain data important for identifying an appropriate
cluster for each country. On top of this, we did not want to create too-long
country lists for each cluster. This is why only a couple of country names are
given for each of the groups.

The top of the hierarchy in international R&D competitiveness is the group
of the G-7+1 countries (United States, Japan, Germany, France, the United
Kingdom, Canada and Italy as the G-7, and South Korea in the light of our
composite lists of R&D competitiveness) which produce, depending on the
indicators used, 80 to 90 per cent of the world’s R&D output. These countries
are in the centre of the world map of R&D competitiveness due to their
outstanding performance in both the absolute and the per capita approach.

There are also other countries with considerably less impressive indicators
of R&D competitiveness whose ranking positions are similar on the absolute
and the per capita ranking lists. This group of countries form the ‘centre court’
of the world map along with the cluster of the G-7+1.

One group of the ‘centre court’ has European countries ranking in the
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international midfield for both the absolute and the per capita indicators,
partly because they have neither too small nor too large economies
measured by the size of their GDP or population. For such countries such
as Hungary, the Czech Republic and Spain, neither the absolute nor the per
capita ranking method is significantly more favourable, but they are gener-
ally placed in the first 30 of the international ranking lists for most of the
indicators used.

Another group still within the ‘centre court’ also has countries whose posi-
tions are similar in absolute and per capita comparisons of R&D competitive-
ness, but they rank significantly lower than the ‘midfielders’. This group
includes for example Malaysia, Kuwait and Venezuela.

A third group in the ‘centre court’ has one important characteristic: the
countries belonging here cannot boast of good indicators of R&D competi-
tiveness either in an absolute or in a per capita approach. These are in fact the
‘non-performers’ mentioned in the comparative analysis of the NISs of LDCs:
their group has been put in the ‘centre court’ due to the fact that their R&D
performance is entitled to the same judgement both on an absolute and a per
capita basis.

In addition to the ‘centre court’, the world map has two additional ‘courts’:
the one of countries which are important competitive players on the basis of
their absolute indicators of R&D competitiveness, and the other of countries
important in a per capita approach. Size is the decisive factor in the competi-
tive performance of the countries shown as parts of the first ‘court’, and effi-
ciency is the important criterion for the countries of the second.

Close to the group of the G-7+1 countries is, in the ‘court’ based on the per
capita approach, the group of small and successful countries. They stand out
by the high level of efficiency of their R&D, and some of them can boast of
the highest GERD/GDP and per capita publication or patent counts in the
world. Due to their relatively small size however, they cannot exert a strong
general influence on R&D competition in the world, but there are important
niches in which they are dominant players.

Members of this group include Switzerland, Israel, Sweden, Finland and
Denmark, and a couple of other small countries with low population numbers
and efficient NISs such as Norway, Austria or Singapore could be added to it.
The Netherlands and Ireland are not clear cases because the Netherlands has a
population size three times that of Finland or Switzerland, whereas Ireland is
a country with relatively low indicators of R&D output in the light of its
remarkable record of economic growth from the early 1980s on.

The ‘absolute court’ consists of three groups of economies which are rather
large in size and have more or less remarkable indicators of R&D only if the
absolute ranking lists are considered. Several countries in this ‘court’ have
sizeable NISs (marked by for example huge researcher populations), with
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considerable differences in quality between domestic universities and research
centres. The measured level of R&D competitiveness is, in most cases,
strongly related to the levels of economic development. Countries from the
European continent can be found only in the first group.

The first group contains fairly industrialized countries with R&D outputs of
a respectable size yet with poor efficiency in R&D. Such countries, including
Brazil, Poland and to a lesser extent Ukraine, are more or less significant play-
ers in international R&D competition based on their large NISs. Their levels
of economic development also make them increasingly important locations for
foreign direct investment, but their exports have low contents of high-tech
products. They are still mainly used by multinational firms as bases for their
assembly lines rather than places where their R&D activities could be
outsourced.

The ‘absolute court’ has a very special group not really fitting any of the
others, and showing a special behaviour as compared to other countries on this
‘court’ as well. Countries of the world’s largest populations, China and India,
belong here. These countries also share improving indicators of R&D compet-
itiveness. Such improvements are due to several factors such as former efforts
of establishing important domestic R&D capacities when self-sufficiency
(economic isolation from the rest of the world) was the governing ideology, or
the abundant and high-quality R&D manpower available in both countries.

Students from both countries, especially from China, go abroad in large
numbers to earn PhD degrees (see NSB, 2004) and these countries are fast
becoming priority investment targets for multinational firms (see UNCTAD,
2003). Due to the very large population sizes of these countries however, most
of their per capita indicators of R&D competitiveness are still among the
lowest in the world and can be expected to remain at low levels for several
years to come. Nonetheless China and India are already important players in
global R&D competition.

The third group in the ‘absolute court’ contains developing countries with
some signs of activity in R&D, but present on the world map mainly due to
R&D output coming from the research centres or universities a large country
can be expected to maintain. These countries, such as Iran, Indonesia and
Pakistan, also have a certain political and strategic weight in their respective
regions which obliges them to a certain extent to maintain strong domestic
R&D facilities.

The world map presented in Figure 5.1 is an attempt to show international
competition in R&D according to the relative positions of some of its main
actors. It can also be regarded as a summary of our analysis of the various
patterns of R&D competitiveness in the world which has shown that the
number of key players is limited, and the strategically most important part of
this competition takes place between North America (or the United States) and
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the European Union. There are about 35 countries in the world (most of them
OECD members) which can more or less adequately spend on R&D and also
reap corresponding benefits from such investment. Far-reaching institutional
changes and great improvement in policy backgrounds and financing condi-
tions would be needed in the other countries for them to become noteworthy
players in international R&D competition. But have we come any nearer to the
meaning of the concept of R&D competitiveness for economic analysis?

5.3 POLICIES TOWARDS IMPROVING
COMPETITIVENESS IN R&D

After all our deliberations on inputs and outputs, resources and performances
in international R&D and innovation the ultimate question remains the follow-
ing. Could it be asserted or not that competitiveness is a conceptual framework
appropriate for giving a good comparative picture of the development of this
strategic sector of the world economy?

We believe yes, if in the first place a quite general approach to competi-
tiveness is applied. Such a general approach would allow it to amalgamate the
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input and the output side of competitiveness analysis and to consider both
above-average inputs and outputs as key factors of R&D competitiveness.
Countries investing proportionately more into R&D in a narrow sense, and
innovation-related activities, education and IT infrastructure in a broader
approach, can expect better comparative and competitive performances in
three respects.

First, their direct R&D outputs such as publications and patents will likely
increase.104 This will, mainly in the long run, improve the international stand-
ing of their universities and research centres and make these countries more
attractive places for talented and productive researchers. This kind of loca-
tional advantage will likely give a further leverage to the improvement of
R&D competitiveness of these countries.

Second, if applied with appropriate framework conditions, the indirect
outputs of increased national R&D efforts are likely to improve the innovation
performance of a number of firms in these countries even if this does not
necessarily appear in formal indicators of R&D output (publications and
patents). The improvement of the innovative capacity of domestic business
might make it a more attractive target for foreign direct investment and
increase its competitiveness in sales. An additional advantage resulting from
better innovation performances in business is that the R&D related spending
of firms will also likely increase. As has been demonstrated in our text, there
seems to be a strong relationship between the increase of the BERD/GERD
ratio and the improvement of national R&D competitiveness.

A third conclusion is that in some cases higher R&D competitiveness
measured on the input side can contribute to better trade performance. The
examples of countries with well-performing domestic R&D sectors and high
relative shares of high-tech goods in manufacturing exports (for example
Finland or Switzerland) show that the structures of exports may benefit from
the improvement of R&D competitiveness which can also increase the capac-
ity of domestic business to contribute more to the national R&D effort.

It is important however to take account of the institutional factors of R&D
competitiveness as well. Only the best performers in international R&D seem
to have NISs that allow the measurement of a more or less transparent and
efficient conversion of R&D inputs into R&D outputs. These are almost exclu-
sively OECD countries. The best supply of internationally comparable and
homogenous R&D data is also offered by the OECD, but only on its member
countries.

A certain number of new members of the OECD however, mainly from
Central and Eastern Europe, have NISs which still bear the mark of economic
and political transition. These countries can boast of high-quality human
resources for R&D and sometimes good indicators of efficiency in producing
R&D outputs. Their NISs suffer, at the same time, from weak links between
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R&D and business, sometimes incomplete legal frameworks for innovation
(mainly IP protection) and poor government and business financing of R&D.
The lack of clear government policies and strategic commitments regarding
the future of domestic R&D in these countries is also a handicap for them.

The cases of these countries may be considered as laboratories for explor-
ing the institutional and policy changes necessary for middle-income countries
to catch up with the most competitive players in international R&D. The fields
of competitiveness in international R&D can change mainly as a result of such
catching-up processes as the examples of South Korea and Israel have shown
in the recent past. A string of other industrializing economies of the Third
World (such as Singapore, Taiwan, Hong Kong) are increasingly present in
global R&D, but Brazil, China and India are also good candidates for belong-
ing to the club of leaders in international R&D within the next 15 to 25 years.
It is worth noting also for strategy analysts that none of these countries is from
Europe.

The analysis of R&D competitiveness confirms that Europe (and the
European Union) is slowly losing ground in international R&D competition.
The tendency has been recognized by the authors of the Lisbon Strategy and
appropriate strategic action was recommended to reverse the trend. The 2004
report of the European Commission on the first three-year balance sheet of the
Lisbon Strategy has noted only moderate progress towards the R&D related
objectives of the strategy (European Commission, 2004).

The new member countries of the EU could also contribute to the success
of the Lisbon effort, but their NISs are not prepared in an institutional sense.
This is why it would be important to solve the apparent contradictions between
their as yet relatively satisfactory levels of R&D competitiveness, the poor
financial, institutional and policy backgrounds and innovation performance
below average. Finding appropriate institutional and political solutions could
help these countries give additional leverage to the EU’s strategic effort of
catching up with the United States in general, but especially in terms of R&D
competitiveness by the years around or not too long after 2010.
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Appendix A

Table A.1 Ranking list of the countries of the world according to their total
numbers of publications, 1990–98

Position Country No. of publications

1 USA 1 763 421
2 United Kingdom 468 660
3 Japan 454 302
4 Germany 394 409
5 France 307 733
6 Canada 234 620
7 Russia 211 662
8 Italy 188 313
9 Australia 125 666
10 The Netherlands 124 478
11 Spain 117 001
12 Sweden 98 928
13 India 95 885
14 Switzerland 87 901
15 China 80 486
16 Israel 59 930
17 Belgium 59 269
18 Poland 50 572
19 Denmark 49 907
20 Taiwan 42 790
21 Finland 41 896
22 Brazil 39 064
23 Austria 38 988
24 South Korea 36 014
25 Ukraine 32 085
26 Norway 29 874
27 New Zealand 25 779
28 South Africa 25 004
29 Czech Republic 24 029
30 Hungary 23 022
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Table A.1 continued

Position Country No. of publications

31 Greece 22 580
32 Argentina 21 053
33 Mexico 19 164
34 Turkey 17 456
35 Hong Kong 15 065
36 Egypt 14 079
37 Rep. of Ireland 12 954
38 Bulgaria 12 362
39 Portugal 11 477
40 Chile 10 548
41 Singapore 10 327
42 Slovakia 9 593
43 Yugoslavia 8 567
44 Belarus 8 319
45 Romania 7 645
46 Saudi Arabia 7 381
47 Nigeria 5 361
48 Venezuela 4 894
49 Croatia 4 833
50 Thailand 4 831
51 Slovenia 4 491
52 Malaysia 3 701
53 Kenya 3 688
54 Morocco 3 485
55 Pakistan 3 352
56 Uzbekistan 3 169
57 Estonia 3 033
58 Iran 2 798
59 Lithuania 2 592
60 Armenia 2 348
61 Colombia 2 278
62 Latvia 2 276
63 Kuwait 2 201
64 Kazakhstan 2 132
65 Philippines 2 028
66 Tunisia 2 026
67 Algeria 1 942
68 Georgia 1 899
69 Indonesia 1 896
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Table A.1 continued

Position Country No. of publications

70 Cuba 1 895
71 Azerbaijan 1 828
72 Moldova 1 778
73 Jordan 1 733
74 Iceland 1 693
75 Bangladesh 1 661
76 Senegambia 1 447
77 Zimbabwe 1 394
78 Tanzania 1 320
79 Uruguay 1 276
80 Vietnam 1 252
81 United Arab Emirates 1 238
82 Eritrea 1 163
83 Peru 1 075
84 Costa Rica 1 015
85 Sri Lanka 1 012
86 Cameroon 1 007

World total 5 031 587

(Source: Schubert, 2003)

Table A.2 Ranking list of the countries of the world according to the average
number of citation per publication, 1990–98

Position Country Citation/publication

1 Switzerland 6.178
2 USA 5.526
3 The Netherlands 4.834
4 Iceland 4.815
5 Denmark 4.575
6 Sweden 4.519
7 Belgium 4.400
8 United Kingdom 4.361
9 Germany 4.360

10 Finland 4.343
11 Canada 4.174
12 Senegambia 4.114
13 France 4.049
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Table A.2 continued

Position Country Citation/publication

14 Austria 3.951
15 Israel 3.812
16 Italy 3.752
17 Australia 3.563
18 Norway 3.550
19 Rep. of Ireland 3.463
20 Japan 3.418
21 Uruguay 3.308
22 Spain 3.157
23 New Zealand 3.028
24 Costa Rica 3.003
25 Colombia 2.968
26 Hungary 2.830
27 Portugal 2.788
28 Tanzania 2.627
29 Thailand 2.598
30 Estonia 2.583
31 Slovenia 2.562
32 Chile 2.517
33 Hong Kong 2.482
34 Singapore 2.466
35 Greece 2.465
36 Kenya 2.458
37 Philippines 2.387
38 Indonesia 2.366
39 Mexico 2.330
40 Poland 2.300
41 Peru 2.288
42 Brazil 2.279
43 Czech Republic 2.263
44 Argentina 2.248
45 Venezuela 2.244
46 South Korea 2.215
47 Lithuania 2.171
48 Croatia 2.120
49 South Africa 2.112
50 Cameroon 2.103
51 Taiwan 2.057
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Table A.2 continued

Position Country Citation/publication

52 Slovakia 1.950
53 Vitenam 1.932
54 Bangladesh 1.803
55 Cuba 1.734
56 Latvia 1.723
57 Zimbabwe 1.717
58 China 1.642
59 Eritrea 1.604
60 Romania 1.574
61 Sri Lanka 1.545
62 Tunisia 1.533
63 Bulgaria 1.518
64 Yugoslavia 1.511
65 Malaysia 1.473
66 Iran 1.472
67 Algeria 1.472
68 India 1.469
69 Morocco 1.466
70 Turkey 1.361
71 Russia 1.274
72 Saudi-Arabia 1.252
73 United Arab Emirates 1.180
74 Georgia 1.135
75 Kuwait 1.129
76 Pakistan 1.124
77 Armenia 1.107
78 Egypt 1.021
79 Jordan 0.943
80 Belarus 0.914
81 Ukraine 0.893
82 Moldova 0.855
83 Nigeria 0.798
84 Uzbekistan 0.663
85 Kazakhstan 0.486
86 Azerbaijan 0.379

World average 3.745

(Source: Schubert, 2003)
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Table A.3 Ranking list of the countries of the world based on the relative
number of citations, 1990–98

Position Country Relative number
of citations

1 Switzerland 1.239
2 Iceland 1.237
3 Senegambia 1.227
4 Finland 1.181
5 Denmark 1.181
6 The Netherlands 1.157
7 Sweden 1.146
8 Belgium 1.136
9 Tanzania 1.130
10 Germany 1.123
11 United Kingdom 1.106
12 USA 1.085
13 Austria 1.074
14 Rep. of Ireland 1.072
15 Norway 1.057
16 Canada 1.050
17 France 1.047
18 New Zealand 1.035
19 Australia 1.024
20 Italy 0.994
21 Japan 0.981
22 Costa Rica 0.966
23 Uruguay 0.960
24 Colombia 0.960
25 Singapore 0.952
26 Kenya 0.940
27 Slovakia 0.935
28 Estonia 0.933
29 Israel 0.929
30 Czech Republic 0.920
31 Lithuania 0.919
32 Thailand 0.918
33 Indonesia 0.913
34 Russia 0.909
35 Spain 0.905
36 Philippines 0.904
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Table A.3 continued

Position Country Relative number
of citations

37 Hong Kong 0.898
38 Vietnam 0.890
39 Poland 0.885
40 Portugal 0.882
41 Hungary 0.880
42 Chile 0.874
43 Slovenia 0.870
44 Greece 0.865
45 Cameroon 0.861
46 South Africa 0.861
47 Latvia 0.844
48 South Korea 0.832
49 Belarus 0.804
50 Croatia 0.782
51 Venezuela 0.780
52 Zimbabwe 0.772
53 Taiwan 0.771
54 Romania 0.767
55 Bangladesh 0.766
56 Mexico 0.765
57 Brazil 0.762
58 Argentina 0.752
59 Peru 0.749
60 Uzbekistan 0.742
61 Moldova 0.737
62 Ukraine 0.737
63 Iran 0.732
64 Eritrea 0.729
65 Malaysia 0.721
66 China 0.718
67 Cuba 0.717
68 Bulgaria 0.715
69 Tunisia 0.702
70 Turkey 0.698
71 Algeria 0.694
72 Sri Lanka 0.686
73 Yugoslavia 0.677
74 Morocco 0.671
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Table A.3 continued

Position Country Relative number
of citations

75 Saudi-Arabia 0.660
76 India 0.646
77 Kuwait 0.634
78 Egypt 0.624
79 United Arab Emirates 0.621
80 Georgia 0.611
81 Armenia 0.598
82 Kazakhstan 0.579
83 Pakistan 0.552
84 Jordan 0.551
85 Nigeria 0.531
86 Azerbaijan 0.457

World average 1.000

(Source: Schubert, 2003)
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Appendix B
Table B.1 R&D indicators (2000)

Country Number of GERD Import of Domestic Number of High-tech GERD as a Researchers Publications Patents per 
researchers (1000 US$) measurement patents scientific export % of GDPg per million per million million 

equipment granted publications (1000 US$) populationh populationh populationh

(1000 US$) (1999)

Argentina 26420 1247699 263331 145 2361 849695 0.4378 760 68 4.2
Australia 65805 5936646 1012185 1301 12525 4340161 1.5282 3641 693 72.0
Austria 18715b 3503360 796812 1122 3580 7861895 1.4897 2326 445 139.4
Belgium 30219c 4919152c 1098002 750 4896 21467226 2.1501 2981 483 74.0
Brazil 55103 6259672 945674 400 5144 6958558 1.0513 346 32 2.5
Bulgaria 9479 66477 38228 144 801 224336 0.5542 1128 95 17.1
Canada 90810 13217988 4346120 1117 19685 35467747 1.8867 3094 671 38.1
Chile 5629 394910 112078 32 879 123615 0.5598 396 62 2.3
China 695062 10819562 3002327 6475 11675 56006711 1.0018 580 10 5.4
Colombia 4240 146596 124368 21 207 337645 0.1803 110 5 0.5
Cyprus 303 22628 15892 0 46 52675 0.2601 407 62 0.0
Czech Rep. 13852 685570 393603 272 2005 3737315 1.3502 1341 194 26.3
Denmark 18438c 3784073c 414339 313 4131 9196935 2.3251 3527 790 59.9
Finland 34847 4071251 400264 25 4025 13737644 3.3559 6822 788 4.9
France 160424c 28494523 3421968 10303 27374 71602930 2.2017 2759 471 177.2
Germany 257774 46597625 5679813 16901 37308 103000000 2.497 3157 457 207.0
Greece 14828c 809970 234152 3 2241 864265 0.719 1418 214 0.3
Hong Kong 4423 798019b 1490173 41 1817 6027014 0.573 712 293 6.6
Hungary 14406 373450 374913 176 1958 7914250 0.8184 1410 192 17.2
Iceland 1719e 231377 39475 2 114 29326 2.703 6438 427 7.5
India 95428b 2303000b 497729 600 9217 2102291 0.54 103 10 0.6
Indonesia 92900 72071 246232 0 142 7405065 0.047 470 1 0.0
Ireland 8217 1089294 475140 34 1237 32294676 1.1427 2277 343 9.4
Israel 9161a 5391713 520474 455 5025 10229554 4.8849 1713 939 85.1
Italy 64886c 11470496 2630595 618 17149 27723113 1.068 1132 299 10.8
Japan 647572 141929977 4756835 112269 47826 152000000 2.9784 5161 381 894.8
Korea (South) 108370 12245828 3180852 22943 6675 61822698 2.6784 2411 148 510.4
Malaysia 3415b 287877b 1642629 52 416 51685646 0.3211 171 21 2.6
Mexico 21879c 2065881 2782714 113 2291 46928104 0.3596 240 25 1.2
Netherlands 40623c 7192120 1945014 2820 10441 51200614 1.9463 2628 675 182.4
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Table B.1 continued

Country Number of GERD Import of Domestic Number of High-tech GERD as a Researchers Publications Patents per 
researchers (1000 US$) measurement patents scientific export % of GDPg per million per million million 

equipment granted publications (1000 US$) populationh populationh populationh

(1000 US$) (1999)

New Zealand 8264a 577583 118895 547 2375 397684 1.1374 2293 659 151.8
Norway 19024e 2661805c 278523 395 2598 2166714 1.8157 4364 596 90.6
Panama 286 44647 22017 0 37 16458 0.45 109 14 0.0
Poland 55174 1104990 457787 939 4523 2562169 0.7005 1430 117 24.3
Portugal 16667 842033 361305 49 1508 2105108 0.7929 1681 152 4.9
Romania 20476 138265 134346 865 785 772916 0.3767 903 35 38.1
Russia 506420 2742012 518554 14444 15654 2436499 1.0919 3418 106 97.5
Singapore 16633 1744941 2695652 40 1653 81124903 1.8916 4785 476 11.5
Slovakia 9955 131684 138149 83 871 794403 0.6886 1856 162 15.5
South Africa 26000d 956834d 377241 0 2018 1133099 0.76 649 50 0.0
Spain 76670 5264660 1354069 1730 12289 11562212 0.9386 1929 309 43.5
Sweden 42958e 9266500e 1073815 2082 8326 21205527 3.858 4867 943 235.9
Switzerland 25755 6316568 1021269 1345 6993 19989671 2.6381 3618 982 189.0
Thailand 4409a 155548a 648782 153 470 21279950 0.1273 75 8 2.6
Turkey 20065c 1277555 480063 26 2761 2149526 0.6389 326 45 0.4
Ukraine 104970 292730 88629 4921 2194 581013 0.921 2037 43 95.5
UK 157662b 26537286 5040529 4170 39711 86281529 1.8591 2690 678 71.2
US 1114100 265179600 13295848 85071 163526 226000000 2.7031 4146 608 316.6
Venezuela 4688 404830 196973 14 448 100329 0.3359 215 21 0.6
Sources UNESCO UNESCOf UNCTAD WIPO NSF UNCTAD

Notes:
a.) 1997.
b.) 1998.
c.) 1999.
d.) 2001.
e.) linear interpolation from 1999 and 2001 data.
f.) national currencies converted into US$ using the Pacific Exchange Rate Service of the University of British Columbia.
g.) computed from GDP data (UNCTAD) and GERD (UNESCO and supplementary sources).
h.) population data: UNCTAD.
Supplementary sources and information:
GERD for Hong Kong: http://www.info.gov.hk/censtatd/eng/hkstat/fas/st/rd_index.html.
GERD for India: http://www.science.org.hk/Newsevents-ReportTable.htm. The researcher number for India was taken from the OECD Science, Technology and Industry Scoreboard 2003.
GERD and researcher data for the Philippines and Indonesia: ASEAN – Building competitiveness through S&T. Public information series 2003.
GERD for South Africa: Department of Science and Technology: National survey of research and experimental development. High-level key results. 2004.
The GERD for Ukraine was calculated at 5.59 hryvna/dollar exchange rate.
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Table B.2 R&D indicators (1995)

Country Number of GERD Import of Domestic Number of High-tech GERD as a Researchers Publications Patents per 
researchers (1000 US$) measurement patents scientific export % of GDPk per million per million million 

equipment granted publications (1000 US$) populationl populationl populationl

(1000 US$)

Argentina 22927d 1136427d 270720 209 1742 397854 0.4405 659 50 6.0
Australia 58781h 5969847 978245 1074 11742 2573882 1.6016 3253 650 59.4
Austria 9356g 3576403d 778614 1470 3148 5778558 1.5208 1163 391 182.7
Belgium 22918 5784193d 874046 880 4531 13477207 2.0892 2261 447 86.8
Brazil 26754 5762119d 693194 525 3134 1631090 0.8184 168 20 3.3
Bulgaria 13990 23389d 0 168 882 3905 0.1785 1664 105 20.0
Canada 80510 10213421d 2712636 743 21653 18774940 1.7514 2743 738 25.3
Chile 5158d 414290 128058 19 768 56322 0.6353 363 54 1.3
China 422700 4863818d 1893965 1530 6995 19391095 0.6951 353 6 1.3
Colombia 3277d 282433d 156964 87 152 147955 0.3053 85 4 2.3
Cyprus 237f 18621 14712 0e 38 41589 0.21 319 51 0.0
Czech Rep. 11935 605530d 437508 577 1825 1796681 1.1636 1155 177 55.9
Denmark 15954 3390541d 364583 367 3946 6467171 1.8811 3052 755 70.2
Finland 16863 2958017 365607 860 3655 7264179 2.2878 3301 716 168.4
France 151249 33259027 3076094 15299 26265 52962182 2.1414 2602 452 263.1
Germany 231128 51806989d 4309811 19727 34442 81517813 2.1075 2830 422 241.6
Greece 10972e 556382e 170195 222 1874 304767 0.4733 1050 179 21.2
Hong Kong 574 354456 818181 25 1372 7632504 0.2546 92 221 4.0
Hungary 10499 324826 161823 534 1657 1406915 0.7272 1028 162 52.3
Iceland 1076 106948 19872 0 138 40724 1.5350 4030 517 0.0
India 136503c 2391319c 406474 415 8727 1429070 0.6770 147 9 0.4
Indonesia 26666 106641 376940 11h 115 1795569 0.0527 135 1 0.1
Ireland 8368 1013191d 285720 503 1054 14963098 1.5227 2319 292 139.4
Israel 7620d 1890431 330439 328 5269 3601378 2.1426 1425 985 61.3
Italy 75536 11591801 2327390 687 15660 22618087 1.0565 1318 273 12.0
Japan 673421 130111921d 3391024 94804 42338 138940649 2.4588 5367 337 755.6
Korea (South) 100456 11657934 3558933 6575 3234 38416024 2.3828 2235 72 146.3
Malaysia 2090h 218333 1041625 29 343 30258587 0.2458 104 17 1.4
Mexico 19434 876040d 1007897 148 1616 16444942 0.3061 213 18 1.6
Netherlands 34038 7405429 1675823 1144 10899 31769074 1.7853 2202 705 74.0
New Zeeland 6104 732232 159118 198 2181 322586 1.2041 1694 605 54.9
Norway 15931 2510748 355868 321 2576 1911908 1.7127 3655 591 73.6
Panama 313d 30608d 14029 15 32 15855 0.3871 119 12 5.7
Poland 49787 845437 333257 1619 4186 1153716 0.6654 1290 108 41.9
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Table B.2 continued

Country Number of GERD Import of Domestic Number of High-tech GERD as a Researchers Publications Patents per 
researchers (1000 US$) measurement patents scientific export % of GDPk per million per million million 

equipment granted publications (1000 US$) populationl populationl populationl

(1000 US$)

Portugal 11648 614424 233903 22 867 1438715 0.5731 1175 87 2.2
Romania 30988 145448 127580 1791 596 197673 0.4100 1366 26 79.0
Russia 591930i 3781886d 481659 20861 18512 2027670 1.1197 3996 125 140.8
Singapore 7695 964547 1550169 0 1064 63171304 1.1567 2214 306 0.0
Slovakia 9711 188571 108202 149 1059 412374 1.0261 1810 197 27.8
South Africa 37192b 1088097 435936 0 2120 438683 0.72 0 53 0.0
Spain 47342 4459904 1248989 547 9870 8167116 0.7635 1191 248 13.8
Sweden 33665 7430945 1057503 1604 8117 15041279 3.0938 3814 920 181.7
Switzerland 21635d 8081870d 983231 2226 6603 16226906 2.6304 3039 928 312.7
Thailand 6899 207632 703043 40h 303 13836835 0.1234 117 5 0.7
Turkey 15854 643419 341280 54 1560 507353 0.3784 258 25 0.9
Ukraine 163299 442579 82075 1139 2643 416673 1.1962 3169 51 22.1
UK 144735d 22372035d 3874975 5242 39980 62341792 1.9712 2470 682 89.4
United States 1040900d 171000000 7345269 55739 179051 144217538 2.3302 3873 666 207.4
Venezuela 4258a 204795d 142006 220h 386 62637 0.2646 0 18 10.1
Sources UNESCO UNESCOj UNCTAD WIPO NSF UNCTAD

Notes:
a.) 1992.
b.) 1993.
c.) 1994.
d.) 1996.
e.) 1997.
f.) 1998.
g.) linear interpolation from 1993 and 1998 data.
h.) linear interpolation from 1994 and 1996 data.
i.) linear interpolation from 1994 and 1997 data.
j.) national currencies converted into US$ using the Pacific Exchange Rate Service of the University of British Columbia.
k.) computed from GDP data (UNCTAD) and GERD (UNESCO and supplementary sources).
l.) population data: UNCTAD.
Supplementary sources and information:
For Romania the 1996 November exchange rate used.
The GERD for Ukraine was calculated at 1.4731 hryvna/dollar exchange rate.
GERD for Philippines and researchers for Indonesia: ASEAN – Building competitiveness through S&T. Public information series 2003.
GERD for South Africa: Department of Science and Technology: National survey of research and experimental development. High-level key results. 2004. The high-tech export and import of
measurement equipment were given for South Africa customs union.
The GERD for Colombia was calculated with an exchange rate from http://www.jeico.com/cnc57col.html.
For Cyprus the GERD/GDP rate (0.21) was estimated from the GDP/GNP and the 1992 GERD/GNP ratio (0.19).
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Table B.3 Correlation coefficients between the R&D indicators (2000)

1. 2. 3. 4. 5. 6. 7. 8. 9. 10

1. Number of researchers 1 0.84 0.78 0.79 0.83 0.77 0.24 0.25 0.06 0.51
2. GERD (thousand US$) 1 0.87 0.89 0.96 0.87 0.34 0.32 0.21 0.60
3. Import of measurement equipment (th. US$) 1 0.70 0.92 0.94 0.35 0.29 0.27 0.48
4. Domestic patents granted 1 0.75 0.80 0.34 0.35 0.11 0.84
5. Number of scientific publications 1 0.86 0.33 0.31 0.26 0.46
6. High-tech export (thousand US$) 1 0.40 0.36 0.26 0.63
7. GERD as a % of GDP 1 0.76 0.82 0.52
8. Researchers per million population 1 0.73 0.44
9. Publications per million population 1 0.30

10. Domestic patents granted per million pop. 1



Notes

1. Research and experimental development (OECD, 2002, 30).
2. We consider this an equally good argument against price-based measurements of competi-

tiveness, see later.
3. Really modern and technically demanding analyses of competitiveness have to cover

aspects of product quality besides the development of market shares (Pitti, 2002, 15). A
good technique for measuring this is offered by the method of hedonic price indexes which
helps in correcting price changes with the impacts of technological development and other
changes in consumer utility or demand. This method is quite useful in giving a realistic
picture of the price trends of the output of the ‘New Economy’.

4. Such products were only seldom discussed in earlier literature, but modern microeconom-
ics treats explicitly such luxury goods whose demand increases or decreases faster than
income (Varian, 1999). Literature on the car industry mentions several brands (for exam-
ple Rolls-Royce, Bentley, Ferrari or larger models of Mercedes and BMW) whose demand
could potentially go down if prices were cut. See American examples on this in Scherer
(1996, 303).

5. The OECD has made other methodological manuals for S&T analysis available. One of
these, the Oslo Manual (Proposed Guidelines for Collecting and Interpreting
Technological Innovation Data) will be referred to in this text. The others are listed in the
Frascati Manual (OECD, 2002, 16).

6. Some authors consider it only as a by-product of other activities including education,
industrial consulting, government-sponsored applied research or technological develop-
ment. This opinion was markedly represented by one of the pioneers of scientometrics in
the foreword of his bestseller written for his Hungarian readers, whom he warned against
a too-strong orientation towards basic academic research (De Solla Price, 1979, 13).

7. ‘Basic’ is put in quotation marks by us, and not the authors cited.
8. The terms ‘backward linkage’ and ‘forward linkage’ were introduced by Albert O.

Hirschman (1958). ‘Backward linkage’ means that the development of a sector or a firm is
influenced by its clients or ‘downstream’ partners. The opposite of this is a ‘forward link-
age’ when the supplier’s behaviour or structure influences the development of its clients
from an ‘upstream’ direction.

9. This relationship is explained in detail by a number of institutional models of R&D as, for
example, the ‘technology push’ or the ‘linear’ models to be discussed later.

10. The exact meaning of this term will be explained later.
11. Exceptions to this observation are constituted by the cases of international outsourcing of

R&D.
12. Natural, administrative and strategic barriers to entry.
13. On the theory of networks of innovation see Kreis-Hoyer and Grünberg (2002), Pyka and

Küppers (2002), and especially Küppers (2002) and Ahrweiler et al. 2002). On measure-
ment issues see Balconi et al. (2004).

14. As a case study of the development of the systemic and institutional factors of competi-
tiveness in R&D, the specifics of the NISs of transition countries will be also surveyed in
our text.

15. For instance successful R&D organizations – or national innovation systems in a broader
context – manage to harmonize the personal goals of the researchers and research teams,
the handling of the ‘scientific challenge’ and innovation (or we may even say local or
domestic value added), yet the level of harmonization is high in the developed countries
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and low – or the R&D is not visible enough – in less-developed economies. The transition
economies are in essence between the two worlds and we hypothesize that in the long run
their R&D and innovation systems will either catch up or slide down.

16. Unlike in the United States, psychology is considered as part of the social sciences in
European countries.

17. Trade structure is understood here, both on the export and the import side, as the percent-
age distribution of commodity groups within exports and imports.

18. It is also true however that he does not speak of what this theoretical background should
be.

19. Some derivates of it are also used for comparisons of competitiveness, but these compar-
isons are based on special quantitative techniques of establishing ranking lists of the differ-
ent key parameters. We shall see them later.

20. A similar assessment was given by Cosh et al. (1993) of the British economic development
of the 1980s.

21. In fact the trade performance of high-tech sectors can be considered as an indicator of both
competitiveness in manufacturing and, albeit in a less direct way, competitiveness in R&D.
Owing to the primarily international trade theory background of this topic, it is discussed
in this chapter.

22. This is true in spite of the fact that Audi is doing substantial engine development work in
Győr and GE has one of its R&D centres for lighting products in Budapest.

23. Korea’s relative share of global high-tech exports went up from 2 per cent in 1980 to 7.3
per cent in 2001 (NSB, 2004, O-17). Its GERD level was 2.65 per cent in 2000, almost
equal to the indicator of the United States and immediately above the Swiss, German and
French GERD levels (NSB, 2004, 4–51).

24. This section was written using background material and calculations prepared by András
Bakács and Gábor Túry in October 2003.

25. It seems worth noting at this point that Michael Porter entirely rejects the idea of the ‘New
Economy’ (Porter, 2001). His argument rests on two points. First, the ‘New Economy’ is
nothing else in his view than the traditional economic model made much more effective
with a technological improvement. Second, he recognizes that this technological improve-
ment, the Internet, does not make the usual management techniques and factors of compet-
itiveness obsolete, but it helps their even better application.

26. Such cases include some industrial countries with good endowments with natural resources
(for example Norway or Canada). The contribution of their primary sectors to GDP and
exports is quite high, and this is why their R&D output finds industrial application partly
abroad.

27. Our source lists these indicators as tools for measuring US-performance in R&D in an
international comparison, and this is why some indicators are expressed in US-related
terms. This is due to the fact that the list was originally produced by the National Science
Foundation.

28. The applicability of the scientometrics approach for analysing R&D competitiveness will
be discussed in a separate subchapter later.

29. For a description of this case along with two others when Nobel Prizes were given for
scientific merits not standing the judgment of posteriority see Hargittai (2001, 75).

30. Török (2002) (still before Godin’s recapitulation and evaluation of the NSF list was
published).

31. A similar distortion occurs when international comparisons of productivity are made on the
basis of per capita GDP data since these express the relative share of individuals in GDP
rather than their relative contribution to it (the inactive have their share in GDP but they do
not contribute to it). Therefore international comparisons of productivity using per capita
GDP should be done only including such countries which have identical ratios of active
population.

32. Source: UNCTAD Secretariat (2002). Parts of the assessment from Deli (2004) were also
used in this section.

33. The analytical value of this third indicator will be discussed later in this chapter.
34. Karsai’s study on venture capital (VC) financing (Karsai, 2002) also shows the consider-
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able statistical problems of obtaining internationally comparable VC data. In fact both the
NVCA and the EVCA sources were needed to compile an international database of
VC/GDP ratios.

35. For American examples see Scherer (1996), especially p. 229. Important European sources
on the block exemption system include: ‘Decision of 23 December 1971 (Case No. 72/41
– Henkel /Colgate)’, OJ L 14/14, 18 January 1972; ‘Regulation No. 418/85 of 19 December
1984 on the Application of Article 85(3) of the Treaty of Categories of Research and
Development Agreements’, OJ L 53, 22 February 1985. For the legal background of this
regulation see Korah (1997, 216–17).

36. Three criteria have to be fulfilled for a new firm to be considered as part of this group: (1)
the founder of the new firm (the respondent to the questionnaire) took real steps during the
last 12 months in order to launch the process; (2) the respondent will be at least a partial
owner of the new firm; (3) the firm did not pay full wages at all during the last three months
before the survey was closed.

37. Since our main research objective consists in producing a synthetic ranking list of coun-
tries based on their R&D competitiveness.

38. It might be interesting to note at this point that, out of the two main indicators of macro-
economic performance, GNP is more national in character than GDP because it is calcu-
lated from the contributions of domestically owned (but not necessarily domestically
operated) factors of production to the national product. GNP is however quite rarely used
due to data collection problems: its exact measurement would require the reliable identifi-
cation of all domestically owned assets operated abroad, and also a reliable evaluation of
revenues realized from them.

39. On the transition of its R&D system see in detail Müller (2001).
40. On the transition of their R&D systems see in detail Biegelbauer (2000), Tamási (2001),

Kuklin vski (2001), Zajac (2001).
41. Our OECD source contains GERD data for the Czech Republic, Poland and Hungary from

1990 onwards and BERD data for the same countries from 1995 onwards.
42. The author cited makes a reference to methodological problems with the Czech data. These

problems are reflected in the wide gap between the Czech and the Slovak figures of
decrease of R&D employment. The dismantling of the pre-1993 federal R&D system with
a heavy weight of Czech R&D meant a loss of R&D jobs primarily in the Czech regions
after the splitting of the country into two republics.

43. The author’s personal experience tells that there was a considerable exodus from social
sciences research in Hungary and Poland after 1988, and pre-1993 Czechoslovakia after
1989. This occurred due to the explosion of demand from business for skilled economists
and lawyers with advanced language skills which created very promising career opportu-
nities for underpaid researchers. I know of dozens of examples in Hungary when not neces-
sarily very highly rated researchers in economics or other social sciences became
prominent business leaders just months after they left the academic world between 1989
and 1992. Some of them however later proved unable to resist competitive pressure from
younger MBAs who graduated either abroad or in the off-shore business schools of the
region, and they lost their coveted jobs in business.

44. The author thanks András Schubert for his valuable intellectual support to the writing of
this section. His survey paper (Schubert, 2003) has also been gratefully used. All the errors
regarding misinterpretations of terms or results of scientometrics are however entirely the
author’s responsibility.

45. The mean observed citation rate is defined as the ratio of citation count to publication
count. It reflects the factual citation impact of a country, region, institution, research group
and so on.

46. The mean expected citation rate of a single paper is defined as the average citation rate of
all papers published in the same journal in the same year. Instead of the one-year citation
window to publications of the two preceding years as used in the Journal Citation Report
(JCR), a three-year citation window to one source year is used, as explained above. For a set
of papers assigned to a given country, region or institution in a given field or subfield, the
indicator is the average of the individual expected citation rates over the whole set.
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47. A rather provocative but very abstract question can be asked at this point: What could be
the percentage of publications which have been written with the purpose of generating a
high number of citations only?

48. For a very recent comparison see King (2004).
49. It has to be noted at this point that patent counts may suffer from an analogous bias as liter-

ature-based innovation measures. Small firms tend to submit proportionately less of their
own inventions for patent protection than larger ones (Kingston, 2001, 417).

50. These can also be called ‘procedures’ or ‘scenarios’ for carrying out R&D projects.
51. On ‘Alternative protection from imitation’ see (Scherer and Ross, 1990, 626–30).
52. We have seen examples of both cases in our interviews carried out with innovative

Hungarian firms in the 1990s (for an English-language summary of that research, see
OMFB, 1996). In the first example, a medium-sized Hungarian firm patented an apparently
important invention (high-voltage transmission technology). The firm was financially too
weak to continue the innovation process on its own. Furthermore it had good technicians
but lacked qualified marketing and legal staff. It started negotiations with a German part-
ner on the sale of the patent, but the price quoted by the patent owner was considered too
high by the potential buyer. In order to obtain a justification of this high price, it requested
more and more details on the invention. After obtaining the critical amount of information,
it left the negotiating table. It turned out subsequently that the German firm put together
the pieces of the puzzle and succeeded in reproducing the invention. The original owner of
the patent was unable to bear the costs of the legal procedure abroad, and had to give up
the game due to its lack of business experience. In fact it was probably this lack of experi-
ence which became plain to the negotiating partner during the bargaining process and made
this unfair solution feasible for it.

In the second case, a Hungarian pharmaceutical firm (still before its privatization)
successfully finished the pre-clinical tests of a new drug. The drug was developed for elderly
patients, therefore it was likely to find sizeable markets mainly in industrial countries. The
company was financially not strong enough to undertake the clinical tests in the European
Union, Japan and the United States (the main target markets), so it concluded a strategic
alliance with a Japanese pharmaceutical firm. The Japanese company obliged itself to carry
out all the clinical tests and the processes of licensing in the industrial countries. It obtained
exclusive marketing rights in the industrial world while the Hungarian firm’s future sales
were limited by the agreement to Central and Eastern Europe, Africa and parts of Asia.

53. This usual formula seems to be an exaggeration here due to the following discomforting
reason. Gender bias is very strong regarding the distribution of most scientific awards. For
example only 0.2 per cent of the Nobel Prize winners until 2001 were women (Palló,
2001).

54. Pairwise comparison is hardly enough to arrange the objects into a linear ranking due to the
circular dominances. The mathematical background of partially ordered sets and their
projection to linear rankings are not discussed here. We focus on the statistical problem.

55. The main sources were UNESCO (number of researchers, GERD), UNCTAD (population,
GDP, high-tech export, import of measurement equipment), the World Intellectual Property
Organisation (patents), the National Science Foundation (publications), and the Pacific
Exchange Rate Service (http://fx.sauder.ubc.ca/data.html) of the University of British
Columbia. Exchange rates were needed to calculate GERD from national currencies to US
dollars. For some countries individual sources were used (these will be mentioned in later
sections). Altogether, data for 49 countries was collected. For basic indicators see the
Appendix.

56. Hereinafter we will sometimes call the indicators ‘variables’.
57. Let us consider a linear combination of the studied indicators so that the aggregate indica-

tor depends on the chosen weights. The multidimensional representatives of the countries
are projected onto the single straight line determined by the weights and their ranking is the
natural order of them along this straight line. The method is simple, the result is very clear
and can be easily visualized and interpreted. Yet it can be justified only if the weights are
generally accepted. If not, difficulties emerge: each choice of the weights might have its
rationale and advantage in the interpretation, while one can develop easily a counter-
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example which demonstrates that the particular choice of the weights results in a mislead-
ing ranking and false interpretation.

58. Certainly, we had hoped for this situation in advance, because the correlation coefficients
are high among the relative and absolute indicators (see the Appendix). Niwa and
Tomizawa (1995) also used principal components to determine R&D positions for a few
countries.

59. See Goldberg (1989) for a detailed discussion on genetic algorithms.
60. For some unknown reason, Indonesia reported three times more researchers in 2001 than

in the mid-1990s.
61. One principal component is extracted explaining 71 per cent of total variance.
62. The rank correlation coefficient is 0.99.
63. For the sake of simplicity, we do not include the ‘trade’ indicators in the DEA analysis. The

inclusion of high-tech exports and the imports of measurement equipment in the analysis
would have had far-reaching consequences beyond our topic of discussion.

64. There are evaluation methods efforts to measure even the profitability or value added
generation capability of R&D activities. but we are not in the position to present such
output figures on country level. For a summary of R&D evaluation methodologies see
EPUB (2002).

65. The input-oriented model assumes that the outputs are given and the goal is to minimize
the input.

66. The peer countries themselves are not necessarily on the same level of efficiency. Their
comparison can be given using the ‘super-efficiency’ scale. This tool is not used in our
current analysis.

67. Given computing capacity, the problem can be extended and solved for n dimensions. This
is the four-dimensional case.

68. Nevertheless, we shall also see later that constructing one single ranking list is possible
with DEA. To do so, we need to separate the outputs and compute separately publication
efficiency and patent efficiency.

69. Further, in DEA it would be ideal if the reference countries, or their general characteristics
at least, did not change – a condition that is not self-evident.

70. We remind the reader that previously the efficiency-based ranking lists computed by the
DEA were used only with respect to the same reference countries. One single ranking list
would be insufficient for helping R&D policymaking in the reference countries.

71. It is clear that GERD and the number of researchers are not independent variables since a
large portion of GERD is spent on personnel (researcher) costs. This effect is handled by
the first two methods in an appropriate way, while in DEA we could only assume that
certain combinations of these two inputs delineate enough to describe efficiency. This is a
statistical problem and does not make the robustness of DEA questionable.

72. This is confirmed by conventional statistics as well. Their R&D spending is more than 72
per cent of all the 49 countries in our database. The same figures are 80 per cent and 50 per
cent for domestic patents granted and scientific publications respectively. They import 38
per cent of the measurement equipment and export 42 per cent of the high-technology prod-
ucts sold in world trade.

73. This was the case even in the Soviet Union where the politically motivated exclusion of the
famous Nobel Prize winner dissident Andrei Sakharov from the Academy was, in the early
1980s, blocked by the fact that the ballot on this issue had to be secret and the members of
the Academy voted against his exclusion.

74. Reform of the Hungarian small business sector in 1982 had interesting organizational
implications for some more practice-oriented institutes of the Academy of Sciences. The
1982 regulation made it possible for employees of state enterprises (or other organizations)
to found simple partnerships between themselves which were allowed to work for the
mother firm if it lacked extra capacity. Such partnerships called VGMK (literally translated
‘Intra-Enterprise Business Groups’) were also created within some academic research
centres, usually with leading researchers as their members. These small firms could carry
out on a contractual basis part of the projects of their mother institutes commissioned from
outside, and were paid by the mother institute as any subcontractor. The possibility of
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participating in the activities of these small firms (and thus earning extra income) was
offered as an incentive for junior research staff to perform better in their routine research
work.

75. Data based on the author’s own experience.
76. It is interesting to note at this point that in 1999, 20 per cent of S&E (science and engineer-

ing) doctoral students in the United States were from China, and 2 per cent each from the
former Soviet Union and Poland (Science and Engineering Indicators, OM, 2002, vol 1,
Figure 3-21). All these figures had been probably close to zero ten years before. If Vietnam
with its almost 2 per cent figure is added it means more than one-quarter of PhD students in
S&E studies at American universities are already from former socialist countries. Two other
countries’ data also include an unspecifiable amount of former East European students:
Germany (4 per cent) and Israel (close to 1 per cent, but not figuring in the graph cited).

77. Business expenditure on research and development, see later in detail.
78. Gross expenditure on research and development, also presented later.
79. The Hungarian Academy of Sciences was gradually nationalized between 1945 and late

1949 as were all the Academies of the countries under Soviet occupation. On the details of
the process see Péteri (1989).

80. The Prussian Academy of Sciences was founded by Alexander von Humboldt. The
Hungarian Academy of Sciences was created by Count István Széchenyi who offered his
year’s income in 1825 for a ‘Scientific Society for the cultivation of national language and
science’ to be established.

81. Biegelbauer quotes an assessment by the US National Academy of Sciences (1994) saying
that the Hungarian Academy of Sciences was, during the first 120 years of its existence, an
Academy of Sciences in the classical sense: ‘a private, non-profit, self-perpetuating soci-
ety of distinguished scholars engaged in scientific . . . research, dedicated to the furtherance
of science and technology and their use for general welfare’ (Biegelbauer, 2000, 42).

82. National Academies may be very different in character, although they exist in some form
in most European countries. Their current roles and structures all reflect their origins and
former roles in politics and in science. This is why the debate on the futures of the
Academies going on in most Central and East European countries in the early 1990s was
quite Beckettian in some cases: one argument cited the Finnish example as one to be
followed (the Finnish Academy of Sciences is a purely honorary body with a maximum
number of 12 members) while another pointed at the Académie Française with its merito-
cratic structure recognizing achievements both in science and in art. Central and East
European Academies of Science usually limit their membership to scientists, but most of
them match the sizes of smaller parliaments with respect to membership numbers.

83. Source: OM (2002, 5).
84. The necessity of having a well-performing R&D diffusion system was understood only

about five years later, but the outcome of this effort was of a rather questionable value
(Török, 1996a).

85. On the NIS of Cyprus see Hadjimanolis and Dickson (2001). Malta is not mentioned at all
in NSB (2004), and no references whatsoever to its NIS have been found in the literature,
but some NIS-related data of the country figure in European Innovation Scoreboard (2003).

86. Our survey of the 2003 Trendchart uses the data calculated and published in Balogh (2004).
For the Trendchart itself see European Innovation Scoreboard (2003).

87. See Biegelbauer (2000, 181) for a comparison of the influences of different institutions on
the R&D sector in Austria, Slovenia and Hungary. Very interestingly, this comparison
shows that the degree of influence of business on the domestic R&D sector is not signifi-
cantly higher in Austria than in Slovenia or Hungary. Such Central European, that is ‘non-
systemic’ characteristics of the NISs in the region have remained largely unexplored by
literature so far.

88. Literature on R&D and innovation in the transition countries has dealt extensively with this
problem. For such sources see Török (1994), Török (1996a), Török (1997a), Glatz (1998),
OMFB (1999a), Biegelbauer (2000), Balogh (2001), Berényi (2001), Balogh (2002), Dőry
(2002), Inzelt (2002), Román (2002), Mogyorósi et al. (2003), Nikodémus (2003), Siegler
(2003).
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89. For detailed data see Eurostat online (Statistics in Focus: www.europa.eu.int/comm/euro-
stat).

90. Our quantitative comparison of R&D competitiveness (Chapter 4) will only include less
than 20 Third World countries on which all the necessary R&D data were available.

91. The GNP-based counterpart of GERD, R&D spending per GNP in a year in a country.
92. Own calculation from NSB (2004, Appendix Table 6-1).
93. PPP corrected GDP per capita data for Brazil, India and Singapore were downloaded on 5

July 2004 from www.economist.com/countries.
94. The weakness of the R&D diffusion system has also been demonstrated for Hungary (see

Török, 1996a; OMFB, 1999). The lack of an appropriate ‘institutional fabric’ directed at
supporting innovation at all institutional levels of the Latin American economies is noted
by Sutz (2000, 288).

95. In the case of Brazilian manufacturing for example, Costa and de Queiroz (2002) have
shown that domestic firms only have capabilities of building their own technological
potential.

96. The study by James (2000) deals with labour-intensive development in Sub-Saharan
Africa. This is however not a NIS analysis, and Sub-Saharan countries could not be even
called ‘underperformers’ due to their close to complete lack of R&D resources and capac-
ities.

97. The useability of this indicator in R&D competitiveness analysis was discussed in Chapter
3.

98. A few ‘non-performers’ such as Gambia can boast of excellent scientometric indicators as
compared to their GERD or publication efforts.

99. It contains spending on research, education, training and software. The relative share of
‘knowledge investment’ within GDP reached 7.7 per cent in the EU, but 9.0 per cent in the
United States in 1999 (Rodrigues, 2003, 54).

100. On various aspects of Korea’s catching-up efforts see Inoue et al. (1993), Lee and Lim
(2001), Kim and Lee (2002), Sakakibara and Cho (2002).

101. This fact that could possibly serve as a partial explanation of why one part of their R&D
budget seems to be spent without providing appropriate leverage to their visible perfor-
mance in R&D and innovation. Any attempt to prove this very raw hypothesis would
however require appropriate data which are not available.

102. For an analysis of well-performing R&D institutions in the Czech Republic, Hungary,
Poland, Slovakia and Slovenia see Borsi, Dévai, Papanek and Rush (2004).

103. In our cross-sectional analysis the following data from 59 countries were used: the number
of researchers, GERD as a percentage of GNP, number of researchers per million popula-
tion, the number of scientific publications, the number of scientific publications per million
population.

104. These two indicators reflect R&D competitiveness only in an indirect way, but they do it
in a reliable manner according to our measurement results.
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Török, Ádám (1986a), Komparatív előnyök. Nemzetközi példák, hazai tapasz-
talatok [Comparative Advantages. International Patterns, Domestic
Experience], Budapest: KJK.
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