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PREFACE 

Yesterday's boards have become today's "Systems-on-Chips," consisting 
of specific architectures with embedded software components that can 
cooperate with dedicated co-processors. Due to the costly integration, 
processing and testing phases of the design cycle of such system chips, the 
modeling of the complete system or of specific aspects/components at 
various levels of abstraction is key. Moreover, high-level models allow us to 
specify and verify the system requirements, to analyze, explore, compare, 
and select different components of the system, and to explore several 
architectural choices. An essential element for efficient design practice is the 
capability to extensively re-use existing blocks or functions. 

The goal of system, or high-level, models is to allow the user to evaluate 
and select the various components that are to be used for the System-on- 
Chip (SoC). Evaluation within the system environment, trade-off analysis, 
and subsequent decisions on items such as bandwidth, function, code size 
and performance can be determined within this environment in the context 
of the overall SoC specification. 

However, meeting these system design challenges requires the 
unambiguous transfer of design information and communication about 
modeling modes between developers and providers. To address the need for 
conventions in modeling and terminology, this book is a collection of four 
taxonomies that were developed in a number of stages. This effort has 
included the work by a number of organizations, such as the Open SystemC 
Initiative (OSCI). Prior to this effort, the participating companies of the 
Virtual Socket Interface Alliance (VSIA) System Level Design (SLD) 
Development Working Group established several of the underlying 
taxonomies, of which the modeling taxonomy was based on the earlier Rapid 
Prototyping of Application Specific Signal Processors (RASSP) taxonomy 
and terminology efforts. 

The modeling taxonomy contains an extended definition of a precision 
scale for the taxonomy, together with an elaborated classification of the 
different models used in design, implementation and verification at all 
levels, which are classified in system, architecture, hardware and software 
specific models. Most recently, multiple taxonomies covering different 
aspects of the design and verification process have been brought together 
and unified so that this single collection can cover a much larger portion of 
the whole space. 



xx Preface 

The underlying idea is that the design community, which includes system 
designers, software developers, product engineers, and hardware and 
verification design teams, will agree on a common acceptable nomenclature 
and classification of models, tools and techniques in use. 

Where conflicting meanings exist in the different communities involved, 
the taxonomies in this collection endeavor to either choose the most 
common meaning or to synthesize an enveloping definition. Where this 
process is incomplete or impractical, all the relevant definitions and their 
context will be given, along with a recommended context-free default 
meaning. 



CHAPTER 1 INTRODUCTION 

1.1 What is a Taxonomy? 

The word taxonomy comes from the Greek taxis, meaning arrangement 
or division, and nomos, meaning law. Thus taxonomy is the science of 
classification according to a pre-determined system. The Webster online 
dictionary [WEB] defines taxonomy as: 

A systematic arrangement of objects or concepts showing the 
relations between them, especially one including a hierarchical 
arrangement of types in which categories of objects are classiJed as 
subtypes of more abstract categories, starting@om one or a small 
number of top categories, and descending to more spec* types 
through an arbitrary number of levels. 

Perhaps the most famous taxonomy is that created by the Swedish 
scientist Carl Linnaeus, who managed to create a classification for all living 
things. That classification, first published in 1735, is still in use today 
although with numerous modifications. In 1966, Flynn created a taxonomy 
for computer architectures that categorizes computers based on their streams 
of information. Many variants of this have since been created. 

1.2 About this Collection of Taxonomies 

Differing terminology has created confusion among Electronic Design 
Automation (EDA) tool vendors, component providers, semiconductor 
companies, and system houses. Some organizations use many common 
modeling terms with divergent meanings, while others use different words to 
describe the same type of models. Without a common language, the 
complete IC design community cannot effectively communicate, and the 
evaluation, selection, and validation of models and designs will be 
incompatible, and more difficult than necessary. 
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1.3 The History of the Taxonomies 

Taxonomies such as the ones in this book do not just get created by a 
single group of people; instead they evolve over time, with each group 
adding a further level of refinement or understanding about the problem. At 
the same time, the industry moves on and what may have worked in the past 
needs to be updated to address new situations or emerging technologies. 
These taxonomies are no different and have already been through a number 
of significant stages of development and levels of refinement. The 
production of this book is just one of those stages, and will no doubt not be 
the last. With its publication, these taxonomies will become available to a 
much wider audience than in the past, and that is likely to lead to the 
identification of any number of possible problems, suggestions for 
improvement, refinements and corrections. 

As designers and developers use these taxonomies, the editors expect that 
the definitions may be found inadequate in some respects, or not fully in line 
with evolving design practice. We encourage feedback in order to improve 
the taxonomy definitions. For the latest updates to this document, and 
discussion about any of the definitions given in any of the four taxonomies, 
the reader should go to the www.edataxonomy.com Web site. 

1.3.1 Early Model Taxonomy Work 

In the academic community, a number of model definition approaches 
were proposed and considered for use in the original formation of the 
precursors for the modeling taxonomy. Three of those model definition 
approaches (shown in Table 1-1) were examined and compared, feature for 
feature. The RASSP taxonomy (RTWG) is also shown in Table 1-1; it 
became the basis for the second stage of development of this taxonomy-the 
VSIA effort. 

The Ecker and Madisetti spaces share two axes of comparison, while 
their remaining axes do not directly correspond. Both have an axis for time 
resolution and a second axis representing the resolution of data values in a 
model. 

Ecker calls the second axis "Value," while Madisetti calls it "Format." 
The Y-chart's "Functional Representation" axis expresses some information 
that is similar to the value-format axes. However, the Y-chart's Functional- 
Representation axis does not exactly correspond to the value-format axes 
because it contains information about functionality as well. 

The third axis of the Ecker cube is similar to the "Structural 
Representation" axis of the Y-chart but has no corresponding axis in the 
Madisetti case. (The latter situation arises intentionally.) 
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None of the remaining axes of the taxonomies directly correspond. The 
Y-chart seems limited to only the logic level. None of the taxonomies 
appeared to have directly addressed the hardwarelsoftware co-design aspect. 

Axes 

Table 1-1 Comparison of Prior and RASSP Taxonomy Concepts 

1.3.2 First Model Taxonomy Industrial Effort 

The concept of a model taxonomy for the industry was initiated by 
efforts of the RASSP Terminology Working Group (RTWG), which was 
formed on January 10, 1995, at the RASSP Principal Investigators meeting 
in Atlanta, Georgia, to address modeling and terminology challenges. The 
core working group consisted of members representing the two prime 
contractors, a technology base developer, the educator facilitator, and the 
government. 

The RTWG's mission was to develop a systematic basis for defining 
model types and to use this basis for concisely and unambiguously defining 
a terminology that describes the models that are used within a RASSP design 
process. One crucial requirement for the basic taxonomy was that it must be 
useful for selecting, using, and building appropriate interoperable models for 
specific roles in a RASSP design process. Models are used for several 
purposes, which include specifying or documenting design solutions and 
testing and simulating proposed designs. The terminology was based on the 
commonly documented and applied vocabulary in the digital electronic 
design and modeling industry at that time, and it drew heavily from related 
earlier and ongoing efforts by the EIA, ESA, and the U.S. Army and Navy, 
and from the annals of related literature from the Design Automation 
Conference (DAC), VHDL International User's Forum, and text books. 

Previous efforts focused on narrower domains than RASSP. RASSP 
spanned many domains, including parallel processing; multi-board and 
multi-chassis systems; software; digital signal processing; and application 
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functions, with strong interaction with other domains such as analog, 
mechanical, physical, and RF. 

1.3.3 Work within the VSIA 

The System-Level Design Development Working Group (SLD DWG) of 
the VSIA modified and augmented the previously defined terminology sets, 
broadened parochial definitions, distinguished overlapping definitions, 
equated close synonyms, removed inapplicable terms, added needed or 
missing terms, clarified poorly defined or misunderstood terms, and 
suggested new terms as replacements or synonyms to outdated terms. When 
appropriate existing definitions were not available for significant terms used 
within the VSIA community, the SLD DWG attempted to create them. At 
different places the definitions were illustrated by concrete examples. 

Compared with the RASSP document, this taxonomy and model 
classification proposal was further elaborated by the working group by 
adding more appropriate details on the different precision scales, and by 
providing more concrete examples for each possible precision. In addition, 
several additional models were added, such as computational, architectural, 
and software models. Some of these extensions were adopted by the RTWG 
during the active period of work. Two major revisions of this taxonomy 
were released to the public through VSIA. 

1.3.4 Extension into other Areas 

The launch of the VSI model taxonomy document was highly successful 
and for most months was the most downloaded document from the VSIA 
web site. For quite a few months it exceeded the number for all of the other 
documents combined. Based on this success, other groups that were started 
within the VSIA took, as their first goal, the production of similar documents 
for their particular spaces. This served to ensure that all of the working 
group members had a consistent language when talking about the follow-on 
documents and standards, and served as a learning process to uncover places 
of contention in the industry. Three other working groups produced these 
documents-the Functional Verification DWG, the Platform-Based Design 
DWG, and the Hardware-dependent Software DWG. Perhaps the most 
contentious of these was the document that came out of the Platform-Based 
Design working group, as it showed the enormous range of opinions and 
definitions for platforms in the community. All four of the VSIA-developed 
taxonomies are contained within this collection. 
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1.3.5 Latest Revisions 

This book provides another chapter in the life of the taxonomies. Since 
the time of the last major revision to the model taxonomy, a number of new 
organizations have emerged that have added new terms, modified the 
boundaries set for certain abstractions, and defined completely new levels of 
abstraction. This revision considers the current state of the efforts within the 
Open SystemC Initiative's (OSCI) Transaction Level Modeling (TLM) 
group. While this group had not completed its standard at the time of this 
book's publication, and contains two rather different ways that the standard 
could evolve, both of these sets of models have been included as they 
provide concrete illustrations of a number of the model types. 

In the earlier forms of the modeling taxonomy, little attention had been 
paid to the variety of models of computation that are used as the basis behind 
many of the models described in the taxonomy. A more encompassing 
description of these has been added, based on classifications and analysis 
approaches of Axel Jantsch, KTH, Sweden. 

Significant updates have been made in all four taxonomies to reflect 
evolution in the industry since original publication, to incorporate recent 
work, and to better unify style and organization. 

Given VSIA's focus on design reuse, the original taxonomies were 
largely developed from the perspective of a Virtual Component (VC), a 
design block intended for reuse in multiple chips. Since most of the 
terminology and model definitions in the taxonomies are applicable to any 
design, most references to VCs have been removed in this book. However, 
there are a number of cases in which the distinction between a reusable 
design block and the entire chip in which it is integrated are important, and 
in these cases the term has been retained. 

1.4 Taxonomy Organization 

This taxonomy collection is composed of four primary sections, each one 
dealing with a specific aspect of the design and verification process. The 
four sections are: 

Model taxonomy: this section of the collection defines the core of 
the model taxonomy. It provides a definition for each of the 
commonly used levels of abstraction and provides examples of how 
these are used within the industry. 
Functional Verification Taxonomy: this section deals with one of 
the biggest challenges in electronic system development-verifying 
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the functionality of a reusable design in different chips, in different 
physical implementations, and in different development 
environments. There are a number of tools, techniques, and 
methodologies used to accomplish the functional verification of the 
component and the system. This section of the collection is intended 
to provide a classification of the various verification technologies 
and uniform definitions of terms used in these technologies. 
Hardware-dependent Software: this section deals with software, 
which plays an increasing role in SoC design. Therefore, reusability 
considerations must now address software layers as well as 
hardware. At the lowest level, a software layer interacts directly with 
the interface offered by the SoC's hardware platform. This software 
layer is defined to hide hardware specifics from the upper layers of 
software. Hardware-dependent software (HdS) can be viewed from 
the perspective of a software platform, hardware platform, or SoC 
design life cycle. 
Platform-Based Design: this section contains the latest 
understanding regarding this newly emerging area. It attempts to 
define the key concepts of platform-based design and their 
meanings, and the attributes by which platforms can be classified. Its 
scope is all platform-related development at any level within an 
SoC. 

In addition, other sections of the document provide definitions for the 
standard vocabulary used within the industry. 

1.4.1 Use of this Book 

This collection of taxonomies is intended to be of use to a wide audience. 
First, model developers, whether third-party or within large companies, can 
begin by re-classifying the various models provided with their components 
into the categories offered by the model taxonomy, and can refer to this book 
for explanations. Model integrators can then begin to request models 
according to the taxonomy definitions. EDA suppliers and design- 
methodology developers at semiconductor and systems companies can begin 
factoring these model types into their tools and methods. They can also use 
the taxonomy to clarify which types of models fit into their design flows, 
and how. 

We also hope that evolution in design practices for components and 
component integration into SoCs will help identify which model types are 
critical to the methodologies, and which models may only be peripheral to 
them. This will help reduce the number of models requested and required to 
permit efficient design, and also clarify their characteristics along the 
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resolution axes. Keeping the number of model types to a minimum will be a 
significant help in the evolution of the electronics industry toward a reuse- 
oriented mindset by reducing the overhead required to produce a complete 
reusable design package. 

The final uses of this book could be for educational purposes, and in 
industry standards efforts based on these model types. In this domain, the 
clarifications offered by the taxonomies and the definitions of models should 
help in teaching and using a better common language, which will assist in 
education, and help standards groups make quicker progress. Experience in 
system-level design across industry, university, and government groups 
indicates that a large part of the initial time involved in their activities is 
spent trying to agree on language, definitions, and model types. This book 
should reduce the time spent coming to a consensus on these terms. 



CHAPTER 2 MODEL TAXONOMY 

2.1 Introduction 

A modeling taxonomy provides a means to categorize models according 
to a set of attributes. The attributes should be useful in distinguishing models 
intended for distinctly different purposes. The taxonomy is used to establish 
formal definitions that are concise and unambiguous for the various model 
types. Descriptions and definitions for many of the terms used in this 
document are provided in Section 2.9, "Supporting Terms" of this chapter. 

2.1.1 Taxonomy Definition 

This taxonomy represents the model attributes that are relevant to 
designers and model users. It consists of a common set of attributes to 
independently describe a model's internal and external resolution. This 
taxonomy is based on terminology readily understood and used by designers. 

The axes explicitly characterize a model's relative resolution of details 
for important model details. The taxonomy axes, shown in Figure 2.1, 
identify four model characteristics: 

Temporal detail 
Data value detail 
Functional detail 
Structural detail 

The temporal and data axes are clearly orthogonal to each other, and to 
the other two axes. In contrast, the relationship of the functional and 
structural axes is not totally orthogonal, but it is useful to consider these two 
aspects of a model through the different attribute filters even though they 
may be connected in some ways. 

Distinguishing between the internal and external views is important in 
selecting, using, and building models because it enables clarity and 
precision. Previous terminologies often mixed attributes, as viewed from 
inside a model, with similar attributes, as viewed from the model's interface 
boundary. 
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Internal resolution references how a model describes the timing of 
events, functions, values, and structures of the elements that are 
contained within the boundaries of the modeled device. 
External resolution describes how a model describes the interface of 
the modeled device to other devices. The external aspects refer to 
the input/output (UO) details at the boundary of the modeled device. 
The external details relate to how the model describes a device's 
interaction with devices to which it connects. External details may 
include timing and functional aspects, commonly referred to as 
protocols, as well as port structure and signal values. All of these 
aspects may be abstracted to various levels in a model. 

Because each aspect is specified from both an internal and external 
viewpoint, the taxonomy effectively contains eight attributes describing a 
model's descriptive level-internal attributes: temporal, value, structure, and 
function resolution; and external attributes: temporal, value, structure, and 
function resolution. The resolution of an axis defines the expected precision 
of the models at various points on the axis-the model itself would define its 
accuracy at that resolution or precision. These three terms, as used with 
respect to the axes and models, can be used in similar, confusable ways, but 
the recommendation is that accuracy is used for models, and precision or 
resolution is used for axis-related measures. 

This set of eight attributes does not address the hardware or software co- 
design aspect of a model, because it does not describe how a hardware 
model appears to software. Therefore, the set is augmented with a ninth axis 
(shown at the bottom of Figure 2.1). This axis can either represent the level 
of software programmability of a hardware model or the abstraction level of 
a software component in terms of the complementary hardware model that 
will interpret it. This axis is not orthogonal to the temporal, data, functional, 
and structural axes, but is intended to make clear, in classical software 
notations, the level of the model in its software aspect. Thus, it is an 
aggregate property that reflects, to some extent, characteristics defined along 
the temporal, data, functional, and structural axes. Within this model 
taxonomy, the software programming resolution is clearly an approximation. 
For a full definition of the relationship between hardware and software, it is 
advised that you follow the definitions given in Chapter 5, "Hardware- 
dependent Software." 
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IResolutim d EXTERNAL (lntetface) Details 
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Figure 2.1 Taxonomy Axes 

Although Sections 2.1 through 2.7 of this chapter define the vocabulary 
terms graphically to show their applicable coverage, a convenient method 
for specifying a particular model's information content is to use the 
InternalIExternal (temporal, value, function, structure) notation. 

For example, the content of a particular RTL model could be specified 
as: 

Internal(temporal=Gate Propagation, data=Bit, 
function =Digital Logic, structure =register), 

External(temporal=Clock Accurate, data=Bit, 
function=Digital Logic, structure=I/O Pins), 

S W-Program(Programming-Level=Assembly-Code) 

For contrast, an example of a particular algorithm model could be 
specified as: 

Internal(temporal=System Token, data= Value, 
function =Algorithmic, structure =none), 

External(tempora1 =none, data= Value, 
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finction =none, structure =none), 
SW-Program(Programming-Level=none) 

2.1.1.1 Temporal Resolution Axis 

The temporal resolution axis represents the degree of accuracy of events 
that are modeled along a time scale, or in time. There are several levels of 
precision implied on this axis: 

Partially ordered event accurate: at this level of precision, events 
have a complete or partial ordering relationship in terms of their 
starting and finishing, without specifLing precisely when those 
events start and finish in terms of any temporal units. Thus, the 
precedence of events is indicated. This level of precision is common 
in dataflow analysis. The partial ordering means that independent 
threads of event occurrence may only be ordered within the thread 
and not have any ordering relationship between the threads. 
System event accurate: at this level, start and end times of major 
system functions are indicated in some units that may represent 
thousands or millions of "clock" cycles. 
Token cycle accurate: (also may be called data cycle) at this level, 
which especially applies in periodic and dataflow kinds of systems, 
precision of events is defined in terms of the regular progress of data 
and control tokens that "flow" from one functional processing unit 
to the next. For example, an image processing system may process, 
in a regular way, X frames of image data per second, and the 
periodic processing of image frames (tokens) defines a periodic 
"clock" interval: frame 1, frame 2, frame 3, and so on. 
Instruction cycle accurate: at this level, events are specified in 
terms of the processing of an instruction stream or transaction. This 
is more precise than the token cycle, in that several operations may 
be required to process one data token. 
Cycle-approximate accurate: at this level, approximate cycle 
counts are available for each operation, transaction or message that 
is processed, in terms of a system "clock." For example, a processor 
model may not completely model every aspect of the processing of 
an instruction stream such as the modeling of pipelining and cache 
effects. This means that cycle counts produced and accumulated 
may not be completely accurate, and thus the use of the term "cycle- 
approximate." 
Cycle-accurate: at this level, accurate cycle counts are available for 
each operation, transaction or message that is processed, in terms of 
a regular system clock. Events occurring during the processing of 
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such operations are indicated with exact precision as to which clock 
cycle they occur in. 
Gate propagation accurate: at this level, event starting and ending 
times are defined in terms of precise time units within clock cycles- 
for example, nanoseconds (ns) or picoseconds (ps)-not just on clock 
cycle edges or boundaries. The accuracy of these event timings 
depends on the degree of accuracy of the circuit level and the 
interconnect models used to predict them. 

The concept of the "delta" cycle, which enables instantaneous 
concurrency, exists for all levels of abstraction. This is sometimes referred to 
as a zero-time sequence. Delta-cycles are particularly used in discrete event 
simulators such as HDL simulators although also used in many other 
simulation models and tools. 

2.1.1.2 Data Resolution Axis 

The data resolution axis represents the precision with which the formats 
of values are specified in a model. The contents of a register could be 
described at these levels of resolution, from high to low: 

Binary (for example, Obl 1 1) 
Signed integer (for example, -1) 
Enumerated (for example, blue) 

Note that resolution is analogous to precision, as distinguished from 
accuracy. Each representation is equally accurate; however, the first case 
resolves the value closer to the form actually contained in the target device. 
The more abstract the representation of a value, the fewer implementation 
details are resolved. 

The different precision items on this axis are as follows: 

Token: The token precision level is the highest abstraction level for 
data representation, containing no implementation (structure, size, 
values, and so on) details at all. The amount of information it 
contains is completely unspecified. 
Property: An example of a property precision is an enumeration: 
you decide that the datum "color" will have the properties "red," 
"blue" and "green". You may do this via an enumeration (which 
gives you some ordering properties), or you can do it in some other 
way (such as a string plus some object methods). This data format 
includes user-specified data formats based on previously defined or 
standard data formats (at a lower abstraction level). 
Value: At the value level, there are no implementation details. 
Although the value may be an integer or real, the details as to how 
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this is represented, such as fixed point floating point, are not 
described at this level. 
Format (Processor-Like): A more detailed data precision level is 
the processor-like data format, for example, a "big-endian" or "little- 
endian" formatting of addressing the actual byte orders. This level 
includes such format concepts as whether a value is fixed-point or 
floating-point (with fixed mantissa and exponent), and so on. 
Bit Logical: Here, the final representation can be used on a bit-by- 
bit basis. For each bit, its logical value may include binary and 
multi-valued representations. More details can be added in the 
possible values that each bit can represent (such as 1, 0, X, Z, and 
so on). 

A composite is a representation that is formed by a combination of types. 

2.1.1.3 Functional Resolution Axis 

The functional resolution axis represents the level of detail with which a 
model describes the functionality of a component or system. A digital filter 
component could be represented by these levels of resolution, from high to 
low: 

Mathematical Relationships: At this level of abstraction, the 
functionality is represented as a set of mathematical equations, 
without sequencing, except for that defined by the rules of 
precedence for arithmetic equations. 
Algorithmic Processes: At this level, the selection of the algorithm 
will be made, such as a bubble-sort procedure. There are currently 
no details on the way this algorithm will be implemented. The 
algorithmic precision includes sequencing, since the ordering of 
operations and control flow is a key criterion for selection. The 
algorithm may be expressed in a number of ways, including 
decomposition into major functional portions linked in a network 
(for example, a dataflow diagram, or a process network). However, 
the structure of this decomposition does not necessarily imply 
anything about the implementation of a function: its implementation 
may be done in a completely different way. Any algorithmic 
decomposition here may be purely for convenience in defining the 
function. 
Digital Logic/Boolean Operation: At this level, the functionality 
will be specified at the level of Boolean operators (AND, OR, NOT, 
and so on). Thus the structural content and resolution of this type of 
model would probably be high. 



Model Taxonomy 15 

2.1.1.4 Structural Resolution Axis 

The structural resolution axis represents the level of detail with which a 
model describes how a component is constructed from its constituent parts. 
An integrated circuit could be represented at these levels of resolution, from 
high to low: 

No Implementation Information: 
o No structural information-one large block 

Some Implementation Information: 
o Connection of large blocks, such as an ALU and register 

files 
o Connection of computer networks 

Full Implementation Information: 
o Connection of simple units, such as logic gates 
o Connection of composite units, such as flip-flops 
o Connection of more complex units, such as registers and 

multipliers; at this level the block diagram has been further 
expanded into basic operators such as adders, multipliers, 
shifters, and so on, or even into more detailed granularity 
such as logic gates 

Structural resolution is not limited to the physical implementation of 
integrated circuits described in the previous examples. As in the definition, a 
model can be built out of constituent parts in non-physical ways. A design 
block that is implemented entirely as software is built out of sub-components 
such as procedures and processes linked in complex networks. 

A dataflow function, implemented by mapping to dedicated hardware 
blocks, may have a one-to-one relationship between a functional 
decomposition and the basic implementation structures that realize each 
function. 

The concept of black-box and gray-box models has some similarities to 
the structural resolution axis. A black-box model hides all the internal 
structure within the component. This is identical to the resolution level "no 
implementation information" on the structural resolution axis. A gray-box 
model is more complex. Some of the internal structure within the component 
is exposed, but the model hides most of the detail of combinational logic. 
Thus, a gray-box model contains all sequential devices, and represents 
combinational logic between sequential device pairs by timing arcs. This is a 
more complex version of structure than is contained on the current structural 
resolution axis; thus, these concepts are not completely unified. 
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2.1.1.5 Software Programming Resolution Axis 

The software programming resolution axis is the granularity level of 
software instructions that the model of a hardware component interprets in 
executing target software. For instance, a network-performance model only 
interprets instructions on the level of dataflow primitives, such as matrix 
invert, vector multiply, or Fourier transform. Such primitives represent 
hundreds of lines of source code, but are interpreted as a single instruction in 
terms of a time-delay by a network performance model. An instruction-set- 
architecture (ISA) model interprets individual assembly (or object code) 
instructions. In this sense, the ISA model is programmable at a much finer 
granularity, or higher precision, than the network-performance model. 

At the lowest extreme, a model of a microcode programmable processor 
is programmable at an even lower level of granularity than the ISA model 
because it allows control of individual register and multiplexer structures 
within the device during execution of an assembly-level instruction. 
Software design components or non-programmable models are at the 
opposite extreme because neither interprets programmable instructions. 

The software programming resolution axis in Figure 2.1 represents the 
granularity of software instructions that the model of a hardware component 
interprets in executing target software. In Chapter 5, "Hardware-dependent 
Software," a complete taxonomy of software utilizing multiple axes is 
defined. The view in Figure 2.1 is a simplification of the complete taxonomy 
and, thus, should only be used as an approximate guide. A programmable 
device could be represented at these levels of resolution, from high to low: 

Major Modes: At the highest precision level, the software is 
specified in terms of major working modes, such as searching, 
tracking, initialization, and so on. 
DSP Primitive block-oriented: At this level, the software is 
expressed as a block or function call and its parameters, for 
example, an FFT with parameters a, b, and c specified as FFT(a,b,c). 
High-Level Language: The software is specified at this precision 
level in terms of high-level language statements. Examples of such 
languages are C, C++, ADA, and Java. 
Assembly Code: A more detailed level is the assembly code level, 
which is a symbolic language that can be translated later into 
microcode and object code. Assembly code is usually the result of 
the usage of a compiler, but it can also be written manually. 
Microcode: The assembly code can be translated in even lower level 
of instructions, called microcode instructions, which are a 
representation of an set of control signals that are active on a given 
clock cycle, as well as the next micro-instruction to be executed. 
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Object Code: The lowest level of precision contains the translation 
into binary code. 

2.1.2 Internal/External (Interface) Concept 

To better understand the internallexternal concept, consider two views of 
an integrated circuit chip. 

When viewed fiom outside, or externally, we observe only the structure 
and behavior of the pins (for example, how many pins there are, and what 
values they have when driven with various stimuli). But we cannot observe 
any details about how the chip is implemented inside the package, or 
internally, as in Figure 2.2. 

Figure 2.2 IC-Chip Package 

In contrast, we can imagine seeing an internal view if we were to pop the 
lid off the IC package as shown in Figure 2.3. 

Figure 2.3 IC-Chip Internals 

Notice that now we can see some detail about how the chip's insides, or 
internals, are implemented. 

The external structure and behavior is the structure and behavior of the 
externally observable features, which in this case is the structure of the 
externally viewable ports or pins. Like the internal design, the external 
properties of a component can be viewed at many different levels of 
abstraction. 

For example, Figure 2.4 depicts an abstract model of the external pins 
(interface) of a chip. The external implementation detail is resolved as two 
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signals (Data and Control) that are of an abstract type, integer. They are 
abstract because they do not reveal the bit-level implementation detail. 

I I 
D a t a  Control 

I 
C Ik 

Figure 2.4 IC-Chip External Pins 

A less abstract model of the external interface of the component could 
show the actual bit-level implementation detail of the signal ports, as shown 
in Figure 2.5. 

Data Control 

Figure 2.5 Signal Ports 

This more detailed view shows the hand-shaking lines and the data port 
resolved as individual pins at the bit level. 

The internavexternal partition concept simplifies the design process. A 
traditional method for managing complexity in a system is to use divide-and- 
conquer methods. In this approach, a system is divided by partitioning it into 
separate components. These components can, in turn, be further subdivided. 
This leads to the familiar hierarchical models used in most design 
methodologies. 

However, this partitioning will not help the design task if, at each level of 
hierarchy, the designer has to consider each component's internal detail and 
its sub-components. What is needed is to be able to consider only a 
component's externally visible specification and not its internal detail. Most 
methodologies and languages try to do this by having separate structures for 
the interface and the body of a component. Users of a component only need 
to see its interface. Thus, an interface specification or interface model is the 
description of the externally visible part of a component. 
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2.1.3 Note on Structure/Behavior/Interface Concepts 

Another way of depicting the view of a model is shown in Figure 2.6 
through Figure 2.9. These diagrams distinguish: 

Interface model (no internal details) 
Behavioral model (internal details described behaviorally) 
Structural model (internal structure described) 

Figure 2.6 depicts an interface model. Notice that it contains details about 
the interface, or external ports, but contains no information about the internal 
implementation. Some level of external structure and data values can be 
observed, as well as some level of port function and timing response to 
interface activities. For example, the interface model can specify the data 
exchange and communication protocol, as implied in Figure 2.7. 

I 

Figure 2.6 External Interface 

Figure 2.7 Internal Interface 

In contrast, Figure 2.8 depicts a behavioral model of the same 
component. Notice that this model contains information about the internal 
data values, functions, states, and timing aspects of the component, but no 
information about how the internal structure is implemented. Therefore, the 
internal view is said to be represented behaviorally. 
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Figure 2.8 Behavioral Model 

In contrast to this model, Figure 2.9 depicts a model that describes the 
internal structure of the component to some level of detail. Remember that 
structure is inter-connection information. Notice that this diagram shows a 
decomposition into internal blocks. Because it shows how the blocks are 
connected to each other, at some level of abstraction, it is called a structural 
model, or internal structure. 

'I' 
Figure 2.9 Internal Behavioral Model 

The internal blocks of a structural model can either be described 
behaviorally, or can themselves be further decomposed structurally. If 
behaviorally described blocks exist at the bottom (leaf level) of a structural 
hierarchy, then the model can be simulated. Note that the behavior of such a 
composite model is provided by the underlying behavioral blocks, not 
completely by the structure. The structural descriptions merely provide the 
means for combining separate behavioral pieces. A different behavior would 
be exhibited if the underlying behaviors were changed. 

If behavioral blocks do not exist at the bottom (leaf level) of a structural 
hierarchy, then the model is a purely structural model. No behavior can be 
inferred if the behaviors of the underlying blocks of a structural model are 
unknown. 

The level of abstraction of the internal view depends on the level of 
implementation details. The structure could be described abstractly as the 
interconnection of high-level blocks, or concretely as the interconnection of 
logic gates. Independently, the timing and functional abstraction can be 
described for the high-level blocks abstractly as coarse events or concretely 
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as specific times. They can be described for the gate-level model abstractly 
as the stable per-clock Boolean values, or all switching transitions can be 
resolved to picoseconds (intra-clock events) and signal levels. 

2.1.4 Additional Attributes 

In addition to the precision axes described earlier, the inclusion of 
additional attributes could be considered. For instance, the temporal 
resolution and data resolution axes could specify an accuracy aspect as a 
percent tolerance and whether a model describes actual, minimum, typical, 
or maximum values. A completeness aspect could also be considered that 
would specify the portion of functionality or particular functions that the 
model describes or excludes from the model. The accuracy and 
completeness aspects would accompany the axes in the same way that the 
internallexternal aspect does. 

2.1.5 Vocabulary 

Words represent concepts and allow us to share and communicate ideas. 
Unambiguous communication requires not only that we have a common 
mapping of words to concepts, but that we have the right set of words to 
accurately describe the concepts we are dealing with. Developing, agreeing 
to, and using a concise common terminology are therefore vital to achieving 
the goals of this book. 

The development of an efficient vocabulary, which assigns a minimal set 
of words to the appropriate concepts, is an orthogonalization process. The 
process develops a set of terms that represent all of the concepts to be 
distinguished. Separate words are selected for distinct concepts. Words for 
classes of concepts are selected to represent useful generalizations. 

In defining the vocabulary terms, attempts were made to defer to the 
general English meaning of words as defined by the Webster's New 
Collegiate Dictionary [WEB] so that outsiders and newcomers may be more 
likely to rapidly understand and adopt the terminology. 

Some terms may have multiple meanings (due to historic or domain 
overloading) that can be differentiated by context. We try to recognize and 
define each of these terms. 

To avoid the problem of vague or circular definitions, a heavy emphasis 
was placed on providing examples to accompany the definitions. These 
examples should provide a level of understanding and concreteness to any 
discussions regarding the terms. The examples also tend to associate the 
terms to their intended uses and domains. To reduce the tendency of 
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examples to limit or over-constrain the definitions, a range of typical and 
extreme cases are given and identified wherever possible. 

To further avoid ambiguous definitions, attempts were made to eliminate 
definitions based purely on relative terms, such as "high," or "abstract," 
since their interpretation would be subject to one's point-of-view or 
experience. Instead, definitions should be based on absolute, concise, and 
testable statements, with special emphasis on differentiating related terms 
(such as "software/hardware/firmware"). 

Reaching the much-needed consensus on terminology requires 
compromise from everyone. The original contributors to this work and 
editors of this book have made a conscious attempt to borrow heavily (and 
somewhat evenly) from everything written by the community. All terms 
relative to the taxonomy axes described in this section are described in the 
following sections of this chapter. Although some terms may span a range of 
abstraction levels, a given model instance describes information at one 
specific level within the span. The remaining Sections 2.2 through 2.8 list 
the vocabulary terms and their definitions. 

Model resolves information at a specific level 

Model resolves information at one of the - levels spanned 

Model optionally resolves information at one - of the levels spanned 

Model optionally resolves partial information 
0 at one of the levels spanned, for example, 

control but not data values or functionality 

x Model does not contain information on this 
attribute 

Figure 2.10 Symbol Key 

2.2 General Modeling Concepts 

The following sections contain definitions of concepts that are pervasive 
across many types and levels of models. The modeling concepts are divided 
into three groups: 

Primary Model Classes: 
o Functional Model 
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o Behavioral Model 
o Structural Model 
o Interface Model 

Specialized Model Classes: 
o Performance Model 
o Hybrid (Mixed-Level) Model 

Computational Model Classes: 
o Dataflow-Graph Model 
o Other Models 

2.2.1 Primary Model Classes 

All models can be described in terms of one or more of the three primary 
aspects-behavioral, functional and structural-combined with an interface 
model. 

Pure functional models are timeless algorithmic models. Behavioral 
models add time to the function, and structural models build up models from 
other models. Interface models exist to separate the specification of internal 
function in a model from the specification of its externally visible part, such 
as the communications protocol it uses. 

The primary model classes are not specific to hardware or software, and 
they can be used for either. They can also be used for the system level 
(unmapped to hardware or software). 

A functional or behavioral model may be composed of a number of 
smaller functional or behavioral models linked together in a network (for 
example, a dataflow decomposition, a process network, or multiple threads 
in a programming language). However, this "structural" decomposition of 
such models need not imply anything about the implementation of that 
function or behavior in the physical or software domains. 

Recently the Open SystemC Initiative (OSCI) has been working on a set 
of model definitions that all operate at what they call the transaction level 
[DON 041, [DONBR 041. They define the transaction level as being any 
abstraction above the RTL model but they do not provide any guidance as to 
whether a transaction is an atomic entity in terms of the data being 
transferred or not. It thus describes a concept rather than anything specific. 
At the same time, they have defined a specific kind of transaction called a 
transfer, which implies a level of timing accuracy for the transaction. While 
these are not very useful definitions by themselves, they are identifying a 
number of modeling stages which allow a flow to be defined starting with a 
high-level functional model, and refining this in a number of intermediate 
models down to a specific implementation. 
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Perhaps more importantly, SystemC provides for explicit separation of 
the function and interface, allowing each of them to be refined somewhat 
independently of the other. For many model definitions, they have not 
separated these concepts when they provided names to the various models, 
and this could create conhsion when the abstraction level of the model 
internals and its interface do not match. 

In the following definitions for model types, the corresponding models 
identified by the SystemC Transaction Level Modeling (TLM) group will be 
identified. It should be noted that this group has not yet finished its work 
and, within the group, there is some level of disagreement on the model 
levels that should be defined. In addition, some of the models under 
consideration do try to tie together the abstraction of the model and some 
specifics about the communications supported by the model. While this 
creates very highly specific types of models, direct applications for these 
models can be defined. 

2.2.1.1 Functional Model 

Internal External 
Temporal : : :w: : : 

Data Value 
- 

Functional 
Structural -- --C____=>-, 

SW Programming Level -4--<+ 

Figure 2.1 1 A Model without Timing 

A functional model describes the function of a system or component 
without describing a specific implementation. A functional model can exist 
at any level of abstraction, depending on the precision of implementation 
details. For example, a functional model can abstractly describe a signal- 
processing algorithm, or it can be a less abstract model that describes the 
function of an ALU for accomplishing the algorithm. The precision of 
internal and external data values depends on the model's abstraction level. 
The functional model does not specify any timing other than that implied by 
dependencies in the function. So, for example, a functional model expressed 
as a series of input-output relationships with no intermediate steps has no 
temporal specification information at all. 

A functional model can also be more narrowly defined in the 
mathematical sense. That is, a functional model can be described in terms of 
mathematical functions, which define mappings from a subset of the set of 
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interface variables (the input domain) onto another subset of the set of 
interface variables (the output domain). A partial functional model is one in 
which the union of these two subsets of interface variables is not equivalent 
to the complete set. If the two subsets are disjoint, then the first are pure 
"inputs" and the second are pure "outputs" of the functional model. Models 
that include time in either domain are more general and fall into the 
behavioral model definition provided in the next section. 

In the SystemC TLM world this is identified as the untimed functional 
(UTF) model. The SystemC TLM definitions have also provided some hints 
on the external view of the model, by stating that communications occurs in 
the form of message passing and is point to point in nature. Communications 
is usually blocking, although there may be a FIFO of arbitrary depth placed 
in the communications channel. 

Another variation of this model is the programmers view (PV) model. It 
shares the same key characteristics as the UTF model, but it does define that 
the functional objects that are exposed by the interfaces be modeled at a bit- 
true level. These models are intended to allow embedded software 
developers to verify their code on a model of the target platform. This is 
shown in Figure 2.12. 

Internal External 
Temporal - - 
Data-Value 
Functional 
Structural - 
SW-Programming Level 

Figure 2.12 SystemC Programmers View model 

2.2.1.2 Behavioral Model 

Internal External 
Temporal 
Data-Value 
Functional 
Structural - - 
SW-Programming Level - 

-- - - 

Figure 2.13 A Model with Timing 
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A behavioral model describes the function and timing of a component 
without describing a specific implementation. A behavioral model can exist 
at any level of abstraction. Abstraction depends on the precision of 
implementation details. For example, a behavioral model can describe the 
bulk time and functionality of a processor that executes an abstract 
algorithm, or it can be a model of the processor at the less abstract 
instruction-set level. The precision of internal and external data values 
depends on the model's abstraction level. 

The SystemC TLM presents a modification to the behavioral model, 
called the programmers view with timing (PVT). While internally the same 
as a behavioral model, the characteristics of its interface are closely defined. 
Time details are provided along with bit-true data types, but the structure of 
the interface may still be abstract. They also define another close variant of 
this which is called the transaction layer (or timed functional model). The 
only difference between these two models is that the timed functional model 
has a looser definition for timing, allowing for estimated delays. Figure 2.14 
shows the composite of these two models. 

Internal External 
Temporal 
Data-Value 
Functional 
Structural 
SW-Programming Level 

1 

Figure 2.14 SystemC Programmers View with Timing 

2.2.1.3 Structural Model 

Temporal +-+ - 
Data Value --,+ - 
Functional +-+ 

Figure 2.15 Structural Model 

A structural model represents a component or system in terms of the 
interconnections of its constituent components. These components can be 
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structural, functional, or behavioral. So the hierarchy can reflect, for 
example, the organization of a set of software modules, the physical 
organization of a specific implementation, or the communication topology of 
a set of concurrent processes. A structural model that describes the physical 
structure of a specific implementation specifies the components and their 
topological interconnections. Simulation of a structural model requires all 
the models in the lowest (leaf-level) branches of the hierarchy to be 
behavioral or functional models. Therefore, the effective temporal, data 
value, and functional resolutions depend on the leaf-level models. A 
structural model can exist at any level of abstraction. Structural resolution 
depends on the granularity of the structural blocks. 

For a set of software modules (objects, threads or tasks), the linkage 
model (such as the nature of the interconnections) is fundamental to the 
behavior or function of the resulting sub-system. Similarly, for a set of 
hardware structures, the linkage model (such as a communications network) 
is of fundamental importance to deriving the overall system behavior or 
function. 

2.2.1.4 Interface Model 

Internal External 
Temporal .-x-. - 
Data Value --M- 
Functional -- --C > 
Structural -- - 
SW Programming Level +-------+ 

Figure 2.16 Interface Model 

An interface model is a component model that describes the operation of 
a component with respect to its surrounding environment at some level or 
levels of abstraction. 

The terms "bus functional" and "interface behavior" have also been used 
to refer to an interface model. The more general "interface model" name is 
preferred to the anachronistic bus functional term because bus functional 
models usually represent lower levels of abstraction and hence are a subset 
of interface models. 

Interface models provide or capture information only on the external axes 
of any of the model types defined in this taxonomy. Therefore, any of the 
model types in this taxonomy can have an interface model. 
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In an interface model, some level of external structure and data values 
may be observed, as well as a level of function and timing response to 
interface activities. That is, the interface model can specify the data 
exchange, dependencies and communication protocol of the component's 
externally visible features. 

In interface models, the external connective points (such as ports or 
parameters), functional constraints, and timing details of the interface are 
provided to show how the component exchanges information with its 
environment. An interface model contains no details about the internal 
structure of the component, function, data values, or timing, other than what 
is necessary to accurately model the external interface behavior. External 
data values are usually not modeled (except for constraints) unless they 
represent control information. An interface model may describe a 
component's interface details at any level of abstraction, such as message 
tokens or bit accurate. 

A complete interface model for a component would provide a useful 
black-box specification for that component, since it would specify the data 
types and communication protocols used by the interface at multiple levels 
of abstraction. All that would be missing are the data values and the 
constraints. 

Even though a component may have many internal models of different 
types, it may be conceived as having a single interface (external model)-- 
albeit at many different levels of abstraction and possibly along different 
axes, as defined in this taxonomy. As an example of this approach, rather 
than stating "this is an interface model for the behavioral-level model of 
component X," we state "this interface model for component X contains the 
behavioral level." 

The rationale for such a multi-level interface model is that an interface 
specification at a lower level of abstraction for a component must conform to 
all interface specifications at higher levels of abstraction along the same axis 
of description. The lower level of abstraction may have more detail, but it 
should not go beyond the design space delimited by the higher level 
specifications. As all the levels must be consistent with each other in this 
way, it is useful to provide the different levels in a single interface model. 

2.2.1.5 System-Level Interfaces 

The possibly multi-level nature of interfaces, as described in the last 
section, can lead to interesting juxtapositions of models. For example, it is 
possible to have a component model at one level of abstraction that is 
actually used by the system at a different level of abstraction, with the 
translation between the levels being provided by the interface model. This 
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means the internal level of abstraction of a component can be different from 
the external level of abstraction that is used by the system via that 
component's interface. 

Since all components must have some sort of interface model at some 
level of abstraction, even if it is a rudimentary model, we can make some 
useful definitions while specifying requirements on components and their 
interfaces at system level. 

So, as in Figure 2.17, an interface model would sit between the internal 
model and the environment. 

The levels of abstraction 
available to the external 

External world from a component 
interface may be different 

Interface to (or a superset o f )  the 
level of abstraction of the 
component itsew 

I 
Component Interface 

Figure 2.17 System-Level Interfaces 

Components for which there may, or may not, be a realization are termed 
virtual components (VCs) and their interfaces termed virtual component 
interfaces (VCIs). All components are defined with an interface to the 
external world. See Section 2.9.9.1, "General Interface Terms." In all places 
where components are mentioned, the references can equally apply to virtual 
components, and vice versa. 

This particular interface is responsible for the transfer of information 
from the internal abstractions of the component to information in a form 
compatible with the abstractions in the external world to which the 
component interfaces. The models of these worlds might be at quite different 
levels of abstractions along, say, the protocol and data axes. For example, 
the internal world of a component may be at a "general system level" using 
named values and loose timing whereas the external world interface may 
require signal and port specifications and behaviors with additional timing 
detail and at bit-accurate level. 

The block that performs the translation from the internal world to the 
external world is the component interface. The interface translation may 
come in several differing flavors, depending upon the application (for 



30 Chapter 2 

example, hardware component-to-peripheral bus, hardware component-to- 
system bus, and software component-to-system bus). 

The multi-level definition of the component interface permits the nesting 
of interface abstractions, as depicted in Figure 2.18. 

External 
World 
Interface 

I , 1 Component Interface 

Figure 2.18 Nesting of Interface Abstractions 

This nesting of abstractions manifests itself as a hierarchy of interface 
layers. Depending upon the specific component type and interface, these 
layers may be fully specified in terms of predefined properties. In other 
cases, arbitrary interface hierarchy may be permitted as long as 
specifications for relating the levels of the abstraction hierarchy is given 

2.2.2 Specialized Model Classes 

The following model classes describe models intended for specific - 
purposes that are not unique to a particular level of abstraction. 

2.2.2.1 Performance Model 

Internal External 
Temporal 4-+ - 
Data Value -.... - 
Functional -- - 
Structural --. - 
SW Programming Level +-+ 

Figure 2.19 Performance Model 
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Performance is a collection of the measures of quality of a design that 
relate to the timeliness of the system in reacting to stimuli. Measures 
associated with performance include response time, throughput, and 
utilization. A performance model may be written at any level of abstraction. 
In general, a performance model may describe the time required to perform 
simple tasks such as memory access of a single CPU. However, in the 
context of component reuse, the typical abstraction level for performance 
models is most often at the multiprocessor network level. For clarity, such a 
model is called a token-basedperformance model. (See Section 2.4.1 .) 

Although performance models here are described solely in terms of 
design timing or delay, there are other attributes that are often lumped 
together with timing attributes as aspects of "performance models." These 
can include, for example, power consumption, design cost, reliability, 
maintainability, and other system-level attributes. In general, almost any 
measurable quantity can give rise to a performance model for a component. 
Although Section 2.7 discusses a number of "implementation-level 
performance models" that include power models, this more general use of 
the term "performance" is not universal, and can cause considerable 
confusion if used generically without qualification. Therefore, we 
recommend that the unqualified term "performance" generally be taken to 
refer to timing or delay characteristics; and that use of "performance" to 
represent power, cost, and so on, always be qualified in some fashion. Of 
course, it is always best to make the use of any term unambiguous. 

2.2.2.2 Mixed-Level Model 

Internal External 
Temporal *-F - 
Data Value +( M - 
Functional .-( F -C__=>-- 

Structural - 
SW Programming Level *-- 

Figure 2.20 Mixed-Level Model 

A mixed-level model is a combination of models of differing abstraction 
levels or descriptive paradigms. Such a model is sometimes called a hybrid 
model. However, this taxonomy prefers the term "mixed-level" over the 
term "hybrid" because the former is more specific. 
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2.2.3 Computation Model Classes 

In this section, a number of models that are computational in nature will 
be introduced. Computation models can be the underlying engine for several 
different abstraction models. It should be noted that different classes of 
computation models are often referred to in the literature and common use as 
"models of computation." 

2.2.3.1 Dataflow Graph Model 

Internal External 
Temporal +-M-. 
Data Value 

- 
Functional 
Structural .- - 
SW Programming Level 

Figure 2.21 Dataflow Graph Model 

A dataflow graph (DFG) model describes an application algorithm in 
terms of the inherent data dependencies of its mathematical operations. The 
DFG is a directed graph containing nodes that represent mathematical 
transformations and arcs that span between nodes and represent their data 
dependencies and queues. The graph conveys the potential concurrencies 
within an algorithm, which facilitates parallelization and a mapping to 
arbitrary architectures. The DFG is an architecture-independent description 
of the algorithm. It does not presume or preclude potential concurrency or 
parallelization strategies. The DFG can be a formal notation that supports 
analytical methods for decomposition, aggregation, analysis, and 
transformation. The DFG nodes usually correspond to DSP primitives such 
as FFT, vector multiply, convolve, or correlate. The DFG graph can be 
executed by itself in a data-value-true mode without being mapped to a 
specific architecture, though it cannot resolve temporal details without co- 
simulation with an architecture-performance model. 

The primary purposes of a dataflow graph are to express algorithms in a 
form that allows convenient parallelization and to study and select optimal 
parallelization or execution strategies through various methods involving the 
aggregation, decomposition, mapping, and scheduling of tasks onto 
processor elements. 
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A DFG is a directed graph with actors at the nodes. The arcs represent 
the flow of data, and behave conceptually as FIFO queues. DFGs are 
characterized by the fact that they do not over-specify an algorithm by 
unnecessary sequencing constraints between the operators in the graph. 
DFGs specify partial, relative orders by indicating only data dependencies. 
Such a model is well suited to exploit maximal parallelism and to reuse or 
share different hardware resources or processing units in time. Therefore, 
compilers for partitioning on pipelined or parallel processors often rely 
heavily on dataflow analysis. 

Synchronous dataflow graphs are special cases of DFGs, because the 
number of tokens consumed or produced by a given actor when it fires is 
fixed and known at compile time. In order to express data-dependent 
iteration, conditionals, and recursion, a more general DFG model is needed 
(dynamic dataflow). 

2.2.3.2 Other Computational Models 

Other potential candidates for computational models include the 
following: Petri nets, discrete events, process networks, reactive models, 
communicating sequential processes, and hierarchical communicating FSMs. 

We will give a brief summary of models of computation based on the 
taxonomy developed and published by Axel Jantsch [JANTSCH]. 

Jantsch defines a "model of computation" or "model of concurrency" 
(MOC) as those modeling aspects that are relevant for the communication, 
synchronization, and relative timing of concurrent processes [JANTSCH, p. 
41. His taxonomy of systems and models includes important system 
properties such as: 

State-less and state-full systems 
Time-varying and time-invariant systems 
System-state: continuous state and time; discrete state and time. 
Linear and nonlinear systems 
Deterministic, stochastic and nondeterministic systems 
Events 
Time-driven and event-driven systems 

He uses these properties to define a set of different system models and a 
taxonomy to classify them. For example, he suggests that in control theory, 
state-full, time-invariant, linear, continuous-state, continuous-time systems 
are studied. In electrical engineering, analog designers work with nonlinear, 
continuous-time, continuous-state systems. Software engineers work with 
discrete-state, discrete-time systems. 
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His taxonomy then concentrates mostly on state-full, time-invariant, 
nonlinear, discrete-state, discrete-time systems. He then presents a meta- 
model, called "Rugby," that links hierarchy, abstraction, and domains (time, 
data, computation and communications) together. 

The behavioral models discussed by Jantsch fall primarily into two 
categories - finite state machines (FSMs), and Petri nets. FSMs come in a 
multitude of types: nondeterministic, nondeterministic with epsilon-moves, 
FSMs with outputs (Moore machines, where output events are emitted with a 
state, and Mealy machines, where output events are emitted with a 
transition), and FSM extensions including push-down automata, FSM with 
datapath, Hare1 statecharts, and co-design finite state machines. 

Petri nets are introduced as a formalism that allows certain analyses not 
possible with FSMs. Indeed, if a design problem can be formulated as a Petri 
net, a number of powerful results can be obtained using formal techniques. 

The next MOC discussed by Jantsch is the untimed MOC. This is based 
on notions of processes and signals, where signals consist of sequences of 
events. Jantsch uses event sequences including absent events for timed event 
sequences, in contrast to the tagged signal model of Lee and Sangiovanni- 
Vincentelli [LEE 981. Processes are related to functions on events via 
process constructors which are higher-order functions that return processes. 
The constructors include maps (no internal state), scan (internal state and a 
next-state function), Moore (output is function of state) and Mealy (output is 
function of state and current input). A series of properties and analysis then 
yields a formal mathematical definition of the untimed MOC, and a set of 
techniques to allow untimed MOC models to be combined and analyzed. In 
a rigorous fashion, dataflow models such as synchronous dataflow (SDF), 
and variants such as Boolean and cyclo-static dataflow can then be built on 
top of the untimed MOC. 

The Synchronous MOC divides time into slots and come in two flavors 
in Jantsch's analysis: perfectly synchronous and clocked synchronous. 
Synchronous MOCs are the basis for several research languages in the 
control-oriented domain (StateCharts, Esterel, Argos) and dataflow-oriented 
domain (Signal and Lustre). 

The timed MOC, which again is based on the notions of process 
constructors, is a generalization of the synchronous MOC, and encompasses 
discrete event models using delta-delays, which are the basis for most 
discrete event simulators such as HDL simulators (Verilog, VHDL, 
SystemVerilog) and other examples such as SystemC 2.0. 

Important in Jantsch's MOC framework is a set of formalisms allowing 
interfaces between MOCs to be constructed and analyzed. This includes 
different domains of the same MOC, and interfaces between different 
computational models. This is based on a set of interface processes (insertion 
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and stripping) which act between the timed, synchronous and untimed 
MOCs to allow the filtering out, or insertion of, appropriate timing 
information, such as to permit the composition of models to still produce 
meaningful results. This is not yet susceptible to a systematic and rigorous 
formalism but is based on a number of practical solutions. Practical 
approaches using the notion of interfacing MOCs include Ptolemy, 
composite signal flow and trace algebra-based approaches. 

Jantsch concludes his MOC treatment with a consideration of tightly- 
coupled process networks, and nondeterminism in dataflow networks and 
process algebras such as Hoare's Communicating Sequential Processes and 
Milner's Calculus of Communicating Systems. 

Although Jantsch's framework is not complete, in that it does not 
encompass every MOC, it is quite comprehensive and applies a formal 
mathematical rigor to the issues of MOC definition, analysis and interaction. 
It is interesting to note that such models in general cannot fit into the 
taxonomy axes as discussed previously except in the most general way (such 
as the interface notion of time) because in general "events" and the signals 
that they build up as interfaces can be at multiple levels of abstraction. 

2.3 Other System Models 

The following sections define terms used to abstractly describe models of 
digital electronic systems, such as digital signal processing (DSP) systems or 
control systems. The abstraction does not include any information about any 
hardware or software structure for implementing the system. The models in 
Section 2.2, "General Modeling Concepts" can also be implementation- 
neutral, and hence are classified as possible "system models." 

2.3.1 Executable Specification 

Internal External 
Temporal 4-+ 

Data Value +-* 
Functional 4-F- 

Structural -- 
SW Programming Level .+-* 

Figure 2.22 Executable Specification 
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A specification has traditionally been a static description of a component 
and its characteristics, in multiple dimensions, on paper or an electronic 
equivalent (for example, a data sheet in paper or electronic form). 
Specifications in the past have not been executable, but the electronics 
design world is beginning to move to an executable format. The introduction 
of modeling languages, such as SystemC, has enabled the industry to create 
higher-level models that are interchangeable and that support the notions of 
the separation of function and interface. 

An executable speciJication is a behavioral description of a component or 
system object that reflects the particular function and timing of the intended 
design as seen from the object's interface when executed in a computer 
simulation. The executable specification may also describe the electrical or 
physical aspects including the power, cost, size, fit, and weight of the 
intended design. Denotational items such as power are normally considered 
factual (derived) items to be checked but not executed. Executable 
specifications describe the behavior of an object at the highest level of 
abstraction that still provides the proper data transformations. (Correct data 
in yields correct data out; defined bad data in has the speci$ed output 
results.) Executable specifications may describe an object at an arbitrary 
abstraction level such as a multiprocessor system, architecture, or hardware 
or software component level. 

The primary purpose of an executable specification is for testing that the 
specified behavior of a design entity satisfies the system requirements when 
integrated with other components of the system, and for testing whether an 
implementation of the entity is consistent with the specified behavior. 

2.3.2 Mathematical-Equation Model 

Internal External 
Temporal *-w : : : 

Data Value 
- - 

Functional - 
Structural .-- - 
SW Programming Level --w- 

Figure 2.23 Mathematical-Equation Model 

The mathematical-equation model describes the functional relationship of 
input to output data values. A mathematical-equation model is a purely 
algebraic expression of the function the target system is to provide. The 
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mathematical model is differentiated from an algorithm description in that a 
mathematical model does not imply a specific sequence of operations to 
implement the function. Examples of mathematical descriptions for system 
functions include: 

and 

These functions represent well defined mathematical relationships, but do 
not indicate methods for their computation, for which there are many, such 
as look-up table, Newton's method, or Taylor-series expansion. 

The primary purpose of a mathematical-equation model is to test that the 
mathematical equations and parameters developed to solve a design 
challenge do satisfy a system's numerical performance requirements. 

2.3.3 Algorithm Model 

Internal External 
Temporal .....- - 
Data Value 
Functional 
Structural 
SW Program 

Figure 2.24 Algorithm Model 

The algorithm level of abstraction describes a procedure for 
implementing a function as a specific sequence of arithmetic operations, 
conditions, and loops. An algorithmic description is less abstract than a 
purely mathematical description because it provides more detailed 
information for implementing the function(s). An algorithm model 
transforms actual data. Examples of algorithms include quick-sort, Givens 
triangularization, Cholesky matrix decomposition, bisection method, 
Cooley-Tukey FFT, and Winograd FFT. 

The primary purpose of an algorithm model is to test how well an 
algorithm designed to implement a mathematical task satisfies the system 
numerical performance requirements. Algorithm models are also used for 
determining the numerical effects of finite precision and the parameters of 
floating or fixed formats. 
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In the analoglmixed-signal community this is called an algorithmic-level 
model. 

2.4 Architecture Models 

The following sections define terms used to describe some abstract 
models of a system's hardware and software architecture. As such, these 
models describe only the basic structure of the application and the hardware 
to which the structure can be mapped. Details that are not relevant to the 
architecture design process are relegated to the detailed hardware and 
software models. 

2.4.1 Token-Based Performance Model 
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Data Value --- M 
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SW Programming Level .-- 

Figure 2.25 Token-Rased Performance Model 

The token-based performance model is a performance model of a 
system's architecture. (See Section 2.2.2.1, "Performance Model.") 
Measures associated with performance include response time, throughput of 
the system, and the utilization of the system resources. Typically, the 
token-based performance model resolves the time for a system to perform 
major system functions. Data values are not modeled, except for control 
information. The structure of the system is described down to at least the 
major node level. The internal structure of the switches, processor elements, 
shared memories, and 110 units are not usually described in a token-based 
performance model. The primary purpose of a token-based performance 
model is to determine the sufficiency of the following system properties in 
meeting the system processing throughput and latency requirements: the 
number and type of elements, the size of memories and buffers, the network 
topology (bus, ring, mesh, cube, tree, or custom configuration), network 
bandwidths and protocols, application partitioning, mapping, scheduling of 
tasks onto processor elements, and flow control scheme. 
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Token-based models may also be used at functional or behavioral levels 
(for example, to investigate communication densities), although their most 
common use is at the architectural level in evaluating different architectural 
patterns. 

2.4.2 Abstract-Behavioral Model 
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Figure 2.26 Abstract-Behavioral Model 

Abstract-behavioral models encompass a wide range of modeling 
abstraction levels on the temporal, data and functional axes-from composite- 
passing abstract performance levels to detailed data-accurate and fine- 
grained temporal and functional models. The "detailed behavioral model" 
described in Section 2.5.1 differs from the lower abstraction end of this 
model primarily in that its interface is usually hardware-component specific. 

An abstract-behavioral model can model a system application on which 
the performance effects of the particular system architecture chosen to 
implement that application have been annotated using abstract performance 
models. 

This behavioral model is expressed at a token-passing level, but data 
values within the tokens are both modeled and functionally processed (in 
contrast to the token-based performance model). In other words, the system 
application behavior is accurately modeled and the tokens represent real data 
passing between system functions as well as control messages. 

An abstract-behavioral model's interface is modeled abstractly. The 
model does not resolve the interface ports to their pin structure. For instance, 
a microprocessor's memory interface may be described as a single port 
having a complex data type, as opposed to specifying the constituent control 
lines, and address and data buses and their bit-widths. See Section 2.2.1.2, 
"Behavioral Model." 
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MicroProcessor 

Figure 2.27 Memory Interface 

The abstract-behavioral models are used to annotate performance effects 
onto the system-application functional blocks and inter-block 
communications mechanisms. Thus, they model estimates of functional 
processing time for blocks, inter-block communications protocol delays, 
contention for shared resources such as processors (microprocessors, 
controllers and DSPs), and shared communications resources such as buses 
and associated memories. The internal structures of processors, dedicated 
hardware blocks, and detailed wiring-level models for buses are not usually 
described in this level of modeling. However, communications protocols 
between blocks may be described at both a high-level, complete token 
transfer, and at a finer level of granularity, in which tokens are broken up 
into a sequence of generic communications and bus transactions. 

The usual primary purposes of a behavioral, composite-passing, abstract- 
performance model are to determine the suitability of an architecture as a 
base on which to map a set of intended application behaviors. Thus the 
number and power of processors, dedicated hardware units, communications 
buses and protocols, sizes of memories and their number and distribution are 
all questions that may be answered at this "architectural trade-off" level. In 
addition, the evaluation of abstract models of third-party IP blocks may be 
carried out using this kind of model, to determine what best meets system 
requirements. 

Other purposes for this model type are: 

To establish and verify the joint functional and timing requirements 
for the components, to ensure that collectively they are consistent 
with the overall system requirements 
To verify the numerical correctness of the hardwarelsoftware 
mapping as modeled by the performance model 
To facilitate reuse of the system design when implementation is 
changed for the components or interfaces 
To produce test-vectors for use in the detailed design of the 
components and to aid in system integration, diagnosis, and testing 
To help visualize the operation of complex systems for 
understanding its characteristics for optimizing the design, 
especially at the board level prior to making detailed decisions about 
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the exact nature of component interfaces-to accomplish top-down 
design 
To document the intended operation of the system implementation 

This kind of model is common where design above RTL is practiced and 
is usually ambiguously called a "high-level model." However, the term 
abstract-behavioral model should now be used. This is sometimes called a 
system evaluation model or behavioral model when additions of 
analog-performance characteristics are made in addition to timing. 

2.4.3 Dataflow Graph (DFG) Task Primitive 

1 sw Programming Level I 
Figure 2.28 Dataflow Graph (DFG) Task Primitive 

Software at the task-primitive level expresses the application in terms of 
its building-block functions. These functions may ultimately be implemented 
in hardware or software. They are usually expressed in a graphical form. 

2.4.3.1 Instruction-Set Architecture (ISA) Model 
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Figure 2.29 Instruction-Set Architecture (ISA) Model 

An ISA model describes the function of the complete instruction set 
recognized by a given programmable processor, along with (and operating 
on) the processor's externally known register set and memory or input- 
output (110) space. An ISA model of a processor will execute any machine 
program for that processor and give the same results as the physical 
machine, as long as the initial states (and simulated 110) are the same on the 
ISA model simulation as they are on the real processor. Such a processor 
model with no external ports is classed as an ISA model. If the processor 
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model has external 110 ports, then it would be classified as a behavioral 
model. 

Data transformations of ISA models are bit-true, in terms of word length 
and bit values as observable in the internal registers and memory states. Port 
buffer registers, if modeled, are also bit-true. The temporal resolution of an 
ISA model is at the instruction cycle. Instruction cycles may span multiple 
clock cycles. An ISA model contains no, or relatively little, internal 
structural implementation information. It may contain enough details about 
the processor internal pipeline and other internal structures in order that it 
can give correct instruction-accurate level results. It is also possible that ISA 
models can be written to be cycle accurate and yet still perform with 
sufficient speed for SW development and debugging. At the time of 
publication, it is clear that ISA models, otherwise known as instruction-set 
simulators (ISSs), exist at both instruction-accurate and cycle-accurate 
levels. Sometimes this is accomplished with the same core model and 
different external interface wrappers. 

The primary purposes of ISA models are for efficient development of 
uniprocessor resident software prior to hardware realization, optimization 
and design of application-specific instruction sets and register architectures, 
documenting the functionality of the processor's instruction set, and 
measuring software routine run-times, to increase the accuracy of the more 
abstract models. 

2.5 Hardware Models 

This section defines terms used to describe the various types of hardware 
models. These models are used to describe the hardware at specific levels of 
abstraction. 

2.5.1 Detailed Behavioral Model 
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Figure 2.30 Detailed Behavioral Model 
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The detailed behavioral model is a behavioral model that describes the 
component's interface explicitly at the pin level. It exhibits all the 
documented timing and functionality of the modeled component, without 
specifying internal implementation structure. This type of model has 
traditionally been called a "full-functional model" and is therefore a 
synonym. However, the newer term is preferred for its better accuracy and 
consistency to the definitions of the related models. 

Figure 2.3 1 Detailed Behavioral Model Interface 

- 

MicroProcessor 

- 

The primary purpose of a detailed behavioral model is to develop and 
comprehensively test the structure, timing, and function of component 
interfaces. It also helps examine the detailed interactions between hardware 
and software (drivers), and provides timing values that are used to replace 
initial estimates in the higher-level models to increase their accuracy. In the 
analogtmixed signal world, this is called a "functional/timing digital 
simulation model." 

In the system TLM world this is the model that corresponds to the cycle- 
callable (CC) model, alternatively called the "bus-cycle-accurate transfer 
layer (BCA-TLM)." It provides an accurate view of the interface of a block 
without placing any constraints on the internal implementation. This makes 
it useful for the verification of the detailed interactions between hardware 
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and software systems. 

2.5.2 Register-Transfer-Level (RTL) Model 
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Data Value - 
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Figure 2.32 Register-Transfer-Level (KTL) Model 
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An RTL model describes a system in terms of registers, combinational 
circuitry, low-level buses, and control circuits, usually implemented as 
FSMs. Some internal structural implementation information is implied by 
the register transformations, but this information is not explicitly described. 

The primary purpose of RTL models is for developing and testing the 
internal architecture and control logic within an IC component so that the 
design satisfies the required functionality and timing constraints of the IC. 
The RTL model is also used for specifying the design in a process-neutral 
format that can be targeted to specific technologies or process lines through 
automatic synthesis. It is often used for generating detailed test vectors, 
gathering timing measurements to increase the accuracy of more abstract 
models, and investigating interactions with closely connected components. It 
unambiguously documents the design solution. 

2.5.3 Logic-Level Model 
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Figure 2.33 Logic-Level Model 

A logic-level model describes a component in terms of equivalent 
Boolean logic functions and simple memory devices such as flip-flops. The 
logic-level model does not describe the exact implementation in logic gates. 
The logic expressions can be transformed or reduced into functionally 
equivalent forms prior to target implementation in logic blocks. 

The primary purpose of logic models is to develop logical expressions for 
reduction into logic gates, and to test that these expressions implement the 
required functionality, usually for a portion of an IC component. They also 
support re-use of a detailed design by documenting the logic in a fairly 
process-neutral format that can be targeted to specific technologies or 
process lines through automatic synthesis. 
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2.5.4 Cell-Level Model 
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Figure 2.34 Cell-Level Model 

A cell-level model describes the function, timing, and structure of a 
component in terms of the structural interconnection of Boolean logic 
blocks. The Boolean logic behavior blocks implement simple Boolean 
functions such as NAND, NOR, NOT, AND, OR, and XOR. A cell-level 
model describes the actual structure and versions of cells that are assembled 
to implement the target component. 

The primary purpose of a cell-level model is to document the particular 
implementation of an IC component in terms of the interconnection of 
elements from a specific logic-family library, for fault-grading and 
production of operational test-vectors, to determine the precise timing 
response of the circuit to stimuli to increase the accuracy of more abstract 
models, to test that the design meets all timing and functionality 
requirements, and to optimize the cell-level implementation of the logical 
design. 

Since these logic-family libraries are most often digital standard cell 
libraries, or the equivalent for gate arrays, structured ASICs or 
programmable logic, we refer to this model as a cell-level model rather than 
the more common, but less precise, "gate-level model." Often, a standard 
cell maps into a complex Boolean function or a combination of several 
functions (such as AND-OR-INVERT). 
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2.6 Switch-Level Model 
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Figure 2.35 Switch-Level Model 

A switch-level model describes the interconnection of the transistors 
composing a logic circuit. The transistors are modeled as simple, voltage- 
controlled, on-off switches. 

The primary purpose of a switch-level model is to efficiently determine 
the response of a portion of an IC, usually a gate or set of gates, to increase 
the accuracy of more abstract models. This determination is more efficient 
though coarser than circuit-level models. 

2.6.1 Circuit-Level Model 
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Figure 2.36 Circuit-Level Model 

A circuit-level model describes the operation of a circuit in terms of the 
voltage-current behaviors of resistor, capacitor, inductor, and semiconductor 
circuit components and their interconnection. 

The primary purpose of a circuit model is to determine the response of a 
portion of an IC, usually a gate or set of gates, to optimize its design 
according to its requirements. It can accurately determine the design's 
minimum and maximum propagation, switching times, and loading and 
driving capabilities in terms of transistor and conductor properties and 
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configurations, which increase the accuracy of more abstract switch-and 
gate-level models. 

2.7 Implementation-Level Performance Models 

These models define data required for timing and power-driven 
implementation and verification of an SoC design incorporating 
Components. The models complement many of the models in Section 2.5, 
"Hardware Models," and support design phases of logic synthesis, static 
timing analysis, and power analysis. 

2.7.1 Basic Delay Model 
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Figure 2.37 Basic Delay Model 

The basic delay model defines the timing specification of the component. 
It is required for delay calculation, and is the basis for the "timing analysis 
model" described in Section 2.7.2. The basic delay model includes path 
delays associated with timing arcs; signal slew rates for output signals; and 
timing checks, associated with timing arcs. The delay calculation model 
should include the dependence of signal delays and slews on the 
environment of the component, given an appropriate implementation 
technology. 
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2.7.2 Timing Analysis Model 
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Figure 2.38 Timing Analysis Model 

The timing analysis model describes the static timing characteristics of 
the component, including interface and timing arc attributes that are not 
included in the "basic delay model" described in Section 2.7.1, but are 
necessary for static-timing analysis. The model includes state-dependent 
timing and modes of operation; insertion delay and skew of clock networks 
within the block; multiple operating conditions; design properties; multi- 
cycle and false paths; the parasitics of peripheral interconnect (for use at 
circuit level), and physical connection points (for use at circuit level). 

2.7.3 Power Model 
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Figure 2.39 Power Model 

The power model defines the power specification of a component. This 
may depend on one or many atomic power models, which contain no 
hierarchy and no dependencies on other power models. A power model 
should be able to represent both dynamic and static power. Power models 
may be provided with various levels of transparency and accuracy, such as 
black-box or gray-box requirements, RTL source, cell-level netlist, and 
circuit-level (transistor) netlist. 
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Note that the axis system described earlier proves less useful in 
describing power models, since there is nowhere to indicate the power 
values that such models generate. This would generally be true of many 
other attributes of a system such as size, cost, reliability, and so on. 
However, there is in most cases a connection between the ability to estimate 
these attributes and the resolution of the model used to predict them. 

2.7.4 Peripheral-Interconnect Model 
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Figure 2.40 Peripheral-Interconnect Model 

A peripheral-interconnect model represents an interface interconnection 
network "shell" around an internal component-delay model. It specifies 
interconnect RCs (resistances and capacitances) between physical VO ports 
and the internal gates of a component. This provides a separation of 
peripheral interconnect RCs from the component intrinsic delays. Thus, 
delay calculation at the next level can be performed using actual 
interconnect rather than an inaccurate approximation of loading and 
interconnect. 

Note that the axis system described earlier proves less useful in 
describing peripheral-interconnect models, since there is nowhere to indicate 
the RC values such models generate. 

2.8 Software Models 

The following sections define the forms of software and the levels of 
abstraction in the software hierarchy. For a more detailed discussion of the 
concepts associated with software and the connection between the hardware 
and software components of a system, the reader should also refer to Chapter 
5, "Hardware-dependent Software." 
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2.8.1 Requirements Modeling 

1 sw Programming Level I 
Figure 2.41 Requirements Modeling 

Requirements or specijkation modeling is done at the very high level for 
a system or for software. Examples of models at this level are those 
generated using object-oriented analysis in schemes such as OMT (Object 
Modeling Technique) and UML (the Unified Modeling Language). 

2.8.2 Pseudo-Code 

1 SW Programming Level I 
Figure 2.42 Pseudo-Code 

Pseudo-code is a simplified or abstracted code form that is used as an 
intermediate step toward preparation of standard high-level-language code. 
Some UML models, such as state diagrams annotated with the Action 
Semantics language, can be thought of as pseudo-code, and tools may be 
able to use this code to generate executable code in standard languages such 
as C, C++, or Java. 

2.8.3 High-Level Language (HLL) 

SW Programming Level .=-a.. 

Figure 2.43 High-Level Language 

High-level-language software is a machine-independent (retargetable) 
form of software that conforms to a standard language grammar and syntax. 
It is characterized by text-based arbitrary symbolic variable names and 
control constructs, and uses algebraic expression statements. Examples 
include many languages in use over the years, including FORTRAN, 
COBOL, C, Ada, C++, Java, and others. 
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2.8.4 Assembly Code 

SW Programming Level - : ;a ; ; ; . 
Figure 2.44 Assembly Code 

Assembly code is mnemonic-based object code. For more information, 
see Section 2.8.6, "Object Code." Assembly code tends to be text-based, but 
with limited expression syntax, usually restricted to a set of explicit 
operators and register names. Operators tend to be simple arithmetic and 
logic operations. Each line typically specifies one operation per instruction 
cycle. Data variables are usually related to specific memory addresses. Very 
Long Instruction Word (VLIW) machines or multi-issue (multi-operation) 
machines may have assembly formats in which multiple operations that are 
executed in one instruction cycle are specified on one line of assembly, 
separated by standard delimiters (such as ";"). This is not to be confused 
with microcode, as discussed in the next section, in which the control 
instructions control the various portions of the machine micro-architecture at 
a fine-grained level; multi-operation assembly instructions are at a higher 
abstraction level. 

2.8.5 Microcode 

1 SW Programming Level I 
Figure 2.45 Microcode 

Microcode consists of machine-executable control instructions that 
individually control phases of execution and internal processor structures. It 
is much like assembly code, but instead of specifj4ng one operation per 
instruction cycle as in assembly code, microcode specifies the settings for 
several units, such as buses, multiplexers, and function units for each clock 
cycle to accomplish the type of operation typically specified by a single 
assembly instruction. Several microcode instructions typically compose a 
traditional assembly instruction in a microcode-based architecture. Each 
assembly-level instruction is typically decomposed into a microcode routine 
which is a set of microcode instructions. See Section 2.9.2.7, "Firmware." 
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Microcoded machines have gone into and out of fashion over the past 
years, but should not be confused in general with multi-operation, multi- 
issue machines such as VLIW processors. 

2.8.6 Object Code 

1 SW Programming Level e: : : : : . I 

Figure 2.46 Object Code 

Object code consists of machine-executable control instructions. There is 
usually no symbolic representation in object code. The code is expressed 
directly in the form acceptable by the digital logic on the processor, usually 
as numeric ones and zeros. Object code is composed of the strings of ones 
and zeros that are used directly by the hardware, whether it is coming from 
ROM, RAM, or direct input. HLL compilers, assemblers at the assembly 
level and microcode-generation systems all produce object code. Object 
code is also called machine code. 

2.9 Supporting Terms 

The following sections list a collection of terms and their definitions that 
support the definitions in the previous sections. These terms tend to be more 
general than the previous model-specific terms, yet clear interpretations of 
these terms are not often found within our context. The previous definitions 
rely on an unambiguous understanding of their meanings. 

2.9.1 Abstraction Level and Hierarchy 

2.9.1.1 Abstraction Level 

The abstraction level is an indication of the degree of detail specified 
about how a function is to be implemented. Abstraction is inversely related 
to the resolution of detail. If there is much detail, or high resolution, the 
abstraction is said to be low. More implementation details become 
constrained as the abstraction level is lowered. 

The abstraction levels form a hierarchy. A design at a given abstraction 
level is described in terms of a set of constituent items and their inter- 
relationships, which in turn can be decomposed into their constituent parts at 
a lower level of abstraction. 
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For example, consider the function: 

c = a convolved with b 

This function is more abstract than the following: 

c = id$( dft(a) * dft(b) ); 

The second function shows more information about how to compute (or 
implement) the function. The function could have been implemented in other 
ways (such as c = S ai+k * bn-k), so the second equation provides details 
that are not contained in first equation. 

An even lower level of abstraction for the example would be an 
implementation of the equation in the form of a multiplier or accumulator 
with an FSM controller. This description provides more constraining 
information about the implementation, since the second equation could have 
been implemented and described in other ways, such as a software- 
programmed computer. 

A still lower abstraction level would be a logic-gate netlist for the FSM 
and multiplier or accumulator. For example, it would resolve more details 
about how to implement the adder function, and therefore it would constrain 
the implementation further. 

An even lower abstraction level would be the polygon layout for the 
logic, since more details would be resolved and constrained. 

It should be evident that many intermediate levels of abstraction were 
skipped in this example. 

It should be noted that abstraction level does not indicate accuracy. 
Abstraction and accuracy should be distinguished in the same sense that 
precision is different from accuracy. For example, an abstract-behavioral 
model of a deterministic processing element could describe the execution of 
a given function as consuming 100.288 microseconds, while a much less 
abstract RTL model would concur with exactly the time in terms of 100288 
1-nanosecond (1 GHz) clock cycles. Thus, both models can be equally 
accurate but differ in abstraction. 

2.9.1.2 Hierarchy 

Hierarchy is a multi-level classification system that supports aggregation 
and decomposition. A node at a given level of the hierarchy can be 
represented by the set of its descendant nodes (and their inter-relationships) 
on the next lower level. 
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The important hierarchies include the functional or logical hierarchy and 
the physical hierarchy. Often there is a correspondence between these 
hierarchies, but not always. 

A functional hierarchy decomposes a system according to its functional 
parts, such as receiver, product detector, convolver, multiplier or 
accumulator, register or multiplexer, and logic gate. 

A physical hierarchy may decompose a system according to its physical 
structure, such as racks, frames, chassis, boards, modules, chips, cells, gates, 
and transistors. 

The functional-to-physical-structure mapping tends to shift with model 
year as integration levels increase. 

2.9.2 Design Object Classes 

2.9.2.1 System 

A system is any composition of parts that performs a function or set of 
functions. The boundaries of a system usually follow the structural 
implementation, but may also cross physical boundaries. For instance, a 
memory system XYZ might share boards P, Q, R, and S with other systems. 
Systems are typically hierarchical in that a system may be composed of sub- 
system component~. A system is characterized by the interrelations and 
behaviors of its components. 

Examples of systems are: 
1. Digital signal processing system, which is composed of sub- 

systems such as: 

o 110 system 
o Network communication system 
o Local and distributed operating systems 
o Run-time command processing and control systems 
o Processor clusters, or multi-node board systems 
o Power supply system 

2. Multi-node, processor-board system, composed of sub-systems 
such as: 

o Processor-element subsystems 
o Shared memory system 
o Scan-chain control system 

3. Processing element system (analogous to a CPU system), 
composed of sub-systems such as: 
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o Local memory system 
o Local node operating system 
o Processor unit sub-system 
o Inter-PE communication system 
o Run-time, node-control system 

To make the term system clear, it is recommended that the appropriate 
qualifier be stated before its use, such as "CPU memory system," "radar 
system," "DSP system," and so on. 

Most systems are components of larger systems. The terms "system" and 
"componenty' can therefore be used to refer to the same item, but from 
different viewpoints. It is best to use the former term when speaking of the 
item and its constituent parts, and the latter term when speaking of the item 
as a constituent of a larger system. 

2.9.2.2 Component, Module 

A component or module is any part of a design that may be instantiated 
one or more times and combined with other components to form a system or 
module. A functional component of a system implements a specified 
function. A hardware component of a system may be a (populated) chassis, 
board, IC, macro-cell, connector, and so on. A software component or 
module may be a collection of routines, such as an operating system, or 
library, as well as a single routine. 

Often, the word "component" has been used to specifically designate an 
IC chip, as in a board component, which indicates a specific structural 
partitioning. However, since terms such as "IC-chip" adequately describe 
such devices, it is preferable to not confine the usage of the word component 
to that single structural level. 

Similarly, the word "module" has often been used to designate a multi- 
chip substrate that is a board component such as the multi-chip module 
(MCM). However, the word module has also been used to designate larger 
systems such as the Lunar Module and other non-hardware items such as 
software code modules. Therefore, the synonyms component and module are 
used in a recursive and hierarchical terminology that may correspond to 
either the functional or structural implementation. 

Every complex component is itself a system. The terms "system" and 
"component" (or "module") can therefore be used to refer to the same item, 
but from different viewpoints. Use the former when speaking of the item and 
its constituent parts, and the latter when speaking of the item as a constituent 
of the larger system. 
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2.9.2.3 Architecture 

Following the work being done by the IEEE Architecture Working 
Group of the Software Engineering Standards Committee [IEEE 14711, an 
architecture is: 

"the highest-level conception of a system in its environment. " 

In particular, the standard comments: 

"An architecture is a property or concept of a system, not merely its 
structure ... any system has an architecture, whether or not it is 
documented ... The phrase 'highest-level' is used to indicate that an 
architecture abstracts away from details of design, implementation and 
operation of that system to focus on the system's 'unifiing or coherent 
form' ... architecture is not a property of the system alone, but that the 
system's environment is a consideration in the system 's architecture." 

However, in the context of this book, we use the following three 
definitions: 

In the context of software, architecture is the configuration of all 
software routines and services for meeting a system's objective. For 
example, application, operating system, and communication 
protocols can describe layers of a software architecture. 
In the context of hardware, architecture is the configuration of all 
physical elements for meeting a system's objective. 
In the context of systems, architecture is the collection and 
relationship of the system's constituent hardware and software 
components. For example, a multiprocessor system's architecture 
would include the hardware network architecture and the software 
architecture in the form of distributed and local operating systems, 
and application and control routines. 

An additional concept, related to architecture, that we propose is called a 
Jirnctional-to-physical architecture mapping, which is a "mapping" between 
a functional model of a system and an architecture that implements the 
functions implied by the functional model. Such a mapping explicitly ties 
together the main structural components of the system, in both the hardware 
and software senses, and the functions that are associated with each of them. 
This mapping should deal with the required communications between 
functions, and the components in the architecture that are used to realize this 
communication (for example, in the hardware domain, buses; in the software 
domain, messaging routines; between hardware and software, memory- 
mapped 110). In some contexts, the combination of the architecture of a 
system-as defined earlier-the functional model of the system, and the 
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mapping between the two, along with associated implementation constraints, 
is called an architecture. 

2.9.2.4 Structure 

The following description draws on the IEEE 1471 work and suggestions 
by JP Calvez: 

Structure is something arranged in a deJnite pattern of organization, the 
organization of parts as dominated by the general character of the whole 
and the aggregate of elements of an entity in their relationships to each 
other. Traditionally in electronics and software, 'Structure is the 
components and organization of physically identijiable things, whether 
hardware entities or software objects such as modules, or both. " 

2.9.2.5 Hardware 

Hardware is a physical component or system implementation of 
functions. It is especially the intrinsic functional aspects of physical systems 
that are not electronically modifiable (software-configurable or 
programmable hardware is simply a software selection of intrinsic hardware 
functionality). Modification of intrinsic hardware functionality usually does 
not occur after construction and cannot be changed without physical 
alteration, since it requires mechanical alteration of circuits. In other words, 
the intrinsic hardware functionality is set, unless physically altered. 
Hardware is not intended to change over the unit's life-cycle without 
physical alteration. 

2.9.2.6 Software 

Software comprises the electronically modifiable aspects of a system's 
behavior. This refers especially to aspects that are intended to be changeable 
multiple times over a unit's life-cycle. Software is often the set of 
electronically modifiable instruction sequences that are interpreted by 
hardware and thereby control the operation of the hardware. 

2.9.2.7 Firmware 

Firmware is a set of electronically modifiable aspects of a system's 
behavior that is not intended to be altered often, if at all, during a unit's life- 
cycle. Traditionally, the term has applied to software that is "hard-wired" 
and cannot be easily changed during the unit life-cycle, but this definition 
may be too narrow for modern technologies where data can be downloaded 
and FPGAs reprogrammed while the unit is running. 
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2.9.3 Information Classes 

It is often useful to distinguish between two major types of information 
that are present in a system: application data and control data. Several other 
terms depend on distinct definitions for the terms that follow. 

2.9.3.1 Application Data 

Application data information that is the object of computation or 
communication, that does not affect, determine, or change the sequence of 
subsequent operations. 

Because decisions as to what to include in a model often pertain to 
portions of the design defined as control or data, an orthogonal classification 
must be made to distinguish between control versus data. The challenge in 
making this classification is that data is control to some and control is data to 
others; it is "view" specific. For example, all the "signals" used to control a 
protocol to transfer data over a bus may be viewed as control by a bus 
designer. But another designer may view any clocked input as data for a 
synchronous design. 

2.9.3.2 Control Data 

Control data includes information that affects, determines, or changes 
subsequent events or operations. 

2.9.4 Design Process Terms 

2.9.4.1 Synthesis 

Design synthesis is the process of creating a representation of a system at 
a lower level of design abstraction from a higher-level (more abstract) 
representation. The synthesized representation should have the same 
function as the higher-level representation. Synthesis literally means the 
combining of constituent entities to form a whole unit. In system design, 
synthesis refers to the process of finding a set of elements and a way of 
combining them, such that when so combined to form a system, the system 
meets its requirements. Synthesis may be automated or done manually, but 
the term is usually used in reference to an automatic process. 

2.9.4.2 Simulation 

Simulation is the process of applying stimuli to a model and producing 
the corresponding responses from the model (when those responses would 
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occur), in such a way that the responses match the "real-life" expected 
responses from the system which the model purports to represent. 

2.9.4.3 Emulation 

Emulation performs the same function as simulation except that a 
surrogate design is automatically implemented from the design model and 
programmed into a reprogrammable infrastructure, such as a number of 
interconnected FPGAs. This emulation model should behave in a 
functionally identical manner to the model, and to the actual real-life system 
which the model intends to represent 

2.9.4.4 Interface-Based Design 

Interface-based design [BAI 001 is a design flow that moves design from 
an interconnected set of communicating processes with clearly defined and 
separately captured interface protocols (usually intended to test conceptual 
behavior) to interconnected realized components in the final system. At this 
design point, interactions conform to the interface specifications captured at 
all the levels of abstraction. 

At the higher levels of abstraction, the set of operations or tasks required 
to perform an application are initially linked by "ideal" channels through 
which information is sent and received as needed, without concern for 
conflicting resource requests or synchronization. At this stage, the 
architectural design may be concerned only with functionality or with 
communication protocols. 

As this design is refined, common communication resources are 
specified, control protocols administered, and sharing of functional units 
identified. The common issues associated with system design become 
visible, and the design moves from that of the ideal to the real. 

The separate specification of the interfaces allows the design process to 
proceed fully and concurrently with the minimum of design interference 
between teams working on separate components. 

2.9.4.5 Top-Down Design 

Top-down design refers to the flow of design-driving requirements from 
the abstract function (high-level or top) to the specific implementation (low- 
level details or bottom). It is the process whereby requirements are 
developed for the components of a given level of the design-abstraction 
hierarchy that are used to drive the design and selection of components in 
the lower levels. In contrast, bottom-up design refers to the process of pre- 
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selecting certain components, and then partitioning the remaining 
requirements accordingly. 

An example of a top-down design process is one that consists of the 
following steps: 

1. A behavioral level model is partitioned into sub-modules. 
2. Interfaces between sub-modules are defined. 
3. Resources and requirements for each component module are defined. 
4. The process verifies that the partitioned form is equivalent in timing 

and function to the unpartitioned behavioral model. 
5. Steps 1-4 are repeated recursively for each sub-module, until suffi- 

cient detail is resolved for physical construction, loading, and 
operating the system. 

During a recursion of steps 1-4, if the verification fails due to an 
unobtainable requirement, the critical issue is passed upward for reallocation 
of the requirements. Then the recursion begins again. 

Top-down design has in the past been interpreted by some designers 
literally, as a prescribed and rigid time order of abstraction focus, such that 
the abstract design would be completed prior to the detailed design in 
sequence. That interpretation should be avoided because it does not apply to 
realistic design situations in which top levels could specify unattainable 
requirements for the lower sub-modules. The preferable interpretation is that 
multiple levels of the design process are active concurrently, but the flow of 
requirements is from top to bottom, with feedback on how well the 
requirements can be met flowing from bottom to top. 

2.9.4.6 Prototype 

A prototype is a preliminary working example or model of a product, 
component, or system. It is often abstract or lacking in some details from the 
final version. Two classes of prototypes are used in design processes: 
physical prototypes and virtual prototypes. 

The purpose of a prototype is for testing, exploration, demonstration, 
validation, and as a design aid. It is used for testing design concepts and 
exploring design alternatives. Prototypes are also used to demonstrate design 
solutions or validate design features. 

2.9.4.7 Physical Prototype 

A physical prototype is a physical model of a product, component, or 
system. The traditional prototype is a physical prototype, as opposed to a 
virtual prototype. See Section 2.9.4.8, "Virtual Prototype." 

Examples of physical prototypes are: bread boards, mock-ups, and brass 
boards. Physical prototypes are characterized by fabrication times that 
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typically require weeks to months and take days or weeks to modify. 
Construction usually involves detailed design, layout, board or integrated- 
circuit fabrication, ordering, and mounting using solder or wire-wrap. 
Additionally, programmable systems or parts require detailed target-software 
design of drivers and operating system, or programming PLAs, FPGAs, and 
PROMS. 

2.9.4.8 Virtual Prototype 

A virtual prototype is a computer-simulation, or emulation model of a 
final product, component, or system. Unlike the other modeling terms that 
distinguish models based on their characteristics, the term virtual prototype 
does not refer to any particular model characteristic but rather it refers to the 
role of the model within a design process. A virtual prototype refers to the 
role of: 

Exploring design alternatives 
Demonstrating design concepts 
Testing for requirements satisfaction and correctness 

For more information see Section 2.9.4.6, "Prototype," and Section 
2.9.4.7, "Physical Prototype." 

Virtual prototypes can be constructed at any level of abstraction and may 
include a mixture of levels. Several virtual prototypes of a system under 
design may exist as long as each fulfils the role of a prototype. To be useful 
in a larger system design, a virtual-prototype model should define the 
interfaces of the component or system under design. 

In contrast to a physical prototype, which requires detailed hardware and 
software design, a virtual prototype can be configured more quickly and 
cost-effectively, can be more abstract, and can be invoked earlier in the 
design process. A distinction is that a virtual prototype, being a computer 
simulation or emulation, provides greater non-invasive observability of 
internal states than is normally practical from physical prototypes. 

2.9.4.9 Virtual Prototyping 

Virtual prototyping is the activity of configuring (constructing) and using 
(simulating) a computer software-based model of a product, system, or 
component to explore, test, demonstrate, or validate the design, its concept, 
or design features, alternatives, or choices. Specifically, this means using the 
virtual-prototype model as if it were an example of the final (physical) 
product. For more information see 2.9.4.6, "Prototype" and 2.9.4.8, "Virtual 
Prototype" 



62 Chapter 2 

2.9.5 Design-Tool Terms 

2.9.5.1 Model 

A model is the description of a function, system, or component that when 
executed (usually upon a simulator or emulator), replicates the operation of 
the intended function on applied stimuli. 

2.9.5.2 Emulator 

An emulator is a hardware device that mimics the electrical behavior at 
the interfaces of a component, or identified points within a component for 
in-circuit operation or as a faster means of performing a simulation. 

2.9.5.3 Simulator 

A simulator is a software utility for executing models within a computer. 
In the case of an HDL simulator, the simulator manages the passage of 
simulated time and creates the illusion of concurrent model and process 
execution. The simulator also provides user-interactive or batch- 
development capabilities such as execution control, which includes break- 
points, stepping, running, stopping, and continuing; tracing and examining 
model states; and setting model states. 

2.9.6 Verification and Test-Related Terms 

For additional terms related to the verification of systems, the reader 
should also see Chapter 3, "Functional Verification Taxonomy." 

2.9.6.1 Testbench 

A testbench is a model or collection of models or data files that applies 
stimuli to a device under test (DUT), or a device under verification (DUV), 
compares the DUTYs response with an expected response, and reports any 
differences observed during simulation. 

2.9.6.2 Test Vector 

A test vector is a set of values for all the external input ports (stimuli) and 
expected values for the output ports of a module under test. 
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2.9.6.3 Functional Test 

A jimctional test performs tests for the required function of a unit. 
Functional tests are independent of the implementation of the unit under test. 
Functional tests do not require implementation knowledge, but test for 
design errors and correctness. As such, functional tests do not check for 
physical hardware faults in the manufactured system. For instance, the 
functional test of a multiplier unit could be 4 * 7 = 28. Such tests check that 
the unit would perform multiplication and handle corner conditions such as 
four-quadrant signage. 

2.9.6.4 Operational Test 

An operational test performs tests for the proper operation of a unit. This 
test is implementation dependent, since it checks for hardware faults such as 
stuck-at, open, and short. It tests for physical faults in manufactured systems. 

2.9.6.5 Boundary Scan 

A boundary scan is a structured test technique for testing digital circuits. 
It consists of embedding shift registers at every pin (110) of a component so 
as to control and observe each and every pin independent of the internal 
logic of the component. Though designers have previously built scan cells in 
their own ways, IEEE has standardized a test architecture for boundary scan 
[IEEE 1 1491. 

2.9.6.6 Signature Analysis 

Signature analysis is the testing of digital circuits by applying stimuli (a 
set of inputs) and measuring the response of the circuit (called the test 
result). The result is compared against an expected pattern (called the 
signature) and fault analysis based on the stimuli (also called a test vector). 
The response is called signature analysis. 

2.9.7 Requirements and Specifications 

2.9.7.1 Specification 

A specifcation is any written document or executable program that 
explicitly states the quantities and functionalities either needed or provided 
by a system or component. The former class is called requirements 
specifcations while the latter are called design specifzcations. Many other 
types of specifications exist, such as manufacturing specifications, 
maintenance specifications, and test specifications. 
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2.9.7.2 Executable Specification (E-Spec) 

Traditionally, specifications are a collection of statements written as 
human-readable documents. The automated form of such statements 
implemented as executable programming models are known as E-Specs. 
Executable versions of requirements and design specifications, called ER- 
Specs and ED-Specs respectively, interact to test a design relative to its 
requirements. 

2.9.7.3 Requirement Specification (Req-Spec) 

A requirement specification states the necessary and sufficient qualities, 
quantities, and functions that a system or component must exhibit. 
Requirements may be expressed in terms of functions, specific values, 
allowable ranges, or inequalities such as maximums and minimums. 
Requirement specifications include both electrical behavior of function and 
timing as seen from the interface, and physical constraints of power, cost, 
size, fit, and weight. 

2.9.7.4 Executable-Requirement Specification (ER-Spec) 

Executable versions of Req-Specs are called ER-Specs. They test for 
requirement compliance by applying tests to candidate systems. In this role, 
an ER-Spec forms a testbench. 

2.9.7.5 Design Specification (Design-Spec) 

A design specification is the statement of a design solution. The Design- 
Spec states the requirements for each the system's constituent components 
and how to configure them as well as the resultant performance, 
functionality, and other pertinent quantities that characterize the system as 
designed. The components may be architectural blocks, hardware elements, 
software elements, or combinations. 

2.9.7.6 Executable Design Specification (ED-Spec) 

Executable versions of Design-Specs are called ED-Specs. They are used 
to interact with ER-Specs for automatic requirements testing. An ED-Spec 
model represents the component or system, while the ER-Spec forms a 
testbench. 
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2.9.8 Reusability and Interoperability 

2.9.8.1 Reusability 

Reusability is the degree to which a module, component, or system may 
be used again in other instances for which it may or may not have been 
specifically intended. Reuse occurs across several dimensions, such as life- 
cycle phases, at the packaging levels, and across model-years. Reuse occurs 
at various distinct levels, such as: 

Reuse of components (hardware parts) or modules (software object- 
code), also called direct implementation 
Reuse of hardware logic or software source-code recast in new 
technology or integrated with other logic or code 
Reuse of architecture through re-implementation of functional block 
concept with new partitioning, integration, or technologies 

2.9.8.2 Model Interoperability 

Model interoperability designates the degree to which one model may be 
connected to other models and function properly, with a modicum of effort. 
Model interoperability requires agreement in interface structure, data format, 
timing, protocol, and the information content and semantics of exchanged 
signals. 

2.9.9 Interface-Related Terms 

2.9.9.1 General Interface Terms 

The following set of terms is expected to be common to all component 
interfaces: 

Interface - An interface to a component is the sum of all 
communication-both implicit and explicit-between that component and 
everything in its environment. It may include not only the static types and 
sizes of ports, but also the definition of the entire protocol necessary to 
communicate with a specific instantiation of the component. The interface 
may define a protocol at many levels of abstraction. These levels must be 
consistent with each other so that the capabilities of the communication 
protocol observed at one level of abstraction hold at all levels of abstraction 
below that. An interface to a virtual component consists of a set of channels 
and the protocols defined on these channels. The point at which a channel 
connects to a component is known as aport. 
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Interface Abstraction Layers/Levels - These are the differing levels of 
protocol specification that may accompany an interface description. 
Depending upon the type of interface, certain properties suitable for the 
description of each layer may be specified. Levels of abstraction on 
interfaces may be used for: 

Data (for example, from enumeration to bit mask) 
Communication (for example, from point-to-point to bus 
communication or from transaction level to messages to cells) 
Resource (for example, infinite buffer and non blocking to fixed 
register and blocking) 
Time (for example, dataflow to serial processes to clocked) 

Virtual Component Interface (VCI) - The VCI is the interface of a 
Virtual Component. It encompasses all the interface abstraction layers from 
the most abstract layer down to the lowest specified level 

Channel - The connectivity mechanism between any two components. 
Each channel has associated attributes along with its behavior. A channel 
may be specified at multiple levels of abstraction. 

Ports - A port is a connectable point on the component through which 
information may travel. A port may have specified attributes and constraints 
that can range from the direction and size of the port to the definition of the 
behavioral principle of the port (such as blocking-read) to the specification 
of the protocol in which the port performs a role. 

Protocol - The specification of the communications etiquette. A protocol 
may include the specification of the control lines and their behavior and 
relationship to data, the specification of the data types and their values (if 
necessary), communication timing, state (if implied by the communication 
semantics), and so on. 

Behavioral Blocks - The behavioral entities that correspond to 
components stripped of their interface protocols are referred to as 
"behavioral blocks." 

Protocol Blocks - The specification of how a set of transport objects and 
their data combine and cooperate to perform a higher-level task. They can be 
thought of as "pattern mappings" from one layer of abstraction to another. 

Atomic - Defines a property on an interface action. An atomic action 
either completes fully or not at all. An atomic action that completes fully 
does so without the possibility of interruption or interference. If an atomic 
action does not complete fully (that is, it is abandoned) then the state of the 
system must be as if the action had never started. This is sometimes called 
run to completion. 

Datum - A datum is a primitive object that is based on a set of primitive 
data types (such as "integer," "string," "character," and so on). Data may be 
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transmitted through interface ports by transport objects such as messages and 
be acted upon by behavior objects such as protocol blocks. 

Cell - A cell is a grouping of zero or more datums (data). Cells may be 
passed and used like data. 

Packet - A packet is a transport object consisting of a group of cells 
transferred across the component interface. 

Operation - An operation is a specialized transport object consisting of a 
pair of packets, which are usually transferred in different directions, for 
example, a request packet and a response packet. 

Packet Chain - A packet chain is a non-atomic specialized transport 
object consisting of a set of logically connected packets transferred in the 
same direction across a component Interface. The chain of packets is 
connected because no intervening packets are allowed on the same channel. 

Message - A message is an atomic transport object that transfers zero or 
more cells or data in the same direction to or from a port. 

Transaction - A transaction is a non-atomic transport object that 
consists of a set of messages or packet chains across ports and along 
channels. 

Attribute - These are some classifications by which the behaviors of 
objects can be more specifically defined. For example, a basic transaction 
may be a read and an attribute on that read could be blocking. 



CHAPTER 3 FUNCTIONAL VERIFICATION 

TAXONOMY 

3.1 Introduction 

This section is intended to provide a classification of the various 
functional verification technologies and uniform definitions of terms used in 
these technologies. 

The intended audience for this section includes design and verification 
engineers involved in the creation of virtual components (VCs) as well as 
those engineers who are integrating VCs and verifying SoC designs 
containing VCs. 

3.1.1 Classifications of Verification 

A framework for classifying functional verification technologies and 
methodologies into a logical structure is shown in Table 3-1. It defines four 
broad categories of verification: 

VC Verification Integration Verification 

Intent Verification X X 

Equivalence Verification X X 
Table 3-1 Verification Classification 

This section of the taxonomy is organized into these four main categories 
and includes a detailed description of tools and techniques to implement 
each type of verification. 

Intent Verification. The purpose of this activity is to verify that the 
designer's intended functionality has been correctly captured in the 
design. Typically this is done at the highest level of abstraction. The 
end result establishes a "golden model" that can be used as a 
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reference for the more detailed design views created throughout the 
design process. 
Equivalence Verification. The purpose of this activity is to verify 
that the functionality of the various design levels created through the 
design process matches the functionality of the "golden model." 
VC Verification. This is the process of verifying the functionality 
of a virtual component, that is, unit test. 
Integration Verification. This is the process of verifying a system- 
on-chip (SoC) design that contains one or more VCs, that is, system- 
level test of the SoC. 

Clearly there is a large overlap between the techniques and tools used for 
each of these four tasks. VC verification and integration verification use the 
same or similar processes. However, the models and sources of verification 
test suites may be significantly different. For VC verification, it is critical to 
verify the detailed functionality of the logic internal to the VC to ensure that 
the VC was implemented correctly. Integration verification is focused on the 
interconnection of VCs and their interaction, which can be achieved with 
models that accurately model the VC interface but approximate the internal 
functionality. 

This document focuses on verifLing that a design matches its intended 
functional behavior as captured in specifications. It does not address high- 
level issues of validation, such as whether the specification properly captures 
customer, system-level intent. 

3.1.2 Definitions 

Term Definition 

Equivalence Verification or Process of determining whether two designs 
Checking (which could be of differing levels of abstraction 

or format) match in terms of functionality; 
equivalence checking is often performed 
statically using formal methods 

Integration Verification Process of verifling the functionality of a 
system-on-chip (SoC) design that contains one 
or more virtual components 

Intent Verification Process of determining whether a design fulfills 
a specification of its behavior 

Provider Functional Verification performed by the VC provider 
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Term Definition 

Verification 
VC Verification Process of verifying the functionality of a virtual 

component, for example, unit test of that 
component 

Table 3-2 Verification Definitions 

3.2 Intent Verification 

The following sections give the tools and techniques that are appropriate 
for intent verification. 

3.2.1 Dynamic Verification 

Dynamic verifzcation involves exercise of a model or models of a design, 
or a hardware implementation of the design, with a set of stimuli. The 
following dynamic verification tools and techniques are applicable to intent 
verification. 

3.2.1.1 Deterministic Simulation 

Simulation is the process of applying stimuli to a model and producing 
the corresponding responses from that model. In deterministic simulation, 
the stimulus is specified explicitly and an expected response from the model 
can be predicted and checked. There are two types of simulators: event 
based and cycle based. 

Event-based software simulators operate by taking events, one at a time, 
and propagating them through a design until a steady state condition is 
achieved. The design models include the concept of intra-cycle timing as 
well as functionality. Any change in input stimulus is identified as an event 
and will be propagated through each stage in the design. A design element 
may be evaluated several times in a single cycle of each clock due to the 
different arrival times of the inputs and due to the feedback of signals from 
downstream design elements. While this provides a highly accurate 
simulation environment, the speed of execution is dependent upon the size of 
the design and can be relatively slow for large designs. 

Cycle-based simulators take a different approach. Cycle-based simulators 
have no notion of intra-cycle timing and evaluate the logic between state 
elements and/or ports in a single shot. Since each logic element is evaluated 
only once per cycle, this approach significantly reduces the execution time. 
The simpler model used by a cycle-based simulator (no timing, fewer logic 
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states, and so forth) can lead to restrictions on the types of circuits that these 
simulators can handle. For example, circuits that rely on intra-cycle timing 
or propagation of unknown values for proper simulation may not work with 
a cycle-based approach. 

3.2.1.2 Random Pattern Simulation 

In directed random verification, random address, data, and control values 
are driven onto a bus or set of signals, and one or more bus protocol 
checkers verify that bus protocol violations do not occur as a result of these 
operations. This verification approach is well suited to bus verification, 
although random patterns may be useful for simulation of other design 
structures. 

The verification test suites are directed, in that the cycles generated are 
not purely random but are created to stress the design in specific ways. The 
pattern generators can be set to create specific transaction types, such as 
read, write, and read-modify-write in a pseudo-random sequence, but with 
specific distributions; for example, 20 percent read, 30 percent write, 50 
percent read-modify-write. Similarly, data and address fields can be 
generated in a random sequence, but within specified limits or using a 
limited set of discrete values. Of course the sequences have to all be valid 
functions. 

These types of verification tests verify corner conditions and sequential 
or data-dependent situations that are difficult to identify with deterministic 
simulation. With this methodology, any algorithmic errors are identified and 
fixed early in the design cycle. 

In non-directed simulation, the inputs of a design are driven directly from 
a random pattern generator and the outputs are checked for any invalid 
operations. This approach is used most often to verify data-path and 
arithmetic elements, or to verify small blocks that can accept any random 
input sequence. 

3.2.1.3 Hardware Acceleration 

Hardware acceleration is the mapping of some or all of the components 
in a software simulation into a hardware platform specifically designed for 
speed up of certain simulation operations. Most commonly, the verification 
testbench remains running in software while the design being verified is run 
in the hardware accelerator. Some types of accelerators can also run 
behavioral code, in which cycle-by-cycle behavior is not fully specified. In 
this case, it may be possible to run an entire deterministic or random pattern 
simulation entirely in hardware. 



Functional Verzjkation Taxonomy 73 

3.2.1.4 Hardware Modeling 

Sometimes software simulation models of some design components are 
unavailable, or are insufficiently accurate. One approach to this dilemma is 
to run a silicon component in a hardware modeler, connected to the software 
simulator. A hardware modeler receives inputs from the simulator, applies 
the input to the component and runs one more cycle, then captures outputs of 
the component and sends them back to the simulator. 

3.2.1.5 Monitors 

Monitors are probes that watch signals in the design. The probes can be 
used for various purposes, for example: 

Protocol verification: ensuring that the interface signals obey the 
protocol defined for the interface 
Performance verification: ensuring that the interface signals obey the 
performance targets defined for the design (in terms of cycle counts 
rather than intra-cycle measures or time intervals) 
Recording functional coverage data 
Monitors may be split into two types: 
Interface monitors that only monitor design interface signals 
Internal monitors that only monitor signals internal to the design 

Monitors for a VC should be usable at both the VC verification level and 
at the SoC level (to ensure that the VC is working correctly within the VC 
integrator's system). 

3.2.1.6 Protocol Checkers 

Protocol checkers are elements that monitor the transactions on an 
interface and check for any invalid operations. If an invalid operation is 
detected in the simulation, it is flagged as an error. These checkers can be 
embedded in the verification testbench and not be part of the design. For this 
application, the checkers are active only during simulations. The checkers 
may also be embedded in the design, where they can actively check for 
violations not only in the simulation but also during the normal operation of 
an actual physical device. Checkers embedded in the design should be 
synthesizable to gates. 

3.2.1.7 Expected Results Checkers 

An expected results checker is part of the system verification testbench 
that checks the results of a simulation against a previously specified, 
expected response file. If discrepancies occur, they will be flagged. 
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3.2.2 Static Functional Verification 

Staticfinctional verifzcation exploits formal mathematical techniques to 
verify a design without the use of verification test suites. There is no 
industry consensus on the verification approaches included under the static 
functional verification label. Some consider static functional verification to 
be a subset of formal verification; others consider them equivalent. Because 
of this lack of consensus, this document does not consider static functional 
verification as a distinct technique. 

3.2.3 Formal Verification 

Formal verification uses mathematical techniques to verify functional 
aspects of a design. Since formal verification techniques rely on 
mathematical analysis of the design, verification test suites are not required. 
The scope of formal verification includes equivalence checking, which is 
covered in Section 3.3.2. The following formal verification tools and 
techniques are applicable to intent verification: 

3.2.3.1 PropertyIModel Checking 

Propertyhodel checking uses formal mathematical techniques to verify 
functional properties of designs. A model checker explores the entire state 
space of a design under all possible input conditions, finding bugs that can 
be difficult to catch through simulation. When a model checker reports a 
property to be true, a designer can be 100 percent sure that the report is 
accurate. Model checking does not require any verification testbench setup. 
The properties to be verified are specified in the form of queries using a 
specification language. When the model-checking tool finds an error, the 
tool generates a complete trace from an initial state to the state where the 
specified behavior or property failed. 

For many designs, only certain input conditions are allowed and therefore 
only a subset of the entire state space is legal. In this case, a model checker 
must provide some mechanism by which the designer can specify the 
allowable input sequences. These are usually specified using a constraint 
language that describes the bounds for legal input behavior. 

Model checking is usually more effective for verifying control-intensive 
designs than datapath-intensive designs. Systems containing datapaths 
typically have very large and deep state spaces; verification of properties on 
such systems can be expensive in memory and processor time. However, 
property-specific reductions can be used to analyze only that part of the 
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circuit relevant to the property and design abstraction, which can extend the 
range of model-checking applications. 

Model checkers usually verifl properties that a particular condition is 
always true, can eventually become true, or is never true, under all possible 
legal input sequences and legal states. Such a property is an assertion about 
the design, and quite often, is useful in simulation as well as in model 
checking. Depending upon the mechanism used, it may be possible to use 
the assertions from simulation directly as properties for model checking. 

Usually, assertions state that a particular condition must always be true; 
if that condition is ever violated in simulation, then the user is notified. 
When the condition is specified in terms of something that must never 
happen, this is sometimes called a checker. The checker "fires" when the 
specified condition is violated, and the simulation user is notified. 

3.2.3.2 Theorem Proving 

Verification systems based on theorem proving techniques typically 
support a specification language based on a chosen kind of formal logic and 
a set of strategies in the form of commands to mechanically construct a 
proof of an assertion in the logic. Theorem proving systems widely vary in 
the kind of formal logic they support and in the level automation they 
provide for constructing the proof. Most theorem proving systems support a 
form of universal, general-purpose logic, although there are systems that are 
customized for specialized or restricted types of logic. 

Formal verification of a hardware design, using a verification system 
based on theorem proving techniques, typically consists of first describing 
the design model (M) and the property (P) to be verified in the 
logic/specification language supported by the verification system. The 
property is verified by constructing a proof of a correctness assertion that M 
implies P for all possible input conditions. Successful completion of a proof 
of the correctness criterion guarantees that the property is true of the design 
for all possible input conditions. 

A number of theorem proving systems have been used to perform 
successful verification of large realistic designs, such as floating point units 
and complex pipeline control. 

As in model checking, verification by theorem proving does not require 
any verification testbench creation, but requires the formulation of properties 
to be proved. Unlike model checking, verification by theorem proving is not 
limited by the size of the inputs or the design state space. Hence, theorem 
proving is better suited for functional verification of datapath-oriented 
designs and higher level applications, such as floating point and pipeline 
control hazard verification. Theorem proving techniques can be used for 
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property checking, as well as equivalence checking between two models of a 
design. For checking equivalence between two models, an appropriate 
assertion relating the two models must be written and proven after 
describing the two models in the language of the verification system. 

The main drawback of verification by theorem proving is that it is not as 
automatic as model checking, since the user has to construct the proof 
interactively using the commands of the theorem prover. Another 
disadvantage is that in the event of a failure to construct a proof, the prover 
does not automatically construct a counter example trace. The user has to 
diagnose the cause of the failure by manually analyzing the failed state of 
the proof. 

3.2.4 Dynamic-Formal Hybrid Verification 

Some techniques link simulation and formal verification in order to take 
advantage of the thoroughness of formal techniques while handling larger 
designs and a wider range of design styles. 

3.2.4.1 Symbolic Simulation 

Although general purpose theorem proving is too interactive to be widely 
applicable, certain components of theorem proving systems, such as 
automatic procedures for deciding restricted types of logic, can be used to 
build stand-alone verification tools. Symbolic simulation, which supports 
design simulation over symbolic inputs denoting a set of inputs, is one such 
technology. A symbolic simulation tool uses symbolic values whenever 
possible, reverting to traditional simulation when required by design size or 
complexity. 

3.2.4.2 Dynamic Formal Verification 

Dynamic formal veriJication uses formal, mathematical methods to 
amplify or expand design behavior exercised in simulation. Like model 
checking, it targets assertions by considering a wide range of behaviors that 
conform to any input constraints. It does not necessarily start from the reset 
state and consider all possible behaviors for all time. Instead, it starts from a 
series of states already reached in simulation and explores a range of 
behavior around that state, usually bounded by sequential depth (the number 
of clocks). For example, dynamic formal verification may consider all 
possible five-cycle sequences of legal input changes and associated state 
transitions from each state in a simulation trace. This technique is optimized 
for finding ways to violate assertions; it is unlikely to prove that assertions 
can never be violated. 
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3.2.4.3 Formal Coverage 

Formal coverage, sometimes called semi-formal verzfzcation, refers to 
the use of static or dynamic formal methods to improve coverage results as 
measured by some appropriate metric. Usually, this is accomplished by 
placing assertions on points not covered in the existing simulation tests, and 
then targeting these assertions with formal methods. For example, an 
assertion could be placed inside a basic block in RTL to improve line 
coverage, or on a state machine to improve arc coverage. 

Formal coverage is an emerging verification methodology that is neither 
widely employed nor directly supported by many formal verification tools. 

3.2.4.4 Formal Constraint-Driven Stimulus Generation 

Formal constraint-driven stimulus generation is the utilization of formal 
methods to generate targeted tests that satisfy a given set of constraints. A 
set of constraints restricts the behavior of a subset of the design input signals 
over time. The constraints are expressed in a formal specification language 
(for example, temporal logic). Given the constraints, a stimulus generation 
tool that uses formal techniques calculates a sequence of stimulus for the 
design that satisfies the constraints. Depending on the level of integration 
between the generation tool and the simulator, the stimulus can be directly 
applied to the design or saved in a format suitable for simulation. 

This is an emerging verification methodology that is neither widely 
employed nor directly supported by many formal verification tools. 

3.2.5 Hardwarelsoftware Co-Verification 

In the hardware-software co-verijkation methodology, the verification 
of both the system hardware and software occurs simultaneously. Traditional 
system design flows occur serially, where the hardware is first fabricated and 
the system software is then written and debugged on the hardware. With co- 
verification, the software is executed on the hardware simulation platform 
while the hardware is being developed, and both hardware and software are 
debugged in parallel. 

Although the creation of the proper co-verification environment can 
require significant time and expertise, the rewards from using co-verification 
can be significant. Co-verification allows for many system-level bugs and 
issues to be uncovered and corrected before the SoC is actually fabricated. 
Running simulations with the actual processor and firmware code models the 
system much more accurately and allows for more extensive verification 
than with simple bus-model transactions used in older design flows. 
Software is also debugged and verified during the simulations, which allows 
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system bring-up and development to occur at an accelerated pace when the 
chip is actually fabricated. Ultimately, co-verification improves the entire 
product development flow by resolving problems and issues much earlier in 
the design cycle, saving both time and money. 

3.2.6 Emulation 

Emulators are specially designed hardware and software systems that are 
typically built from some type of re-configured logic, often field- 
programmable gate arrays (FPGAs). These systems are programmed to take 
on the behavior of the target design and can emulate its functionality, even to 
the degree of having the emulated design connected directly to the rest of the 
system in which the design is intended to operate. Since these systems are 
hardware-based, they can provide circuit simulation speeds that approach the 
end design target speed. This contrasts with the kilohertz and down to tens of 
hertz cycle times for software -based simulators. This performance 
difference of multiple orders of magnitude allows emulation technologies to 
take on large verification tasks that would take months or even years on a 
software simulator. Examples of these verification tasks would include 
applications with very large data sets such as video streams, or with millions 
of lines of software such as booting up entire operating systems. SoCs with 
embedded processors often need emulation or prototyping technology to 
verify the complex functionality of the software running on the embedded 
processor in conjunction with the surrounding logic prior to committing the 
design to silicon. As such, these emulation systems are often the common 
design view between the hardware and software teams in a concurrent 
design process. 

There are many different architectures employed by these emulation 
systems to provide flexibility, controllability, visibility, and performance. 
The architectures include arrays of interconnected FPGAs, arrays of custom 
processors, systems with programmable crossbar switches and 
programmable bus interface systems. These different architectures provide a 
range of trade-offs in terms of design capacity, performance, and best-suited 
design topologies. All of them are intended to work in conjunction with, and 
to complement, a verification methodology that includes other technologies 
such as software simulators, timing verifiers, formal verifiers, and logic 
analyzers. 

An emulated design can be viewed in some ways as a prototype with 
limited accuracy, although it is built from a generic hardware platform. 
Emulators usually support a high degree of observability into the internal 
nodes of the design, allowing designs to be debugged in a manner closer to 
simulation than to actual physical prototypes. In fact, emulators are 
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sometimes used for simulation purposes, since a software simulator can 
communicate with an emulator in essentially the same manner as with a 
hardware simulation accelerator. 

Although emulators can sometimes approach the speed of the end design, 
in some cases their usefulness is limited unless they can run at full speed and 
connect into the same system as the final design. In addition, the cost of an 
emulation system usually restricts the number of systems on a project, and 
this in turn limits the number of engineers who can run emulation at the 
same time. 

3.2.7 Physical Prototyping 

A physical prototype is a hardware design representation of the target 
design. This model of the design will operate at "close to" the target 
platform performance, enabling the following: 

Development and debugging of application and system software 
before availability of the SoC device 
System-level performance testing 
A high-performance platform simulation for the target design, which 
enables exhaustive test cycles 
A hardware platform and software environment to support hardware 
and software co-verification 
A logic analyzer interface for test cases 
Marketing demonstration of the target design 

Typically the physical prototype operates within an order of magnitude 
of the target system speed and is capable of executing at a much higher 
speed than the software simulators. This means the full software suite can be 
loaded on the physical prototype and exercised with a system-level 
verification test suite. 

The different approaches for physical prototyping have different 
characteristics in terms of the amount of design that can be prototyped, the 
operating speed, and the time to perform changes. The following methods 
can be used to create a reusable hard prototype for an SoC design: 

3.2.7.1 Emulation Systems 

This approach adopts an emulation system as defined in Section 3.2.6 as 
the physical prototyping system. 
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3.2.7.2 Reconfigurable Prototyping System 

This approach maps the VC building blocks of the target design, such as 
microprocessors, memories, digital signal processors (DSPs), application- 
specific integrated circuit (ASIC) cores, and VO interfaces, to off-the-shelf 
components, bonded-out silicon, non-volatile FPGAs, or in-circuit emulator 
(ICE) systems. These system components are mounted on daughter boards 
and plugged into a motherboard that contains custom programmable 
interconnect devices that can model the connectivity. 

3.2.7.3 Application-Specific Prototype 

Application-speciJc prototyping involves developing a complete design 
that leverages commercially available components and has limited expansion 
capability. For example, a complete system can be created by 
interconnecting the Board Support Packages (BSPs) for the target processors 
and DSPs contained in the design and incorporating the necessary additional 
components (memories, FPGAs and core devices) to complete the design. 

3.2.8 Virtual Prototyping 

A virtual prototype is a computer simulation model of a product, 
component, or system. Unlike the other modeling terms that distinguish 
models based on their characteristics, the term virtual prototype does not 
refer to any particular model characteristic, but rather refers to the role of the 
model within a design process. Specifically, a virtual prototype supports the 
following tasks: 

Exploring design alternatives 
Demonstrating design concepts 
Testing for requirements satisfaction and correctness 

Virtual prototypes can be constructed at any level of abstraction and may 
include a mixture of levels. Several virtual prototypes of a system under 
design may exist as long as each fulfills one or more of the roles of a 
prototype. To be useful in a larger system design, a virtual prototype model 
should define the interfaces of that component or system under design. 

In contrast to a physical prototype, which requires detailed hardware and 
software design, a virtual prototype can be configured quickly and more cost 
effectively, can be more abstract, and can be invoked earlier in the design 
process. A distinction is that a virtual prototype, being a computer 
simulation, provides greater, non-invasion, observability of internal states 
than is normally practical for a physical prototype. The main drawback of a 
virtual prototype is that the operating speed is generally much closer to that 
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of a simulation than to that of a physical prototype, limiting the amount of 
verification that can be run in reasonable time. 

3.2.9 Verification Metrics 

The tools and techniques in the following sections may be applied to 
gauge the completeness of the verification being performed on a design. 

3.2.9.1 Hardware Code Coverage 

Coverage metrics for verification test suites can be assessed in simulation 
by using hardware code coverage analysis tools. Code coverage analysis 
provides the capability to assess some aspects of the functional coverage that 
a particular verification test suite achieves when applied to a specific design. 
The analysis tools provide the following: 

A value for the percentage coverage of each attribute being assessed 
A list of unexercised or partially exercised areas of the design 

Code coverage analysis is typically performed on the RTL view of the 
design and assesses the following types of coverage: 

Statement coverage: Shows how many times each statement was 
executed. 
Toggle coverage: Shows which bits of the signals in the design have 
toggled. 
FSM arc coverage: Shows how many transitions of the Finite State 
Machine (FSM) were processed; can be treated as part of path 
coverage. 
Visited state coverage: Shows how many states of the Finite State 
Machine were entered during simulation. 
Triggering coverage: Shows whether each process has been 
uniquely triggered by each of the signals in its sensitivity list. 
Branch coverage: Shows which "case" or "if. ..else" branches were 
executed. 
Expression coverage: Shows how well a Boolean expression in an 
"if' condition or assignment has been exercised. 
Path coverage: Shows which routes through sequential "if. ..elsew 
and "case" constructs have been exercised. 
Signal coverage: Shows how well state signals or ROM addresses 
have been exercised. 
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3.2.9.2 Functional Coverage 

Functional coverage is a user-defined metric that reflects the degree to 
which functional features have been exercised during the verification 
process. Functional features are either architectural features visible to the 
user, or major micro-architectural features. Typically, such features cannot 
be derived automatically from the implementation, and therefore require 
some specification in the verification testbench. 

Functional coverage data is generally the cross-combination between 
some temporal behavior (for instance, a bus transaction) and some data (such 
as the transaction source, target and priority). Additional functional coverage 
information can be obtained by cross-referencing functional coverage points. 
An example would be the correlation between transactions on two ports of a 
device, or the correlation between instructions and interrupts in a processor. 

Unlike code coverage, functional coverage metrics need to be defined by 
the developer. A good definition relates closely to the verification plan and 
covers all major features in the design. Consequently, functional coverage is 
a much more demanding metric than code coverage. Experience has shown a 
close correlation between functional coverage and a bugslweek metric. 

Functional coverage analysis is typically performed on the RTL view of 
the design, although some aspects may be assessed at lower-level or higher- 
level views. 

3.2.10 Definitions 

Term Definition 

Application-Specific A prototype design built from commercially 
Prototype available components 
Assertion Monitors Monitors to check that properties of the design 

hold during dynamic simulation; also called 
assertion checkers 

Assertion or Property A statement of design intent that can be checked 
in dynamic simulation and formal verification 

Behavioral Model Model that exhibits some or all of the 
hnctionality of the artifact being modeled but is 
not written to be taken through a design flow 
and therefore may not be synthesizable) 

Branch Coverage Measures which branches were executed, for 
example, "case" or "if. ..elsey' branches 
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Term Definition 

Code Coverage Coverage metrics defined in terms of syntax of 
the design and measured during dynamic 
simulation of the design, including statement 
coverage, toggling of variables, finite state 
machine transition and state visitation coverage, 
if-else branch coverage, conditional statement 
coverage (metrics on the ways that a condition 
can become true), paths through if-else and case 
statements and general signal coverage 

Compliance Tests Tests provided to demonstrate that a design 
complies to some agreed standard (such as the 
AMBA bus specification protocol) 

Constraint Rules defining relationships between signals 
within a design; they can be combinatorial or 
sequentialltemporal and can be used in pseudo- 
random generation and formal methods, for 
example 

Coverage Monitors Monitors that checks that certain events occur in 
the design during dynamic simulation 

Cycle-Based A simulation in which each element of a design 
is evaluated only once per clock cycle; can be 
contrasted to event-based simulation 

Directed or Deterministic Simulation in which the stimulus is specified 
Simulation explicitly, as is the expected response of the 

design model; can be contrasted with random or 
pseudo-random simulation 

Driver The part of the testbench that drives values onto 
the signals of the design being verified; it is 
considered good testbench design style that they 
only drive interface signal 

Dynamic Formal Verification Techniques which use simulation results as the 
starting point for formal techniques, typically 
exploring only a portion of a state space and are 
therefore less exhaustive than model checking 

Dynamic Verification Execution of a model or models of a design with 
a set of stimulus 
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Term Definition 

Emulation Specially designed hardware and software 
systems, using some re-configurable hardware, 
such as FPGAs, that can simulate a hardware 
design faster than conventional workstation or 
PC-based simulators 

Event-Based Simulation A simulation in which events (changes of input 
valuations, which may occur multiple times 
during a clock cycle) are propagated through a 
design until a steady state condition results; can 
be contrasted to cycle-based simulation. 

Expected Results Checkers A means for checking the results of a simulation 
against a previously specified, correct response 

Expression Coverage Measures how well a boolean expression has 
been exercised, for example, the boolean 
expression used in an "if' condition 

Formal Constraint-Driven The use of formal methods to generate targeted 
Stimulus Generation tests that satisfy a set of constraints 

Formal Coverage or Semi- The use of static or dynamic formal methods to 
Formal Verification improve coverage results as measured by some 

appropriate metric 

Formal Verification The use of mathematical techniques and 
formalisms to verify aspects of a design, 
spanning both intent and equivalence 
verification; such techniques are often called 
static because they do not involve execution of 
the design and can be contrasted to dynamic 
verification 

FSM Arc Coverage Shows how many transitions of a Finite State 
Machine (FSM) were executed 

Functional Coverage Coverage metrics, generally related to behavior 
that changes over time and sequences of events 
such as tracking of bus interactions; these need 
to be individually defined by people 
knowledgeable about the design and its intent 

Hardware Acceleration A system for mapping all components of a 
software simulation onto a hardware platform 
that is specifically designed to speed up the 
simulation process 
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Term Definition 

Hardware Modeling A system in which a simulator receives input 
ffom and sends output to a hardware component 

HardwareISoftware Co- A system in which the hardware and the 
Verification software portions of a design are executed and 

verified in parallel 

Input Constraint A constraint on input signals 

Model Checking or Property A formal verification technique for checking the 
Checking entire state space of a design for violations of 

properties, for example, specifications of 
behavior 

Monitor Monitors are probes that observes signals in the 
design during dynamic simulation 

Path Coverage Shows which routes through sequential 
"if. ..else" and "case" constructs have been 
exercised 

Physical Prototyping A hardware representation of a design (often 
created using FPGAs) that operates at speeds 
close to, but not necessarily as fast as, the 
ultimate design to be built 

Protocol Checkers A means for checking behavior of an interface 
and determining if violations of defined, 
acceptable behavior have occurred 

Pseudo-Random Simulation A dynamic simulation technique where the 
design is stimulated with pseudo-random inputs 
by the user exercising some control over the 
random stimulus generation; can be contrasted 
with directed and random simulation 

Random or Non-Directed A dynamic simulation technique where the 
Simulation design is stimulated with random inputs; can be 

contrasted to directed and pseudo-random 
simulation. 

Reconfigurable A system in which the VCs of an SoC design are 
PrototypingSystem created in off-the-shelf components, bonded-out 

silicon, FPGAs or in-circuit emulator systems 

Register Transfer Language A programming language representation of a 

(RTL) design in which some, but not all of the design 
structure is explicitly represented, such as the 
Verilog and VHDL languages 
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Term Definition 

Signal Coverage Shows how well state signals have been 
exercised 

Statement Coverage Shows how many times a statement in the RTL 
was executed 

Static Functional Verification Exploitation of formal mathematical techniques 
to verify a design without the use of verification 
test suites; there is no industry consensus on the 
verification approaches included under this term 

Symbolic Simulation Simulation in which some or all inputs are 
symbolic variables, and functions of these 
variables are propagated through a design 

System-on-Chip (SoC) A single piece of silicon containing multiple 
VCs to ~erform a certain defined function 

Testbench The overall system for applying stimulus to a 
design and monitoring the design for correct 
responses and functional coverage 

Theorem Proving A formal verification technique in which a 
specification is expressed in a formal logic and 
proof strategies are utilized to construct a proof 
that a design obeys the specification 

Toggle Coverage Shows which bits of the signals in the design 
have toggled 

Triggering Coverage Shows whether each process has been uniquely 
triggered by each of the signals in its sensitivity 
list 

Verification Metrics Techniques for measuring the effectiveness of 
verification procedures on a design; these 
include code coverage metrics, functional 
coverage metrics and bug-tracking metrics 

Virtual Prototyping A simulation model of a component or an entire 
system, useful for exploring design alternatives 
and testing for correctness 

Visited State Coverage Shows how many states of a Finite State 
Machine (FS M) were entered during simulation 

Table 3-3 Intent Verification Definitions 
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3.3 Equivalence Verification 

As a design progresses through the development process, abstract models 
of the design are refined with greater levels of functional detail. Each of 
these functional views should be verified against the original design intent. 
This verification is called equivalence veriJication. For SoCs with both 
hardware and embedded software content, both the hardware and software 
are refined and require equivalence verification. Software refinement 
consists of code optimizations for either performance or code size. These 
optimizations may be realized by modification of parameters in a code 
generation tool, through manual optimizations at the language level, or by 
the replacement of critical code portions with assembly level optimizations. 
Each of these refinements must be revalidated on an appropriate model of 
the hardware. The functional verification mapping table in Section 3.6 shows 
different options for hardware models that may be used for software 
equivalence verification. 

The following tools and techniques are appropriate for hardware 
equivalence checking. 

3.3.1 Dynamic Verification 

The following dynamic verification tools and techniques are applicable to 
equivalence verification: 

3.3.1.1 Deterministic Simulation 

As described in Section 3.2.1.1, deterministic simulation is the process 
of applying explicitly specified stimuli to a model, producing the 
corresponding responses from that model, and comparing the simulated and 
expected responses. Once a verification testbench and verification test suite 
have been developed for an RTL model, the same set of verification tests can 
be simulated using a gate-level netlist for the same design to check whether 
the results are the same. In some cases, it may also be possible to run the 
same verification tests in simulation on higher-level (such as, behavioral) or 
lower-level (such as, switch) models of the same design. 

3.3.1.2 Expected Results Checkers 

Expected results checkers check the results of a simulation against a 
previously specified, expected response file. The checker flags any 
mismatches that occur. 
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3.3.1.3 Golden Model Checkers 

Golden model checkers monitor the responses of two models of the 
design, compare the responses to the input stimuli and flag any 
discrepancies. One model is the "golden" or trusted model and the other is 
the unproven design being verified. Generally, the comparison does not 
involve any formal verification techniques; the responses of the two models 
are simply compared upon any change. 

3.3.1.4 Regression Testing 

Running regression tests on a design generally implies two attributes of 
the verification environment. The first is an automated verification setup in 
which all required electronic design automation (EDA) tools, verification 
testbenches and results analysis can be run in batch mode. This process 
makes it possible for the regression tests to run in the background on 
compute servers with minimal human intervention. 

The second feature of a true regression test is that its success or failure 
can also be determined in batch mode. This makes it possible for an engineer 
to determine the regression results simply by examining a log file. Success 
or failure is usually determined by comparing the regression test results with 
a set of golden results from a prior regression run. Therefore, regressions can 
be viewed as a form of equivalence checking. 

Regression tests are most often used with deterministic simulation and 
also with random pattern simulation, when the random behavior is identical 
from run to run. However, most types of functional verification can also be 
run in regression, including formal and semi-formal verification. 
Regressions are most commonly used to verify that a design change does not 
cause any existing verification tests to fail. Regression test suites tend to 
grow incrementally as new verification tests and the design itself evolves. 

3.3.1.5 Verification Test Suite Migration 

Applying a system level verification test suite to other views of the 
design requires the ability to migrate or transpose the suite into a format 
suitable for application to RTL and netlist views of the design. The basic 
approach to migrating a verification test suite from one level of the design to 
the next is as follows: 

Translate the stimulus from the upper level to a format suitable for 
application at the next lower level. 
The verification test suites can be applied to both versions of the 
design and the results compared at points of divergence between the 
designs. 
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A new version of the verification test suite can be extracted from the 
lower level model that contains the additional level of detail 
provided by the model. 

The following paragraphs describe how migration between levels may be 
achieved. To ease the migration of verification test suites from the functional 
level to lower levels, certain restrictions are applied to the functional 
verification test suite: 

The verification test suite should use bit true representations for 
data. While data values in "C" have no concept of bus width, 
hardware implementations of these functions will have a fixed bus 
width. Modeling at the functional level using bit true representations 
will ensure convergence of results. 
The same arguments apply to the use of fixed-and floating-point 
representations. Fixed-point implementation should be used for 
functional modeling. This will aid in the alignment of the functional 
model and hardware implementation. 

Functional to RTL Migration 

The system level functional design is usually written in "C" or behavioral 
hardware description language (HDL) and the associated verification test 
suite is token-based or block-based. A token in this instance is a data block 
of arbitrary size. The functional model has no concept of time or clocks and 
the verification test suite is applied by an event scheduler. Typically the 
results of this verification test suite will be written to an external memory 
and the success or failure of the verification test will be determined by the 
memory contents on completion of the verification test. 

To migrate this verification test to an RTL level model, the tokens must 
be translated into pin-and bus-level cycles with the associated clocks. The 
results are checked by comparing the external memory contents created by 
running the functional test on the functional model with the "migrated" test 
run on the RTL. Once they match, at the points of disagreement between 
these models, a new verification test suite can be created by capturing the 
cycle by cycle behavior of the RTL model. This cycle by cycle behavior may 
be captured at the 110s of the design or may include internal state traces. 
This new verification test suite may then be used for comparing the RTL to 
lower design abstractions. 

RTL to Netlist Migration 

The register transfer level (RTL) to netlist migration is achieved by 
transforming the verification test suite created from the RTL model into a 
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format suitable for application to the netlist level. The bus-based RTL 
verification test suite is translated into a bit and pin accurate stimulus. This 
stimulus can then be applied to the netlist model and the results compared 
with the RTL response at the points of disagreement. In this case the points 
of divergence are the VO pins and internal state elements. These comparison 
points are sampled at the end of each cycle. Once these points have been 
verified as matching, a more detailed verification test suite can be created by 
capturing the switching times within a cycle for the output transitions. 

3.3.2 Formal Equivalence Checking 

Formal equivalency checking tools verifjr that two views of a design are 
functionally equivalent as viewed at the 110 boundaries and on a cycle-by- 
cycle basis. Formal equivalency checking is usually applied to RTL and gate 
level netlists of a design, and in some cases, can be applied to high-level or 
lower-level models as well. 

There are several advantages offered by formal equivalency checking 
over simulation. Formal equivalency checking provides complete 
equivalency checking as opposed to simulation, which verifies equivalency 
only to the extent that the verification test suite exercises the design. It can 
execute in a fraction of the time that an exhaustive simulation would run. It 
helps automate the verification and debug of errors. Equivalence checkers 
usually provide detailed "counter-examples" that demonstrate the 
mismatches down to individual logic cones. 

3.3.2.1 Boolean Equivalence Checking 

Most tools for equivalence checking are Boolean equivalence checkers, 
which means they check combinational logic. With such tools, name 
mappings are made between memory elements (flip-flops, latches, and so 
forth) in each of the two design formats being compared, usually 
automatically. When the mapping has been determined, the tool then checks 
that the combinational logic function at the input to each pair of name 
mapped memory elements is equivalent. This means that for each possible 
combination of inputs, the combinational logic outputs, which are the inputs 
to the memory elements, are the same. 

3.3.2.2 Sequential Equivalence Checking 

It could be the case that two designs have different numbers of, or 
different arrangements of, memory elements, but are still equivalent in the 
sense of producing the same input-output streams, given some alignment of 
initial states between the two machines. This is termed sequential 
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equivalence. An example would be two implementations of a finite state 
machine, where one implementation is fully encoded, such as, using 3 
latches to encode 8 states, and the other is one-hot, such as, using 8 latches 
to encode 8 states, and yet both machines have the same output, starting 
from initial states, for the same input streams. 

Sequential equivalence checking presents a much harder problem to 
solve than Boolean equivalence checking. Therefore, there have been few 
tools available for this task. Many Boolean equivalence checkers do have 
some support for sequential equivalence checking, allowing small finite state 
machines to be checked (usually, the user must supply, by hand, a mapping 
of assumed equivalent state assignments, which limits this to only small 
machines) or simple movements of certain combinational logic devices 
across memory element boundaries to be checked. But, the general, 
sequential equivalence checking of large designs remains an unsolved 
problem, from a practical point of view. 

3.3.3 Physical Verification 

Physical verijkation is the process of checking the geometric design 
database to ensure that the physical implementation is a correct 
representation of the original logic design. Physical verification consists of 
three distinct checks: Electrical Rules Checks (ERC), Design Rules Checks 
(DRC) and Layout Versus Schematic Checks (LVS). The standard geometric 
database format is GDSII-Stream. The GDSII-Stream database for a design 
contains a polygon representation of the circuit, separated into the different 
design layers for the target process. 

ERC refers to the procedure of checking the geometric database for 
electrical design rule violations. These electrical design rules are process 
specific and include checks for unused outputs, floating inputs, and loading 
violations. Connectivity violations, such as open and shorts, are also 
checked. 

DRC refers to the procedure of checking the geometric database against 
the process design rules. These rules are gathered in a DRC rules file and 
include checks such as layer-to-layer spacing, trace widths on a specific 
layer, layer-to-layer overlaps, and so on. 

LVS refers to the procedure of checking the geometric database against a 
"golden" netlist. The LVS tool constructs a netlist by extracting polygons 
and building devices from the physical layout. This extracted netlist is then 
compared to the "golden" netlist. All devices and interconnect must match 
exactly. Physical verification is performed on the geometric database prior to 
release for mask generation and fabrication. 
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Additional forms of  physical verification that affect timing, such as 
signal integrity, crosstalk, metal migration, and noise, fall outside the scope 
of the present document and its focus on functional verification. 

3.3.4 Definitions 

Term Definition 

Behavioral Model Model that exhibits some or all of the 
functionality of the artifact being modeled but is 
not written to be taken through a design flow 
and therefore may not be synthesizable) 

Boolean or Structural A formal equivalency check in which pairings of 
Equivalence Checking inputs, outputs and memory elements are first 

determined for each of two design versions, and 
then the combinational cone of logic at the 
inputs to each memory element or output of a 
pair is proven equivalent, meaning it is proven 
that the same truth table is implemented 

Formal Equivalence Checking The application of formal methods to 
equivalence verification; Boolean/structural and 
sequential equivalence are two examples of 
formal equivalence checking 

Functional to RTL Test Suite A means for translating a test suite for an 
Migration abstract behavioral model of a design into a test 

suite suitable for the RTL level 

Golden Model Checkers Simulation monitors that check the responses of 
two models of a design, one of which is 
considered the reference or "golden" model 

Physical Verification The process of checking the geometric design 
database to ensure that the physical 
implementation is a correct representation of the 
original logic design, consisting of three distinct 
checks: Electrical Rules Checks (ERC), Design 
Rules Checks (DRC) and Layout Versus 
Schematic Checks (LVS) 
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Term Definition 

Regression Testing Techniques for running large numbers of 
"verifications" (such as tests and property 
checks) in batch mode, with minimal human 
intervention, with results analyzed in batch 
mode and passlfail outcomes reported in an 
automatic way 

RTL to Netlist Test Suite A means for translating a test suite that operated 
Migration on the RTL level to one that operates on the 

netlist level of a design 
Sequential Equivalence Formal equivalency checking techniques that 
Checking require mapping of inputs and outputs but do not 

rely on mapping of memory elements in one 
design to another, but rather prove, given a set 
of initial states for each of the designs, that 
designs with different numbers of, or different 
arrangements of, memory elements produce the 
same output streams given the same input 
streams 

Stub Model A particular type of behavioral model that only 
models the interface signals to allow 
connectivity to be tested. Outputs may be 
assigned values in the stub model 

Verification Test Suite A means for translating a test suite that operated 
Migration on one design level (for example, gate netlist) to 

another level such as RTL 
Table 3-4 Equivalence Verification Definitions 

3.4 VC Verification 

VC verification encompasses both intent verification and equivalence 
verification. Intent verification may be done at any level. However, it should 
be noted that the higher the level of abstraction applied, the more efficient 
will be the resulting verification. Today, intent verification is typically done 
at the RTL level, since RTL is the highest level of abstraction handled by 
many tools (model checking, equivalence checkers, code coverage, and so 
forth) used in the design process. 

Equivalence verification, as a minimum, must validate that the lowest 
level of  design decomposition (GDSII-Stream, netlist, and so forth) is 
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verified against the golden model (previously verified during the intent 
verification phase). Typically many, if not all, intermediate design 
abstractions will be verified. 

3.5 Integration Verification 

Integration verijkation encompasses both intent verification and 
equivalence checking and is aimed at verifying an SoC that incorporates one 
or more VCs. Since the intent is to verify the integrated SoC and not the 
individual components, "gray box" models can be used for the verification. 
These accurately model the VC's interfaces, but not the internal function. 
While integration verification does not seek to duplicate the VC verification 
executed by the VC provider, the integrator may want to review the VC 
verification plan to qualiwcertifl the VC. 

Since the integration verification may stimulate the VC in ways not 
anticipated by the VC provider, verification with a "white-box" model that 
has full internal functionality has the potential to detect errors in the VC 
itself. 

3.6 Functional Verification Mapping 

Table 3-5 maps the various functional verification models and 
technologies against the different verification steps. For intent verification, 
deterministic simulation, random pattern simulation, protocol checking, and 
expected results checking are grouped together under simulation. Similarly, 
for equivalence checking, deterministic simulation, expected results 
checkers, golden model checkers, and verification test suite migration are 
grouped together under simulation. 

In this table, the models associated with a specific verification 
technology may be used either directly or indirectly. An example of the 
direct use of a model is simulation where the functional/behavioral/RTL 
models are directly used by the simulator. An example of indirect use is in 
physical prototyping where a functional model is used to define the required 
functionality of the prototype and is then mapped into physical devices with 
equivalent functionality. 
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Verification Step Verification Technology Models 

Hardware Intent Simulation Functional 

Behavioral 

RTL 

Emulation RTL 

Model Checking RTL 

Theorem Proving RTL 

Physical Prototype Behavioral 

RTL 

Logic 

Virtual Prototype Functional 

Software Intent 

Code Coverage RTL 

HardwareISoftware Co- Behavioral 
Verification 

RTL 

Emulation RTL 

Physical Prototype Behavioral 

RTL 

Hardware Equivalence Simulation 

Logic 

Behavioral 

RTL 

Logic 

Gate 

Switch 

Circuit 

Emulation RTL 

Equivalence Checking RTL 

Gate 

Table 3-5 Functional Verification Mapping 
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3.7 Summary 

Functional verification is a complex topic that is further complicated by 
the fact that many tools and models are used for multiple tasks within a 
verification process. Table 3-6 summarizes the definitions provided in this 
taxonomy to  provide a common language for verification models, tools, and 
techniques. 

Term Definition 

Application-Specific A prototype design built from commercially 
Prototype available components 

Assertion monitors Monitors to check that properties of the design 
hold during dynamic simulation; also called 
assertion checkers 

Assertion or property A statement of design intent that can be checked 
in dynamic simulation and formal verification 

Behavioral Model Model that exhibits some or all of the 
functionality of the artifact being modeled but is 
not written to be taken through a design flow 
and therefore may not be synthesizable) 

Boolean or Structural A formal equivalency check in which pairings of 
Equivalence Checking inputs, outputs and memory elements are first 

determined for each of two design versions, and 
then the combinational cone of logic at the 
inputs to each memory element or output of a 
pair is proven equivalent, meaning it is proven 
that the same truth table is implemented 

Branch Coverage Measures which branches were executed, for 
example, "case" or "if. ..elsen branches 

Bus functional model or BFM Used to provide simplified bus agent models for 
verifying designs that attach to buses (such as 
the AMBA bus) 
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Term Definition 

Code Coverage Coverage metrics defined in terms of syntax of 
the design and measured during dynamic 
simulation of the design, including statement 
coverage, toggling of variables, finite state 
machine transition and state visitation coverage, 
if-else branch coverage, conditional statement 
coverage (metrics on the ways that a condition 
can become true), paths through if-else and case 
statements and general signal coverage 

Compliance tests Tests provided to demonstrate that a design 
complies to some agreed standard (such as the 
AMBA bus specification protocol) 

Constraint Rules defining relationships between signals 
within a design; they can be combinatorial or 
sequentiaVtempora1 and can be used in pseudo- 
random generation and formal methods, for 
example 

Coverage monitors Monitors that checks that certain events occur in 
the design during dynamic simulation 

Cycle-Based Simulation A simulation in which each element of a design 
is evaluated only once per clock cycle; can be 
contrasted to event-based simulation 

Directed or Deterministic Simulation in which the stimulus is specified 
Simulation explicitly, as is the expected response of the 

design model; can be contrasted with random or 
pseudo-random simulation 

Driver The part of the testbench that drives values onto 
the signals of the design being verified; it is 
considered good testbench design style that they 
only drive interface signals 

Dynamic Formal Verification Techniques which use simulation results as the 
starting point for formal techniques, typically 
exploring only a portion of a state space and are 
therefore less exhaustive than model checking 

Dynamic Verification Execution of a model or models of a design with 
a set of stimulus 
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Term Definition 
Emulation Specially designed hardware and software 

systems, using some re-configurable hardware, 
such as FPGAs, that can simulate a hardware 
design faster than conventional workstation or 
PC-based simulators 

Equivalence Verification or Process of determining whether two designs 
Checking (which could be of differing levels of abstraction 

or format) match in terms of functionality; 
equivalence checking is often performed 
statically using formal methods 

Event-Based Simulation A simulation in which events (changes of input 
valuations, which may occur multiple times 
during a clock cycle) are propagated through a 
design until a steady state condition results; can 
be contrasted to cvcle-based simulation. 

Expected Results Checkers A means for checking the results of a simulation 
against a previously specified, correct response 

Expression Coverage Measures how well a boolean expression has 
been exercised, for example, the boolean 
expression used in an "if' condition 

Formal Constraint-Driven The use of formal methods to generate targeted 
Stimulus Generation tests that satisfy a set of constraints 

Formal Coverage or Semi- The use of static or dynamic formal methods to 
Formal Verification improve coverage results as measured by some 

appropriate metric 

Formal Equivalence Checking The application of formal methods to 
equivalence verification; Boolean/structural and 
sequential equivalence are two examples of 
formal equivalence checking 

Formal Verification The use of mathematical techniques and 
formalisms to verify aspects of a design, 
spanning both intent and equivalence 
verification; such techniques are often called 
static because they do not involve execution of 
the design and can be contrasted to dynamic 
verification 

FSM Arc Coverage Shows how many transitions of a Finite State 
Machine (FSM) were executed 
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Term Definition 

Functional Coverage Coverage metrics, generally related to behavior 
that changes over time and sequences of events 
such as tracking of bus interactions; these need 
to be individually defined by people 
knowledgeable about the design and its intent 

Functional to RTL Test Suite A means for translating a test suite for an 
Migration abstract behavioral model of a design into a test 

suite suitable for the RTL level 

Golden Model Checkers Simulation monitors that check the responses of 
two models of a design, one of which is 
considered the reference or "golden" model 

Hardware Acceleration A system for mapping all components of a 
software simulation onto a hardware platform 
that is specifically designed to speed up the 
simulation process 

Hardware Modeling A system in which a simulator receives input 
from and sends output to a hardware component 

Hardwarelsoftware Co- A system in which the hardware and the 
Verification software portions of a design are executed and 

verified in parallel 

Input constraint A constraint on input signals 

Integration Verification Process of verifying the functionality of a 
system-on-chip (SoC) design that contains one 
or more virtual comDonents 

Intent Verification Process of determining whether a design fulfills 
a specification of its behavior 

Model Checking or Property A formal verification technique for checking the 
Checking entire state space of a design for violations of 

properties, for example, specifications of 
behavior 

Monitor Monitors are probes that observes signals in the 
design during dynamic simulation 

Path Coverage Shows which routes through sequential 
"if. ..else9' and "case" constructs have been 
exercised 
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Term Definition 

Physical Prototyping A hardware representation of a design (often 
created using FPGAs) that operates at speeds 
close to, but not necessarily as fast as, the 
ultimate design to be built 

Physical Verification The process of checking the geometric design 
database to ensure that the physical 
implementation is a correct representation of the 
original logic design, consisting of three distinct 
checks: Electrical Rules Checks (ERC), Design 
Rules Checks (DRC) and Layout Versus 
Schematic Checks (LVS) 

Protocol Checkers A means for checking behavior of an interface 
and determining if violations of defined, 
acceptable behavior have occurred 

Provider Functional Verification performed by the VC provider 
Verification 

Pseudo-random Simulation A dynamic simulation technique where the 
design is stimulated with pseudo-random inputs 
by the user exercising some control over the 
random stimulus generation; can be contrasted 
with directed and random simulation 

Random or Non-Directed A dynamic simulation technique where the 
Simulation design is stimulated with random inputs; can be 

contrasted to directed and pseudo-random 
simulation. 

Reconfigurable Prototyping A system in which the VCs of an SoC design are 
System created in off-the-shelf components, bonded-out 

silicon, FPGAs or in-circuit emulator systems 

Register Transfer Language A programming language representation of a 

(RTL) design in which some, but not all of the design 
structure is explicitly represented, such as the 
Verilog and VHDL languages 

Regression Testing Techniques for running large numbers of 
"verifications" (such as tests and property 
checks) in batch mode, with minimal human 
intervention, with results analyzed in batch 
mode and passlfail outcomes reported in an 
automatic way 



Functional Verfzcation Taxonomy 10 1 

Term Definition 

RTL to Netlist Test Suite A means for translating a test suite that operated 
Migration on the RTL level to one that operates on the 

netlist level of a design 

Sequential Equivalence Formal equivalency checking techniques that 
Checking require mapping of inputs and outputs but do not 

rely on mapping of memory elements in one 
design to another, but rather prove, given a set 
of initial states for each of the designs, that 
designs with different numbers of, or different 
arrangements of, memory elements produce the 
same output streams given the same input 
streams 

Signal Coverage Shows how well state signals have been 
exercised 

Statement Coverage Shows how many times a statement in the RTL 
was executed 

Static Functional Verification Exploitation of formal mathematical techniques 
to verify a design without the use of verification 
test suites; there is no industry consensus on the 
verification approaches included under this term 

Stub model A particular type of behavioral model that only 
models the interface signals to allow 
connectivity to be tested. Outputs may be 
assigned values in the stub model 

Symbolic Simulation Simulation in which some or all inputs are 
symbolic variables, and functions of these 
variables are propagated through a design 

System-on-Chip (SoC) A single piece of silicon containing multiple 
VCs to perform a certain defined h c t i o n  

Testbench The overall system for applying stimulus to a 
design and monitoring the design for correct 
responses and functional coverage 

Theorem Proving A formal verification technique in which a 
specification is expressed in a formal logic and 
proof strategies are utilized to construct a proof 
that a design obeys the specification 

Toggle Coverage Shows which bits of the signals in the design 
have toggled 
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Term Definition 

Triggering Coverage Shows whether each process has been uniquely 
triggered by each of the signals in its sensitivity 
list 

VC Verification Process of verifying the functionality of a virtual 
component, for example, unit test of that 
component 

Verification Metrics Techniques for measuring the effectiveness of 
verification procedures on a design; these 
include code coverage metrics, hnctional 
coverage metrics and bug-tracking metrics 

Verification Test Suite A means for translating a test suite that operated 
Migration on one design level (for example, gate netlist) to 

another level such as RTL 

Virtual Prototyping A simulation model of a component or an entire 
system, useful for exploring design alternatives 
and testing for correctness 

Visited State Coverage Shows how many states of a Finite State 
Machine (FSM) were entered during simulation 

Table 3-6 Summary of Definitions 



CHAPTER 4 PLATFORM-BASED DESIGN 

4.1 Platform-Based Design 

Migration from boards and boxes to Systems-on-Chips (SoCs), 
consisting of embedded software and a variety of computing and other 
hardware components, is now a common practice. Indeed, many new 
designs are conceived of as SoC based products from scratch. Due to the 
costly design, integration, processing, and testing phases in the SoC life 
cycle, the industry is interested in any development approach that may lead 
to greater efficiency and lower costs. One such approach is platform-based 
design (PBD), where integrated and verified platforms serve as the basis for 
families of derivative products. 

Differentiating or 
Variable Features 

000000 
000 

- o u  
Derivative #3 

I 0  

0 

Derivative #I 
(Platform) - 

Derivative #2 

Figure 4.1 The PBD Process 

Figure 4.1 shows the basic PBD process: common features supporting 
multiple higher-level products are aggregated into a platform, then integrated 
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with product, application, or domain-specific features (often described as 
"differentiating IP" or "variable features") to form one or more derivative 
products. Depending on the developer's needs, a product family of multiple 
derivatives can either be developed simultaneously, or derivatives can 
succeed each other over time. A platform may be a "black box," in that it is 
characterized by its external interfaces; its internal contents cannot be 
changed by its user, though some attributes may be configurable. Unlike 
some design approaches, in PBD each product is a derivative of the 
platform, not the reconstruction of an earlier product. Also, PBD can be used 
at any level of abstraction or construction in building a system. 

Modeling of the complete system or of specific aspects and components 
at various levels of abstraction has been addressed in earlier chapters of this 
book. High-level models allow us to specify and verify system requirements; 
to analyze, explore, compare, and select different components of a system; 
and to explore several architectural choices. An essential element of efficient 
design practice is the ability to apply principles of system-level design to 
identify, scope, and design platforms based on reusable entities called 
Virtual Components (VCs). VCs are design or verification objects, including 
hardware, software, verification, and model components, and subsystems 
consisting of some or all of these, specifically encapsulated for reuse in a 
coordinated, managed form. VCs can also be hierarchical and inclusive: a 
subsystem is itself a VC, once it has been encapsulated for reuse. 

It should be noted that the platform concept is applicable at higher levels 
of system than just SoC. Indeed, platforms have been used at the board and 
subsystem levels in many branches of electronics design for many years. 
From one perspective, a computing "platform" such as the IBM 360 or the 
PC platform (as discussed in [SAN 01 and 021) has acted like this both for 
various hardware-software derivatives and as a delivery vehicle for 
software-based applications. Thus, for a virtual component, one can think of 
"component" or design blocks. However, in this chapter we will use the term 
VC and virtual component-but the reader may keep in mind the wider use of 
these concepts. 

The goal of this chapter is to assist the design community of system 
designers and integrators, software developers, and hardware design teams- 
both the SoC builder and the design team integrating an SoC into a higher 
level product-to evaluate and define platform features and architectures, and 
sets of variable or differentiating VCs, to use in construction of a family of 
related, platform-based products. The taxonomy and concepts contained 
herein have been based on a consensus that developed on the meanings of 
common PBD-related terms and classifications acceptable to the appropriate 
design community. The PBD approach is fully scalable, meaning it applies 
in essentially the same way to development of both SoC-based systems and 
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the SoC itself. During the process of developing these concepts, if 
conflicting meanings existed in the different communities involved, the most 
common definitions were chosen, or an enveloping definition was created 

4.1.1 Introduction 

As technology advances, the business pressure to design large SoCs in a 
short time increases. Design reuse is a prevalent method for improving 
design efficiency of large SoCs. In many cases, reused blocks are internally 
developed. However, even with the rapid advances in fabrication technology 
and design tools, few companies can dedicate the resources necessary to 
design and maintain all of the blocks required to offer the customer a total 
system solution. 

Consequently, it has become critical for companies to both increase their 
access to a variety of intellectual property (IP) blocks, both hardware and 
software, and to make more efficient use of them, to meet their time-to- 
market and business objectives. By doing so, each company can focus their 
limited design resources on areas where they provide maximum value, while 
using industry-wide design expertise to produce IP to satisfy their needs. 

The goal of accelerating design reuse of IP has been achieved by 
addressing the challenges of design in a divide-and-conquer approach, 
breaking down the entire design reuse problem into component pieces and 
attacking and resolving each individually in a pragmatic, market-driven 
approach. Platform-based design extends this approach by identifying 
common hardware and software features that can be reused in many 
products within a product line or product family, and aggregating them into 
a platform. The platform is thus an integrated subsystem or VC that can be 
reused as the basis for multiple derivative products, the product family 
members. 

4.1.2 Background and History 

A crucial requirement for this taxonomy is that it be useful for 
characterizing, selecting, using, and building integratable platforms in an 
SoC design process. The terminology is based on the commonly documented 
and applied vocabulary in the digital electronic design and modeling 
industry, and it draws heavily from related previous and ongoing efforts by 
many groups and individuals. 

Effective use of product platforms and product families in technology 
industries has been discussed in many places. Some of the best general 
discussions are those by Meyer and Lehnerd [MEY 971; Gawer and 
Cusumano [GAW 021, and the classic work by Davidow [DAV 861. In the 
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specific area of SoC platforms, the recent books by Chang, Cooke, Hunt, 
Martin, McNelly, and Todd [CHA 991 and by Martin and Chang [MAR 031, 
and papers and presentations by Sangiovanni-Vincentelli [SAN 0 1, 021, 
Ferrari [SAN 991, and Keutzer et al. [KEU 001, are key. We also look to the 
work done in the Software Product Lines research community, particularly 
the US-based Software Engineering Institute (SEI) Software Product Line 
Practice initiative [SEIPLP], and the European Software Institute (ESI) 
ESAPS [ESAPS] and CAFE [CAFE] programs, as well as work done at 
Truescope Technologies [TRUE], and at the Fraunhofer Institute. 

With the participation of researchers from several companies, these 
programs have made numerous contributions to the body of knowledge of 
product families and product lines, system architecting, development of 
common platforms and variable differentiating features, and the construction 
of multiple variant or derivative products within a product family. 

4.1.3 Platform-Based Development System 

A complete approach to PBD involves more than just specification of 
platform hardware and software features and VCs. To be usable, a platform- 
based development system (PBDS) must include complete support for 
business, tool, and support practices in addition to its defined features and 
components. Table 4-1 shows the properties of a complete PBDS (the list 
shown here is extensive, but not complete or exhaustive). The PBDS 
described here is provided by platform developers for their customers, the 
platform integrators, to use. 
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Business and Economics 
Product line business plan 
Product line roadmap 
Platform economic scoping 
Platform requirements 
Product linelplatform life cycle plan 
Investment and amortization plan 
IP licensing and royalties 

Development and Integration 
Tools 

Platform-based design and verification flow 
Application and system engineering support 
Software development tools and environ- 
ments 
Application domain reference implemen- 
tations and designs 

Components and Features 
Platform architecture specification 
Compatible IPNCs (hardware, software, 
etc.) 
Interface specifications 
System-level models 
Platform characterization 
Standards references 

Support Practices 
Program management 
Integrator and platform/IP developer 
relationships 
Training and documentation 
Web presence 
Changetfix management 
Promotion and marketing 

Table 4-1 Complete Platform-Based Development System (PBDS) Properties 

Key to the PBDS are business plans and economic models built to 
analyze opportunities, costs, and returns from a platform and its derivative 
products. Investment in a platform, whether built or bought, must be 
amortized over all the derivatives to be built on it. This can result in 
significant cost savings and increased return on investment for a family of 
derivatives based on a common platform, where reuse is maximized, versus 
traditional "silo" products built one at a time with little or no reuse. 
Traditional single product business plans are inadequate for multi-product 
families. 

Business plans must also consider platform evolution. Once a platform 
scope is defined and its architecture specified, it can evolve to support future 
generations of products (higher or lower performance, new technology 
implementation, additional or enhanced features, and so on). Effective 
platform evolution takes place in the context of the product family or 
derivative product set the platform supports. New generations of platforms 
that succeed or co-exist with prior generations may be planned in a product 
line roadmap, or evolution can be driven by unpredictable changes in 
markets, customer demand, or underlying technologies. But in either case, to 
have maximum benefit any platform architecture changes must be done with 
full understanding of the impact they will have on business, tool, technology, 
and support constituents of the PBDS. 
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PBDS development tools work in a product design flow that focuses 
more on integration and reuse of the platform, and related differentiating IP 
and VCs, and less on detailed design of all components. Selection, 
integration, configuration, and verification of products based on platforms 
and compatible IP is the primary challenge. 

This chapter does not discuss all the attributes of the PBDS as shown in 
Table 4- 1, but refers to elements of it throughout. 

4.2 Platform Taxonomies 

A taxonomy provides a means to categorize platforms according to a set 
of attributes. The attributes should be useful in distinguishing platforms 
intended for distinctly different purposes, including (if possible) different 
application domains and different levels of abstraction or implementation. 
The taxonomy establishes formal definitions that are concise and 
unambiguous for the various platform types. The taxonomy relies on the 
notions of orthogonality and separation of concerns, which represent an 
active thread in many research communities, conferences, magazines, and 
journals Descriptions and definitions for many of the terms used in this 
chapter are provided in Section 4.3, "Definitions." 

The platform taxonomy represents attributes that are relevant to both 
platform designer-providers and platform consumer-integrators. Two sets of 
attributes are identified: those for the deliverable platform object, and those 
for the approach used to specify it. The Platform Object Complexity 
describes all the constituents of a deliverable "platform object" at a 
particular integration level as the combination of PBDS elements described 
in Table 4-1: its components and features, business and economic plans, 
development and integration environment, and support practices. The 
Platform Specification Approach describes types of platform specification 
processes. The platform development team will choose the most appropriate 
specification approach based on their business and technology philosophy, 
by which they will quickly converge on the desired platform specification 
and complexity. 

4.2.1 Platform Object Complexity 

4.2.1.1 Complexity Levels 

We define Platform Object Complexity as a set of complexity levels, 
shown in Tables 4-2 through 4-4, covering stages of integration between 
simple IP blocks used in block-based design, and complete, physical SoC 
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devices ready for delivery and integration into a customer's higher-level 
product. Each complexity level describes deliverables in each of the major 
segments of the complete PBDS specification described earlier: components 
and features; business and economics; development and integration tools; 
and support practices. Each complexity level limits the number of attributes 
that are required to transfer between a platform provider and its integrator- 
user. A platform at a given complexity level can be considered as a virtual 
component by a platform integrator working at a higher level. 

Complexity addresses topology and architecture, how the components 
making up a platform object are connected, and how they appear at the 
platform "surface," its external interface. As the number of components in a 
platform rises, the topological diversity and intricacy of the platform's 
organization increases. Each complexity level is a function of the integration 
effort, types of components, and deliverables. In our platform object 
taxonomy, a platform is specified by the complexity level of each of its 
major constituents, the hardware and software elements, business plans and 
models, integration tools, and support practices. 

The lowest complexity level, "Set of Blocks," is not really a platform at 
all, but the result of traditional block-based design, where individual blocks 
or pieces of integratable IP are linked to create a usable device. ,The next 
level, "Core Platform," is a true platform at the sub-SoC level, integrating 
computing capability, some peripherals, and some software, not necessarily 
tailored for a particular application domain. Core platforms are used where 
the product specification process identifies an economic value at this lower 
level of integration, either as a component of a higher-level platform or of a 
customer's product. Core platforms may exist as a set of integratable soft 
models without any tangible implementation. 

The highest complexity level, "SoC Platform,," is a complete, fully 
integrated and physically deliverable device, which may be in the form of a 
traditional single package, a flip-chip, multiple modules, or even a hard 
macro specifying fixed geometry and specific semiconductor technology. 
SoC platforms are defined when the product specification process identifies 
economic value at this level of integration. They may be derivatives of core 
platforms, by integrating domain specific functionality, design tool, and 
support with a lower level core platform. 
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Complexity Level: Set of Blocks 
A simple set of Virtual Components or functional IP blocks usable in traditional block- 

I 
Table 4-2 Platform Object Coml 

based design. (Not really a piatform at all) 

verification. All documentation, 

Com~onents/Features: 
HW Features: 
Processor and limited 
peripherals with point- 
to-point connections; 
no bus. 
SW Features: Few to 
none; may include 
register map, driver. 

and communication 1 and 

Business/Economics: 
Manufacturing 
oriented information 
only (for example, 
die-area costing in 
specific silicon 
technologies). 

libraries. I not pre-clustered 

elements are 
provided along with 
block-based IP 

I in any particular 

characterization 
data only. 
Components are 

I fashibn. 
xity Levels: Set of Blocks 

Complexity: Core Platform 
A platform emphasizing computational capability, not necessarily application domain or 
market specific. For use in building higher-level SoCs (SoCs are core platform derivatives), 
or domain-specific products. Core platforms are defined at the required level of detail 
determined by the select 
Com~onents/~eatures: 
HW Features 
(examples): 
1) Single master 
processor or simple 
controller; single bus; 
(2) Single bus with 
multiple processor or 
controllers; 
(3) Multiple 
processors or 
controllers andlor 
multiple busses. 
SW Features: Platform 
initialization and 
startup code; RTOS 
kernel; basic on-chip 
peripheral drivers. 

Table 4-: 

I specification approach (see Section 4.2.2). 
Business/Economics: Development Tools: 
Complete domain HW Support 
and economic (examples): 
scoping analysis (1) Bus control 
showing economic timing and protocol; 
impact of building (2) Bus control 
and using the specific timing and protocol, 
set of common arbitration; 
features in the Core (3) Bus definition, 
platform, including timing, and 
the on-chip variable protocols, 
features to be arbitration, 
integrated with it to synchronization. 
form higher level SW Support: 
systems. Functional, 

behavioral, and 
verification models 
for the platform; 
compilers, 
debuggers, 
emulators, and so 
on. 

Support: 
Not necessarily 
application 
domain-specific. 
Core platform 
architectural 
specification; 
platform- 
specific design 
support and 
reference 
implementations 
; application 
engineering; 
training; change 
management; 
customer 
feedback. 
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Complexity: SoC Platform 
A packaged, physically deliverable device. SoC derivatives are higher-level systems 
produced by integrating the SoC with off-chip hardware and software. Includes all 
components and features of a Core Platform, plus domain-specif c peripherals and/or 
differentiating HWISW 
Components/Features: 
HW Features: Includes 
all specified hardware 
features (computing, 
memory, 110, and 
peripherals, and so 
on); presented as 
packaged device, flip- 
chip, module set, or 
hard macro. 
SW Features: Includes 
all specified embedded 
software features 
(RTOS, drivers, APIs, 
external functions, and 
off-chip interface 
controllers 
programming models, 
and so on); presented 
as ROMIfirmware or 
downloadable ROM 
image. 

SUDDO~~:  
Likely targeted 

. . 

to a specific 
application 
domain or 
market segment. 
SoC platform 
architectural 
specification; 
domain-specific 
design support 
and reference 
designs; 
application 
engineering; 
training; change 
management; 
customer 
relations and 
feedback. 

nctionality. 
Business/Economics: 
Complete domain 
and economic 
scoping analysis 
showing economic 
impact of building 
and using the specific 
set of common 
features in the SoC 
platform, including 
the Core Platform 
and variable features 
integrated with it to 
form the SoC, and 
the off-chip variable 
features to be 
integrated with the 
SoC to form higher 
level systems. 

Table 4-4 Platform Object Complexity Levels: SoC Platform 

Development Tools: 
Integration-oriented 
design flow 
including system 
models for the SoC, 
kernels, and clusters 
of appropriate IP 
components, 
including physical 
interconnect, 110, 
timing, 
characterization, 
programming 
model, APIs, 
parameterization, 
verification, and so 
on. 

Acknowledging the pragmatic mindset of many in the SoC community, 
we expect to see fully functional platforms offered at all complexity levels 
with fully specified component and feature attributes, but whose other PBDS 
constituents-business plans, development and integration tools, and support 
may not be as fully formed. 

4.2.1.2 Interfaces 

There are two basic interfaces in PBD, as shown in Figure 4.2: the 
platform interface between the traditional IC design and platform object 
creation, and the derivative interface between the platform object and 

f > f \ 
~ e c h n o l o ~ ~  
Component 

\ J \ J 
Figure 4.2 PBD-Related Interfaces 

Platform 
Interface 

Derivative 
Interface 

Architecture 
Platform 

Application 
Derivative 



1 12 Chapter 4 

derivative creation. Depending on the specific methodology, each of these 
interfaces has a wide range of variation. (Note that while we have shown two 
interfaces in this example at the SoC level, an end product may have many 
such layers between integration platforms. Further research may define more 
such layers in the SoC space.) 

Platform Interface 

This has as little as a traditional ASIC vendor offering with complex IP 
libraries, to as much as reference designs and frameworks for compatible IP. 
Finished designs or platforms can be constructed from the information, 
which crosses this interface. 

Derivative Interface 

This has as little as a basic platform model, along with the information 
available at the platform interface, to as much as a complete platform with 
well defined hardware, software and application interfaces from which 
derivative designs can be created. 

In the technology-driven case the vendor supplies all the components, 
ideally in an easily integratable form. In this case, the designer sees only the 
platform interface. The vendor deals only with the designer through the 
platform interface. The designer has the components from which to build a 
platform or a finished design, but must integrate and verify the design in the 
traditional (such as, ASIC) manner. 

In the architecture-driven case the derivative designer sees both the 
platform interface and the derivative interface, since the platform is being 
supplied by one vendor and the technology is being supplied by another. In 
the ideal case the components are compatible with the platform and the 
implementation path has been verified. But the derivative designers still 
must define their application interfaces, integrate and verifL their design in a 
traditional ASIC manner, ideally with less effort given the level of 
integration and verification framework that comes with the platform. 

In the application-driven case the derivative interface has all of the 
interfaces necessary to easily tailor the platform to meet the derivative 
design requirements. In this case the platform interface is hidden from the 
derivative designer. The effort to integrate and verify the final derivative 
design should be limited to plugging the custom components into the 
existing framework and environment and verifying them at the application 
interface. In the ideal case the platform provider can also easily create the 
platform and all the necessary interfaces for the derivative designer from the 
components and tools available to him. In this case the derivative designer 
specifies the platform and then creates the derivative design. This latter case 
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is quite likely even if the platform is custom-made for the derivative 
designer because the derivative designer only cares about his differentiating 
IP or variable functionality, not the common features and components of the 
platform. 

Detailed specifications for the interface requirements can be created, but 
the items beyond the traditional block-based design requirements are largely 
conditional, based on both the type of methodology, and the underlying 
technology. For example, an application-driven approach for an FPGA- 
based platform may require no hardware development, while a technology- 
driven approach for a standard cell-based platform may require considerable 
hardware development. 

4.2.2 Platform Specification Approaches 

We have identified three basic approaches to platform specification: 
technology-driven (bottom-up); architecture-driven (middle-out); and 
application-driven (top-down). Product family planners and platform 
architects will use one of these approaches to specifj their desired platform 
and its integration environment, within the context of their business goals, 
overall product family strategy, technology capability, and other constraints. 
The product of the specification process will be a platform at an appropriate 
level of complexity, as defined in Section 4.2.1. The remainder of this 
section provides a short description of each approach, followed by a detailed 
listing of distinguishing attributes we have identified. 
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4.2.2.1 Technology-Driven (Bottom-Up) Specification 

Figure 4.3 Technology-Driven Platform Specification 

Technology-driven platforms use a bottom-up approach to platform 
specification, based on traditional design methods (standard cell, full 
custom, library-oriented, and so on) with the latest and potentially highest 
performance (and costliest) semiconductor technology processes. They are 
agnostic with respect to applications, though applications with higher 
performance andlor integration needs will likely be the first users of newest 
technology-driven platforms (including 130 nm node, 90 nm node and 
predictions for future nodes such as 65 and 45 nm.). Examples include Intel 
processors and platform FPGAs wanting to offer much greater integration. 

At this level, all the hardware, software and communication elements are 
provided along with the block-based IP libraries. Architecture reference 
models are provided but the components are not pre-clustered in any 
particular fashion. This is viewed as a bottom-up platform methodology in 
that specific derivatives are created up from the component level using the 
architectures provided as a reference only. 
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4.2.2.2 Architecture-Driven (Middle-Out) Specification 

Figure 4.4 Architecture-Driven Platform Specification 

Architecture-driven platforms use a middle-out approach to platform 
specification; a system level approach with restrictions derived from the 
relevant technology foundation (the family of existing cores, core support 
packages, memory structures, and on-chip communications standards). They 
have loose coupling to both applications and technologies, primarily driven 
by new architectural paradigms, though provided in consideration of both 
technology (such as, power, size and speed) and applications (such as, RTOS 
support and memory hierarchies). 

At this level, specific kernels including diagnostic shells, RTOS 
software, processors, and communication structures are included in a pre- 
verified, architecture. These architectures have attributes that are targeted to 
specific market segments. System models for these kernels and clusters of 
appropriate IP components are identified along with methods for integrating 
them with the kernels into specific derivative designs. This is viewed as a 
middle-out platform methodology in that a pre-defined kernel containing the 
basic architecture already exists, and is used along with pre-verified 
component IP to create a derivative. 
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4.2.2.3 Application-Driven (Top-Down) Specification 

Figure 4.5 Application-Driven Platform Specification 

Application-driven platforms use a top-down approach to platform 
specification, using system-level design methods and focusing on the 
functional requirements of family of products (set of derivatives) to be built 
on the platform. At this level there is a top-down, product family roadmap- 
driven process for creating a platform and the derivative products based 
upon it. They are agnostic with respect to the fundamental software and 
semiconductor technologies used to build the SoC, though the underlying 
technology must offer suitable application "performance plateaus," that is, 
enough performance to meet application requirements. 

The development team uses the roadmap to drive creation of an 
appropriate platform (the set of common IP or features), including 
application interfaces, and application oriented implementation /verification 
flows, from the component libraries, platform frameworks, meta-methods 
and meta-applications interfaces. Product developers integrate the platform 
with other IP (the differentiating or variable features) to produce the desired 
platform derivatives, the product family members. 

4.2.2.4 Platform Specification Attributes 

Attributes of the three platform specification approaches identified in the 
PBD taxonomy are summarized in Tables 4-5 through 4-1 1, and platform 
development teams should use these attributes to determine which 
specification approach is most appropriate for them. 
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Attribute 
Approach 
Platform 
architecture. 

Table 4-: 

Technology Driven 
Bottom-Up 
Implied, but not fully 
specified, by library 
components. 

Incorporation of 
embedded processors 
brings a lot of 
architecture 
"baggage" (on-chip 
communications, 
memories, some 
peripherals, basic 
SW development 
tools, and so on) that 
begin to "nucleate" a 
specific architecture. 

'latform Specification 

Implied by the 
technology 
foundation (TF), 
though minimal 
implied restrictions 
to remainder of 
system. 

Should allow 
optimal integration 
in market-targeted 
platform. 

pproach Attributes: A 

Application Driven 
Top-Down 
Explicitly built into 
the platform, 
though can be 
parameterized. 

The user 
(integrator) may 
not be concerned 
with what is inside 
the platform's API 
and/or standard bus 
boundary. Need 
sufficient 
observability and 
controllability for 
derivative product 
validation. 
~itecture 
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Technology Driven 

May be ad hoc or 
just for initial 
product based on the 
platform. 

May be based on a 
general technology 
roadmap, that is, 
process geometry 
node or number of 
gates per die 
expected. 

Only first 
application, not a 
complete set of 
derivatives, may be 
well known. 

First application may 
be known and is 
platform driver. 
Derivatives could be 
application 
platforms; may be 
product-level 
sequential entities 

High. Public offering 
of a platform product 
easier, as it's not tied 
to specific 
application. 
Compare more 
generic platform 
offerings. 

Architecture Driven 

Depends upon 
flexibility and 
scalability of the TF. 

Roadmap will be 
defined both by 
target markets (such 
as, wireless), as well 
as suitability of the 
TF to support current 
architectural styles 
(such as, most 
dominant OS in 
market, and so on). 

A "market-targeted 
platform" or an 
application-specific 
platform (ASP) can 
be derivatives of a 
TF. 
A TF can form a 
kernel in both a 
bottom-up or top- 
down flow. Having a 
defined TF makes is 
possible to work out 
how many different 
variants can be 
added to it. 
High. The more 
simply defined the 
boundaries of the TF 
is, the more "add- 
ons" can be 
integrated, and the 
easier it is to market. 
A TF may be defined 
as: 'the absolute 
minimum HW 
support required for 
OS porting on a core, 
providing a standard 
OS driver-API and 
bus interface'. This 
implies that memory 

ADDlication Driven 
Top-down 
Well-defined 
product family 
roadmap precedes 
platform design. 

Roadmap should be 
well thought out 
over medium to 
long term (2-3+ 
years), with many 
derivative products 
based on the 
platform, and 
planned platform 
evolution. 
Initial family of 
derivatives well 
defined (part of the 
overall product line 
strategy). 

Multiple 
derivatives can be 
created 
simultaneously and 
in parallel from a 
single defined 
platform. 

Low. Platform 
design and 
capabilities are 
strongly tied to the 
defined product 
line (set of 
derivatives). 

The platform is 
likely to be kept as 
an internal use 
entity, or shared 
with 'favorite' 
customers, such as, 
TI OMAP with 
Nokia and others. 



Platform-Based Design 1 19 

Attribute 

Table 

Attribute 
Approach 
Platform designer's 
driving question. 

Platform is agnostic 
with respect to ....... 

Technology Driven 1 Architecture Driven 1 Application Driven 

-6 Platform Specific 

Technology Driven 
Bottom-up 
"What can I put in 
the platform that's 
cool?" 
Statistically, how can 
I provide the greatest 
number of customers 
with what they need? 
"What customers 
need" is not totally 
dissimilar to the top- 
down approach (that 
is, the common 
features of the 
product family), but 
tends to be raw 
feature-oriented, 
independent of well 
thought out 
applications. Also, 
"How can I fill my 
new fab most 
effectivelv?" 
Applications. 
Applications with 
higher performance 
andlor integration 
needs will likely be 
the first users of 
newest technology- 
driven platforms, 
such as, 130 nm 
node and predictions 
for future. Example: 
Intel processors or 

maps, and so on are 
not set, providing 
greater freedom to 
the customer. The 
more flexibility 
provided for 
interfacing to the TF, 
the simpler to adopt. 
(See ~ o t e  1 .) - 

n Approach Attributes: 

Architecture Driven 
Middle-out 
"What HWISW 
support do I require 
to facilitate our TF?" 

Loose coupling to 
both applications, 
technologies. 
Primarily driven by 
new architectural 
paradigms, though 
provided in 
consideration of both 
technology (such as, 
power, size, and 
speed) and 
applications (such as, 

"Internal" means 
partners within the 
entire product chain 
(to end user), 
whether inside or 
outside the SOC 
provider's 
company. 

Application Driven 
Top-down 
"What do I need to 
put in the platform 
to support my 
product line?" 

Platform contains 
just enough to 
support product 
family, and no 
more. Economic 
scoping models and 
management of 
feature sets are on a 
par with traditional 
"engineering" point 
of view. 

Technologies. 

Underlying 
technology must 
offer suitable 
application 
"performance 
plateaus," that is, 
enough 
performance to 
meet application 
requirements. (See 
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Attribute r 
I 

Table 

integration. I 
Component and I Technology I System and product 

Technology Driven 
Platform FPGAs 
wanting to offer 
much greater 

levels, plus middle- 
out IP integration. 

reation 

Architecture Driven 
RTOS support and 
memory hierarchies). 

interconnect levels. 

Attribute 
Approach 
Platform stability. 
(See "platform 
change trigger.") 

Application Driven 
Note 2.) 

foundation 
exploration; capacity 
to replace TF and 
evaluate 
performance at a 
level with sufficient 
accuracy. 

Platform change 
trigger. 

.7 Platform Specification Approach Attributes: 

Technology Driven 
Bottom-up 
Volatile. 

New platforms 
developed as new 
technology becomes 
available. 

Capability 
breakthrough or 
planned evolution in 
key technology. 

Example: Change 
from 130nm to 90nm 
process node. 

I 

Table 4-8 Platform Specification 

Architecture Driven I Application Driven 

High stability, based 
on the technology 
foundation. 

Technology 
foundation (TF) 
change. 

Platform 
enhancements or 
new platforms 
developed as part 
of overall product 
line roadmap. 
Product line need, 
driven by feature 
set evolution, or 
new standards. 

computing cores. with GPRS; 2.5G 

gproach Attributes: Alterations 
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Attribute 
Approach 
Platform creator's 
design method. 

Platform customer1 
integrator's design/ 
development 
method 

Derivative 
methodology. 

Technology Driven 
Bottom-up 
Traditional design 
(standard cell, full 
custom, library- 
oriented, and so on). 

Traditional, seeking 
optimization. 
Integrator may want 
to tweak platform 
internals to optimize 
the product into 
which it is going. 
(See Note 3.) 

Traditional library 
oriented design; 
typically hardware 
with some software. 

Architecture Driven 
Middle-out 
System level 
approach with 
restrictions derived 
from the technology 
foundation. 
Reuse without 
rework of the TF. 

Strong focus on 
optimization of 
H W/S W components 
around the TF; TF 
must be provided 
with a configurable 
and extensible 
verification and 
validation (V&V) 
harness. Ability to 
configure hardware 
subsystem provided 
external to TF. 
Ability to easily 
integrate IP from 
compatible libraries 
(HW and ESW). TF 
must be provided 
with an 0s port. 
HWISW 
architectural 
exploration and IP 
integration. 

Application Driven 
TOR-down 
System-level 
design. 

Reuse without 
rework of the SOC 
or core platform. 

Strong emphasis on 
product-level 
integration using 
the platform. The 
platform itself may 
be configurable at 
run time or design 
time, but not 
changeable. 
Platform must be 
provided with a 
configurable and 
extensible V&V 
harness. 

Application 
specific interfaces 
for system 
augmentation; 
typically software 
with some 
hardware. 

Set of selectable IP 
common to the 
market-target of the 
platform likely to 
be provided as a 
library for 
derivative product 
desigtdassembly. 
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Attribute 
Verification and 
validation (V&V) 
support for 
platform-based 
products. 

Table 4-9 Pla 

Attribute 
Approach 
Platform delivery 
form (hard-firm- 
soft). 

NOTE: SoC-level 
platforms will be 
delivered as die, 
modules, packaged 
devices, or hard 
macros. 
Degree to which 
information is 
hidden; "black 
boxiness." (See 
Note 4.) 

Technology Driven 
Traditional bottom- 
up design 
verification of entire 
platform-based 
design. 

- 
-- 

u 

)rm Specification Approach Attributes: Creatio 

Architecture Driven 
Reusable, 
configurable, and 
extendable 
verification IP 
harness. 
Verification IP 
communicate 
through standard 
interface. SoC 
structure, such as 
memory-map, 
inherited by V&V 
environment from a 
single source. 

Technology Driven 
Bottom-up 
Chip, hard or soft. 
May be provided 
hard with 
configurable 
sections. 

Low. 

User may want lots 
of visibility to 
platform internals - 
may want to 
optimize 
implementation for 
performance and 
integration. (See 
Note 2). 

Application Driven 
Verification IP 
harness and 
system-level 
verification. 

Methodology 

Most likely 
provided soft with 
a reference 
methodology 
adaptable to 
different 
technologies. 

Architecture Driven 
Middle-out 
Chip or soft. 

Application Driven 
Top-down 
Chip or soft. 

Degree to which 
information is 
partially visible; 
"gray boxiness" (that 
is, V&V support 
needed). 

Medium. 

User may not care 
what's inside the 
platform boundary. 
As long as useful 
and effective V&V 
controllability is 
available for SOC 
platform, derivative 
product TTM 
concerns are 
paramount and 
drive reuse without 
rework. 

High. 
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Convergence 
(Motorola) 

Table 4-10 Platform Specification Approach Attributes: Delivery 

Attribute 
Real-World 
Examples of this 
Platform Type 

Attribute 
Approach 
Available software 
components. 

Platform customer1 
integrator's 
involvement in 
platform 
development. 

Technology Driven 
Xilinx Virtex I1 Pro 

Customer. 

("Levels" means all 
integration levels: 
for SoCs.) 

Architecture Driven 
ARM Integrator 

ARM PrimeXsysTM 

Table 4-1 1 I 

Application Driven 
OMAP (TI) 
Nexperia (Philips) 
Innovative 

Technology Driven I Architecture Driven 
Bottom-up I Middle-out 
Hardware abstraction I Hardware-dependent 
layer (HAL). Software (HdS). 
Example: Drivers. Example: Drivers, 

HdS-compliant API, 
OS abstraction layer, 
and so on. 

I 

Loosely coupled; I May be involved in 
feature-based, 
performance 
specification 
oriented. 

Closer to a "standard 
product." 

the development, 
though not 
compulsory. 

Depends upon 
whether foundation 
IP is developed in a 
"collaborative" 
specification 
environment. 

I 

Internal or external I Internal to a systems- 
at all levels. company, or 

external. 

May be at least two 
levels (corelsub-SOC TF fundamentally 
and SOC boundary), ensures support for 
or just one (SOC efficient integration 
boundary only) of complex IP 

Application Driven 
Top-down 
Application 
software. 

Example: MPEG-4, 
MP3,OS 
abstraction layer, 
and so on. 

Strongly coupled; 
top-to-bottom 
architecture 
consistency with 
customer's 
application. 

Closer to a "custom 
product." Example: 
Ericsson and Nokia 
involvement with 
TI for wireless. 

Internal (vertically 
integrated 
companies); 
selected external 
partners. 

Used by partners 
within the entire 
platform-based 
product food chain. 
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Notes to Tables 4-5 through 4-1 1 : 

1. A good analogy with the architecture-driven or technology foundation 
(TF) approach is the PC, which has a well defined TF, but also an ample 
degree of flexibility. For example, if one wanted a PC to be a video- 
conferencing system, one must add the hardware (webcam, modem, and 
so on) and the software necessary to customize it. Different TFs (such as 
Pentium 4, Pentium 3, Athlon, Celeron, Power PC; Linux, Windows and 
Mac OS X) have different degrees of freedom and are more or less 
restrictive when adding peripheral hardware and software. Having a 
defined TF, one can work out how many different variants can be added 
to it. 

2. Arguably, SOC platforms for 2G wireless standards were not possible 
until process nodes around 250nm to 350nm offered enough 
performance-power tradeoff and integration, while 3G demands a 180nm 
to 13Onm node. 

3. ModifLing the internal details of a platform tends to invalidate the 
concept. For example, a technology-driven platform consisting of cell 
libraries and generators usually does not allow modification of the basic 
cell libraries; rather, new cells may be added for specific design needs. 
Thus the basic cell libraries may represent the invariant or configurable- 
only part of a technology-driven platform. An essential characteristic of 
the platform is isolation between application development and platform 
implementation detail. 

4. Configuring or customizing of a platform through a specified design-time 
or run-time parameterization or other configuration process is acceptable, 
but user manipulation of the platform internals (for example, in search of 
"optimization") is not. Thus a highly configurable processor (such as 
Tensilica T1050 or LX) may be part of a platform post-configuration, but 
the process of optimizing a processor configuration for a specific 
application lies outside of the processes of platform-based derivative 
design, and instead can be part of the platform creation process. 
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4.2.2.5 Metrics for Platform Specification Approaches 

Functionality 

Application t 
System t 

Structure 

Specific 

Market 

Figure 4.6 The Platform Metric 

There is a relationship between the level of detail needed for a set of 
platform-based products, as measured in three metrics: functional 
abstraction, structural creation, and market alignment, and the approach that 
should be used to specify the platform. Figure 4.6 shows successive levels of 
detail from none (at the origin) up to highly detailed levels of organization 
on each metric. The remainder of this section gives a short description of 
each metric and its relationship to the different specification approaches. 

Functionality 

Figure 4.7 Functionality Metric Resolution 

The lowest level of functional detail deals with simple, unmanaged 
collections of components: processors, memory, 110 translators, and 
compute engines. These may be combined into complex aggregations, but 
the functionality focus remains primarily with the performance of the 
individual components and limited, non-application specific interactions 
between them. Structural and high-level models are provided for the 
components. At intermediate level of functional detail are descriptions of 
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components and the communication between them as the basis for a system, 
and the beginning of functionality management. Mid-level models exist, 
complete with sufficient diagnostics, and interfaces to perform system level 
functional verification, with strong linkage to component properties and 
some linkage to applications. The highest level of functional detail deals 
with fully managed sets of features and interfaces for the target applications 
themselves, driven by the platform user's interests and concerns. This can 
include very high-level models, coupled with interfaces and examples that 
ease the application development. 

Structure 

Library 6 
Frame @& 

Library Library Library 

Figure 4.8 Structure Metric Resolution 

At the lowest level of structural detail, the platform consists of a library 
of interconnectable, reusable components. The library will likely include 
market, architectural, and system-level information, but is still organized by 
components. At the next level the structural detail also includes frameworks 
for the common components or features that will cross multiple components. 
The framework includes platform-specific information, both with respect to 
the common components, and kernel architectures for the platforms. Some 
of this information includes verification suites, diagnostic shells, and 
parameters for general implementation tool suites. At the top level the 
structural detail includes both component libraries and platform frameworks, 
but has an additional layer of meta-data such as product family-level meta- 
applications interfaces, attributes, and meta-flows used in specifling and 
constructing platforms. 
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Market 

Figure 4.9 Market Metric Resolution 

At the lowest level the market detail and derivative product mix is not 
well defined; it is merely a statistical composite of the market for the 
platform. At the next level the market segments are identified, as are the 
common elements within the segments. At the highest level a specific set of 
derivatives of the platform are identified, and the common elements of their 
specifications defines the platform. 

4.2.2.6 Alignment with Platform Specification Approaches 

The different approaches to platform specification can be viewed as 
concentric shells defined by the level of detail in the platform space whose 
dimensions are functionality, specification, and markets. In Figure 4.10, we 
see how these metrics for a set of axes create a "platform approach space." 
We recommend that every product development program consider its 
market, functionality, and structural detail, then adopt the platform 
specification process defined by the shell with which it most closely aligns. 
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Application Driven 
Functionality 

4 - (top-down) 

Block based 

chitecture Driven 

Figure 4.10 Platform Specification Approach Space 

Block-Based (No Platform) 

This level assumes the availability of a reusable IP library, and existing 
general tool flows for implementation around a block based methodology. 
No architecture or platform is implied at this level. 

Technology-Driven Approach 

At this level all the hardware, software and communication elements are 
provided along with block-based IP libraries. Architectural reference models 
are provided but the components are not pre-clustered in any particular 
fashion, and with little detail. We view this as a "bottom-up" platform 
specification approach in that specific derivatives are created up from the 
component level using the architectures provided as a reference only. 

Technology Foundation/Architecture-Driven Approach 

At this level specific kernels including diagnostic shells, RTOS software, 
processors, and communication structures are included in a pre-verified, 
architecture. These architectures have attributes that are targeted to specific 
market segments, and moderate levels of detail in all metrics. System models 
for these kernels and clusters of appropriate IP components are identified 
along with indications of how they can be integrated with the kernels into 
specific derivative designs. This is viewed as a middle-out platform 
methodology in that a pre-defined kernel containing the basic architecture 
already exists, and is used along with pre-verified component IP to create a 
derivative. 
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Application-Driven Approach 

At this level there is a top-down, product family roadmap-driven process 
for creating a platform and the derivative products based upon it, and high 
levels of detail in each metric. The development team uses the roadmap to 
drive creation of an appropriate platform (the set of common IP or features), 
including application interfaces, and application oriented implementation 
and verification flows, from the component libraries, platform frameworks, 
meta-methods and meta-applications interfaces. Product developers integrate 
the platform with other IP (the differentiating or variable features) to 
produce the desired platform derivatives, the product family members. 

4.2.2.7 On The Evolution of Platform Specifications 

While the three concepts of technology-driven, architecture-driven, and 
application-driven platforms are distinct approaches to platform 
specification, the concentric, ever larger shells imply the possibility of a 
progression. The rest of this section will discuss the requirements for moving 
from one level to the next. Figure 4.1 1 shows how a platform specification at 
the segment-system-framework level (architecture-driven) in the platform 
space might evolve to the segment-application-application (application- 
driven) level. 

Functionality + 

J 
Market 

Figure 4.1 1 Evolution in Platform Space 
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Block-based design assumes a library of qualified reusable IP and 
general design flows that support the integration of reusable IP into a wide 
variety of end user designs. 

Evolution from block-based design toward technology-driven platform 
specification is the process of providing clusters or groups of IP that have 
been further verified to work together in a wide variety of combinations, and 
for which the existing reusable IP libraries have been extended, to include 
software IP, RTOS modules, diagnostics, and reference architectures for the 
clusters. High-level component models are typically provided at this level as 
well, but full system models as references are not generally provided. 

As a platform specification approach evolves from technology-driven 
towards architecture-driven, the level of detail increases and kernel 
architectures complete with system models are added to a second level of the 
library. The component IP will have distinct and defined relationships to the 
kernel architectures added to their other attributes in the library. Integrated 
diagnostic and software application strategies are identified and market 
segment descriptions for each of the platforms are added to the database. At 
another level, the technology-driven, a basic IP library has additional 
information while, at the architectural-driven level, the database is more 
platform-centric. Specific options for the general tool flows and 
implementation are tied to the specific platforms. Typically a technology- 
driven platform provides all available options to the component IP, which 
are limited to viable options within each specific architecture at the 
architecture-driven level. 

Finally, moving from architectural-driven to application-driven platform 
specification involves considerable detail about the functionality, market, 
and structure of the product family using the platform, and the addition of 
top down methodologies for creation of platforms, along with application 
interfaces and preconfigured application oriented implementation and 
verification cockpits. These interfaces presume full very high-level system 
modeling at the application level, which in turn is calibrated to specific 
architectural system level models. Of course, in order to efficiently create 
top down platforms, it is necessary to create meta-application interfaces, and 
configurable implementation and verification cockpits that are easily 
configured for specific applications. These application-oriented interfaces 
allow the creation of derivatives from the application perspective without the 
need for detailed knowledge of the underlying architecture. In short, this 
layer views the platform as a solution to a specific product roadmap, as 
opposed to general market segments, and the data base of a completed 
platform would reflect the proposed roadmap as part of the market data with 
respect to the platform 
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4.3 Definitions 

barket. 
Integration Iln the SoC context, a library of virtual components and an architectural 

Platform. 

Platform-Based 
Design 

An integrated and managed set of common features, upon which a set of 
products or product family can be built. A platform is a virtual component 
( W .  
From Meyer & Lehnerd [MEY 971: 
A set of subsystems and interfaces that form a common structure from which 
a stream of derivative products can be efficiently developed and produced. 
An integration oriented design approach emphasizing systematic reuse, for 
developing complex products based upon platforms and compatible hardware 
and software VCs, intended to reduce development risks, costs, and time to 

Platform organization, company or individual that offers and supports platforms I 

'Platform. 

.. . 

rovider. kor others to use in their designs. 
latform khe  taxonomy is defined by a series of matrices containing levels of platform 

framework, consisting of a set of integrated and pre-qualified software and 
hardware virtual components (VCs), models, EDA and software tools, 
libraries and methodology, to support rapid product development through 
architectural exploration, integration and verification. 
Within the VSIA, the scope of the integration platform is bounded to the SoC. 
From Chang, et. al. [CHA 991: 
Hardware architecture, embedded software architecture, design 
methodologies (authoring and integration) design guidelines and modeling 
standards, VC characterization and support, and design verification 
(hardwarelsoftware, hardware prototype), focusing on a particular target 
application. 

Table 4-12 Basic Definitions 

lcomponents may be thought of as just components. 
echnology phe  family of cores, core support packages (local HW support for OS ports 

raxonomy. 

Jirtual 
:omponents 

types, characteristics of platforms, application areas of platforms, p l i t f~rm 
tools, design styles and other properties necessary to describe the platforms. 
With respect to platforms, virtual components are hnctional blocks of 
hardware or software that can be assembled to create a platform, platforms 
themselves, or differentiating IP features or blocks integrated with a platform 
to form a higher-level platform or product. In other contexts, virtual 

contains lower-level platforms and/or virtual components. While platform- 
based design is applicable at many levels of integration within a finished 
product, our scope will be limited to platform-based products at the SoC 
level and below. SoCs, which themselves may be built on lower level 
platforms, will serve as platforms for higher-level products. 

:oundation 

Jierarchy 

'latform Levels. 

on a core), memory structures, and on-chip communication standards used in 
platform assembly and platform-based design flows. 
An ordered list of platforms, for an application or a view, in which the lower- 
level platforms are the sub-platforms that make up the higher-level platform. 
The lowest level of the hierarchy is a virtual component (or component) 
An implied level of abstraction, such as a higher-level platform, is one that 
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deliverable platform at some level of abstraction, comprised of an 
tegrated, defined set of components and features, and business plans, 

ldevelopment tools, and support practices. 
latform-Based bhe  complete development environment that enables a platform customer- 

ser to integrate a platform and variable IP into a higher-level derivative 
roduct. PBDS constituents are components and features, business plans, 

Platform 
Complexity 

bvolution. lextension (such as, adding functionality, incorporating additional modules or 

development tools, and support practices. 
Describe all the constituents of a deliverable platform object at a particular 
integration level as the combination of PBDS elements: its components and 

Levels. 

Platform 
Specification 
Approach. 
Platform 

I Iplatforms, enhancing performance, and so on), or by migration (such as, 

features, business and economic plans, development and integration 
environment, and support practices. 
A type of platform specification process chosen by the platform developmen 
team, based on their business and technology philosophy, by which they will 
quickly converge on the desired platform specification and complexity. 
The notion that a particular type of platform is improved over time by 

hanging the basic computing complex, being manufactured with new 
technology, and so on). Successive generations of platforms 

b a y  be defined as part of a product family strategy; each platform is fully 

ecause of isolation between the platform internals and its supported 

I Ithem. The target application domain typically defines the platform type, 

lview seen by the platform integrator. 
ode1 IA platform model is an abstraction or several abstractions of the platform 

Derivative 

Isolation 

can be used by hardware, firmware, and soilware developers to create 
roducts. The model is a black box that exposes the functionality that is 
ecessary for the developer to do hislher job. The EDA tools and soilware 

which remains the same throughout the evolution of the platform. 
A specific instance of a product or design based on a particular platform. 
One member of a product family based on a particular platform. 
The distinction between the internal features and construction of a platform 
and its external characteristics, as known from its interface, which permits 
the internals of a platform to evolve while keeping consistent the external 

Viewpoint 

tools needed to use the model must be delivered with the model by the 
platform provider. 
A pattern or template from which one can develop individual views by 
establishing purposes and audience for a view and the techniques for its 
creation and analysis. A viewpoint specifies conventions for constructing a 

View 

Formal Platform 

view. 
A representation of a whole system from the perspective of a related set of 
concerns. 
Architectural descriptions contain the information about the platform from 

Architectural 
Descriptions 

Architecture 

the perspective of all the stakeholders, identifying all their concerns, and 
addressing those concerns via architectural viewpoints. Architectural 
descriptions are defined by the functional and collateral virtual components 
of platforms. 
A collection of architectural descriptions from which describes the platform. 
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group of products sharing a common, managed set of features that satisfy 
ecific needs of a selected market or mission area, and that are developed 

Platform 
API Platform 

rom Meyer & Lehnerd [MEY 971: 
and address related 

A layer of abstraction of a complex device or system that provides the basis 
the design process. This typically is a programmer's model of the system or 
device. 

barket applications. 
omain area of knowledge or activity characterized by a set of concepts and 

Table 4-13 Higher-level Definitions 

lterminology understood by practitioners in that area. 
omain h a l y s i s h  process for capturing and representing information about applications in a 

I Idomain, specifically identifying common characteristics and reasons for 
bariability. 

conomies of khe  condition wherein fewer inputs such as effort and time are needed to 
roduce a greater variety of outputs. Economies of scope occur when it is 

to combine two or more products in one production system (that 
them as part of a platform-based product family) than to produce 

. A core asset may be an architecture, a hardware or software 

stems (that is, a product family), typically the components and their 
the use of components mus 
ty among the systems 

Icomponent. 
chitecture hhe  preferred definition, from IEEE-1471 : 

The fundamental organization of a system embodied in its components, thei~ 
relationships to each other, and to the environment, and the principles 
guiding its design and evolution. 
Examples of other definitions: 
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rom Clements & Northrop [CLE 021 : 
'he structure or structures of a system, which consists of hardware and 
3ftware components, the externally visible properties of those components, 
nd the relationships among them. 
rom Section 2.9.2.3: 

In the context of software, architecture is the configuration of al 
software routines and services for meeting a system's objective 
For example, application, operating system, and communicatio~ 
protocols can describe layers of a software architecture. 
In the context of hardware, architecture is the configuration of al 
physical elements for meeting a system's objective. 
In the context of systems, architecture is the collection ant 
relationship of the system's constituent hardware and softwan 
components. For example, a multiprocessor system's architecturl 
would include the hardware network architecture and the softwar 

~chitecture nctions implied by the functional model (a functional model will have an 
lapping implementation). Such a mappint 

components of the system, in botk 
functions that are associated with 

unctional-to- 
hysical 

his mapping should deal with the required communications between 
nctions, and the components in the architecture that are used to realize this 

ommunication (for example, in the hardware domain, buses; in the softwarc E 

architecture in the form of distributed and local operating systems 
and application and control routines. 

A "mapping" between a functional model of a system and a specific 
hardware andlor software implementation architecture that implements the 

messaging routines; between hardware and software, memory- 
apped 110). In some contexts, the combination of the architecture of a 

the functional model of the system, and the mapping between the 
wo, along with associated implementation constraints, is called an 

Table 4-14 Product Family Definitions 



CHAPTER 5 HARDWARE-DEPENDENT 

SOFTWARE 

5.1 Introduction 

This chapter expands the scope of models and definitions into the world 
of embedded systems. Recognizing the increasing complexity of modern 
SoCs, which incorporate both hardware and software IP, the productivity 
gap is not solvable by only looking at hardware IP portability. Issues such as 
exposing SoC functionality using a software API; the portability of software 
running on evolving hardware platforms; and the increasing issue of SoC 
verification and validation, lead to a requirement to clearly define the 
interfaces between a hardware platform and any software layers that run 
applications using that hardware platform. The software layers that use these 
interfaces are collectively known as "hardware-dependent software" (HdS). 

This chapter explores the following objectives: 

To what extent can a dedicated software layer be defined so that it 
efficiently hides hardware platform specifics from application 
software? 
How can we enable software portability across various hardware 
platforms? 
How can we allow cost-effective integration of software IP from 
different vendors into overall solutions? 

5.1.1 Purpose of this Chapter 

To fix the definition of terms that are important in the HdS context 
To clarify the subject, considering its different aspects, such as 
hardware and software platform views, and its relation to different 
HdS design-cycle phases 
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To classify the relationship and interactions between hardware and 
software 
To help hardware, EDA, and s o h a r e  engineers understand the 
terminology of other experts in relation to HdS 

5.1.2 Intended Audience 

Since HdS constitutes the border zone between hardware blocks (ASICs, 
FPGAs, processors, printed circuit boards, and peripherals) and the functions 
implemented in software which sit on top of these hardware platforms, there 
are several different users who will find this chapter useful: 

HdS designers and engineers: This chapter offers a vocabulary in the 
HdS domain and provides a means of unambiguous communication. 
It facilitates the definition of other related topics, such as the HdS 
Application Programmers Interface (API). (See Section 5.3.5.4.) 
Hardware designers and software engineers: For them, this chapter 
is mainly a tool for understanding the specifics of HdS, and to make 
efficient use of the HdS concept in their respective domains. 
System architects, integrators, and testers: As primary users of the 
HdS API, they need to understand the different aspects (life cycle, 
hardware platform, and runtime) of the HdS concept. 
EDAJIP Developers: As tool and IP developers explore and 
automate functions for both hardware and software design and 
development, this chapter provides a structure for common 
understanding across the users and the developers of these 
automated functions. 

The introduction and correct understanding of the HdS concept assists 
the following: 

SoC providers that offer highly portable IP as virtual components. 
RTOS and software companies that support a growing variety of 
hardware platforms with a reasonable development effort 
System houses that efficiently integrate complex products by 
incorporating best-in-class IP into working solutions, because they 
can concentrate on functional rather than implementation aspects. 

5.2 HdS Terms and Abbreviations 

This section gives definitions for a basic HdS-related terminology. First, 
it defines the meaning and the purpose of the two basic concepts of 
hardware-dependent software and of the hardware abstraction layer (HAL). 



Then, it gives a list of abbreviations used in the HdS context. It concludes 
with a list of HdS-related terms with their meaning in the context of this 
subject. 

5.2.1 Basic HdS Definitions 

For a list of common acronyms, the reader should consult the 
"Abbreviations and Acronyms" section at the front of this book. 

5.2.1.1 HdS (Hardware-dependent Software) 

All software that directly depends on the underlying hardware belongs to 
HdS. The following software items are examples: 

Hardware drivers and the HAL 
Boot strategy, and boot loader 
Built-in tests (basic level, offline tests, system maintenance tests) 
Hardware-dependent parts of communication stacks 
Algorithms implemented in software on DSPs 

HdS shields the hardware from upper-layer application software. 
Communication with the hardware takes place using a stable API, the HdS 
API. HdS contains all software that is needed to validate, verify and test, and 
to bring up the underlying hardware platform. HdS retains portability across 
various simulation and target environments. 

Figure 5.1 illustrates the relationship of the hardware-dependent software 
to the hardware design, software development, and manufacturing activities 
required to produce a product. Furthermore, the bridge between the hardware 
and software is the software layer closest to the hardware, the Hardware- 
dependent Software (HdS). On this abstraction level, the HdS is the border 
zone specifLing the platform-dependent mapping between hardware and 
software resources. 

From a test strategy perspective for both development and 
manufacturing, the HdS architecture must be set up as a basic general 
framework of the test software and platform. The HdS architecture needs to 
include methods for test initiation, parameter-passing, and the processing 
and reporting of anomalies and exceptions. 
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HdS Process: Links to other disciplines 
Split HW I HdS 1 SW 
Processor Platform 

HW Testability System Test 
Boot strategy 

Manufacture 

ASlClPBA Validation 
Co-designlCo-verification 

Operating System 
HW Drivers 
Tools 
Program Languages 

Figure 5.1 The Relationship of HdS to Design, Development, and Manufacturing 

5.2.1.2 HAL (Hardware Abstraction Layer) 

The HAL is a software layer that interfaces to the underlying hardware. 
This layer shields access to hardware functions through simplified or 
standard interfaces that isolate the hardware complexity from the software 
developer. The HAL consists of three sub-layers: the access shielding, 
register shielding and functional shielding layers. The access shielding layer 
contains the mapping between the variable names and the addresses of the 
memory locations; macros enable the use of the HAL in simulations. The 
register shielding layer enables access to the memory locations using read 
and write functions. The functional shielding layer allows higher layers to 
use a device, without knowing all the details of the device implementation. 
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5.2.2 HdS Terms 

Term 
Boot 
Bootstrap 

Code Re- 
Entrancy 

Constant Bit Rate 

Context Switch 

Data-Driven 
Scheduling 
Deadlock 

Debug Port 

Deterministic 

Definition 
Short for Bootstrap. 
The minimal set of software routines necessary to 
initialize the hardware to a known stable state. 
The ability for code to be interrupted and reinitiated 
with new data without destroying the interrupted 
execution, such that upon completing the interrupting 
task, the previous task can be continued to 
completion. Unlike task switching, re-entrant code 
may not imply complete storing of state. 
An 110 port that transfers data at a constant rate. For 
example, with analog-to-digital converters and digital- 
to-analog converters, they convert data at a specific 
constant rate. 
The computing process of storing and restoring the 
state of a CPU (the context), such that multiple 
processes can share a single CPU resource. Also 
called process switching or task switching. 
The ability to schedule a task in response to the 
availability of data. See Scheduling Models. 
Two or more tasks that require information or triggers 
from each other before proceeding. Deadlocks usually 
halt the operation of systems until timeouts restore 
o~eration. 
A port used to debug the board without requiring any 
application running on the hardware. Normally 
implemented as a JTAG port. 
Real-time implementation is deterministic if it 
minimizes the time to react to an incoming event such 
as an asynchronous interrupt, and to schedule an 
appropriate task that is associated with the incoming 
event. A deterministic system responds within a 
guaranteed time, not necessarily the fastest time. For 
example, an RTOS task-switch or an interrupt 
response is guaranteed as the worst possible case. 
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Term 
Device Driver 

DMA Channel 

Embedded 
System 

Embedded 
Software 

Event 

Firmware 

Fixed Instruction- 
Set Processors 

-- 

FLASH 
HAL 

InputIOutput 
Control 

Definition 
A software module that shields the details of a 
particular hardware element (device) and provides a 
programming interface. For example, a task that 
handles the protocol of an 110 device or DMA channel 
to perform the requested transaction. 
A device with a device address that handles the 
detailed bus protocol for a transaction between an I10 
device and memory, without the intermediate 
intervention of the processor. 
A system designed for a specific purpose, generally 
fixed at the time of manufacture. Typical embedded 
systems include: cell phones, internet routers, 
satellites, GPS units, and automotive engine 
controllers. 
Software specifically designed to run on an embedded 
system. This includes both application and system- 
level software. 
1. A method used for task synchronization. 
2. An action that causes a state change in the system 
being modeled. When used in the context of event 
driven models, events are triggers or transactions that 
cause the execution of the appropriate tasks to handle 
them. 
Embedded software that is stored as machine code 
within a ROM. 
Processors without user definable instructions. For 
example, all instructions are known and are described 
in the user manuals for the processor. 
Electrically erasable, programmable ROM. 
Hardware Abstraction Layer. A functional HdS layer 
that shields the actual access to memory locations and 
allows software clients to use a device, or hardware 
platform, without requiring in-depth knowledge of the 
device. 
Device driver function. 



computer's CPU should be able to understand and 
execute, or the set of all commands implemented by a 
particular CPU design. Also called an instruction-set 

Term 
Instruction-Set 

Definition 
A specification detailing the commands that a 

central processing unit (CPU) that it is in need of 

Interface Timing 
architecture (ISA). 
The relationship and temporal order of the signals 

Interrupt Service 
Latency 

Interrupt Service 

Communication 
Kernel Space 

The time it takes to respond to an interrupt. That is the 
elapsed time from the interrupt request to when the 
system is available for the next interrupt request. 
A software routine that responds to interrupts and 

Routine 
Intertask 

schedules the appropriate device driver. 
- 

The transfer of data and control between two or more 

Load 

- 

tasks. 
The CPU has different operating levels to disallow 

Lockout 

operation at the lower levels. The operating system 
utilizes the CPU features to allow independent 
operation of programs and protection against 
unauthorized access to resources. Under Linux, the 
kernel executes in the highest level (kernel space), 
where everything is allowed, whereas applications 
execute in the lowest level (user space), where the 
process regulates direct access to hardware and 

remote data storages. 
Method of task synchronization. The prevention of 
access to a resource while another task has non-shared 
use of the resource. 

unauthorized access to memory. 
Part of the HdS Control Layer and Function Control 
Layer. Any software routines which are responsible 
for copying software code to a target processor in 
order to be ready for execution. Load is possible from 
local memory devices, or (using data links) from 
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Term I Definition 
Memory 
Management 

Microcoded 
Instruction-Set 

The method of (or hardware dedicated to) managing 
computer memory and optimizing its use. This might 
include techniques such as arranging used and free 
memory to speed access or to maximize available 
storage space through dynamic address translation. 
Additionally, the memory manager protects memory 
from illegal access and produces an exception error if 

Message Queues 
packets of data. This is a mechanism used to handle 
inter-task data communication and synchronization. 
Either fixed or variable length size of queues can be 
used to hold messages among tasks. Typically, 
message queues eliminate the temporal interlock 
between the task sending the messages and the task 
receiving the messages, until the queue overflows. 
Processor instructions that internally are implemented 
by groups of lower level instructions. These 
instructions are typically broad, multi-field 

an illegal access is attempted. 
Queues that are used to store and retrieve multiple 

Platform 
Multiprocessor 

Multitasking 

Multithreading 

instructions where all fields are executed in parallel. 
An embedded platform that contains more than one 
Microprocessor or DSP. 
A technique used in an operating system for sharing a 
single processor between several independent jobs. 
Sharing a single CPU between multiple tasks (or 
threads) in a way designed to minimize the time 
required to switch threads. Multithreading differs from 
multitasking in that threads share more of their 
environment with each other than do tasks. Threads 
may be distinguished only by the value of their . . 

I counters and stack pointers, while sharing a 

Mutex 
single address space and set of global variables. 
A mutual exclusion (mutex) object that is created so 
that multiple program threads can take turns sharing 
the same resource, such as access to a file. 
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Term 
Netlist 

Off-Line Test 

PLA-coded 
Engines 

Page Fault 

Pipes 

Polling 

Portability 

Pre-Emptive 
Scheduling 

Priority 

Definition 
A description of hardware that consists of blocks and 
the signals between them. It is a list of all the 
components and their interconnections that is typically 
described in a standard format, such as EDIF 
(Electronic Design Interchange Format), or the 
structural constructs of an HDL (Hardware 
Description Language). 
1. A set of HdS functions to allow test segments to 
run, which are dedicated to testing ASIC, SoC, board, 
or system level. 
2. Test segments that perform the tests. 
Processors whose control is performed by cycling 
through a state diagram encoded into a PLA. 
Typically, the PLA controls a state register and the 
data path, and in turn is controlled by the state 
register, data, and control information from the data 
path. 
A fault that occurs in a virtual memory system when a 
portion or page of virtual memory is not resident in 
real memory at the time it is required to be accessed 
by the processor. This then triggers a page fetch 
operation. 
The buffers that can be written to by one process and 
read by another. 
The continuous checking of other programs or devices 
by one program or device to see what state they are in, 
usually to see whether they are still connected or want 
to communicate. 
1. The ability to transfer the software from one 
hardware pl&form to another while preserving its 
functionality. 
2. A property of software that can be ported and made 
to run on a new platform and compiled with a new 
compiler. 
Scheduling model. The scheduler can interrupt and 
suspend or (swap out) the currently running task in 
order to start or continue running (swap in) another 
task. 
The level of importance of an event or task. 
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Term 
Protocol 

Rate Monotonic 
Analysis (RMA) 

Real Time 

Queue 

Scheduling 
Models 

Definition 
The rules of temporal ordering of signals to 
synchronize the transfer of information between 
asynchronous events or tasks. An interrupt request is 
part of the protocol of the transfer of data between an 
110 device and a processor. Semaphores are a specific 
protocol for the transfer of information between two 
independently scheduled tasks. 
A collection of quantitative methods and algorithms 
that allow engineers to specify, understand, analyze, 
and predict the timing behavior and throughput 
requirements of real-time software systems, thus 
improving their dependability and ability to evolve. 
RMA is based on assumptions regarding software task 
expected execution times, and computes limits on 
processor loading. 
A system is said to be real time if it has critical timing 
requirements that must be met in order for the 
application to be successful. 
A first-in, first-out memory, used as a transport 
medium. 
Different algorithms used to schedule events within a 
system, including the following: 

Priority based: each task is assigned a priority 
and the task with the highest priority is 
scheduled. 
FIFO based: tasks are executed in the order in 
which they are ready to run. 
Round Robin: tasks are executed for a specific 
quantum of time or time slice, at which point 
they are placed at the back of the run queue 
and the next ready task in the round-robin 
queue is selected. 
Fair Share: an algorithm that takes into 
account how long a task has been blocked. 
The longer a task has been blocked, the more 
weight is given to this task, and, when it is 
readied, it is more likely to run. 

It is common to have combinations of these 
scheduling algorithms in order to have a system that is 
both real-time and responsive. 
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Term 
Semaphores 

Shared Memory 
Shielding Layer 

Sockets 

Software 
Layering 

Stack 

Starvation 

Synchronization 

Definition 
The method for restricting access to shared resources 
(such as storage) in a multiprocessing environment. A 
specific protocol for transferring data between two 
inde~endentlv scheduled tasks. 
Memory that is accessible by two or more processors. 
A software layer that hides the hardware access and 
functionality through simplified or standard interfaces 
that isolate the hardware complexity from the software 
developer. The HAL consists of three sub-layers: the 
access shielding, register shielding and functional 
shielding layers. The access shielding layer contains 
the mapping between the variable names and the 
addresses of the memory locations; macros enable the 
use of the HAL in simulations. The register shielding 
layer enables access to the memory locations using 
read and write functions. The functional shielding 
layer allows higher layers to use a device without 
knowing all the details of the device implementation. 
A Unix mechanism for creating a virtual connection 
between processes, both locally and on other 
networked svstems. 
The layered software architecture recommended by 
VSIA, and others, to create a method for software 
reuse. This is one of the HdS taxonomy axes. 
A data structure for storing items which are accessed 
in last-in, first-out order. The most common use of 
stacks is to store subroutine arguments and return 
addresses. The stack resides iimemory and is 
accessed by a stack-pointer. 
Occurs when a task does not meet its real-time 
requirements because the task is either not getting 
enough processor time to complete its intended 
operation, due to other tasks taking priority, or the 
task does not have the data necessary to complete its 
intended operation. 
Temporally aligning the transfer of information 
between two or more tasks or blocks of hardware. The 
concurrence of events with respect to time. 
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Term 
Task 

Task-Switching 
Latency 

Thread 

Timeout 

Timer 

Trigger 

Definition 
An independent thread of execution that may 
synchronize or communicate with other tasks. An 
independently scheduled software module that 
performs a specific function. 
The time it takes to transfer control from one task to 
another independently scheduled task. The elapsed 
time from the halt of execution of one task to the 
continued execution of another task. This typically 
involves saving the state of the first task and re- 
establishing the state of the next task before 
transferring control. 
A sequence of instructions or data pertaining to a 
specific task. An instruction thread is a sequence of 
instructions whose external interlocks have been 
resolved. A data thread is a sequence of data that is 
transferred from a task or location to another task or 
location with its order preserved regardless of the 
method of transfer. Threads also refer to multiple 
instruction streams which can be mapped to a single 
or group of processors by a multiple-threading 
operation system; these threads often share a single 
global memory space. 
An interrupt whose priority is higher than the current 
event in a process that was issued at some defined 
interval of time after the start of the event. A timeout 
typically initiates some action to cancel the last event, 
&ereby-eliminating any potential deadlock. 
A clock that interrupts the process at known periodic 
intervals. A set of functions that announce each clock 
tick to the OS, set and obtain the current date and 
time, and send events to calling tasks at or after the 
time interval. 
A specific signal that initiates an event and triggers an 
action. In hardware, it is typically a single control 
signal that initiates a hardware operation such as 
capturing or sending data. It is automatically fired 
when a specific operation occurs. 
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Term 
User Space 

Variable Bit RZ 

Watchdog Timer 

Definition 
The CPU may have different operating levels to 
disallow certain operations at certain levels. The 
operating system utilizes CPU features to allow 
independent operation of programs and protection 
against unauthorized access to resources. Under 
Linux, the kernel executes in the highest level (kernel 
space), where everything is allowed, whereas 
applications execute in the lowest level (user space), 
where the process regulates direct access to hardware 
and unauthorized access to memory. 
1. Information that is represented in a digital form by 
clusters of bits (rather than a constant stream of bits) 
is said to have a variable bit-rate. Most data 
applications generate VBR traffic. 
2. An I/O port that receives or sends data at different 
rates. Most networks transfer packets of information 
at variable rates based on demand. 
A device that performs a specific operation after a 
certain period of time if something goes wrong with 
an electronic system and the system does not recover 
on its own. 

Table 5-1 HdS Terminology 

5.3 HdS Taxonomy Axes 

5.3.1 Introduction 

Taxonomy axes are a mechanism to allow classification, analysis and 
differentiation between different models, objects or types of things. This 
chapter presents several, more or less orthogonal, axes that encompass 
different requirements and aspects for the representation and roles of 
hardware-dependent software. The axes of the HdS taxonomy are the 
following: 

Life cycle axis 
Run-time and real-time axis 
Hardware architecture axis 
Software layering axis 

These axes are described in detail in the following sections. 
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5.3.2 Life Cycle Axis 

The life cycle axis defines the role and existence of HdS in relation to the 
life cycle of a product. The purpose of this axis is to define discrete phases in 
software's life cycle, with requirements for certain input and output 
deliverables. The life cycle covers not only software development, but also 
its use and reuse until the software is no longer used. 

5.3.2.1 System Development 

This is the system-level modeling and validation of functionality that will 
become software and hardware. The software exists as models, 
specifications, and interfaces, but not yet as production code. 

Inputs: Requirement specification 
Outputs: Executable specifications, performance models, DSP 

algorithms, protocols 

5.3.2.2 Software and Hardware Co-Development 

This is the process of implementing and verifLing specified functionality 
with software and hardware. The software comes into existence in source- 
code format. Software code is either functional code to be incorporated into 
the final product, or software to test and bring up the underlying hardware 
platform. 

Inputs: Requirement specifications, executable models, hardware 
descriptions 

Outputs: Implemented software, documentation 
Tools: OS simulator, ISS models of processors, netlist, RTL or 

behavioral models of hardware, hardware emulation, fast 
prototypes, code generators 

5.3.2.3 Debug and Optimization 

This consists of debug or optimization of software on selected hardware 
platforms, either virtual or real. Debug of hardware with either functional, or 
test software. The software exists in source code and executable formats. 
The software passes through one or several transformations, either manually 
by the designer or by tools (code generators and code optimizers). The result 
is machine code that is ready to be delivered with the product. 

Inputs: Software code 
Outputs: Clean software code 
Tools: Debuggers, code optimizers, code generators 
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5.3.2.4 Use 

This consists of running the actual product code. The software exists in 
machine-executable format. 

Inputs: Machine code 
Outputs: None 

5.3.2.5 Retargeting 

This is the process of redesigning software to run on a different processor 
or hardware platform. The phase may need to visit all of the previous phases 
of the life cycle. 

Inputs: Original software 
Outputs: Original software running on a new platform, thus 

incorporating required platform-dependent changes 

5.3.2.6 Variant or Derivative Development 

This consists of developing a new product by removing features from or 
adding features to an existing product, or by improving performance. It 
includes redesigning hardware to execute a different software suite. 

The phase may need to visit all the previous phases of the life cycle. 

5.3.2.7 Reuse 

This entails reusing parts of existing products to create a new product. 

Inputs: Parts of existing products 
Outputs: Parts adhering to reuse guidelines and standards 

5.3.3 Run-Time and Real-Time Axis 

The run-time and real-time axis presents distinct modes of HdS in 
embedded systems, in the function of state of execution. The run-time 
phases require the existence of various software modules or certain platform 
support. Real-time phases add temporal restraints and requirements to the 
execution. 

5.3.3.1 Run Time 

The run-time axis presents the software operating environment and 
requirements from the perspective of sequencing and state machines. 

Boot 
o Software load 
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o Hardware load (FPGA code, nano-code, DRL) 
o Software modules: boot code, boot loader 
o Platform support: flash controller, hard disk drive controller, 

and so on 
Configure 

o Software modules: Initialization code 
Execute 
Reload 

o Morphing code 
o Reconfigurable hardware 
o Caching Load segments of code from FLASH 
o On-target monitor or debug channel 

5.3.3.2 Real-Time 

The real-time axis presents the software operating environment and 
requirements from an execution real-time perspective (not a state 
perspective). Even the software layers, which do not directly communicate 
with hardware, may depend on hardware for scheduling or timing. 

Scheduling models 
Pre-emptive scheduling 
Data driven scheduling 
Real-time, non-real-time 
Interface timing characteristics 
Constant bit-rate port (ADC, DAC) 
Variable bit-rate port (MPEG) 
Packet port (Ethernet) 
Real-time debug access 
Sequence of operations 
Trigger conditions and states 

5.3.3.3 Communication Mechanism 

The intent is to list abstract communication mechanisms, such as register- 
mapped, message-based mechanisms, and to describe how they appear in 
HdS. Operating systems have a number of possible inter-task 
communication mechanisms. If tasks reside on different hosts, the abstract 
communication must pass through a physical communication medium, with 
mapping from abstract to physical to abstract in software adaptation layers. 
In fact, this situation may also occur with software-hardware 
communication, when the software task is provided with an abstract 
communication interface to hardware. 
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A good example for this kind of mapping is the link handler. The link 
handler can make tasks running on different hosts seem like they are running 
on the same host (from a communication point of view). The link handler of 
the sending host takes a message (signal) sent from task A, and then maps it, 
for example, to copy data to a shared RAM and to an interrupt. The link 
handler of the receiving host is invoked at the interrupt to copy the data from 
the shared RAM, and to recreate the message and send it to task B. 

Software can also send a message to a hardware block. In this case, the 
process is similar, but without re-creating the message on the receiving end. 

The thickness of the adaptation layer (link handler, device driver, and so 
on) depends on the abstraction and complexity of the software 
communication mechanism. 

Communication mechanisms are listed here in a rough order of 
complexity: 

Address mapped: Maps directly to hardware bus transfers 
Packet based: Maps to routing and buffer copying 
Message based: Maps to buffer copies (address mapped) and 
hardware synchronization 

5.3.4 Hardware Architecture Axis 

Hardware architecture presents different aspects of the hardware 
platform, seen from the software point of view. (This is a link to platform- 
based design.) The hardware-dependent software hides or abstracts the 
hardware. 

5.3.4.1 Architecture Synopsis 

From a software perspective, hardware appears to perform a specific 
function. However, from a hardware perspective, the function may consist of 
a variety of programmable elements. The degree of programmability appears 
to form a continuum from pure hardware to full processor-related 
instructions. 

For simplicity, we have selected a set of points from programmable logic 
(FPGAs) to traditional processors, as shown in Figure 5.2. The figure 
indicates that SoCs could contain arrays of small compute engines of 
differing types. As one moves from software toward hardware, 
improvements in performance can be obtained by building specific functions 
into firmware, by programming at a lower, finer-grained levels of hardware 
operations, thus eliminating the unnecessary movement of data that occurs in 
standard processor code. Alternatively, one can add instruction extensions to 
tailor a general-purpose ISA to specific applications. These instruction 
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extensions may be implemented as special purpose hardware, but still made 
available to software developers via standard C compilers. Conversely, 
programmable solutions often run at slower clock frequencies than custom- 
designed processors because the lower-level operations are more 
programmable. 

While the following four levels of processors can exist separately, it is 
also common to have multiple levels within one processor, as shown in 
Figure 5.2. Such processors could be considered composite processors. Still, 
when mapping the composite processor onto the existing levels, it is typical 
to refer to the processor at the level to which users have the most access. For 
example, a processor with microcode that is not accessible to the 
programmer is considered an instruction code-level processor, whereas a 
processor with microcode that is directly accessible and modifiable by the 
programmer, particularly if all but the most instructions are available in 
microcode, is considered a microcoded engine. Similar examples can also be 
drawn for the other levels. 

To elaborate on this idea further, we articulate that the instruction-set 
processor (for example, GPP) is based on published instruction sets. Below 
this layer, another classification is called out and named microcode 
processors, on which instruction sets can be built. Some processors can use 
both the microcode and the instruction sets. While these can be called out at 
the lowest level that they employ, for example, the microcode, the 
suggestion is to classify them under a new term called composite, which 
includes more than one of the classifications. A processor could certainly be 
built from these composites. The extensible processor based on a standard 
instruction set sits in between these four categories. 
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I Instruction Set Based 
SinalelMulti vrocessors 

Micro-coded enaines GRANULARITY, 1 
PROGRAMARIIJTY 

PLA coded Enaines 

XECllTION SPEED 

Figure 5.2 Architecture Synopsis 

Programmable Logic Code 

Programmable logic code consists of two large blocks of memory; one 
for bit-selection of the programmable functions, and one for bit-selection of 
the wire segments between the functions. In traditional FPGAs, the functions 
are defined by the contents of small single-bit wide memories, and the 
interconnects are traditionally defined by a sparse matrix where only the 
actual wire segment connections are set. It is sparse because most 
configurations use less than 5% of the available connections in the FPGA. In 
Figure 5.2, some of the elements could be hardwired datapath elements that 
require much less memory to define the encoded functions. In addition, the 
data could be routed on a bus-wide basis, which would also require less 
memory for the encoded wire-segment connections. 

The program is usually completely loaded into the two blocks of memory 
before the execution of the function can begin. Typically this is done serially 
at power up. In these cases, the resulting programmable logic code is 
indistinguishable from hardware. 

The high-level language for this code is typically RTL, which is 
synthesized, placed, and routed, and then converted into the loadable blocks 
of memory described previously. 

Control characteristics: 
o Use wired control and data-path elements 
o Hide functional logic 

Data characteristics: Signal level 
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OS requirements: None 

PLA Code 

A PLA-coded engine typically includes some memory, datapath 
elements, and a PLA. A PLA is a matrix of AND and OR functions driven 
by external data and control lines, which, in turn, drives feedback registers, 
the controls for the data-path elements, memory, and outputs. 

A PLA has a bit matrix memory for its AND and OR planes, and is 
typically loaded in the same manner as the programmable logic code. The 
matrix is sparse because all inputs connect to all outputs on each plane, 
which is usually not the case with the actual logic. Still, it is usually less 
sparse than programmable logic code because the routing information is both 
limited and combined with the functional description. 

High-level languages typically describe state machines defined by sets of 
Boolean equations. These are converted into the AND and OR functions 
within the PLA, given the physical locations of the signals. The registers 
contain the current state and other Boolean data. 

Control characteristics: 
o Usually single cycle operation 
o Usually state machine logic 
o Architecture specific 

Data characteristics: 
o Protocol aware 
o Single-word operation 
o Architecture specific 

OS requirements: Simple loop waiting 

Microcode 

Microcoded processors typically have wide microcode instructions, 
where all the decoded fields (with the exception of memory addresses) for 
the entire datapath subsystem are available in the microcode instruction. 
Unlike PLA or programmable logic, the code is essentially sequential, where 
the processor executes one instruction per cycle. Unlike RISC code, many 
parallel operations may be executed by one microcode instruction. 

Typically, microcode has minimal stalls or locks on its execution by the 
processor, and is never executed out of order. 

Control characteristics: 
o Usually decoded instructions 
o Usually single-cycle operation 
o Usually architecture specific 
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Data characteristics: 
o Usually word-level transfer 
o Usually protocol hidden 
o Single-word operations 
o Architecture specific 

OS requirements: Simple scheduling and loading 

Instruction-Set Code 

RISC or CISC is the instruction code for most processors today. 
Traditionally, RISC code was designed to execute at a rate of one instruction 
per cycle. However, current processors (such as VLIW, superscalar) may 
execute multiple instructions at a time, and may even execute them out of 
order, as long as the resulting register contents are correct at the end of the 
software operations. The instructions, while simple, are highly encoded, 
requiring only as many bits as necessary to define the memory locations and 
operations to be performed. 

Control characteristics: 
o Single or multiple instructions 
o Usually encoded instructions 
o Usually multi-cycle operation 
o Hides Architecture and processor function 

Data characteristics: 
o Packet burst 
o Protocol hidden 
o Multi-word operation 
o Hides architecture 

OS requirements: 
o Loading, scheduling, and interrupt handling 
o Varies depending on memory 

It is important to note here that software engineers may not see the 
previously described classification as clearly as hardware engineers. In the 
software world, it may be more natural to describe the classification as 
processor instructions (which break down into either general-purpose 
instructions or application-specific instructions), and at a layer below as 
single-or multi-cycle operations. In this context, it is important to point out 
that in the software world, there are architectures known to augment 
instructions (application specific or generic) with hardware functions having 
the ability to load and execute functions. In some cases, this is called 
microcode; in other cases it is not. 



1 56 Chapter 5 

5.3.4.2 OS Requirements 

The level of OS requirements is determined by the complexity of the 
system and the problem being addressed. The following sections give a 
simple taxonomy of the processor capabilities and the corresponding OS 
requirements. While some increasing level of hardware capability in an 
MMU is required for each of these memory levels, the amount of OS support 
varies, depending on the capabilities of the MMU. For example, 
implementing virtual memory and protected memory is best done by using 
an MMU. It is also possible to build systems without interrupts. In such 
cases, a simple polling process checks the status of all 110 locations, and 
then processes the status before going back to the polling. 

Simple Memory Mapping 

In this case, the processor accesses devices using specific memory 
addresses. 

Protected Memory 

With protected memory, an internal interrupt puts the processor into 
protected memory. The OS must now include a separate initiator of tasks, 
and the tasks must request initiation of 110 operations and new tasks through 
the operating system. 

Secondary Memo ry 

If the tasks reside outside main memory, a loader must also be added to 
the OS to be able to initiate non-memory-resident tasks. 

Virtual Memory 

A virtual memory system requires an additional function in the OS to 
manage the virtual memory space. Typically, a virtual-memory system 
includes a dynamic-address translation (DAT) mechanism to provide the 
actual physical address when given the virtual address. This is usually done 
in hardware. The management of the DAT and the available virtual memory 
space is usually performed in a virtual-memory management subsystem of 
the 0s. 
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Bank-switched Memory 

Some processors have limited address space that is smaller than required 
by the application. In such cases, the memory is arranged in banks that are 
equal to or smaller than the inherent address range. The system then uses 
some sort of redirection mechanism to switch to the proper bank as needed. 

Interrupts 

None 

A simple polling scheme is usually used in systems without interrupts. 

External Interrupts 

In this case, the OS should have an interrupt-handling subsection and 
drivers to handle the interrupts. A simple loop can be used in place of a 
scheduler, but tasks must be initiated in response to an interrupt. Conversely, 
a more complex scheduler can be used, but this is limited to operating during 
interrupts. 

Internal Interrupts 

In this case, the processor can interrupt itself when error conditions, 
traps, or exceptions occur within the task being executed. Additionally, in a 
multi-tasking environment, the OS could have a scheduler to correctly 
schedule the next task. 

Real-time Clock 

With a real time clock, the scheduler may not only initiate tasks, but can 
also stall them when a higher priority task must be executed. The OS updates 
the task list, and schedules the highest priority task on every time tick. With 
a real-time clock and the appropriate RTOS, independent tasks can be 
scheduled to execute at periodic or specific times as needed by the system. 

5.3.4.3 Architecture of Software Defined by Hardware 

CPU Subsvstem 

The CPU subsystem contains the processor core, bus interface, floating- 
point unit, debug support, and peripherals. The processor core contains 
registers, memory addressing, cache, exceptions, and interrupts. The 
software sets up the CPU subsystem at boot time. 
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CPU Registers 

Different processors have their own sets of registers. The software sets 
up these registers as indicated by each processor's specification. 

Address Space 

The address space can be either a physical address space or a virtual 
address space. If the processor supports a Memory Management Unit 
(MMU), the virtual address can be translated into a physical address using 
techniques like the translation look-aside buffer (TLB). Alternatively, 
conversions from physical to virtual, from virtual to physical, and from one 
type of bit addressing to another (such as 32-bit to 64-bit, or 8-bit to 16-bit) 
are typically handled in software. 

Cache Organization 

Each processor may have several on-chip caches for instruction and data. 
Cache sizes are configurable. The software sets up cache memory, and can 
disable or enable the cache when needed. Caches may be organized into 
levels of different capacities and access times (Ll, L2 and L3 caches are 
now common) in order to mask long off-chip memory access latencies. In 
addition, multiple data caches may make sense for DSP style processors or 
processors with DSP oriented functions which want efficient X-Y memories. 

CPU Exceptions 

Each processor has exception handling. The typical exceptions include 
the following: address error, bus error, interrupt, and floating-point 
exception. The software sets up exception vectors and handles each 
exception properly. An Interrupt is an exception. There are two broad classes 
of exceptions. Internal exceptions occur as a direct result of the instruction 
stream, and include things like protection violation, undefined instructions, 
and so on. External (or asynchronous) exceptions are a result of events 
external to the processor, and include bus errors, timer interrupts, peripheral 
interrupts, and so on. 

Interrupts 

Each processor supports up to three types of interrupts: non-maskable 
interrupt (NMI), external interrupt, and internal interrupt. Based on the 
interrupt source, software control dispatches to the appropriate interrupt 
service routine (ISR). 
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Floating-point Unit 

Each processor may support floating-point operations. The software 
controls the programming model of the floating-point unit. 

Memory Subsystem 

Memory is one of the main components in a system. There are two types 
of memory: ROM and RAM. 

ROM includes Programmable ROM (PROM), Erasable programmable 
ROM (EPROM), and Electrically Erasable Programmable ROM 
(EEPROM). These read-only memories are normally used for BIOS or boot 
loaders. For many devices, ROM is also the repository of the operating 
software and applications such as cell phones, Personal Digital Assistants 
(PDAs), and so on. 

RAM includes Static RAM (SRAM), Dynamic RAM (DRAM), double 
data rate (DDR), Ferroelectric, and Magnetic RAM. These random access 
memories are called memory, and are a temporary storage for program data. 
From another point of view, it might be more useful to characterize the 
RAM as volatile and non-volatile. In volatile memory, the data disappears 
when system power is removed, and the data remains for non-volatile 
memory. 

Each system has different size and types of memory, and the software 
configures the memory controller and checks if the memory is accessible at 
boot time. If the processor supports MMU, the virtual memory is supported 
using paging and segmentation. A good example for virtual memory is the 
Linux operating system. The virtual memory allows the system to separate 
program (virtual) addresses from actual (physical) addresses. 

I10 Subsvstem 

Each SoC may support peripherals for input and output. Based on the 
application domains, the devices for an YO subsystem could include 
examples such as Tuner, IR, IEEE1394, USB, serial port, parallel port, video 
and audio coderldecoder, and many others. For the application, OS, or other 
drivers to access the I 0  devices, the device-specific software (device 
drivers) must be written to provide the method for accessing the device. 

5.3.4.4 Multiprocessor Architectures 

Multiprocessor systems require additional complexity to synchronize the 
activities on several processors in the system, as well as to manage the 
communications between these processors. Implementations may consist of 
homogeneous processors for additional processing power of similar, 
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possibly identical processes. They can also include heterogeneous processors 
in which different processors are used for their specific characteristics such 
as DSPs for signal processing and a RISC for network communications. 
Additionally, there are interactions with the memory subsystems that affect 
the method of the overall multiprocessor implementation. For example, 
memory can be used for communications between processors and for 
scheduling or synchronizing tasks across processors. 

The intercommunication between processors consists of a physical layer 
that allows processors to send messages between their domains. This may 
consist of a FIFO, dual-port RAM, or some other communication 
mechanism. 

The following sections contain several examples of multiprocessor 
architectures. 

Example 1: General Description of System-message Exchange 

The system architecture consists of one master processor and many slave 
processors. The master processor has access to all of the memory contained 
in each slave processor domain. Each slave processor can interrupt the 
master and the master can interrupt the slave. At system startup, the master 
processor loads each slave with its assigned program. Once the program is 
loaded, the slave processor awakes from reset and requests from the master 
its configuration record. It does this by using a message-exchange protocol. 

The following is an example of a normal exchange: 
WHOAMI -Slave #1 requests configuration from master. 
RTS -Slave #1 requests to send message to slave #2. 
CTS -Slave #2 acknowledges request is available for receipt 

from slave # 1. 
SENDM -Master moves the data between slave # 1 and slave #2. 
SENDEOM -Slave #2 acknowledges successful receipt to slave #l .  

The message-exchange protocol allows for each slave processor to 
interrupt the master when a message is ready to send. The master reads the 
header of the message to determine its destination, and then makes sure the 
destination is ready to receive the message. The master then sends the 
message by DMA to the appropriate processor, and then interrupts the 
destination slave. 

Example 2: Hardware FIFOs 

This system does not interconnect its processors in a typical bus fashion. 
Rather, its backplane is made of a system of FIFOs controlled by a state 
machine. A slave processor ready to send data to another processor requests 
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a FIFO from the state machine. The state machine scans the backplane 
looking for messages that are queued and ready to transmit. Once a source 
slave is selected, its destination slave is queried to ascertain if the FIFO can 
be connected to it. If the destination slave is busy connected to a different 
transmitting slave, the transaction is canceled, and the state machine 
continues to scan the bus looking for messages to send. Eventually, the state 
machine connects a willing transmitter with a willing receiver, and the 
message is transferred without any processor intervention. Finally, each 
processor is interrupted to show that the message was transmitted and 
received. This allows for multiple messages to be queued, sent, and received 
simultaneously, with minimal delay in the hardware and running at the speed 
of the state machine, not a master-CPU running code. 

Example 3: Tv~ical Shared-memorv Svstem 

A loosely coupled system utilizes shared memory to pass messages 
between processors sharing a common bus. This interface is treated as if it 
were an Ethernet controller, and routes messages appropriately. Shared- 
memory systems, where multiple CPUs have at least partial access to a 
common memory pool and an ability to interrupt the CPU that is acting as an 
arbitrator, can utilize TCPIIP to pass messages between CPUs. For example, 
a VME card cage with six Motorola 162 VME cards can be recognized in 
the system from one Ethernet port, and one can pass appropriate messages to 
each of the VME cards. The VME card with the external Ethernet interface 
also acts as a router for the entire system. Messages sent between card #2 
and card #4 are passed through card #1 as with an Ethernet router. 

5.3.5 Software Layering Axis 

The software layering axis presents a layered model for embedded 
software, as well as the HdS API as one of the key concepts in the HdS 
domain. First, this section describes the basic model. Then, it gives 
additional information about layering. The intent is to describe how software 
layering aids in software reuse by abstracting the hardware to create an easy- 
to-understand and standardized programmers model. 

5.3.5.1 Basic model 

The Basic model defines a layered architecture for the API. The 
hardware abstractions and functions defined in each layer are responsible for 
the following: 
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Communicating with the peer HAL-API layers for each module, 
core, or circuit running in the SoC 
Providing services to the layer above 

The objectives of layered APIs include the following: 

To decompose the API into understandable objects or layers 
To provide standard interfaces between hardware, drivers, APIs, and 
operating systems 
To provide symmetry in functions performed at each module, core, 
or IP object in the SoC 
To provide a means to predict behavior and control the effect of any 
changes made to the API or SoC 
To provide standard terminology to facilitate communications in the 
community of designers, developers, managers, vendors, and users 

The Hardware Application Laver 

The HAL is composed of a framework that is depicted in Figure 5.4. It is 
composed of the following major building blocks: access shielding, register 
shielding, and functional shielding. 

Access shielding shields the actual access to the hardware. This is 
the layer of the software where one maps software and HdS to the 
hardware platform, which may also be a (virtual) simulator for the 
hardware platform, such as a VHDL simulator, a co-simulation or 
co-emulation (VHDL on emulator, software on a Workstation) 
environment, or an emulator giving a virtual hardware platform or a 
rapid prototype. The key goal for this layer is to ensure that the 
software lying above the access shielding layer (Register shielding, 
functional shielding, application software, and so on) has no impact 
on the (virtual) hardware platform. The user should not have to 
know how the actual physical access is being performed. For 
example, if one wants to read a register that is mapped in the I 0  
space, the read access done by the user is transformed by this layer 
to an actual I 0  access without requiring the user to understand the 
peculiarities of every type of access. 
Register shielding makes the software layers above it (functional 
shielding, application software, and so on) independent of the 
physical addresses of the registers. It also enables the superior 
software layers to use only logical names for these items. This 
decouples this layer from the superior software layers, and makes 
them independent of physical address changes. For this purpose, a 



database is used that translates the logical given names to the actual 
physical addresses. 
Functional shielding is an HdS layer that groups certain 
functionalities in a small, limited API that is offered to the superior 
software layers to respond to their needs. The goal of this layer is to 
give a simpler, more abstract API to software designers of all 
software lying above the functional shielding layer. Such an API is 
both more abstract and easier to understand. This layer is composed 
of some control code (for example, a finite state machine (FSM)), 
registers, and other kinds of accesses. A basic example of an HdS 
API mechanism that is part of this functional shielding layer is the 
init mechanism. Such a mechanism initializes a virtual component 
on an SoC into a reference mode without exposing to the user the 
complex register accesses that need to be done in a certain order in 
order to accomplish this. 

5.3.5.2 Layers Included in the Layered API Model 

Hardware Laver 

The lowest layer in the HdS model is called the hardware layer. The 
functions within this layer are responsible for starting, stopping, single 
stepping, running, testing, and observing a physical circuit, core, or module 
of the SoC. This level contains the access registers and the physical 
implementation of interrupts. 

Primitive Function Laver 

The primitive function layer provides the lowest level of shielding, 
access shielding. Register shielding is also used here. This layer is 
responsible for the transfer of control or data information from the hardware 
layer to the inter-API communications layer or the interface layer. This layer 
provides information about the hardware for the next layer interface. 

Inter-API Communications Laver 

The inter-API communications layer specifies the interface, the routing, 
and the communications between the cores. It provides control to ensure that 
the cores, modules, or circuits do not become overburdened. One of its most 
important functions is to detect hardware errors and provide a recovery 
mechanism. 
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Interface Access Layer 

The interface access layer provides the register and functional shielding. 
This layer has software-callable routines that aggregate the primitive 
functions into low-level operations from which drivers, control functions, 
initialization, and debug-access software functions can be created. This layer 
is designed to keep the user isolated from some of the physical and 
functional aspects of the hardware. 

OS Laver 

The OS layer is the Operating System. 

Application Layer 

The application layer is the user application. 

5.3.5.3 Control, Data, Hardware, and Software Layering 

Figure 5.3 helps bridge the software and hardware worlds with common 
terminology, and shows how they fit within each other's disciplines: 

Objects and classes: Using existing data formats, hiding 
computational complexity 
Code layer: 

o Application threads 
o Using existing API, hiding scheduling complexity 

RTOS layer: 
o Scheduler and services 
o Using existing transaction interface, hiding all timing 

complexity 
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Function Communication 

OBJECTS 
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Scheduled Function 
nd Communication 

Separate Function 

I 
Figure 5.3 Control and Data Merge in Software Domains 

For example, at one extreme (shown at the base of the triangle in Figure 
5.3), it is common to call out the data-for example, the components being 
acted upon and the control, the instructions to act on the data. However, as 
one moves more into the software world (shown at the top of the triangle in 
Figure 5.3), the separation between data and control is less distinct, and the 
emphasis is on abstracting the data and the control associated with a single 
object, or class, inside the object or the class. 

While these two disciplines have different goals, it is important to 
understand each other's needs because these models are trying to address 
exactly this interface. 

Between these extremes, there are two layers, the RTOS (Real-time 
Operating System) and application code, as examples of layers that may help 
bridge the gap. 

In Figure 5.3, the communication lies between the data and the control 
(identified by the white triangle in the middle). In the hardware world, the 
communication between data and control is accomplished with signals, 
while at the higher levels, these are accomplished with protocols. 

5.3.5.4 HdS API 

Figure 5-4 shows the relationship of the HdS as a bridge between device 
drivers and the SoC. This section describes the relationships of the HdS and 
HdS API to the complete SoC-based system, including the hardware and 
software. It provides a view of the Hardware Abstraction Layer (HAL) as 
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part of the HdS, and its relation to the hardware layer, OS layer, and 
application layer. 

t Application Software 

I Embedded ......................................... .................................................. 
Z SW Middleware Ir I .  .................................................................... . I 

HdS 
.................... 

Offline Test 

Drivers 
HdSAPl ................ 

BSP BSP ............... ................ 
Communications Hardware 

OCB VCI 

Functional Hardware Cores 

Figure 5.4 Hardware Abstraction Layer (HAL) and HdS API 

The layers introduced in Section 3.5.1 can be mapped onto hardware 
space (the hardware layer), kernel space (the primitive function layer, the 
inter-API communications layer, the interface access layer, and the OS 
layer), and user space (the application layer). While the interface between 
kernel space and user space could be standardized using the POSIX interface 
[IS0 99451, there are other interesting standards. For example, VSIA has 
defined the OCB (On-Chip Bus) VCI interface for standardizing hardware- 
communication interfaces. Inside the kernel space, those parts that are 
directly dependent on hardware register maps and hardware interrupt 
structures can be separated from functional parts such as device driver logic, 
offline test segments, generic boot, and loads. This separation is done using 
the HdS API. All parts below the HdS API (the HAL, BSPs) carry hardware 
platform-specific information, and can partially be derived from the physical 
hardware structure in terms of register maps. The kernel space parts above 
the HdS API implement functional logic, and are independent from 
implementation details of the underlying hardware platform. Parts of the 
hardware-dependent software, as defined in Section 2.1.1, cover the user 
space as well. Examples include functional test segments, or test support 
libraries, that serve both hardware and system tests. 
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Figure 5.5 shows further relationships between these entities. 

5.3.5.5 Device Drivers 

Each device driver may have six standard functions for supporting OS 
access to the hardware: 

These functions are normally required by an OS or RTOS as an 
abstraction layer to hide the details of the specific device, while allowing the 
system to use a common interface for like devices. Depending on the system 
architecture, a device driver may control more than one IP block or more 
than one instance of a communication channel. This allows similar devices 
to use a common code base with separate data objects in order to simplifL 
the design through code reuse. 

Figure 5.5 The Relation of the HdS API to Application Software, OS, and the SoC's 
Hardware Platform 

5.4 Conclusion 

This chapter has presented the beginnings of a taxonomy or classification 
scheme for software, software entities and hardware-dependent software in 
particular. Because the worlds of hardware and software design have been 
and remain relatively independent, even in the area of SoC where they have 
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collided more frequently, it is important to agree on common terminology 
for entities, models and classifications, and this chapter has started that 
process. However, further evolution in the design of mixed HW-SW systems 
and SoCs will no doubt advance the development and definitions of these 
concepts. 
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