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The great innovations in microelectronics, optoelectronics and photonics during
the past two decades have clearly shown that successful technological advancements
require the bridging of ideas between physics, chemistry, materials science, elec-
tronics, photonics and optoelectronic engineering. In particular, much can be learned
from the advancements in microelectronics if one wishes to make a similar impact
on technology and scientific progress in the field of photo-excited processes (PEP).

Over the past decade, this nomenclature has expanded to include, first,
Applications to become PEPA, and more recently Diagnostics, thus evolving to
PEPDA. Today, PEPDA has become a well accepted discipline with several regular
international conferences such as ICPEPA, COLA and CLEO or dedicated symposia
at EMRS and MRS annual meetings. The PEPDA combined subjects seem to have
gained their own distinctive character at the first ICPEPA conference held in Japan
in 1992. Since then, the research of photo-excited processes has developed more
rapidly with a sequence of conferences, enhancing the research aimed at prospec-
tive uses of photonic, electronic and material excitations.

The research in photo-excited processes usually involves, in one form or another,
the multitude of interactions between photons, electrons and atoms. One finds, for
example, scientists who confine themselves to studying only the interactions between
photons and electrons in order to create useful physical optical effects such as
dynamic holograms. There are also those who look for direct ways of using photon-
excited electrons to deposit or ablate atoms on surfaces for various electronic and
electro-optic purposes. Thus, photo-excited-processes encompass a wide spectrum
of sciences and disciplines ranging from physics and optoelectronics to materials
science and photochemistry. It is for this reason that the goal set for this book
was to choose a number of concepts and techniques, from fundamentals to advanced
applications, and present all of them together to provide a “snap-shot” of the PEPDA
fields. The reader can find herein a blend of topics such as physics of quantum
excitations, optical advances and photochemical processing of materials in various
phases. New concepts for diagnosing, processing of materials and micro-struc-
turing of devices, using beams of photons are also included.

Each chapter in this book has been written as a stand-alone contribution, and is
thus comprehensive on its own, without the need for other chapters as prerequi-
sites. They have been written seeking to close the gap between the various disciplines
that constitute PEPDA. Each chapter is nonetheless an integral part of the photo-
excitation domain as the authors perceive it from their own point of view and
experience. We first bring the fundamental concepts of physical excitations, followed
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by materials engineering processes excited by photons and culminating with
applications for microstructuring.

The specific topics addressed in this book by authors from many countries, appear
sequentially as follows: Chapter 1 by Margaritondo et al., deals with Angle Resolved
Photoelectron Spectroscopy (ARPES) used as a powerful tool for the investiga-
tion of low dimensional systems. By measuring the single particle electron spectra
directly as a function of momentum and energy, ARPES can determine the band
structure. Chapter 2 written by Singh et al., on optical absorption, photoexcitation
and excitons in solids, treats the classical and quantum concepts from an entirely
novel and updated point of view and emphasizes the exciton theory and its
applications to materials, including quantum wells and amorphous solids. Vlad et
al., in Chapter 3 present a rigorous treatise on nonlinear processes for creating soliton
dynamic waveguides in photorefractive crystals (PRC). Two-wave mixing and self-
diffraction in dynamic harmonic and inharmonic gratings with high diffraction
efficiencies and beam amplifications are described. The optical phase conjugation
in PRC with high phase conjugate reflectivity and high coupling transmission effi-
ciency, useful in potential adaptive photonic devices is detailed. Chapter 4 authored
by Biaggio, describes the Holographic Time of Flight (HTOF) method for the all-
optical, contact-less investigation of charge carrier mobilities in non-centrosymmetric
insulators and semiconductors. This chapter provides a detailed theoretical analysis
of the HTOF method, discusses which experimental parameters are important, and
also reviews some current applications.

Anisimov et al., bring the most important physical mechanisms and current
theoretical models of laser ablation in Chapter 5. These are the surface vaporiza-
tion model, bulk models for polymer ablation, photophysical ablation model and
the two-temperature model for subpicosecond ablation of metals. Chapter 6 by Boyd
and colleagues, gives a comprehensive review on the development and applica-
tions of UV excimer lamps towards thin film processing and surface structuring.
Akazawa gives an overview in Chapter 7 on in situ diagnostics of synchrotron-
radiation-excited structural changes and chemical beam epitaxy for silicon-based
materials technology. In-situ monitoring tools such as high-resolution time-of-
flight mass spectroscopy and spectroscopic ellipsometry are described. Chapter 8
is a review by Luches et al., on the synthesis and deposition of thin films of metal
nitrides, using the reactive pulsed laser ablation (RPLD) technique. Thin films
deposition of transition-metal nitride, aluminum nitride and boron nitride are
described in detail. Peled et al., devote Chapter 9 to photo-deposition covering
the current knowledge on photo-excited processes in liquid phases, with particular
emphasis on film deposition from colloid systems. In Chapter 10, Okoshi et al.,
present new results on laser-irradiated frozen hydrocarbons for obtaining carbon
allotropes. Sources used are excimer lasers, femtosecond lasers, synchrotron radi-
ation and a free electron laser.

Micro-structuring implemented by laser ablation, employing contour, gray scale
and hybrid masks, is described in Chapter 11 by Zimmer et al. Methods are described
for high precision machining of 3D-structures with small surface roughness, using
excimer lasers in conjunction with mask projection. New methods for micro-
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fabrication of fused silica and other transparent materials by pulsed-laser irradia-
tion are reviewed in Chapter 12 by Kawaguchi et al. Particular attention is given
to the laser-induced backside wet etching – LIBWE and laser-induced plasma-
assisted ablation – LIPAA processes.

The book will be useful to scientists and engineers who have a strong interest
in photo-electronic device development for microelectronics and photonics. In
spite of our efforts to provide a wide coverage, some topics of importance have
inevitably been missed. I hope that there will be successors to this volume in the
future where additional new exciting advancements will be covered, thus making
the present book one of the first in a series dedicated to PEPDA.

Aaron Peled
Editor
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L. Perfetti, M. Grioni and G. Margaritondo*
Faculté Sciences de Base, Ecole Polytechnique Fédérale de Lausanne (EPFL), CH-1015 Lausanne, 

Switzerland (*Author for correspondence, E-mail: giorgio.margaritondo@epfl.ch)

ABSTRACT: This chapter describes how strongly correlated quasi one-dimensional conductors are
investigated by Angle Resolved Photoelectron Spectroscopy (ARPES). Low dimensional Peierls con-
ductors deviate from the usual Fermi liquid picture and display the signatures of strongly renormalized
carriers. A coherent interpretation of the spectroscopic results can be developed in the framework
of the strong coupling electron-phonon theory. This interpretation, based on a polaronic approach,
justifies several otherwise unexplainable features of the ARPES lineshapes.

1.  Introduction

1.1. Notions on high correlation

Strongly correlated systems exhibit a large variety of many-body phenomena, mostly
related to the electronic motion in the outermost orbitals of the atoms constituting
each material. The microscopic behavior of these electrons is governed by three
competing elements: the intrinsic itineracy, the inter-electron Coulomb repulsion and
the electron-phonon interaction [1].

The first element is a direct consequence of the relatively high density charac-
terizing a solid system. This implies that an electron placed within an outermost
orbital can tunnel from one site to the neighboring sites. The strength of the
itineracy can be denoted by the resonance transfer energy t between two neighboring
orbitals – whose reciprocal is the tunneling time. In a many-electron system, the free
motion of an electron is strongly affected by the Coulombic repulsion energy U.
This increases when two electrons happen to be in the same site. Its strength is
denoted by the energy cost for a charge fluctuation that places on the same orbital
two electrons originally far away from each other. This correlation introduces strong
repulsive and exchange interactions that induce magnetic effects and could even
localize the electrons leading to the Mott insulating groundstate. Finally, one has
to consider the coupling between an electron and the surrounding lattice. Due to this
interaction, an electron can induce a local lattice distortion and a large polariza-
tion of the surrounding medium. If this local deformation is sufficiently big, the
electron may even be confined in a self-trapped state. Otherwise, it will be free to
move together with its polarization. The strength of this coupling is denoted by
the energy lowering ε* induced by a singly occupied site.

The interplay of these three competing properties of the electrons – expressed
by the tendency to delocalization t, the constraining U and the deformation ε* –
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may generate complex and exotic groundstates. Their effects are especially impor-
tant in low dimensional structures. Roughly speaking, with fewer degrees of
translational freedom electrons have fewer ways to avoid their mutual interaction.
As a consequence, the ordinary metallic state is generally unstable with respect to
states for which the translational or spin rotational symmetries are broken. These
instabilities lead to gap formation in the charge or spin energy spectrum, followed
by the development of superstructures such as charge density waves (CDW) or
spin density-waves (SDW). The transitions from the undistorted metallic state to
a CDW is primarily interpreted in terms of t → ε* competitions. Similarly, dif-
ferent magnetic properties are related to t → U competitions, while the stabilization
of a CDW with respect to a magnetic SDW is determined by ε* → U competi-
tions.

In the following discussion, we investigate the interplay of low dimensionality
and strong coupling in layered CDW materials. We show that in materials that belong
to the family of the Peierls conductors, such as K0.3MoO3 and (TaSe4)2I, the carriers
are heavily dressed by the lattice deformation. Based on this experimental obser-
vation, we suggest a polaronic interpretation for the peculiar and still debated spectral
properties of these compounds.

1.2. Polaronic effects in quasi-1D

There is at present a general agreement on the effects that phonons have on the
carrier dynamics in 3D conductors [2]. The main point is that free electrons, moving
much faster than ions, can screen very effectively the phonon modes. Due to this
efficient screening, electrons do not induce a large polarization of the lattice. For
this reason, electron-phonon coupling can usually be treated as a weak perturba-
tion. The conducting carriers are not very different from the bare electrons and
can be correctly described by light quasiparticles [2]. A different approach must
be used in molecules. For a given isolated orbital, t is strictly zero and the unscreened
electron-phonon interaction has large effects. As the coupling strength increases,
a substantial molecular distortion lowers the energy of the outermost orbitals. The
real electron is dressed by vibrational modes and its wavefunction has very limited
resemblance with the bare (non-interacting) particle.

This theory can be directly extended to the case of a single electron moving inside
a highly polarizable medium. Here, the dressed electron is a polaron – i.e., a heavy
carrier moving coherently with the lattice deformation in a narrow effective band.
This model has been extensively used to describe the motion of the thermally excited
carriers in doped semiconductors [3]. More generally, it applies when the carrier
density is sufficiently small to neglect polaron-polaron interactions. Little can be
said about a strongly coupled system with a metallic density of electrons. One can
suspect that for this system the screening would be large enough to disregard the
polaronic effects. As an example, metallic Pb exhibits a strong electron-phonon
coupling but can be described in terms of light conducting charges. This simple
concept may not work if the dimensionality of the material is reduced. In the
so-called quasi one-dimensional (1D) conductors, neither the molecular approach,
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nor a conventional quasiparticle picture correctly describes the physics of the carriers
dressing. Indeed, low dimensional conductors are a bridge between the typical
band materials and the molecular crystals. In band conductors the itinerancy is
large and ε* is a small correction, whereas ε* is generally dominant in molecular
crystals. Interestingly, the t → ε* competition becomes more uncertain if the
dimensionality is lowered [4].

This observation must be a consequence of the anisotropic electron tunneling.
Peierls materials have metallic atoms arranged in chain-like structures. Generally,
the partially filled band is formed by highly directional orbitals. As a consequence,
the transfer integral along the chains, defined as t||, is at least one order of magni-
tude larger than the perpendicular t�. The conduction and the screening are very
anisotropic. Transport perpendicular to the 1D chains is strongly reduced, and may
be totally incoherent. In this case the t → ε* competition is ill defined. Along the
chains t|| is much larger than ε*, whereas perpendicular to them t� is much smaller.
Consequently, the usual approach disregarding multi-phonon processes may not
be correct. One must then deal with a largely unexplored situation in which the
electron and phonon degrees of freedom are so interconnected that separation of
the variables is impossible.

1.3. Photoemission experiments

Angle Resolved Photoelectron Spectroscopy (ARPES) is a powerful technique for
the investigation of low dimensional systems. In a typical ARPES experiment, the
layered crystals under investigation are mounted on a cryostat and cleaved at the
base pressure of 10–11 mbar. Their orientation is performed in advance by X-ray
measurements and then checked in-situ by low-energy electron diffraction (LEED).
A beam of photons – usually produced by a synchrotron – impinges on the sample
and induces the photoemission process. The outgoing photoelectrons are analyzed
by a spectrometer that simultaneously resolved their energy and momentum. At
present, commercial devices achieve energy resolution and angular resolution better
than 10 meV and 0.5 degrees. Under suitable assumptions, this technique provides
a direct picture of the single particle removal spectral function and can determine
important quantities such as the band structure, the Fermi Surface (FS) and the
temperature-dependent energy gap of an ordered phase.

The existence of a FS is a typical characteristic of a metal. In an ARPES exper-
iment, this property corresponds to the fact that an experimentally observed electron
band crosses the Fermi level. However, many experiments have revealed that the
spectral features of Peierls conductors are quite unusual. No evidence of the Fermi
edge is visible in the photoemission spectrum of these metals [5]. As shown in
Figure 1, this corresponds to a vanishing spectral weight near the chemical poten-
tial for a Peierls conductor, in sharp contrast with the finite signal for a conventional
conductor. Different mechanisms have been proposed as possible explanations.
The CDW fluctuations must be considered: they induce, above the transition
temperature Tp, a pseudogap reminiscent of the actual gap in the low temperature
insulating phase. However, the deep pseudogaps observed by photoemission are
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usually much larger than the low temperature energy gap ∆0 derived by transport
and optical measurements.

An additional effect related to the low dimensionality can explain the suppressed
ARPES signal near the Fermi level. Theory has indicated that 1D systems, due to
strong electronic correlations, are not Fermi liquids [6]. The quasiparticle picture
fails and the theoretical single particle excitations shows evidence of a decoupling
of the charge and spin degrees of freedom. The elementary excitations are collec-
tive, boson-like modes that lead to a many-body quantum state commonly referred
to as the “Luttinger liquid”. This theoretical picture, although interesting, faces some
difficulties. In the case of the Peierls conductors, the large pseudogaps can be
justified only within an extreme and probably unphysical range of parameters such
as the “stiffness” of the Luttinger condensate.

Some recent work [7, 8] suggests that a strong electron-phonon coupling could
account for the anomalous spectral properties experimentally observed. The transfer
of spectral weight towards higher binding energies, technically defined as pola-
ronic renormalization, is clearly enhanced by the low dimensionality of the Peierls
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Figure 1. Angle integrated photoemission spectra of the K0.3MoO3 and (TaSe4)2I measured at a
temperature just above the Peierls transition (ref. [5]). For comparison the spectra of 2D (2H-TaSe2)
and 3D (Rh) metals are shown for the same temperature. All spectra are normalized at their maximum
intensity.



systems. Due to the unresolved problems affecting this approach, the interpreta-
tions of the experimental data are mainly phenomenological. Nonetheless, some
crucial quantities can be extrapolated quite directly from the ARPES intensity maps.
We discuss an efficient method to extract the single particle gap, as well as the
phonon dressing of polarons and the spatial coherence length of single particle
excitations. The results are systematically compared with bulk-related properties
such as optical conductivity, dc resistivity and spin susceptibility. The ensemble
of these measurements provides a picture of the polaronic liquid state and of its
CDW instability.

1.4. A Fermi-Liquid System

Before treating complex quasi-1D conductors, we must try to understand single
particle excitations in materials that can be considered as Fermi Liquids (FL). ARPES
investigations of “standard” metals have verified the theoretical predictions and
identified the quasiparticle signatures [9]. As an example, layered 1T-TiTe2 exhibits
the typical FL properties and provides an ideal situation in which bands with clear
2D character cross the Fermi level. The weak interlayer dispersion minimises the
perturbing effects of the finite photoelectron mean free path and gives direct access
to the photohole lifetime.

Figure 2 illustrates an ARPES scan measured at T = 13 K along the high symmetry
ΓM direction of the Brillouin zone. The spectra are remarkable for the large contrast
between the narrow and intense quasiparticle peak and the very weak background.
Both the width and the intensity of the signal exhibit a strong angular dependence.
These variations reflect the dispersion of the Ti d band across the Fermi level
[10, 11].

We can evaluate the quasiparticle scattering rate from the spectral linewidths
of the Energy Distribution Curves (EDC). Figure 3 shows the EDC measured at
the Fermi wavevector kF for temperatures ranging between 237 K and 13 K. Upon
cooling, the spectrum becomes sharper due to the steeper Fermi-Dirac distribution
and to the weaker electron-phonon scattering. From a fitting procedure whose details
are discussed in ref. [10] we can extract the temperature dependence of the spectral
linewidth. Figure 4 shows the half-width at half maximum (HWHM) of the
underlying Lorentzian lineshape. Notice that Γ(T) decreases almost linearly down
to 70 K and saturates for temperatures lower than 60 K. The residual linewidth
Γ0 = 17 meV is attributed to the extrinsic photoelectron broadening of the photo-
emission process. Apart from this factor, Γ(T) can be well reproduced by the Migdal-
Eliashberg expression [2]:

Γ(T) = 2π�
∞

0

α2F(ω)[n(ω) + f(ω)]dω. (1)

Here n(ω) and f(ω) are the Bose-Einstein and the Fermi-Dirac distributions and
α2F(ω) is the Eliashberg coupling function. Within the Debye model, α2F(ω) =
λ(ω/ω0)

2 and the electron-phonon scattering is fully described by the coupling
parameter λ and the cut-off frequency ω0 of the phonon-spectrum. The best agree-
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ment over the entire temperature range is obtained for λ = 0.22, and �ω0 = 20
meV.

These results are meaningful especially when compared to the electrical resis-
tivity – see Figure 4. The in-plane resistivity ρab(T) exhibits a typical metallic
behavior and – apart from the offset Γ0 – the same temperature dependence as
the quasiparticle linewidth Γ. The transport relaxation time τ tracks the spectroscopic
lifetime revealing a direct connection between macroscopic properties and quasi-
particles motion.

6 Chapter 1

Figure 2. High-resolution ARPES spectra of 1T-TiTe2 measured near the FS crossing along the high-
symmetry ΓM direction (θ = 0 is normal emission). The lines are the results of Fermi-liquid-based
fits to the data with the parameters discussed in ref. [10]. The inset shows a portion of the Brillouin
zone with the relevant ellipsoidal electron pocket.



2.  Peierls conductors

2.1. Structural and transport properties

The transport physics of quasi-1D Peierls conductors was thoroughly explored during
the past twenty years. In the ground state, these materials exhibit a periodic mod-
ulation of the charge density and a gap in the spectrum of single particle excitations.
The CDW is driven by electron-phonon interactions and appears as a metal-
insulator transition occurring at the finite Peierls temperature Tp. This correlated
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Figure 3. ARPES spectra of 1T-TiTe2 measured at the Fermi surface at different temperatures (ref.
[10]). The lines are the result of a Fermi liquid fit with a temperature-dependent self-energy describing
electron-phonon scattering.



phase has been studied by measuring the optical response [12], thermodynamic
quantities [13], transport coefficients [14] and structural and magnetic properties
[15, 16]. 

Most of these experiments agree with the scenario originally proposed 50 years
ago by Peierls [17] who showed that a metallic chain is unstable at T = 0 due to
tendency to a periodic distortion of the lattice. This instability results from the
large effects of the interactions in a system with a highly degenerate Fermi surface.
Indeed, the FS of a 1D metal is formed by two parallel sheets at a distance from
each other equivalent to twice the Fermi wavevector. This peculiar topology leads
to a modulation of the charge density with wavevector QCDW = 2kF [18].

Below the critical temperature, a gap opens in the single particle excitation
spectrum and the material becomes insulating. At the mean field level, the system
undergoes a transition to a fully ordered CDW state at a finite temperature TMF.
This temperature is determined by the strength of the electron-phonon coupling
and within the set of approximations usual for the BCS theory of superconduc-
tivity one finds a gap 2∆0 = 3.5 kB TMF. In the ideal 1D systems, thermodynamic
fluctuations prevent a transition to a state with long-range order from occurring at
a finite temperature. However, real materials are only approximately 1D. The three
dimensional CDW transition is stabilized by the interaction between different
metallic chains and this happens at a temperature smaller than the gap energy [19].
Thus, we can identify the CDW formation at Tp as a transition from a metallic
phase with strong fluctuations in individual chains to the statically distorted
3D groundstate. As a consequence, the Peierls systems exhibit a metallic phase
different from that of usual conductors. Electron-phonon correlations are very strong
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Figure 4. Comparison (ref. [10]) of the temperature-dependent spectral linewidth Γ (HWHM) (open
symbols) from ρab(T) (solid line). The dashed line illustrates the theoretical prediction for an electron-
phonon coupling parameter λ = 0.22 plus a constant term Γ0 = 17 meV. Notice the offset between
the two vertical scales. 



rearing a fluctuating pseudogapped regime extending over a broad temperature range
[20].

2.2. Nesting condition in a typical Peierls system: K0.3MoO3

The molybdenum blue bronze K0.3MoO3 is considered a reference compound for
the study of the Peierls instability. It has double chains of Mo6 octhaedra that run
along the crystallographic b direction and support conducting bands with strong
1D character. The interaction between adjacent double chains splits these bands
into bonding B and antibonding AB subbands that are doped by charge transfer
from the K+ ions [21, 22]. These bands generate two pairs of open Fermi surface
sheets perpendicular to the ΓY direction (b) with distinct Fermi wavevectors kF

B

and kF
AB. The metallic state is unstable below Tp = 180 K: a CDW brings the crystal

to the insulating phase.
Figure 5(a) shows the ARPES spectra acquired along ΓY with large angular

acceptance along the perpendicular direction. Both, the dispersive B band and the
flatter AB band are well resolved [7]. Approaching the crossing wavevectors they
produce a weakly but still detectable FS. One can estimate the values of kF

B and
kF

AB from the wavevector dependence of the Momentum Distribution Curve (MDC)
I(k, EF), i.e. a constant energy cut at E = EF of the measured intensity map. As shown
in Figure 5(b), the bonding and the antibonding bands cross near the edge of the
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Figure 5. ARPES intensity map of the K0.3MoO3 (ref. [7]) showing the band structure along ΓY
(T = 180 K, �ω = 21 eV). (b) Momentum distribution curve (MDC) extracted from (a) at binding energy
E = 30 meV (∆E = 60 meV), showing the alternate nesting of the FS sheets.



first Brillouin Zone (BZ) and near 0.5 ΓY. Within the experimental uncertaintiy,
B and AB are perfectly nested by the CDW wavevector (0.73 b* + 0.5 c*). This
result is in agreement with the FS mapping reported by Gweon [23] and corrobo-
rates the occurrence of a kF

B + kF
AB instability as suggested by band structure

calculations [21].

2.3. The symmetry of the electronic bands and the effects of CDW fluctuations

When taken with polarized photons, the ARPES spectra reflect the symmetry of
specific electronic states. If the crystal has a mirror plane σ, the photohole wave-
function can be classified as even or odd. The photoelectrons ejected along this plane
have always even symmetry since an odd wavefunction would have a node in the
plane and consequently zero probability amplitude at the detector. If the vector
potential lies within σ, the dipole operator contains only even components. In this
geometry only initial states with even wavefunctions are detectable [24].

Symmetry-resolved band mapping can be achieved for the blue bronze, since
the measured photocurrent is strongly anisotropic and polarization dependent. We
show in Figure 6 an intensity map acquired as a function of the inter-chains
wavevector k� for k|| = 0.58 ΓY. The perpendicular dispersion is very weak < 0.1
eV and consistent with an open Fermi surface. With the light polarized within the
mirror plane, the intensity of the B band is maximum for k� = 0, whereas the
signal of the AB band is zero. Therefore, the two bands have opposite reflection
symmetries: even for B and odd for AB. These are, in the 2D limit, the symmetry
properties of the bonding and antibonding combinations of 1D orbitals predicted
by band structure calculations [21]. Notice that the antibonding band at k|| =
0.58 ΓY, appearing for k > kF

AB = 0.5 ΓY, is necessarily an umklapp process by
the CDW potential. Since the map of Figure 6 has been acquired in the undis-
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Figure 6. ARPES intensity maps of K0.3MoO3 (ref. [7]) measured perpendicular to the chains, for
k|| = 0.58 ΓY (T = 180 K, �ω = 21 eV). Darker regions correspond to a larger intensity.



torted metallic phase, the observation of AB umklapp reveals the effects of strong
CDW fluctuations. 

These “shadow” bands are expected to appear even when the CDW potential is
incommensurate with respect to the lattice. The Peierls system (TaSe4)2I is a good
candidate for the confirmation of this notion. (TaSe4)2I has strong anisotropic
properties due to quasi-1D electronic bands formed on TaSe4 chains [25]. The
rearrangement of Se4 units creates an effective unit cell containing 4 Ta-Ta bonds
with c = 4d = 12.824 Å. In a purely ionic picture the bands are quarter-filled but
the charge transfer is incomplete, thus kF > π/c. Below Tp = 263 K, the system is
in a CDW state with a small deviation from commensurability. The bands are
effectively doped and X-ray scattering experiments measure a periodic distortion
with wavevector modulation QCDW = 1.085 2π/c.

A dense sampling of the low binding energy window near π/c shows that two
periodicities are present in the band structure of this crystal, see Figure 7. The turning
points at the top and at the bottom of the ARPES intensity plot do not coincide.
The lower edge turns at k = π/c, while the upper edge turns at k = kF = 1.085 π/c.
This result is direct experimental evidence that ARPES detects both the lattice as
well as the incommensurate CDW periodicity.

A simple model that evaluates the spectral weight under the influence of two
incommensuate potentials is discussed in ref. [26]. A more detailed analysis must
considers the specific properties of the material. In particular, the (TaSe4)2I lineshape
can be decomposed into two Gaussians of identical width, separated by 0.17 eV. The
presence of two chains per unit cell [25] suggests a two-leg ladder of TaSe4 as
the basic building block of the system. The two ARPES features are associated
with the bonding B and antibonding AB ladder states. One faces, therefore, the
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Figure 7. Detailed view of the region near the zone boundary in (TaSe4)2I (ref. [26]). For clarity,
the raw intensity map has been normalized to the same peak intensity, and interpolated with respect
to energy and wavevector.



problem of determining the electronic structure of a two-band model with incom-
mensurability induced by slight doping. This system may be in a regime for which
each of the two potentials couples to one band separatedly leaving one of the
electronic periodicities commensurate with the crystal lattice. Commensurability
is important because for a single chain it implies the stabilization of the CDW
groundstate. For two chains the situation is more complex. In the limit of non-pinning
in the transverse direction, the doping effects of the bonding and antibonding bands
are independent and the Fermi wavevectors kF

B, AB depend on the amount of doping.
Clearly, the most favorable situation occurs when all doping electrons go into one
band and the other remains commensurate.

2.4. Limits of the weak coupling theory

The weak coupling theory of the CDW transition can describe many properties of
the Peierls conductors [18]. Nonetheless, the fluctuating gap models cannot repro-
duce the ARPES lineshapes. The weak coupling approach would require a spectral
function peaking at the gap energy for k = kF. The situation revealed by the exper-
imental data is quite different. The (TaSe4)2I spectrum in Figure 8 exhibits the A
and AB contributions at kF. It is evident that both bands peak at higher energies
than the half-gap value. Instead, the Gaussian tail of the AB band coincides with
∆0 = 120 meV [8].

This displacement of spectral weight stresses the importance of interactions. Both
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Figure 8. High-resolution ARPES spectrum of (TaSe4)2I (ref. [8]) at 100 K and k = kF (�ω = 24 eV).
The lineshape can be reproduced by two Gaussian lines. The extrapolation of the leading edge
coincides with the energy gap ∆0 = 0.12 eV. Inset: Schematic spectral function of an electron coupled
to a harmonic oscillator in the strong-coupling limit. The ‘zero-phonon’ line (‘0’) also lies under the
Gaussian envelope: here, it was arbitrarily rescaled to enhance its visibility. Its weight is exponen-
tially reduced with the coupling strength.



many-body correlations and electron-phonon interactions transfer spectral weight
from the coherent quasiparticle peak to incoherent structures at higher binding
energies. In (TaSe4)2I and K0.3MoO3 there is no evidence for strong electronic
correlations. On the other hand, electron-phonon interactions are important in a CDW
system. Therefore, the broad ARPES lineshapes of these Peierls conductors can
be interpreted as the spectra of electrons strongly coupled to the lattice [7, 8].

3.  A simplified model for systems with large interactions

In the strong coupling regime, one should completely reconsider the coupling with
the lattice. A model that ignores the phonon dispersion can be set up with three
parameters: the frequency of the phonon, the strength of the coupling and its range.
The finite frequency of the lattice vibrations constitutes the main difference between
the electron-phonon and the Coulomb interaction. Hence, the retardation of the lattice
relaxation must be taken into account. For a dispersionless phonon mode, the
quantum that determines a scattering process has energy �ω0. If �ω0 << t the phonons
cannot follow the motion of the electrons but can produce a “static” potential due
to the frozen lattice distortion. This is called the adiabatic limit. On the other hand,
when �ω0 >> t the phonons can follow the motion of the electrons instantaneously
producing interaction without retardation just as the Coulombic force. None of these
extreme situations is verified in real solids but most inorganic crystals are in the
adiabatic regime.

When the coupling is strong, the charge carriers are surrounded by a fairly large
deformation field of the lattice. For a moving small polaron, there is a continuous
exchange of momentum between the electron and the polarizable medium. The
electron mass is renormalized by interactions and could be large enough to trap
the carriers in a self-induced lattice distortion. Calculations indicate that this process
is strongly dependent on the characteristics of the interaction and is a gradual
crossover in the case of a long range coupling [28].

The physics of these single particle models has been explored by Monte Carlo
simulations [29]. Due to the prohibitive computational effort, the possible many-
body extensions – namely polaron liquids – are still largely unexplored. It is likely
that the self-energy of a polaron is strongly altered by the presence of other carriers.
All theoretical treatments are affected by an initial problem. Since the two coupled
systems – electrons and phonons – strongly affect each other, the best starting
point of many-body calculations it not obvious. The commonly used approach was
proposed by Migdal in 1958 [30]. The justification of the procedure requires to some
extent knowledge of the solution. The first step is a treatment of the phonons with
electronic states that do not contain phonon effects. The main idea behind it is
that phonons alter the electronic states only within an energy distance equivalent the
Debye energy from the Fermi Surface. These are a small fraction of the electrons
in the system. On the other hand, the electron influence upon the phonons is averaged
over all occupied states of the electron gas. This average is only negligibly influ-
enced by the few electrons at the FS. These arguments are formalized by the
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Migdal theorem, which provides an efficient way to calculate the renormalized prop-
agator.

The remarkable success of this approach to describe the 3D metallic states
makes the Migdal theorem a hallmark of the electron-phonon theory. Nonetheless,
its applicability relies mainly on the assumption that electrons are affected by
phonons only near the Fermi level. This hypothesis may not be correct in low
dimensional materials where the conduction is too anisotropic to provide an effi-
cient screening. If the coupling with the lattice is strong, the multiphonon electronic
dressing could affect electrons well below EF. The lattice and electronic degrees
of freedom mix strongly and the Migdal theorem may break down.

In place of a Fermi liquid, a new state develops that can be called a polaron liquid.
This dense polaronic phase could be subject to different instabilities, namely a CDW
transition. As compared with ordinary insulators, the CDW is quite an exotic phase
mainly due to the strong effects that it can have on the relaxation of an excited
state. The relevant materials have an adiabaticity ratio t/�ω0 > 10, so that the electron
dynamics is faster than the lattice field. Just after an electronic excitation takes place,
a single particle is in a free state extending over the crystal. Only after the lattice
relaxation is complete, the hole becomes a very massive quasiparticle. As a result,
the itineracy of the single particle excitations depends substantially on the timescale
of the probe. A fast probe, like photoemission, produces single particle states that
“feel” the frozen lattice dispersion. At the opposite limit, an adiabatic perturba-
tion would generate a response that can be described in terms of heavy quasiparticles
dispersing along narrow polaronic bands. In a rigorous treatment of the electronic
response, one would calculate exactly the single particle propagator. However, this
formidable many-body problem has not yet been solved and one must resort to a
heuristic approach to interpret the experimental ARPES results.

The starting point for this approach is the tight binding Hamiltonian [2]:

In these notations, cj destroys an electron on the j site, m is the lattice coordinate,
dq destroys a phonon of wavevector q and energy �ω0 and γ(q) represents the
interacting potential. One can perform a canonical transformation that shifts the ions
to a new equilibrium positions.

In a more general sense one changes the base of the phonon states in order to
diagonalize H in the limit of t = 0. The atomic limit (t = 0) describes a localized
electronic state coupled to oscillators of energy �ω0 [2]. Its solution yields the Green
function dependence on the coupling strength. In this context, the range of the
electron phonon interaction is unimportant and we suppose γ(q) to be equal to a
constant g. The single particle propagator acquires an extra phase

Φ(t) = g2(1 – e(–�ω0t)), (3)

that describes the polarization field. The resulting spectral density consists of a series
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of delta functions spaced exactly �ω0 apart. The distribution of peak heights follows
the Poisson law:

Without interactions, this would reduce to a single delta peak at the energy of
the atomic level. When interactions are turned on, there is a finite probability for
excited states with l phonons. These states are virtually present in the quasipar-
ticle and produce excited Frank-Condon satellites in the excitation spectrum.

The spectral function derived from equation 4 is shown in Figure 9(a, b) for
two different values of the coupling constant. In the weak coupling regime g < 1,
the fundamental peak l = 0 has the largest intensity and higher l peaks become
very rapidly smaller. For strong coupling g > 1, the peak strength increases with l
up to values of approximately l ≈ g2, and then it decreases again. Therefore, one
can interpret g2 as the average number of phonons 〈n〉 dressing a quasiparticle in
the ground state [31].

Difficulties arise when the electronic dispersion is large, and the band is par-
tially filled. After the canonical transformation, the kinetic term becomes a
complicated mixture of electron and phonon operators. An analytical solution can
be obtained only approximating this term with an averaged transfer integral t′. Notice
however that t′ (or rather 4t′) is different from the polaronic bandwidth and it does
not represent the exponentially suppressed polaronic hopping. Indeed, a hole is no
longer a good excitation but carries a consistent cloud of phonons with intrinsic
dynamics and finite spatial extension. In the adiabatic regime, the lattice relax-
ation is very slow and the electrons on a short timescale are delocalized. As a
result, the ARPES signal follows the non-renormalized frozen lattice bands and
t′ ≈ t.
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Figure 9. The spectral function of a weakly coupled localized state (a) and strongly coupled (b) to a
local stretching mode. The energy is expressed in unit of �ω0 and is shifted by a relaxation term
g2�ω0 that rescales the quasiparticle energy to the origin of the plot.



With the introduction of an effective kinetic term, the Hamiltonian becomes purely
electronic. With this simplification, the photohole propagator can be expressed by
[32]:

Figure 10(a) shows the ARPES structure of a polaronic quasiparticle dressed
by 〈n〉 = g2 ≈ 5 phonons. As expected, the spectral weight is transferred from the
zero-phonon peak to the excited Frank-Condon satellites. In the strong-coupling
adiabatic limit , �ω0 << 1, the satellites merge into a single Gaussian peak. The
separation between the peak maximum and the zero-phonon line is ε* ≈ 〈n〉�ω0,
proportional to the average number of phonons dressing the electron. The quasi-
particle weight is exponentially suppressed and the spectrum is mostly incoherent.

The range of the interaction I1(m) = g2e(–m/r) determines the wavevector depen-
dence of this signal. For a strictly local interaction, the spectral weight is uniformly
distributed in k space. For a more realistic non-local interaction, i.e., r = 30 Å,
the resulting momentum distribution curve defines a coherence length l = 1/∆k of
the order of the size of the phonon cloud – see Figure 10(b). When the coherence
length is larger than the unit cell, the spectral weight is distributed along the frozen
lattice band (Figure 10(c)) and the ARPES maps should be interpreted as the super-
position of narrow polaronic bands that fill the reciprocal space with uneven intensity,
Figure 5(a) [33, 34]. 

4.  The polaron liquids

4.1. Experimental evidences of heavy carriers

The most direct signature of heavy renormalization is given by the ARPES data.
The observation of displaced Gaussian lineshapes, Figure 8, is consistent with the
assumption that the charge carriers are small polarons [7, 8]. Indeed, a large coupling
would transfer most of the spectral weight from the “zero-phonon” peak to vibra-
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tional satellites. In a solid, of course, the interaction with a continuum of vibra-
tional states together with other broadening mechanisms smear out the satellite
structure. Only the Gaussian envelope is observed, and the weight of the leading
peak reflects the small overlap of the photohole with the real quasiparticle. In the
small polaron limit, this overlap is exponentially suppressed and the spectrum
becomes an incoherent peak at ε* ≈ 〈n〉 �Ω*. Here Ω* is an averaged phonon fre-
quency of the electron-phonon system which in Peierls conductors is typically in the
range of 10–50 meV. From the energy separation between the quasiparticle energy
and the maximum of the spectrum we can attempt a rough estimate of the pola-
ronic cloud. ARPES data on (TaSe4)2I and K0.3MoO3 place ε* in the 0.15–0.2 eV
range. Depending on Ω*, the resulting 〈n〉 would vary between 5 and 10. Both
numbers are compatible with the formation of small polarons in a strongly coupled
regime.

Optical data provide an independent evidence of heavy quasiparticles. We show
in Figure 11 the real part of the optical conductivity σ(ω) measured in K0.3MoO3

at T = 200 K. The light is polarized along the chain axis and spans the spectral range
below 1 eV (≈ 104 cm–1) [12]. We can identify several distinct components, which
are well reproduced within the phenomenological Lorentz-Drude approach [35]. The
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Figure 10. (a) Calculated spectrum and (b) momentum distribution (E = 30 meV) of a polaronic
quasiparticle at the Fermi surface [7]. The electron is dressed by 〈n〉 = 5 phonons with energy
30 meV and the range of the e-ph interaction is 30 Å. (c) Momentum-dependent spectral weight
distribution. We used a lattice constant value b = 7.5 Å, and we choose the underlying ‘frozen lattice’
dispersion to reproduce a typical experimental ARPES intensity map.



main feature at 2∆ = 1000 cm–1 (≈ 120 meV) is associated with the Peierls pseudogap
which is already quite deep at this temperature. At low frequencies, the spectrum
exhibits a rather complex behaviour. Besides the peak attributed to the quasi-
pinned collective mode at about 3 cm–1, there are two distinct zero-frequency modes.
The first narrow Drude represents the collective contribution of the sliding CDW
segments while the second broad Drude reflects the response of the uncondensed
quasiparticles.

The spectral weight of the quasiparticle component can be scaled with respect
to the total spectral weight up to the threshold of the interband transition [7]. The
integral [35] of σ(ω) leads to a plasma frequency Ωp

tot = 25600 cm–1 while spectral
weight arguments applied to the quasiparticle component yield Ωp

QP = 4100 cm–1.
From the conductivity sum rule we find:

Notice that m* is the effective mass of the polaronic quasiparticle and should not
be confused with the (much larger) mass of the fluctuating CDW segments. Using
n/ntot ≈ 0.7 at 200 K derived from the spin susceptibility [16], we obtain the polaron
effective mass m* ≈ 28 me. The same arguments apply to the optical conductivity
of (TaSe4)2I , ref. [8]. Following step by the step the procedure aforementioned
for K0.3MoO3, we estimate the effective mass of the (TaSe4)2I carriers to be m* ≈
10 me.
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Figure 11. Optical conductivity in K0.3MoO3 at T = 200 K, along the chain direction, ref. [7, 12].
The components of the calculation are shown separatedly and the contribution from the polaronic
quasiparticles is highlighted by the dashed surface.
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4.2. The CDW instability

At high density, namely in the liquid phase, these polarons form a metallic and
correlated state that fluctuates strongly above Tp and yields at low temperature the
CDW groundstate. Several properties such as the wide bandwidths and the nested
FS are consistent with a description based on delocalized electrons. However, the
separation of the energy scales between the Peierls gap and the large spectral
weight suppression near EF can be explained only in the framework of large inter-
actions. This is highlighted by the non-trivial evolution of the spectral density across
the Peierls transition. We show in Figure 12(a) the angle integrated photoemission
signal of (TaSe4)2I at 265 K and 100 K. With increasing CDW amplitude, some
of the spectral weight transfers to higher binding energy depleting the region near
the Fermi level. It is evident in Figure 12(b) that drastic changes occur over a
range much larger than ∆0 leading to the strong temperature dependence of the
ARPES signal up to 0.6 eV.

The coexisting effects of CDW fluctuations and heavy dressing can be illus-
trated and to some extent disentangled by the momentum resolved intensity maps.
We show in Figure 13, the ARPES maps of the band structure around π/c, at
Tp = 265 K and 100 K. At the higher temperature, in the metallic phase a very
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Figure 12. (a) Angle integrated photoemission intensity I(E, T) of (TaSe4)2I at 265 K and 100 K
(�ω = 24 eV). The transfer of spectral weight is marked by a dashed area. (b) Temperature evolution
of I(E, T)-I(E, 100 K), for 120 K < T < 265 K.



weak intensity spills across the Fermi level, whereas at 100 K the leading edge
coincides with the half-gap energy. An estimation of the spectral shift can be done
with a careful MDCs analysis. The starting point is the MDC measured at the
Fermi level at the transition temperature. Below Tp both the intensity and the line-
shape of the MDC are preserved if the cut is performed (Figure 14(a)) at a higher
binding energy ∆(T). Figure 14(b) shows that ∆(T) behaves as a phenomenolog-
ical order parameter and saturates at low temperature. The extrapolated value ∆(T)
= 120 meV is consistent with the Peierls half- gap determined by transport and optics
measurements [8].

The MDC extracted at the Fermi level at T = 265 K is the fingerprint of a QP
on the Fermi surface, Figure 14(a). Even if the intensity is quite small and the
spectrum is featureless around this energy, the MDC exhibits a Lorentzian line-
shape centered at k = kF. However, the properties of this signal are quite unusual.
Besides its extremely small intensity, the broad linewidth ∆k = 0.1 Å–1 indicates a
very short coherence length λ = 1/∆k = 10 Å , close to just 3 times the Ta-Ta distance
3 d(Ta-Ta) = 9.6 Å. This value is much shorter than the coherence length of the
carriers in a typical metal, 102–103 Å and is also shorter than the spatial scale of
the CDW fluctuations ≈ 50 Å near Tp. On the other hand, it is close to the CDW
period that determines in the strong coupling regime the coherence of the pola-
ronic cloud.

Similar results in the related Peierls compound K0.3MoO3 shows, Figure 15(a) that
the extracted ∆0 = 60 meV is consistent with the half-gap value measured by means
of bulk sensitive techniques [12]. The temperature dependence of the ARPES
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Figure 13. ARPES intensity maps of (TaSe4)2I (ref. [8]) at 265 K (a), and 100 K (b), around Z =
(π/c), normalized to beam current and acquisition time (�ω = 24 eV). The lines measure constant ARPES
intensity, in a logarithmic scale. The dispersion features of B and AB are estimated from Gaussian
fits as in Figure 8, and their intensities are indicated by the size of the symbols.



intensity reflects also the effects of the CDW fluctuations. As previously mentioned,
the fluctuating order parameter induces a pseudogap which persists up to high
temperatures. Figure 15(b) compares the ARPES intensity at the Fermi surface
with the spin susceptibility from ref. [16]. The increase of χspin above Tp reflects
the progressive filling of the metallic pseudogap. Within the experimental uncer-
tainty, I(kF

B, E = 0) exhibits the same temperature dependence and therefore also
reflects the temperature dependent pseudogap. In spite of the unusual lineshape,
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Figure 14. (a) Momentum distribution curves measured in (TaSe4)2I , ref. [8], at E = 0 (265 K) and
E = 0.12 eV (100 K); the solid curve is a Lorentzian with FWHM = 0.1 Å–1. (b) Temperature-
dependent position of the energy window producing identical MDCs as in (a). The error bars reflect
the uncertainties associated with different normalization procedures.

Figure 15. (a) Single particle gap extracted from the MDC analysis of the K0.3MoO3, ref. [7]. The
shifts are measured from TP = 180 K. (b) The ARPES intensity IFS at Fermi surface (E = 0, k = kF

B) is
superimposed on the spin susceptibility from ref. [16].



the ARPES result suggests that the photoemission intensity at the Fermi level reflects
the density of electronic states. In the CDW phase, on the other hand, the leading
edge of the spectrum traces the energy gap. These observations are incompatible
with standard weak coupling description but are certainly consistent with the strong
coupling theory discussed above.

5.  Conclusions

Angle Resolved Photoemission Spectroscopy is a powerful probe to detect and
characterize the quasiparticle excitations in solids. This is illustrated by detailed
analysis of model Fermi liquids systems like 1T-TiTe2. Here a coherent photo-
electron signal disperses along an electronic band and crosses the Fermi level.
The ARPES lineshape is investigated as a function of the temperature and fitted with
a Fermi liquid model. Both the extrinsic photoelectron broadening and the quasi-
particle scattering rate are extracted from the spectral linewidths. These latter
compare exceptionally well with resistivity measurements and are correctly repro-
duced by the Eliashberg-Migdal theory.

The physics of the quasi one-dimensional Peierls conductors is far more complex.
Strong electron-phonon interactions influence deeply the electronic properties. Our
discussion dealt with the spectroscopic results for K0.3MoO3 and the related (TaSe4)2I.
It was shown that the ARPES signal disperses according to band structure calcu-
lations and hints a ‘hidden’ Fermi surface. Some predictions of the weak-coupling
CDW theory are experimentally confirmed. The Fermi surface is nested by the CDW
wavevector, the metallic phase is pseudogapped and a real gap develops in the CDW
ground state. Pre-transitional fluctuations are revealed by the temperature evolu-
tion of the photoemission intensity at the Fermi level. Their presence is further
confirmed by the observation of shadow bands above the transition temperature.

We showed in detail the effect of two incommensurate periodic potentials on
the electronic band structure of (TaSe4)2I. Even if the incommensurate CDW disrupts
the translational symmetry, the spectral weight concentrates near the unperturbed
band structure. A correct reproduction of the experimental data can be obtained
by neglecting higher order superlattice umklapp processes and taking explicitly
into account the ladder structure of this Peierls material.

The weak-coupling approach may correctly reproduce the band structure but
completely fails to describe the spectral lineshape. The gap parameter is not asso-
ciated with a peak in the spectrum at kF but rather to the leading edge of the
‘pseudogapped’ tail. The ARPES signal is too broad to be a coherent quasi-
particle excitation and suggests that important multi-phonon processes determine the
spectral function. The data can be interpreted in a strong coupling framework in
which the quasiparticles are small polarons dressed by a large lattice deformation.
From the optical weight of the quasiparticle screening one can extract the effec-
tive mass of the polarons becoming ≈ 10 electronic masses. The mostly incoherent
spectra, exhibit simultaneously strong renormalization and frozen lattice disper-
sion. The large itineracy of the holes is not shared by the heavy polaronic carriers
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but is mainly an effect of the retardation and of the sizable range of the electron-
phonon interaction. A spectroscopic signature of the quasiparticles can still be
observed in the momentum distribution curve extracted at the Fermi level. Following
its temperature evolution, one can extract a gap parameter in agreement with
dc-resistivity and optical conductivity measurements.
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ABSTRACT: Starting with the optical properties, this chapter covers a wide range of topics associ-
ated with the photoexcitation of solids. Lattice absorption and reflection, free carrier and band to
band absorptions are summarized in sections 2–4. The excitonic absorption in the crystalline and
amorphous solids is reviewed in sections 5 and 6, respectively, where the newly developed concept
of the effective mass of charge carriers in amorphous solids is also introduced. Excitonic processes in
quantum wells are described in the section 7, where rates of various processes are presented. Finally
section 8 reviews the recent advances in the study of photoluminescence in amorphous semiconduc-
tors.

1.  Introduction to optical properties

The well known simple relation n = (εr)
1/2 between the refractive index n and relative

permittivity εr is very useful in relating the dielectric properties to the optical
properties over the same frequency range. The complex refractive index N, with
real part n and imaginary part K, is related to the complex relative permittivity
εr = εr′ – jεr″ by

N = n – jK = √εr = √(εr′ – jεr″) (1)

That is by

n2 – K2 = εr′ and    2nK = εr″ (2)

Optical properties of materials are typically reported either by showing the fre-
quency dependences of n and K or εr′ and εr″. Figure 1(a) shows the dependencies
of n and K on the normalized frequency ω/ωo for a simple single electronic dipole
oscillator in which ωo is the resonance frequency of the oscillator and γ is the loss
coefficient. It is seen that n and the extinction coefficient K peak close to ω = ωo.
If a material has a εr″ >> εr′, then εr ≈ –jεr″ and n = K ≈ √(εr″/2). The reflectance R
is given by
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R =
1 – n + jK
1 + n – jK| | 2

=
(1 – n)2 + K2

(1 + n)2 + K2 . (3)



Notice that whenever K is large, for example over a range of wavelengths, the
absorption is strong, and the reflectance is almost unity. The light is then reflected,
and any light in the medium is highly attenuated. Figure 1(b) shows the depen-
dence of the reflectance R on the frequency. It is observed that R reaches its
maximum value at a frequency slightly above ω = ωo, and then remains high until
ω reaches nearly 3ωo, thus the reflectance is substantial while absorption is strong.

Normal dispersion region is the frequency range below ωo where n falls as the
frequency decreases, that is, n decreases as the wavelength λ increases. Anomalous
dispersion region is the frequency range above ωo where n decreases as ω increases.
Below ωo, K is small and if εDC is εr(0), the DC permittivity is:

While intuitively useful, the above dispersion relation is far too simple. More
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Figure 1. The dipole oscillator model. (a) Refractive index and extinction coefficient vs. normalized
frequency. (b) Reflectance vs. normalized frequency.

n2 ≈ 1 + (εDC – 1)
ωo

2

ωo
2 - ω2 ; ω < ωo. (4)

n2 ≈ 1 + (εDC – 1)
λo

2

λo
2 – λ2 ; λ > λo. (5)

Since, λ = 2πc/ω, defining λo = 2πc/ωo as the resonance wavelength, then



rigorously, we have to consider the dipole oscillator quantum mechanically which
means a photon excites the oscillator to a higher energy level, see, for example,
Fox [1] or Simmons and Potter [2]. The result is that we would have a series of
λ2/(λ2 – λi

2) terms with various weighting factors fi that add to unity, where λi

represent different resonance frequencies. The weighting factors fi involve quantum
mechanical matrix elements. In practice the dispersion relationships can be quite
complicated. For example, the Sellmeier dispersion equation is an empirical
expression for the wavelength λ dependence of n that is in the form of a series of
λ2/(λ2 – λi

2), where λi is a constant, i.e.

where A1, A2, A3 and λ1, λ2 and λ3 are constants, called Sellmeier coefficients, that
are determined by fitting this expression to the experimental data. Higher terms
involving A4 and higher A coefficients can generally be neglected in representing
n vs. λ behavior over typical wavelengths of interest. Such dispersion relation-
ships are essential in designing photonic devices such as waveguides. Table 1 lists
Sellmeier coefficients of some materials as examples.

There are various dispersion relationships that inherently take account of various
contributions to the optical properties, such as the electronic and ionic polariza-
tion and interaction of photons with free electrons. For example, for many
semiconductors and ionic crystals, two useful dispersion relations are

where A, B, C, D and E are constants particular to a given material. Table 2 provides
typical examples.

Figure 2 shows the complex relative permittivity and the complex refractive index
of crystalline silicon in terms of photon energy hν. For photon energies below the
bandgap energy, both εr″ and K are negligible and n is close to 3.7. Both εr″
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n2 = 1 +
A1λ2

λ2 – λ1
2 +

A2λ2

λ2 – λ2
2 +

A3λ2

λ2 – λ3
2 + . . . (6)

Table 1. Sellmeier coefficients. The λ1, λ2, λ3 are in µm.

Material A1 A2 A3 λ1 λ2 λ3

SiO2 (fused silica) 0.696749 0.408218 0.890815 0.0690660 0.115662 09.900559
SiO2-13.5%GeO2 0.711040 0.451885 0.704048 0.0642700 0.129408 09.425478
Barium fluoride 0.3356 0.506762 3.8261 0.057789 0.109681 46.38642
Sapphire 1.023798 1.058264 5.280792 0.0614482 0.110700 17.92656
Diamond 0.3306 4.3356 0.175 0.106 

n2 = A +
Bλ2

λ2 – C
+

Dλ2

λ2 – E
, (7)

n2 = A +
B

λ2 – λo
2 +

C
(λ2 – λo

2)2 + Dλ2 + Eλ4, (8)
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Table 2. Parameters from Eqs. (7) and (8) for selected materials (Si data from [3]; others from [4]).

Material λo (µm) A B (µm)2 C (µm)–4 D (µm)–2 E (µm)–4

Silicon 0.167 3.41983 0.159906 –0.123109 01.269×10–6 –1.951×10–9

MgO 0.11951 2.95636 0.021958 00 –1.0624×10–2 –2.05×10–5

LiF 0.16733 1.38761 0.001796 –4.1×10–3 –2.3045×10–3 –5.57×10–6

AgCl 0.21413 4.00804 0.07900 00 –8.5111×10–4 –1.976×10–7

Figure 2. (a) Complex relative permittivity of a silicon crystal as a function of photon energy plotted
in terms of real (εr′) and imaginary (εr″) parts. (b) Optical properties of a silicon crystal vs. photon energy
in terms of real (n) and imaginary (K) parts of the complex refractive index [5].



and K increase and change strongly as the photon energy becomes greater than
3 eV; far beyond the bandgap energy of 1.1 eV. Notice that both εr′ and n peak at
hν ≈ 3.5 eV, which corresponds to a direct photoexcitation process, electrons excited
from the valence band to the conduction band, as discussed later. The optical con-
stants n and K can be determined by measuring the reflectance from the surface
of a material as a function of polarization and angle of incidence, and using Fresnel’s
equations.

Knowing the frequency dependence of the real part εr′ of the relative permit-
tivity of a material, we can determine the frequency dependence of the imaginary
part εr″; and vice versa by using Kramers-Kronig relations. The transform requires
that we know the frequency dependence of either the real or imaginary part over
as wide a range of frequencies as possible, ideally from dc to infinity, and that
the material is linear, i.e. it has a relative permittivity that is independent of applied
field. The Kramers-Kronig relations for the relative permittivity are 

where ω′ is the integration variable, P represents the Cauchy principal value of
the integral and the singularity at ω = ω′ is avoided.

2.  Lattice or reststrahlen absorption and infrared reflection

In the infrared wavelength region, ionic crystals reflect and absorb light strongly
due to the resonance interaction of the electromagnetic (EM) wave field with the
transverse optical phonons. The dipole oscillator model based on ions driven by
an EM wave results in 

where εro and εr∞ are the relative permittivity at ω = 0 (very low frequencies) and
ω = ∞ (very high frequencies) respectively, γ is the loss coefficient per unit reduced
mass representing the rate of energy transfer from the EM wave to optical phonons
and ωo is a resonance frequency that is related to the “spring” constant between
the ions, and by definition the frequency ωT is
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εr′(ω) = 1 +
1
π

P�
∞

0

ω′εr″(ω′)
ω′2 – ω2 dω′ (9a)

εr″(ω) = –
2ω
π

P�
∞

0

εr′(ω′)
ω′2 – ω2 dω′ (9b)

and

, (10)εr = εr′ – jεr″ = εr∞ +
εr∞ – εro

– 1 + j( )ω
ωT

( )ω
ωT

γ
ωT

ω2
T = ωo

2 ( )εr∞ + 2
εro + 2

. (11)



The loss, εr″ and the absorption are maxima when ω = ωT , and the wave is
attenuated by the transfer of energy to the transverse optical phonons, thus the
EM wave couples to the transverse optical phonons. At ω = ωL, the wave couples
to the longitudinal optical phonons. Figure 3 shows the optical properties of AlSb
[6] in terms of n, K and R vs. wavelength. The extinction coefficient K and reflec-
tance R peaks occur over about the same wavelength region, corresponding to the
coupling of the EM wave to the transverse optical phonons. At wavelength close to
λT = 2π/ωT, n and K peak, and there is a strong absorption of light which corre-
sponds to the EM wave resonating with the TO lattice vibrations, then R rises sharply.

3.  Free Carrier Absorption (FCA)

An electromagnetic wave with sufficiently low frequency oscillations can interact
with free carriers in a material and thereby drift the carriers. This interaction results
in an energy loss from the EM wave to the lattice vibrations through the carrier
scattering processes. Based on the Drude model, the relative permittivity εr(ω)
due to N free electrons per unit volume is given by

where ωp is a plasma frequency which depends on the electron concentration, τ is
the relaxation time of the scattering process, i.e. the mean scattering time. For metals
where the electron concentration is very large, ωp is of the order of ~1016 rad s–1,
UV frequencies, and for ω > ωp, εr ≈ 1, the reflectance becomes very small. Metals
lose their free-electron reflectance in the UV range, thus becoming UV transparent.
The reflectance does not fall to zero because there are other absorption processes
such as interband electron excitations or excitations from core levels to energy bands.
Plasma edge transparency where the reflectance almost vanishes can also be observed
in doped semiconductors. For example, the reflectance of doped InSb has a plasma
edge wavelength that decreases with increasing free carrier concentration [7].
Equation (12) can be written in terms of the conductivity σo at low frequencies (DC)
as

In metals, σo is high. At frequencies where ω < 1/τ, the imaginary part
εr″ = σo/εoω, is normally much more than 1, and n = K ≈ √(εr″/2) so that the free
carrier attenuation coefficient α is then given by
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εr = εr′ – jεr″ = 1 –
ω2 –

jω
τ

ωp
2

; ωp
2 =

Ne2

εome
, (12)

εr = εr′ – jεr″ = 1 –
τσo

εo[(ωτ)2 +1]
σo

εoω[(ωτ)2 +1]
– j . (13)

( )α = 2koK ≈ 2ω
c

εr″
2

≈ (2σoµo)
1/2ω1/2. (14)

1/2



In semiconductors one encounters typically σo/εoω < 1, since the free electron
concentration is small, and we can treat n as constant due to various other polar-
ization mechanisms, e.g. electronic polarization. Since 2nK = εr″, the absorption
coefficient is [9]

At low frequencies where ω < 1/τ, we have α(λ) ~ σo/n(λ) so that α should be
controlled by the DC conductivity, and hence the amount of doping. Furthermore,
α will exhibit the frequency dependence of the refractive index n, i.e. α(λ) ~
1/n(λ), thus n would typically be determined by the electronic polarization of the
crystal.

At high frequencies where ω > 1/τ,

α ~
σo ~ Nλ2 (17)
ω2

α is proportional to N, the free carrier concentration, and λ2. Experimental obser-
vations on FCA in doped semiconductors are in general agreement with these

Optical Absorption, Photoexcitation and Excitons in Solids 31

Figure 3. Infrared refractive index n, extinction coefficient K (left), and reflectance R (right) of AlSb.
Note: The wavelength axes are not identical, and wavelengths λT and λL corresponding to ωT and ωL

respectively, are shown as dashed vertical lines; data from Turner and Reese [6].

( )2ωεo

σo

Furthermore, the reflectance can be calculated also using n = K = √(εr″/2) which
leads to the well-known Hagen-Rubens relation [8]

R ≈ 1 – 2
1/2

. (15)

( )α = 2koK ≈ 2ω
c

εr″
2n

=
σo

nc εo[(ωτ)2 +1]
, (16)



predictions. For example, α increases with N, whether N is increased by doping
or by carrier injection [10]. However, not all semiconductors show the simple
α ~ λ2 behavior. A proper account of the field-driven electron motion and
scattering must consider the fact that τ will depend on the electron’s energy. The
correct approach is to use the Boltzmann transport equation [11] with the appro-
priate scattering mechanism. FCA can be calculated by using a quantum mechanical
approach based on second order time dependent perturbation theory with Fermi-
Dirac statistics [12].

Absorption due to free carriers is commonly written as α ~ λp, where the index
p depends primarily on the scattering mechanism, though it is also influenced by
the compensation doping ratio, if the semiconductor has been doped by compen-
sation, and the free carrier concentration. In the case of lattice scattering one has
to consider scattering from acoustic and optical phonons. For acoustic phonon
scattering p ≈ 1.5, for optical phonon scattering p ≈ 2.5, and for impurity scat-
tering, p ≈ 3.5. The observed free carrier absorption coefficient will then have all
three contributions,

α = Aacousticλ1.5 + Aopticalλ2.5 + Aimpurityλ3.5 (18)

Inasmuch as α for FCA depends on the free carrier concentration N, it is possible
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Figure 4. Free carrier absorption in n-GaP at 300 K [14], p and n type PbTe [15] at 77 K and In
doped n-type ZnO at room temperature [16].



to evaluate the latter from the experimentally measured α, given its wavelength
dependence and p as discussed by Ruda [13].

Free carrier absorption in p-type Ge demonstrates how the FCA coefficient α
can be dramatically different than what is expected from Eq. (18). Figure 5 (a) shows
the wavelength dependence of the absorption coefficient for p-Ge over the wave-
length range from about 2 to 30 µm [17]. The observed absorption is due to
excitations of electrons from the spin-off band to the heavy hole band, and from
spin-off band to the light hole band, and from the light hole band to the heavy
hole band as marked in the figure.
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Figure 5. (a) Free carrier absorption due to holes in p-Ge [17]. (b) The valence band of Ge has three
bands; heavy hole band, light hole band and a spin-off band.



4.  Band-to-band fundamental absorption

Band-to-band absorption, or fundamental absorption, of radiation is due to the
photoexcitation of an electron from the valence band to the conduction band. There
are two types of band-to-band absorption corresponding to direct and indirect
transitions.

A direct transition is a photoexcitation process in which no phonons are involved.
The photon momentum is negligible compared with the electron momentum so
that when the photon is absorbed to excite an electron from the valence band (VB)
to the conduction band (CB), the electron’s k-vector does not change. A direct
transition on E-k diagram is a vertical transition from an initial energy E and
wavevector k in the VB to a final energy E′ and wavevector k′ in the CB where
k′ = k as shown in Figure 6(a). The energy (E′ – Ec) is the kinetic energy (�k)2/(2me

*)
of the electron with an effective mass me

*, and (Ev – E) is the kinetic energy
(�k)2/(2me

*) of the hole left behind in the VB. The ratio of the kinetic energies of
the photogenerated electron and hole depends inversely on the ratio of their
effective masses. 

The absorption coefficient α is derived from the quantum mechanical transition
probability from E to E′, the occupied density of states at E in the VB from which
electrons are excited, and the unoccupied density of states in the CB at E + hν.
Thus α depends on the joint density of states at E and E + hν, and we have to
suitably integrate this joint density of states. Near the band edges, the density of
states can be approximated by a parabolic band, and α rises with the photon
energy following

αhν = A(hν – Eg)
1/2 (19)

where the constant A ≈ [(e2/(nch2me
*)](2µ*)3/2 in which µ* is a reduced electron

and hole effective mass, n is the refractive index, and Eg is the direct bandgap,
minimum Ec – Ev at the same k value. Experiments indeed show this type of behavior
for photon energies above Eg and close to Eg as shown Figure 6(b) for a GaAs crystal
[18] and in (c) for a CdTe crystal [19]. The extrapolation to zero photon energy gives
the direct bandgap Eg, which is about 1.40 eV for GaAs and 1.46–1.49 eV for
CdTe. For photon energies very close to the bandgap energy, the absorption is usually
due to exciton absorption, especially at low temperatures, and is discussed later in
this chapter. 

In indirect bandgap semiconductors such as Si and Ge, the photon absorption
for photon energies near Eg requires the absorption and emission of phonons during
the absorption process as illustrated in Figure 7(a). The absorption onset corresponds
to a photon energy of (Eg – hϑ), which represents the absorption of a phonon with
energy hϑ. For the latter α is proportional to [hν – (Eg – hϑ)]2. Once the photon
energy reaches (Eg + hϑ), then the photon absorption process can also occur by
phonon emission for which the absorption coefficient is larger than that for phonon
absorption. The absorption coefficients for the phonon absorption and emission
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processes are given by [20],

αabsorption = A[ fBE(hϑ)][hν – (Eg – hϑ)]2; hν > (Eg – hϑ) (20)

and

αemission = A[(1 – fBE(hϑ)][hν – (Eg + hϑ)]2; hν > (Eg + hϑ) (21)

where A is a constant, and fBE(hϑ) is the Bose-Einstein distribution function at the
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Figure 6. (a) A direct transition from the valence band (VB) to the conduction band (CB) by the absorp-
tion of a photon. (b) and (c) Absorption behavior represented as (αhν)2 vs. photon energy hν near the
band edge for single crystals of (b) p-type GaAs, from [18] and (c) CdTe , from [19].



phonon energy hϑ, i.e. fBE(hϑ) = [exp(hϑ/kBT ) – 1]–1, where kB is the Boltzmann
constant and T is the temperature. 

As we increase the photon energy in the range (Eg – hϑ) < hν < (Eg + hϑ), the
absorption is controlled by αabsorption and the plot of α1/2 vs. hν has an intercept of
(Eg – hϑ).

On the other hand, for hν > (Eg + hϑ), the overall absorption coefficient is
αabsorption + αemission, but at slightly higher photon energies than (Eg + hϑ), αemission

quickly dominates over αabsorption since [ fBE(hϑ)] >> [(1 – fBE(hϑ)]. Figure 7(b) shows
the behavior of α1/2 vs. photon energy for Ge at two temperatures for hν near band
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Figure 7. (a) Indirect transitions across the bandgap involve phonons. Direct transitions in which
dE/dk in the CB is parallel to dE/dk in the VB lead to peaks in the absorption coefficient. (b) Fundamental
absorption in Si at two temperatures. The overall behavior is well described by Eqs. (20) and (21).



edge absorption. At low temperatures, fBE(hϑ) is small and αabsorption decreases with
decreasing temperature as apparent in Figure 7(b). Equations (20) and (21) inter-
sect the photon energy axis at (Eg – hϑ) and (Eg + hϑ), which can be used to
obtain Eg.

Examination of the extinction coefficient K or εr″ vs. photon energy for Si in
Figure 2 shows that absorption peaks at certain photon energies, hν ≈ 3.5 and
4.3 eV. These peaks are due to the fact that the joint density of states function
peaks at these energies. The absorption coefficient peaks whenever there is a direct
transition in which the E vs. k curve in the VB is parallel to the E vs. k curve in
the CB as schematically illustrated in Figure 7(a) where a photon of energy hν12

excites an electron from state 1 in the VB to state 2 in the CB in a direct transi-
tion k1 = k2. Such transitions where E vs. k curves are parallel at a photon energy
hν12 result in a peak in the absorption vs. photon energy behavior and can be
represented by the condition that

(∇kE)CB – (∇kE)VB = 0 (22)

The above condition is normally interpreted as the joint density of states reaching
a peak value at certain points in the Brillouin zone called van Hove singularities.
Identification of peaks in K vs. hν involves the examination of all E vs. k curves
of a given crystal that can participate in a direct transition. The silicon εr″ peaks
at hν ≈ 3.5 eV and 4.3 eV correspond to Eq. (22) being satisfied at points L, along
〈111〉 in k-space, and X along 〈100〉 in k-space, at the edges of the Brillouin zone.

In degenerate semiconductors, the Fermi level EF is in a band, for example, in
the CB for a degenerate n-type semiconductor. Electrons in the VB can only be
excited to states above EF in the CB rather than to the bottom of the CB. The absorp-
tion coefficient then depends on the free carrier concentration since the latter
determines EF. Fundamental absorption is then said to depend on band filling, and
there is an apparent shift in the absorption edge, called the Burstein-Moss shift.
Furthermore, in degenerate indirect semiconductors, the indirect transition may
involve a non-phonon scattering process, such as impurity or electron-electron
scattering, which can change the electron’s wavevector k. Thus in degenerate indirect
bandgap semiconductors, absorption can occur without phonon assistance and the
absorption coefficient becomes 

α ~ [hν – (Eg + ∆EF)]2 (23)

where ∆EF is the energy depth of EF into the band measured from the band edge.
Heavy doping of degenerate semiconductors normally leads to a phenomenon

called bandgap narrowing and bandtailing. Bandtailing means that the band edges
at Ev and Ec are no longer well defined cut-off energies and there are electronic states
above Ev and below Ec whose density of states falls sharply with energy away
from the band edges. Consider a degenerate direct band gap p-type semiconductor.
One can excite electrons from states below EF in the VB where the band is nearly
parabolic to tail states below Ec where the density of states decreases exponen-
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tially with energy into the bandgap, away from Ec. Such excitations lead to α
depending exponentially on hν, a dependence that is called the Urbach rule [21, 22],

α = A exp[Γ(hν – E0)], (24)

where A, Γ and E0 are all constants. The Urbach rule was originally reported for
alkali halides. It has been observed for many ionic crystals, degenerately doped crys-
talline semiconductors and almost all amorphous semiconductors. While exponential
bandtailing can explain the observed Urbach tail of the absorption coefficient vs.
photon energy, it is also possible to attribute the absorption tail behaviour to strong
internal fields arising, for example, from ionized dopants or defects.

5.  Excitonic absorption in crystalline solids

There are two types of excitons that can be formed in non-metallic solids: Wannier
or Wannier-Mott excitons and Frenkel excitons. The energy of a Wannier exciton
or Wannier-Mott exciton is given by [23] 

where µx is the reduced exciton mass, e electronic charge, κ = 1/4πε0, ε static
dielectric constant of the solid and n principal quantum number associated with
the internal excitonic states n = 1 (s), 2 (p), etc. (see Figure 8). According to Eq.
(25) the excitonic states are formed within the band gap below the conduction
band edge. However, as the exciton binding energy is very small, e.g. a few meV
in bulk Si and Ge crystals, exciton absorption peaks can only be observed at
very low temperatures. Using the joint density of states approach, the absorption
coefficient associated with the excitonic states is obtained as [24]

αω = Ax(�ω – Ex)
1/2, (27)

with the constant Ax =
4√2e2|pxv|2, where pxv is the transition matrix element
nc√µx�

3

between the valence and excitonic bands. Eq. (27) is similar to the case of direct
band transitions discussed above and valid only for the photon energies, �ω ≥ Ex.
There is no absorption below the excitonic ground state in pure crystalline solids.
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Ex = Eg +
�2K2

2M
– En, (25)

where Eg is the band gap energy, �K linear momentum and M (= m*
e + m*

h)
effective mass associated with the center of mass and En is the exciton binding energy
given by

En =
µxe

4κ2

2�2ε2
1
n2 , (26)



The description of Wannier-Mott excitons presented above is valid for inor-
ganic semiconductors like Si, Ge, GaAs, because in these materials the large overlap
of inter-atomic electronic wavefunctions enable the electrons and holes to be far
apart but bound in an excitonic state. For this reason these excitons are also called
large radii orbital excitons. Excitons formed in organic crystals are called Frenkel
excitons. In organic semiconductors/insulators or molecular crystals, the inter-
molecular separation is large and hence the overlap of inter-molecular electronic
wavefunctions is very small and electrons remain tightly bound to individual mol-
ecules. Therefore, the electronic energy bands are very narrow and closely related
to individual molecular electronic energy levels. In such solids, the absorption of
photons occurs close to the individual molecular electronic states and excitons are
also formed within the molecular energy levels [23]. Such excitons are therefore
also called molecular excitons. For details of the theory of Wannier and Frenkel
excitons, readers may like to refer to reference [23].

6.  Absorption in amorphous semiconductors 

The energy band gap in amorphous semiconductors does not have sharp valence and
conduction band edges at its ends. Instead, each band consists of extended states
and tail states divided by a mobility edge. Thus, the conduction band in an amor-
phous semiconductor has a mobility edge, usually denoted by an energy Ec, above
which all states are delocalized extended states and below which all states are
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Figure 8. Schematic illustration of excitonic bands for n = 1 and 2 in semiconductors. Eg represents
the energy gap.



localized tail states. Likewise, the valence band has a mobility edge denoted by
Ev, below which all hole states are delocalized extended states and above all are
localized hole tail states. These states are schematically shown in Figure 9. Thus,
unlike in crystalline solids described above, the absorption of photons in intrinsic
amorphous solids can also occur for photon energies �ω ≤ E0 as well due to the
presence of the tail states in the forbidden gap. Here E0 represents the energy of
the optical gap, which is usually close to the energy of the mobility edge, Ec. For
optical transitions caused by photons of energy �ω ≥ E0 in amorphous semi-
conductors, the approach of joint density of states is not applicable. One has to
consider the product of the densities of both conduction and valence extended
electronic states in calculating the absorption coefficient [24, 25]. Assuming that
these densities of states depend on the square root of the energy, leads to an
absorption coefficient, α, which depends on the photon energy as:

[α�ω]1/2 = B1/2[�ω – E0], (28)

where, if one assumes the transition matrix element to be constant, one gets the
constant B as [24, 25]

where me
* and mh

* are the effective masses of electron and hole, respectively, L is
the average inter-atomic separation in the sample and n is the refractive index.
Plotting [α�ω]1/2 as a function of �ω gives a straight line that is usually referred

40 Chapter 2

Figure 9. Schematic illustration of the electronic energy states, E2, Ec, Ect, Evt, Ev and Ev2, in
amorphous semiconductors. The shaded region represents the extended states. Energies E2 and Ev2

correspond to the center of the conduction and valence extended states Ect and Evt and represent the
end of conduction and valence tail states, respectively.

[ ( ( )]) , (29)B =
1

nc ε0

e
me

*
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to as Tauc’s plot from which one can determine the optical gap energy E0 experi-
mentally. Equation (28) is also known as Tauc’s relation and B as Tauc’s constant.
The experimental data of many amorphous semiconductors and chalcogenides fit
to Eq. (28) very well, but not all. Deviations from Tauc’s relation have been observed.
For instance, some experimental data in a-Si:H fit much better to a cubic root relation
given by [26]:

[α�ω]1/3 = C[�ω – E0], (30)

and therefore the cubic root has been used to determine the optical gap E0. Here
C is another constant.

If one considers that the transition matrix element is photon energy indepen-
dent, one finds that the cubic root dependence on photon energy can be obtained
only when the densities of states of the valence and conduction bands depend linearly
on energy. Using such density of states, the cubic root dependence has been explained
by Mott and Davis [26]. Another approach [27] to get the cubic root dependence
has been suggested. Using Eq. (28), Sokolov et al. [27] have modeled the cubic
root dependence on photon energy by considering the fluctuations in the optical band
gap due to structural disorders. For getting the cubic root dependence they finally
assume that the fluctuations are constant over the range of integration and then
the integration of Eq. (28) over the optical gap energy produces a cubic root
dependence on the photon energy. Although their approach shows a way of getting
the cubic root dependence as the integration over the optical gap is carried out by
assuming constant fluctuations, Sokolov et al.’s model is little different from the
linear density of states model suggested by Mott and Davis [26].

Cody [27] has shown an alternative approach using a photon energy dependent
transition matrix element. Thus the absorption coefficient is obtained as [24, 25]:

[α�ω] = B′(�ω)2(�ω – E0)
2, (31)

where

and Qa is the average separation between the excited electron and hole pair in an
amorphous semiconductor. ν is the number of valence electrons per atom and ρA

atomic density per unit volume.
Equation (31) suggests that [α�ω] depends on the photon energy in the form

of a polynomial of order 4. Then, depending on which term of the polynomial
may be more significant in which material, one can get square, cubic or fourth
root dependence of [α�ω] on the photon energy. In this case Eq. (31) may be
expressed as:

[α�ω]x ∝ (�ω – E0), (33)
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where x ≤ 1/2. Thus in a way any deviation from the square root or Tauc’s plot
may be attributed to the energy dependent matrix element [24, 25].

Another problem is how to determine the constants B [Eq. (28)] and B′ [Eq. (32)],
which involve the effective masses of electron and hole. In other words, how to
determine the effective mass of charge carriers in amorphous solids? Recently, a
simple approach [24, 29] has been developed to estimate the effective mass of charge
carriers in amorphous solids. Accordingly, different effective masses of the charge
carriers are obtained in the extended and tail states. The approach applies the
concepts of tunneling and effective medium and one obtains the effective mass of
an electron in the conduction extended states, denoted by m*

ex, and in the tail states,
denoted by m*

et, as:

Here a = N1/N < 1, N1 is the number of atoms contributing to the extended
states, b = N2/N < 1, N2 is the number of atoms contributing to the tail states, such
that a + b = 1 (N = N1 + N2) and me is the free electron mass. The energy E2 in
Eq. (34), corresponds to the energy at which the imaginary part of the dielectric
constant becomes maximum (see Figure 9). 

Likewise, the hole effective masses m*
hx and m*

ht in the valence extended and
tail states are obtained, respectively, as:

where Ev2 and Evt are energies corresponding to the half width of valence extended
states and the end of the valence tail states, respectively, see Figure 9.

Using Eqs. (34) and (35) and the values of parameters involved, different effec-
tive masses of an electron are obtained in the extended and tail states. Considering,
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m*
ex ≈ EL

2(E2 – Ec)a
1/3 me, (34)

m*
et ≈ EL

(Ec – Ect)b
1/3 me, (35)

and

EL ≈ �2

meL
2 . (36)

where

m*
hx ≈ EL

2(Eν – Eν2)a
1/3 me, (37)

m*
ht ≈ EL

(Eνt – Eν)b
1/3 me, (38)

and



for example, the density of weak bonds contributing to the tail states as 1 at.%,
i.e. b = 0.01 and a = 0.99, the effective mass and energy EL, thus calculated for
hydrogenated amorphous silicon (a-Si:H) and germanium (a-Ge:H) are given in
Table 3:

Table 3. Effective mass of electrons in the extended and tail states of a-Si:H and a-Ge:H calculated
using Eqs. (34) and (35) for a = 0.99, b = 0.01 and Ect = Evt = Ec/2. EL is calculated from Eq. (36).
All energies are given in eV. Note that as the absorption coefficient is measured in cm–1, the value of
speed of light is used in cm/s.

L (nm) E2 Ec EL Ec – Ect m*
ex m*

et

a-Si:H 0.235 [30] 3.6 [31] 1.80 [32] 1.23 0.9 0.34 06.3
a-Ge:H 0.245 [30] 3.6 1.05 [33] 1.14 0.53 0.22 10.0

According to Eqs. (34), (35), (37) and (38), for sp3 hybrid amorphous semi-
conductors such as a-Si:H and a-Ge:H, the electron and hole effective masses are
expected to be the same. In these semiconductors, as the conduction and valence
bands are two equal halves of the same electronic band their widths are the same
and that gives equal effective masses for electron and hole [24, 34]. This is one
of the reasons of using Ect = Evt = Ec/2, which gives equal effective masses for
electrons and holes in the tail states as well. This is different from crystalline
solids where m*

e and m*
h are usually not the same. This difference between amor-

phous and crystalline solids is similar to, for example, having direct and indirect
crystalline semiconductors but only direct amorphous semiconductors.

Using the effective masses from Table 3 and Eq. (29), B can be calculated for
a-Si:H and a-Ge:H. The values thus obtained with the refractive index n = 4 for
a-Si:H and a-Ge:H are B = 6.0 × 106 cm–1 eV–1 for a-Si:H and B = 4.1 × 106 cm–1

eV–1 for a-Ge:H, which are an order of magnitude higher than those estimated
from experiments [28]. However, considering the quantities involved in B [Eq. (29)]
this can be regarded as a good agreement. 

The value of the constant B′ in Eq. (32) can also be calculated now theoreti-
cally, provided Qa is known. Using the atomic density of crystalline silicon and
four valence electrons per atom, Cody [28] has estimated Qa

2 = 0.9 Å2, which gives
Qa ≈ 0.095 nm, less than half the inter-atomic separation of 0.235 nm in a-Si:H,
but of the same order of magnitude. Using ν = 4, ρA = 5 × 1028 m–3, Qa

2 = 0.9 Å2,
and extended state effective masses, we get B′ = 4.6 × 103 cm–1 eV–3 for a-Si:H
and 1.3 × 103 cm–1 eV–3 for a-Ge:H. Cody has estimated an optical gap, E0 =
1.64 eV for a-Si:H, which using in Eq. (31), we get α = 1.2 × 103 cm–1 at a photon
energy of, �ω = 2 eV. This agrees reasonably well with α = 6.0 × 102 cm–1 used
by Cody. If we use inter-atomic spacing in place of Qa in Eq. (32), we get B′ =
2.8 × 104 cm–1 eV–3, and then the corresponding absorption coefficient becomes
3.3 × 103 cm–1. This suggests that for an estimate one may use the inter-atomic
spacing in place of Qa, if the latter is unknown. Thus, both the constants B and B′
can be determined theoretically, a task not possible earlier due to lacking knowledge
of the effective masses in amorphous semiconductors.
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The absorption of photons of energy less than the band gap energy, �ω < E0 in
amorphous solids involves the localized tail states and hence does neither follow
Eq. (28) nor (31). Instead, the absorption coefficient depends on photon energy
exponentially as given in Eq. (24) giving rise to Urbach’s tail. Abe and Toyozawa
[35] have calculated the interband absorption spectra in crystalline solids, intro-
ducing the Gaussian site diagonal disorders and applying the coherent potential
approximation. They have shown that Urbach’s tail occurs due to static disorders
(structural disorders). However, the current stage of understanding is that Urbach’s
tail in amorphous solids occurs due to both thermal effect and static disorders
[28].

7.  Excitonic processes in quantum wells 

There has been enormous progress in the field of semiconductor nanostructures in
the last two decades due to the development of recent state-of-the-art techniques
in the epitaxial crystal-growth of materials such as molecular-beam epitaxy (MBE)
and metal-organic chemical vapor deposition. These techniques have made it possible
to design semiconductor devices with high precision on an atomic scale and produce
high quality low-dimensional systems such as quantum wells (QWs), superlattices,
quantum wires (QWRs), and quantum dots (QDs) [36]. These low-dimensional
semiconductor systems have important applications in optoelectronic devices, e.g.,
light detectors, LASERs and LEDs. Many physical properties of optoelectronic
devices fabricated by such low-dimensional semiconductor systems are determined
from information on excitonic processes. The binding energy of 1s exciton, Eb(d)
in d-dimensional (d = 1, 2, 3) semiconductors is given by: Eb(d) = Eb[2/(d – 1)]2

[37], where Eb is the exciton’s binding energy in the 1s state in bulk (d = 3)
obtained from Eq. (26) with n = 1. Thus, in low dimensions as the binding energy
increases, excitonic states can be observed even at the room temperature and excitons
play a very important role in the opto-electronic properties of such materials.
Excitonic processes in these semiconductor nanostructures is influenced significantly
by the interaction with phonons, excitons and charge carriers [23]. These interac-
tions affect the formation [38, 39], relaxation [40, 41], dephasing [42], and
localization [43] of excitons. 

As an exciton consists of an electron in the conduction band bound with a hole
in the valence band through their Coulomb interaction, the exciton-phonon
interaction consists of the electron-phonon and hole-phonon interactions. In non-
centrosymmetric and polar crystals of III–V and II–VI semiconductors, excitons
interact with acoustic phonons through the deformation potential (DP) and piezo-
electric (PE) couplings and with optical phonons through the polar (PO) coupling
[40]. In general, since the conduction band near the minimum is isotropic, the
electron-acoustic phonon interaction obtained from DP has a non-zero contribu-
tion only from longitudinal acoustic (LA) phonons. However, as the valance band
is anisotropic, the hole-phonon interaction is non-zero with both LA and trans-
verse acoustic (TA) phonons [40]. With the PE coupling, both LA and TA phonon
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interactions are non-zero for electrons and holes. Exciton-optical phonon interaction
is non-zero only with the longitudinal optical (LO) phonons [44]. Considering
these interactions, the rate of formation of an exciton with wave vector K|| from
a free electron-hole pair through a phonon emission in λ-mode via DP (J = D),
PE (J = P), and PO (J = O) couplings is obtained as [38, 39, 45]

where f h, f ex, f e, and nq
λ are the occupation numbers of hole, electron, exciton, and

phonon, respectively. Ex and Ee – h are exciton and electron-hole pair energies,
respectively and ωq, λ is the frequency of a λ-mode phonon with wave vector q.

The rate of formation of an exciton is plotted in Figures 10(a) and (b) as a function
of K|| at Te – h = 20, 50, and 80 K and lattice temperature of 4.2 K, for two dif-
ferent charge carrier densities ne – h = 1 × 1010 cm–2 and ne – h = 5 × 1010 cm–2,
respectively. The rate of formation of excitons by emitting acoustic phonons first
increases with K|| to a peak value and then decreases. The rate of formation decreases
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λ+(q||, qz, k||) |2f h
αh(K|| + q||) – k||

f e
αe(K|| + q||) + k||

× ( fK||

ex + 1)(nq
λ + 1)δ(Ex – Ee – h + �ωq, λ), (39)

Figure 10. The formation rate of an exciton in GaAs quantum wells is plotted as a function of center-
of-mass wavevector K|| for Lz = 80 Å, T = 4.2 K, (a) ne – h = 1 × 1010 cm–2 and (b) ne – h = 5 × 1010

cm–2. The solid, dotted, and dash-dotted curves correspond to the formation rate due to acoustic
phonon emission at Te – h = 20, 50, and 80 K, respectively. The dash-dot-dot-dot, dashed, and long-dashed
curves correspond to the formation rates due to LO phonon emission at Te – h = 20, 50, and 80 K,
respectively [39]. 



with increasing Te – h, but at a certain K|| after the peak value, the rate increases
with increasing Te – h. Such a dependence of the formation rate of excitons on
carrier temperature via acoustic phonons is different from that via LO phonons,
where it increases with increasing Te – h for all K|| [38].

Figure 11 shows the rate of formation of an exciton due to LO phonons as a
function of charge carrier density ne – h, from 1 × 108 to 5 × 108 cm–2 at Te – h =
60 K for three different well widths. The calculated results of the formation rate
shows a square-law dependence for the formation rate of an exciton on the carrier
density, ne – h, i.e., W(ne – h) = bnx

e – h (x ≈ 2). This provides a theoretical confirma-
tion of the observed experimental square-law dependence of the photoluminescence
on excitation density obtained by Strobel et al. [46].

As discussed above, an exciton formed from a free electron-hole pair has
initially a non-zero K||. These excitons are hot and will first relax nonradiatively
to K|| = 0 by emitting phonons and then recombine radiatively by emitting photons.
There are two different relaxation processes, one involving intraband transitions and
the other interband transitions. 

In the intraband processes, an exciton relaxes from an initial state to another
state within the same band by emitting a phonon. The net phonon emission rate
of an λ-mode phonon with wavevector q can be written as [40, 47]

The maximum rates of LA and TA phonon emission in GaAs QWs, thus calcu-
lated from Eq. (40) for DP and PE couplings, are listed in Table 4.

In Figure 12, the phonon emission rates are plotted as a function of exciton
temperature. The rate of LO phonon emission increases as exciton temperature
increases from 5 K to 200 K. However, the rate of acoustic phonon emission
increases first rapidly for exciton temperature 5 < Tex < 17–19 K at exciton
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∂nq
λ

∂t
= ∑

J, K||

W J
λ(q||, qz){[(f ex

K|| – q||
+ 1) fK||

ex(nq
λ + 1) – ( fK||

ex + 1)f ex
K|| – q||

nq
λ]

× δ(E(K|| – q||) – E(K||) + �ωq, λ) – [(f ex
K|| + q||

+ 1) fK||

exnq
λ

– ( fK||

ex + 1) f ex
K|| + q||

(nq
λ + 1)] × δ(E(K|| + q||) – E(K||) – �ωq, λ)}. (40)

Table 4. Phonon emission rates due to DP and PE couplings for GaAs/Al0.3Ga0.7 As QWs with well
width Lz = 80 Å, phonon energy Eph = 0.2 meV, exciton density nex = 5 × 1010 cm–2, exciton temper-
ature Tex = 20 K, and lattice temperature T = 4.2 K [40]. Here the angle θ is measured from the z-axis,
which is assumed to be perpendicular to the quantum well wall and φ is the azimuth angle in the x-y
(quantum well) plane.

LA Phonon TA Phonon

DP PE DP PE

Max. rate 2.1 × 109 s–1 1.1 × 107 s–1 5.4 × 109 s–1 3.1 × 107 s–1

θ 7° 61° 4° 90°
φ – 45° – 45°



densities in the range of 5 × 109 to 8 × 1011 to cm–2, and then it decreases for
17–19 < Tex < 200 K. The LO phonon emission rate is dominant at higher exciton
temperatures, whereas the acoustic phonon emission rate is dominant at lower
temperatures.
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Figure 11. The formation rate of an exciton in GaAs quantum wells as a function of carrier density
ne – h at Te – h = 60 K for three different well widths: Lz = 80 Å (dash-dot curve), Lz = 150 Å (solid
curve), Lz = 250 Å (dashed curve) at K|| = 0. The number x in the figure is obtained from curve fitting
of W(ne – h) = bnx

e – h [38].

Figure 12. Phonon emission rate, as a function of Tex for GaAs/Al0.3Ga0.7As QWs with Lz = 80 Å,
nex = 5 × 1010 cm–2, and T = 4.2 K [40].



The rates of several excitonic relaxation processes occurring in GaAs quantum
wells are listed in Table 5.

In semiconductor QWs, depending on the well width and structure of the con-
finement potential, there can be several electron and hole subbands through
which the exciton formation and relaxation may occur. For example, in
GaAs/AlxGa1 – xAs QWs, there are two electron subbands (ne = 1, 2) and two heavy
hole subbands (nh = 1, 2) at well width Lz ≈ 48–82 Å. An exciton formed in an upper
subband can relax to lower subbands by emitting phonons. This is called inter-
band relaxation process [41].

An interband relaxation of a higher order exciton 1 s (nee, neh) to any lower
order free electron-hole pair (ne′e, ne′h) by emitting phonons can be a multi-channel
process. For example, when an 1 s (2e, 2h) exciton formed in ne = nh = 2 subbands
relaxes to a (1e, 1h) free electron-hole pair in ne = nh = 1 subbands, it can do so
in one step as (ne = nh = 2 → ne = nh = 1) or in two steps with 2 possibilities
(ne = nh = 2 → ne = 1, nh = 2 → ne = nh = 1) or (ne = nh = 2 → ne = 2, nh = 1 →
ne = nh = 1). However, the orthogonality of subband states does not allow a direct
excitonic relaxation from 1 s (2e, 2h) to (1e, 1h) by emitting an LO phonon. The
relaxation rate of 1 s (2e, 2h) exciton state to (1e, 2h) electron-hole pair state by
LO phonon emission decreases with increasing the center-of-mass wavevector K||

and decreasing exciton density Nex, and the maximum rate occurs at K|| = 0 [41].
At a crystal temperature of T = 8 K and exciton temperature Tex = 20 K in QWs
of width 130 Å, the relaxation times are 305 fs at an exciton density of Nex =
1 × 1010 cm–2, 616 fs at Nex = 5 × 109 cm–2, and 3.11 ps at Nex = 1 × 109 cm–2,
respectively. The corresponding times for relaxation from 1 s (2e, 1h) to (1e, 1h)
are obtained as 304 fs, 614 fs, and 3.10 ps. These relaxation times for exciton
densities in the range of Nex = 5–10 × 109 cm–2 are in a good agreement with those
obtained by Pal and Vengurlekar [48], but these are not times of relaxation directly
from 1 s (2e, 2h) to (1e, 1h) due to the orthogonality condition. 

In QWs, inevitably there are atomic scale structural disorders at the interfaces
which give rise to roughness in the interfaces and modify the physical properties.
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Table 5. Rates of excitonic relaxation processes in GaAs quantum wells.

Processes Rates

LA phonon emission due to excitonic relaxation via DP coupling 2.1 × 109 s–1 [40]
LA phonon emission due to Excitonic relaxation via PE coupling 1.1 × 107 s–1 [40]
TA phonon emission due to excitonic relaxation via DP coupling 5.4 × 109 s–1 [40]
TA phonon emission due to excitonic relaxation via PE coupling 3.1 × 107 s–1 [40]
LO phonon emission due to excitonic relaxation via PO coupling 1.3 × 109 s–1 [40]
Heavy hole-exciton formation assisted by LO phonon 3.3 × 1010 s–1 [38]
Light hole-exciton formation assisted by LO phonon 2.7 × 1010 s–1 [38]
Heavy hole-exciton formation assisted by acoustic phonon 2.1 × 109 s–1 [39, 45]
Dephasing of free excitons 1.7–9.7 × 109 s–1 [42]
LO phonon assisted relaxation of excitons due to intersubband transition 3.28 × 1012 s–1 [41]
Localization of free excitons due to interface roughness 1.07 × 1011 s–1 [49]



The interface roughness influences the optical properties and plays a very impor-
tant role in the dynamics of excitons in QWs. The fine structures and splitting in
the PL signals of excitons are examples of effects at the interface roughness causing
the localization of an exciton. When such a QW is subjected to photons of energy
greater than the band gap of the well material, the following excitonic processes
may occur: (1) a free exciton with non-zero wavevector K|| is formed and relaxes
non-radiatively to K|| ~ 0 before recombining radiatively to the ground state, (2) a
free exciton is formed and then gets localized non-radiatively in a state of the
interface roughness potential by emitting phonons, and (3) the localized exciton
formed due to the interface roughness in (2) gets transferred non-radiatively to
another localized state. 

The rate of localization of a 1 s free exciton as a function of the well width in
the range of Lz = 50–150 Å for b = 100 Å at nex = 5 × 109 cm–2, Tex = 15 K, and
T = 4.2 K is shown in Figure 13. The rates of localization show a non-monotonic
behaviour with respect to Lz [49].

The energy eigenvalue of a localized exciton as a function of Lz is plotted in
Figure 14 for four different roughness lateral sizes b by assuming that the well width
fluctuation is 1 ML (a/2 = 2.83 Å) [49]. The binding energy in relatively narrow
QWs is found to be larger than in wider QWs, because the penetration of the subband
wavefunctions φe and φh into the barrier region becomes large for narrow QWs.
As a result, the effective interaction of charge carriers with potential fluctuations
at the interface of narrow QWs becomes larger compared with that of wider QWs.
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Figure 13. Localization rate as a function of Lz for nex = 5 × 109 cm–2, b = 100 Å, =15 K, Tex = 15 K
and T = 4.2 K. The solid curve is at |K||| = 0, dotted curve at |K||| = 0.52 × 108 m–1, and dash-dotted
curve at |K||| = 1 × 108 m–1 [49].



In addition to interaction with phonons, excitons also interact with other charge
carriers and excitons, leading to some other excitonic reactions in QWs. Under
high excitation density, bi-excitons are formed. Although it is difficult to observe
bi-excitons in bulk GaAs, they have been observed in GaAs QWs [50–52] because
of the binding energy enhancement due to confinement. Excitons can also interact
with other excess charge carries, electrons and holes, in doped quantum wells leading
to the formation of charged excitons or trions [53–54]. It is not possible to present
a lengthy discussion on this topic here, but interested readers may like to refer to
the original papers.

8.  Excitonic photoluminescence in amorphous semiconductors 

The phenomenon of emitting a photon by radiative recombination of photo-excited
charge carriers is called photoluminescence. Such recombinations usually occur
either from the bottom of the conduction band or excitonic band, giving rise to
free carrier or excitonic photoluminescence, respectively. In experiments where
the energy of exciting photons is higher than the band gap, excited charge carriers
first relax non-radiatively to the conduction band edge and then recombine radia-
tively. The non-radiative recombination or relaxation occurs through the lattice
interaction by emitting phonons as charge carriers relax to their band edges. The
non-radiative relaxation is much faster, usually in the picosecond (ps) range whereas
radiative recombination takes place on a nanosecond (ns) time scale. In semi-
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Figure 14. The C.O.M binding energy as a function of Lz in the plane QWs due to interface rough-
ness for four different b [49].



conductors with strong charge carrier-lattice interaction, excitons can get self-trapped
due to their interaction with the lattice [23]. The self-trapped exciton (STE) state
lies usually at a lower energy in comparison to the free exciton (FE) state. In terms
of the adiabatic potential energy surfaces (APES), V(q), plotted as a function of
the interaction coordinate q, the STE is formed due to a lattice deformation in the
direction of q. A barrier exists between the minimum of FE and STE states. An
exciton should tunnel the barrier at low temperatures to get self-trapped. APES
associated with the free exciton and self-trapped exciton states are shown in
Figure 15 schematically. Photoluminescence from both FE and STE states have been
observed [23] and in some materials both can co-exist. 

Photoluminescence from amorphous semiconductors and glasses has recently
attracted more attention [54–60]. This is because as stated in section 6, amorphous
semiconductors do not have a translational symmetry, therefore it is believed that
the formation of exciton states is not possible in such semiconductors. As the lowest
energy states are the tail states, the radiative recombination from the tail states, which
are localized, can only occur when the exited charge carriers tunnel the distance
between them before recombination. This is called radiative tunneling (RT) [32] and
accordingly only a broad photoluminescence band may be observed in amorphous
solids. However, contrary to the RT model, using the quadrature frequency resolved
spectra (QFRS) technique, a double peak PL lifetime distribution has been observed
in a-Si:H [54–58]. Ambros et al. [54] have found two life time peaks: i) a short
living photoluminescence peak for ≈ 10 µs, and ii) a long living peak for ≈ 1 ms.
Recently Ishii et al. [59] and Aoki [60] have observed a similar double peak lifetime
distribution also in a-Ge:H using the QFRS technique (shown in Figure 16), and
found that the long lifetime photoluminescence occurs at 10–4 s and the short life
time one at 1 µs.

Recently, using the effective mass approximation, Singh et al. [29] have devel-
oped a theory of Wannier-Mott excitons in real coordinates space applicable to
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Figure 15. Adiabatic potential energy surfaces (APES), V(q), of the ground state (valence band),
free exciton band (FE) and self-trapped exciton (STE) state as a function of the interaction coordi-
nate q. q = 0 represents the minimum of APES for FE and qs that of STE. 



amorphous solids. Accordingly, the short and long living components of the
photoluminescence peaks occur due to the radiative recombination of singlet and
triplet excitons, respectively. The radiative recombination of singlet excitons is
spin allowed whereas that of triplet excitons is spin forbidden. Therefore, the radia-
tive recombination of singlets has a large oscillator strength and is faster. The energy
of excitonic states as a function of spin (singlet or triplet) is obtained as:

where En(S) is the energy of an excitonic state in its spin state S (= 0 for singlet
and 1 for triplet) and principal quantum number n (1, 2, . . . or s, p, . . . states),
µx the exciton’s reduced mass and ε′(S) is given by: 

Here ε is the static dielectric constant of the solid and A is the ratio of the
magnitude of the Coulomb and exchange interactions between the electron and
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Figure 16. Photoluminescence lifetime distribution in a-Ge:H at T = 13 K and G ≈ 2 × 1020 cm–3 s–1.
Dashed curves are convoluted ones [59, 60]. 

En(S) = –
µxe

4κ2

2�2ε′(S)2
1
n2 , (41)

ε′(S) = ε [ ]1 –
(1 – S)

A

–1

, (42)



hole in an exciton. For a-Si:H and a-Ge:H, A is estimated to be 10, which gives
the ground state singlet-triplet energy splitting as [31]:

∆Ex ≈ 0.2 CM, (43)

where CM = µxe
4κ2/2�2ε2. Assuming that both the electron and hole in an exciton

are excited in their extended states for a-Si:H and a-Ge:H and using the corre-
sponding effective masses from Table 3, we get the excitonic reduced mass
µx = 0.17 me for a-Si:H and µx = 0.11 me for a-Ge:H. Using the static dielectric
constant ε = 12 for a-Si:H [28], we get CM = 16.12 meV and for a-Ge:H we have
CM = 5.87 meV with ε = 16 [61]. This gives the energy difference between singlet
and triplet excitonic states from Eq. (41) as ∆Eex = 3.22 meV for a-Si:H, and 1.17
meV for a-Ge:H. This agrees with the experimental values estimated by Aoki [60]
as 3.0 meV in a-Si:H and 0.8 meV in a-Ge:H.

The excitonic Bohr radii of singlet [aex (S = 0)], and triplet [aex (S = 1)] states
have also been estimated from Eq. (41) for a-Si:H and a-Ge:H. We thus find that:

where a0 is the Bohr radius and µ reduced mass of the electron in a hydrogen
atom. Thus, the Bohr radius of a singlet excitonic state is larger than that of a
triplet excitonic state, which is expected because the binding energy of a triplet state
is larger than that of a singlet state.

9.  Conclusions

A wide range of optical properties of solids is presented in this chapter. Starting with
the classical considerations used in studying these properties in condensed matter,
band-to-band absorption is presented using the quantum mechanical concepts.
Excitonic absorption in crystalline solids and absorption in amorphous solids are
also described. A simple approach to determine the effective mass of charge carriers
in amorphous solids is given and applied to study the absorption, excitonic states
and photoluminescence in amorphous semiconductors. Several excitonic processes
occurring in quantum wells and their rates are also presented.
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aex(S = 0) =
5
4 aex(S = 1), (44)

aex(S = 1) =

and

µε
µx

a0; a0 =
�2

κµe2 , (45)



Acknowledgements

This work was supported by the Australian Research Council’s large grants scheme
(2000–2002). One of the authors (SK) thanks the Northern Territory University
for a visiting fellowship allowing him to collaborate with the co-authors of this
chapter.

References 

01. M. Fox, Optical Properties of Solids (Oxford: Oxford University Press, 2001).
02. J. H. Simmons and K. S. Potter, Optical Materials (San Diego: Academic Press (2000).
03. D. F. Edwards and E. Ochoa, Appl. Optics 19, 4130 (1980).
04. W. L. Wolfe, ‘Properties of Optical Materials’, in W. G. Driscoll and W. Vaughan (eds.), The

Handbook of Optics (New York: McGraw-Hill, 1978). 
05. D. E. Aspnes and A. A. Studna, Phys. Rev. B27, 985 (1983).
06. W. J. Turner and W. E. Reese, Phys. Rev. 127, 126 (1962).
07. W. G. Spitzer and H. Y. Fan, Phys. Rev. 106, 882 (1957).
08. E. Hagen and H. Rubens, Ann. Phys. 14, 986 (1904).
09. R. J. Elliott and A. F. Gibson, An Introduction to Solid State Physics and Its Applications (London:

MacMillann Press Ltd., 1974).
10. H. B. Briggs and R. C. Fletcher, Phys. Rev. 91, 1342 (1953).
11. C. R. Pidgeon, Handbook on Semiconductors, Vol. 2, Optical Properties of Solids, Ed. M. Balkanski

(Amsterdam: North Holland Publishing, 1980), Ch. 5. pp. 223–328.
12. H. E. Ruda, J. Appl. Phys. 72, 1648 (1992).
13. H. E. Ruda, J. Appl. Phys. 61, 3035 (1987).
14. J. D. Wiley and M. DiDomenico, Phys. Rev. B1, 1655 (1970).
15. H. R. Riedl, Phys. Rev. 127, 162 (1962).
16. R. L. Weihler, Phys. Rev. 152, 735 (1966).
17. W. Kaiser, R. J. Collins and H. Y. Fan, Phys. Rev. 91, 1380 (1953).
18. I. Kudman and T. Seidel, J. Appl. Phys. 33, 771 (1962).
19. A. E. Rakhshani, J. Appl. Phys. 81, 7988 (1997).
20. R. H. Bube, Electronic Properties of Crystalline Solids (San Diego: Academic Press, 1974), Ch.

11.
21. F. Urbach, Phys. Rev. 92, 1324 (1953).
22. J. Pankove Phys. Rev. 140, A2059 (1965).
23. J. Singh, Excitation Energy Transfer Processes in Condensed Matter (New York: Plenum, 1994).
24. J. Singh and K. Shimakawa, Advances in Amorphous Semiconductors (London: Taylor & Francis,

2003).
25. J. Singh, Nonlinear Optics 29, 119 (2002).
26. N. F. Mott and E. A. Davis, Electronic Processes in Non-Crystalline Materials (Oxford: Clarendon

Press, 1979).
27. A. P. Sokolov, A. P. Shebanin, O. A. Golikova and M. M. Mezdrogina, J. Phys.: Cond. Matter

3, 9887 (1991).
28. G. D. Cody, Semiconductors and Semimetals B21, 11 (1984).
29. J. Singh, K. Shimakawa and T. Aoki, Phil. Mag. B82, 855 (2002).
30. K. Morigaki, Physics of Amorphous Semiconductors (London: World Scientific, 1999).
31. L. Ley, The Physics of Hydrogenated Amorphous Silicon II, Eds. J. D. Joannopoulos and G.

Lukovsky (Berlin, Springer: 1984), p. 61.
32. R. A. Street, Hydrogenated Amorphous Silicon (Cambridge: Cambridge University Press, 1991).
33. T. Aoki, H. Shimada, N. Hirao, N. Yoshida, K. Shimakawa and S. R. Elliott, Phys. Rev. B59,

1579 (1999).

54 Chapter 2



34. J. Singh, J. Materials Science 14, 171 (2003).
35. S. Abe and Y. Toyozawa, J. Phys. Soc. Jpn. 50, 2185 (1981).
36. C. Weisbuch, H. Benisty and R. Houdré, J. Lumin. 85, 271 (2000).
37. X.-F. He, Phys. Rev. B43, 2063 (1991)
38. I.-K. Oh, J. Singh, A. Thilagam and A. S. Vengurlekar, Phys. Rev. B 62, 2045 (2000) and

references therein.
39. I.-K. Oh and J. Singh, Superlattices and Microstructures 30, 221 (2001) and references therein.
40. I.-K. Oh and Jai Singh, J. Lumin. 85, 233 (2000) and references therein.
41. I.-K. Oh, J. Singh, and A. S. Vengurlekar, J. Appl. Phys. 91, 5796 (2002) and reference therein.
42. I.-K. Oh and J. Singh, Superlattices and Microstructures 30, 287 (2001) and references therein.
43. E. Runge and R. Zimmermann, Ann. Physik (Leipzig) 7, 417 (1998) and references therein. 
44. G. D. Mahan, ‘Polarons in heavily doped semiconductors’, in J. T. Devreese (ed.), Polarons in Ionic

Crystals and Polar Semiconductors (Amsterdam: North-Holland, 1972).
45. I.-K. Oh and J. Singh, Int. J. Mod. Phys. B15, 3660 (2001).
46. R. Strobel, R. Eccleston, J. Kuhl and K. Köhler, Phys. Rev. B43, 12564 (1991).
47. I.-K. Oh and J. Singh, J. Lumin. 87–89, 219 (2000)
48. B. Pal and A. S. Vengurlekar, Appl. Phys. Lett. 79, 72 (2001).
49. I.-K. Oh and J. Singh, submitted.
50. R. C. Miller, D. A. Kleinman, A. C. Gossard, and O. Munteanu, Phys. Rev. B25, 6545 (1982).
51. D. Birkedal, J. Singh, V. G. Lyssenko, J. Erland and J. M. Hvam, Phy. Rev. Lett. 76, 672 (1996).
52. J. Singh, D. Birkedal, V. G. Lyssenko and J. M. Hvam, Phys. Rev. B53, 15909 (1996).
53. G, Finkelstein, H. Strikman and I. Bar-Joseph, Phys. Rev. Lett. 74, 976 (1995).
54. J. Singh, Nonlinear Optics 18, 171 (1997) and references there in.
55. S. Ambros, R. Carius and H. Wagner, J. Non-Cryst. Sol. 137–138, 555 (1991).
56. R. Stachowitz, M. Schubert and W. Fuhs, J. Non-Cryst. Sol. 227–230, 190 (1998).
57. F. Boulitrop and D. J. Dunstan, J. Non-Cryst. Sol. 77–78, 663 (1985).
58. T. M. Searle, M. Hopkinson, M. Edmeades, S. Kalem, I. G. Austin and R. A. Gibson, Disordered

Semiconductors, Ed. M. A. Kastner, G. A. Thomas and S. R. Ovshinsky (New York,: Plenum, 1987),
p. 357.

59. S. Ishii, M. Kurihara, T. Aoki, K. Shimakawa and J. Singh, J. Non-Cryst. Sol. 266–269, 721 (2000).
(An error was detected in determining in this paper, which has been corrected in 61.)

60. T. Aoki, in Proc. 11th International School on Condensed Matter Physics, held in Varna, Bulgaria,
1–4 September, 2000, p. 57.

61. G. A. N. Conwell and J. R. Pawlik, Phys. Rev. B13, 787 (1976).

Optical Absorption, Photoexcitation and Excitons in Solids 55



This page intentionally left blank



V. I. Vlad1, *, E. Fazio2, M. J. Damzen3, A. Petris1

1 The Institute of Atomic Physics, NILPRP – Romanian Center of Excellence in Photonics 
and RACASP, R-76900 Bucharest, Romania;

2 Università di Roma “La Sapienza” and INFM, Dipart. Energetica, I-00161 Roma, Italy;
3 The Blackett Laboratory, Imperial College, London SW7 2BZ, United Kingdom

(*Author for correspondence, E-mail: vlad@ifin.nipne.ro)

ABSTRACT: This chapter is an overview of the photorefractive effect, the important photorefractive
nonlinear processes and common photorefractive materials. In Section 2, the formation of steady-
state spatial solitons by laser beam propagation through photorefractive crystals (PRC) with optical
activity and absorption is theoretically and experimentally described. The spatial soliton features,
which characterize the dynamic waveguide built in PRC, are analyzed. The soliton polarisation dynamics
reaches a stable behavior under high external electric fields. Two-wave mixing and self-diffraction in
dynamic harmonic and inharmonic gratings, induced by lasers in PRC, are presented in Section 3.
The diffraction efficiency and beam amplification can reach high values, with promising potential in
optical interconnections and storage. Dynamic and adaptive gratings by double phase conjugation (DPC)
in PRC are discussed in Section 4. High phase conjugated reflectivity, high coupling transmission
efficiency and robust interconnections of mutually incoherent lasers are achieved in DPC using
Rh:BaTiO3 crystals.

1.  Overview of the photorefractive effect and materials

1.1. Photoexcited processes in photorefractive crystals (PRC)

The photorefractive effect is a process, in which the refractive index of an optical
material is changed, when illuminated by light. The photorefractive effect is
commonly understood by the band transport model [1–8]. According to this model,
a photorefractive material contains deep and shallow levels in the forbidden bandgap
due to impurities or defects in that material. In Figure 1, this model is illustrated
for the case of a deep level associated with a donor and the shallow level-trap, to
an acceptor. It is assumed that the donor concentration is greater than the acceptor,
such as when the shallow acceptors are completely filled by electrons. 

It is also assumed that the donor level is deep in the bandgap and consequently,
the thermal excitation is neglected. 

When the photorefractive material is illuminated by light with a high photon
energy, the deep donors are photoionized and free carriers are raised into the con-
duction band. If additionally, nonuniform light distributions, such as focused laser
beams or intensity interference patterns are used, the free electrons move into the
conduction band by diffusion, drift and photovoltaic transport processes. Another
important process in these materials is the recombination of the free carriers with
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ionized deep traps. At equilibrium, these processes lead to the generation of a
nonuniform space charge distribution, which yields an electric field. The space
charge electric field changes the refractive index by electrooptic effects. For the
linear electrooptic effect case, the refractive index change is given by:

∆n =
1

n3reffEsc (1)
2

where n is the linear refractive index, reff is the effective linear electrooptic coeffi-
cient, which depends on the orientation of the crystal and the polarization of light,
and Esc is the space charge electric field.

A simple mathematical description of this standard model of the photorefrac-
tive effect may be sought by considering a bell-shaped, particularly, Gaussian laser
beam intensity,

I(x) = I0 f(x); f(x) = f(–x); f(0) = 1; f(x) → 0 (2) 
x → ∞

which illuminates the material, as in Figure 2a. 
At steady state, the standard single-carrier single-trap model, without photovoltaic

effect, gives the following space charge field expression [2–5]:

where E0 is the external electric field, kB is the Boltzmann constant, T is the tem-
perature, e is the elementary charge and IB is the light background intensity, i.e.,
the noise intensity detected in the dark. By combining Eqs. (1)–(3), one can realize
that the refractive index changes with the spatial gradient of the intensity distrib-
ution, rather than with the intensity alone. Therefore, homogeneous illumination
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Figure 1. A simplified diagram of the standard band model of photorefraction.

( )
Esc =

E0 –
kBT
e [ ]I(x)

IB

∂
∂x

1 + 
, (3)

[ ]I(x)
IB



washes out the refractive index distribution in the photorefractive material and resets
it to the initial conditions. 

If the carrier transport is dominated by drift, at high external electric fields, Esc

takes the form [3–5]:

which depends non linearly on the ratio of the light and dark intensities. This depen-
dence is used in the generation of photorefractive spatial solitons. 

If we assume now that the illumination of the photorefractive material is by
the interference pattern of two beams, i.e., by a grating with the intensity showed
in Figure 2b, it is given by: 

Dynamic Waveguides and Gratings in Photorefractive Crystals 59

Figure 2a. Schematically illustration of the photoexcited processes in a photorefractive crystal: the laser
beam ionizes more donor atoms at its center, where the intensity is higher. The ionized donors remain
in their fixed positions, but the generated electrons which are non-uniformly distributed in the con-
duction band, diffuse from the region of higher concentration to the lower concentration. Consequently,
a space charge field develops, which modulates the PRC refractive index by the Pockel’s effect. 

Esc = , (4)
1 +

I(x, z)
IB

E0

( ) , (5)I(x) = I0 1 + m cos
2πx
Λ



where Λ is the grating period and m is the modulation depth. Following the carrier
excitation and spatial transport, due to diffusion and drift, the interference pattern
given by Eq. (5) produces a refractive index grating. 

The refractive index grating diffracts the two interfering beams, which in turn
change the interference pattern and the refractive index grating. The interaction
between the laser beams and the photorefractive material develops dynamically. This
process in photorefractive materials is referred to as two-wave mixing [3–5]. An
application of this dynamic mixing process, with spatial modulation, is dynamic
holography.

In the framework of the single-carrier, single-trap model, Esc obtained from Eq.
(5) can be written, in steady state, for small modulation depths and for negligible
photovoltaic effect, as [2–5]:

60 Chapter 3

Figure 2b. The formation of a refractive index grating by light-induced redistribution of charge.

Esc = m , (6)
iEq(ED – iE0)σp

Eq + ED – iE0σd + σp



In Eq. (6), E0 is the external electric field, ED = (kBT/e) × (2π/Λ) is the diffu-
sion field, σp is the photoconductivity of the material under the illumination, σd is
the dark conductivity, Eq = eNE/Kε is the trap-limited field, ε is the dielectric constant,
Nε = NA(ND – NA)/ND is the effective trap density and ND and NA are the deep donor
and the shallow acceptor concentrations, respectively. The trap-limited field is the
maximum field that can be generated by the redistribution of charges with density
NE.

If the carrier transport is dominated by diffusion and σp >> σd, Esc takes the
form:

is the Debye screening length. For a fringe period Λ << ΛD, Esc is approximately
independent on the fringe period, while for Λ >> ΛD, Esc is inversely proportional
to it. For Λ = ΛD, Esc reaches a maximum. The maximum field is determined by
the ratio of the dielectric constant to the effective trap density of the photorefrac-
tive material and by the controllable material temperature, as T –1/2.

The space charge field, given by Eq. (6) or Eq. (7), is a complex number. This
means that the space charge field is spatially de-phased (shifted) with respect to
the intensity pattern of the interference fringes, see Figure 2b. The phase shift of
the space charge field is exactly π/2 when the transport of the carriers is governed
by diffusion, i.e., when the external field is absent. Thus, this effect is a non-local
one. The crystal should be lacking inversion symmetry, otherwise there is no
preference for the phase shift direction. 

When the carrier transport is dominated by drift and for σp >> σd, the space charge
field has the following form :

where ΛE = µτRE0 is the drift length, µ is the charge carrier mobility and τR is the
charge carrier recombination lifetime. If Λ << 2πΛE, i.e., for large external field
and small angle between the interfering beams, in the first approximation, Esc ∝
mΛ/2π, i.e., the space charge field is independent of the external field and propor-
tional to the grating period. For large grating periods, Λ >> 2πΛE, in the first
approximation, Esc ∝ mΛE, i.e., the space charge field is proportional to the external
electric field.

The asymmetry of the refraction index grating formation leads to an one-way
flow of energy between the two coupling beams. The weaker beam is amplified by
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Esc = i2πm
kBT
eΛD

×

×

ΛD/Λ
1 + (ΛD/Λ)2 , (7)

, (8)

where

ΛD = 2π √ kBT
e2 √ ε

NE
×√ kBT

e2

n
√NE

= 2π

[ ( ) ]Esc ∝ m × ΛE , (9)1 +
2πΛE

Λ
2 1/2



the asymmetric two-wave mixing, while the stronger beam works as a pump beam.
The direction of energy flow depends on crystal orientation, polarization of light,
and whether the carriers are electrons or holes. The amplified beam grows expo-
nentially unless the pump beam is depleted, and the gain coefficient is defined as [5]:

sin ϕ
, (10)γ = 2π∆n × λcos θ

where ϕ is the phase shift, λ is the wavelength and 2θ is the angle between the
coupled waves in the material. The gain coefficient γa, vanishes when the phase shift
is zero, even when the nonlinear refractive index grating exists. To produce a finite
phase shift, one can displace laterally the interference pattern with a speed com-
parable to the response time of the material [3]. The gain coefficients of some
photorefractive materials are much larger than those typical of laser active media
and one can easily obtain an oscillation if high gain photorefractive materials are
introduced into optical resonators.

When the laser beam is incident onto photorefractive materials, the transmitted
beam spreads widely in the direction of amplification, so called beam fanning.
The fanned beam is the scattered light pumped by the input beam itself by two-wave
mixing. Consequently, the fanning beam has the direction for which the scattered
light is amplified efficiently. For high gain photorefractive materials, the energy
of the incident beam can be almost totally transferred to the fanning beam.

An important feature of Eq. (6) is that the refractive index change is propor-
tional to the modulation depth of the intensity distribution m, rather than the intensity
itself, unless the illumination is so low that σp ~ σd. One important consequence
is that the gain coefficient of the two-wave mixing does not depend on the pump
intensity, see Eq. (10). This is quite different from other nonlinear optical amplifi-
cations e.g., optical parametric amplification and stimulated scattering, where the
gain coefficients are proportional to the pump intensity. Therefore, efficient multiple-
wave mixing can be obtained even with low intensity pump beams. One can explain
this by considering that the refractive index change is not caused by carrier exci-
tation, but rather by the redistribution of the ionized photorefractive centers. The
high light intensity is however important for increasing the response speed.

The photo-excitation should be greater than thermal excitation, because the
thermal excitation erases the recorded refractive index gratings. Eq. (6) shows
that, at a low intensity, the refractive index change increases linearly as the inten-
sity increases. At an intensity for which the photoconductivity exceeds the dark
conductivity, the index change saturates to a steady state value. This saturation
regime can be reached in many photorefractive materials by illumination with low-
power c.w. laser beams. 

For the same approximation of Eq. (6), the response time of the refractive index
grating formation can be deduced from [5]:
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where τdi = ε/σ is the dielectric relaxation time and EM = (KµτR)–1 is the mobility
field, which is the electric field that drives an electron a distance 1/K during its
lifetime. The real part of Eq. (11) gives a photorefractive response rate and the
imaginary part is related to the frequency of transient oscillations at space charge
formation. The response time is basically determined by the dielectric time constant,
which is inversely proportional to the intensity of illumination. The more intense
is the illumination, the faster is the formation of the refractive index grating. 

When two pairs of beams are interacting in the photorefractive material, they form
at least three distinct dynamic gratings in a nonlinear process, so-called four-wave
mixing [5, 6, 9]. The multiple-wave mixing processes are analyzed by the coupled
wave theory [9]. Applications of multi-wave mixing in photorefractive materials can
be found in image amplification, optical phase conjugation and in optical information
processing.

Real materials however, exhibit a more complex behavior, and often do not behave
as the above simple model predicts [7, 8, 10]. The photovoltaic effect for instance,
was not considered above, although it is a dominant transport process of carriers
in some ferroelectric oxides such as LiNbO3 [1–4, 11]. 

1.2. Photorefractive crystals 

The most useful photorefractive materials are classified into four groups: 

(a) ferroelectric oxides such as LiNbO3, BaTiO3, SrxBr1 – xNb2O6 (SBN), KNbO3;
(b) cubic oxides, sillenites such as Bi12SiO20 (BSO), Bi12GeO20 (BGO), Bi12TiO20

(BTO);
(c) compound semiconductors e.g. GaAs, InP; and
(d) organic materials e.g. polymers and crystals.

These materials have a large potential for the experimentalists, since their parameters
can be controlled, in principle, by doping and other treatment processes of material
science. In spite the fact that it is not easy to obtain very reproducible photorefractive
materials, one could give some average numbers, which may guide the modeling
of the photoexcited processes in these materials and the applications which are
developing for these materials. 

The main parameters of photorefractive materials extensively used in our works
are shown in Table 1, where α is the absorption coefficient, ρ0 – optical rotating
power, Eg – the bandgap energy and R* – the conjugated reflectivity. λ0 is the
laser wavelength for which the photorefractive crystals are used optimally in non-
linear processes such as spatial soliton propagation and wave mixing. 

Some of these parameters have a noticeable variation as a function of laser
wavelength, as shown in Table 2 for the BSO crystals (rmax = r41), which require
adjustments when devices are swapped or when another wavelength is used for inter-
action monitoring. 

Finally, some good reviews on photorefractive organic materials, such as polymers
and crystals are described in many papers, e.g. in Refs. [12, 13].
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2.  Spatial solitons and dynamic waveguides in PRC

2.1. Photorefractive spatial solitons 

Steady-state spatial solitons were proved to exist recently at low laser intensity,
which lead to one-dimensional and two-dimensional compensation of diffraction
by refractive index modulation in photorefractive crystals [14–24]. 

The steady-state solitons were first predicted by Segev et al. [14, 15] and by
Christodoulidis and Carvalho [16]. They assumed that the focused signal beam is
incoherently superimposed on a collimated background beam, into PRC. The
background ensures a constant pumping of electric charges and provides the
dependence of the refractive index change on the average light intensity in steady-
state conditions. This system may reach a stable modification of the refractive index,
which can lead to the stable soliton formation in the signal beam propagation. In
order to obtain the spatial soliton, the signal beam is propagating perpendicular to
an external electric field, which creates a dominant drift regime for the photo-
refractive effects. The static electric field is decreased inside the crystal by screening
in the region of the focused signal beam, which has a narrow Gaussian spatial
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Table 1. Parameters of typical photorefractive materials.

LiNbO3:Fe BaTiO3 BSO BTO GaAs:Cr GaP InP:Fe

λ0 [nm] 515 515 515 633 1064 633 1064

n 2.3 2.44 2.615 2.25 3.5 3.45 3.29
(ordinary) (ordinary)

α [cm–1] 0.5 0.3 1.7 0.5 0.7–1 2 2

ρ0 [mm–1] 38.6 6.3

rmax [pm/V] 31 1640 4.5 5.2 1.43 1.07 1.34

Eg [eV] 3.2–3.7 3 3.25 3.5 0.82 1.1 1.35

µ [cm2/Vs] ~0.8 0.5 ~1 ~1 8500 110 4600

µτR [cm2/V] 5.2×10–13 ~10–10 (5–8)×10–7 2.4×10–8 10–7 1.7×10–8 1.6×10–7

(0.03%Fe)

σd [Ωcm]–1 10–8–10–19 10–12 10–15 10–15 3×10–8

γ [cm–1] ~10 ~30 2.5–5 10–15 0.3–6 4

R* [%] 102 10–4–2.7 30 0.14–1 0.01–1

Table 2. Some BSO parameters as a function of laser wavelength.

BSO λ0 = 488 nm 515 nm 633 nm

n 02.65 02.615 02.53
ρ0 [mm–1] 45.5 38.6 21.4
r41 [pm/V] 04.52 04.51 04.41



distribution. The resulting electric space-charge field induces a spatial refractive
index modulation in the form of a dynamic waveguide, which preserves the soliton
shape of the propagating signal beam. Thus, the soliton can be thought as a wave,
which changes dynamically the properties of the nonlinear propagation medium,
particularly PRC, in such a way that it compensates the diffraction and maintains
the initial wavefront in a certain space-time range. The theory of steady-state solitons
in PRC was further developed by Crosignani et al. [17, 18]. 

Experimental observation of (2+1)D (two-dimensional) and (1+1)D (one-
dimensional) steady-state solitons and self-focusing in PRC were given by by Shih
et al. [19, 22], Iturbe Castillo et al. [20, 21], Kos et al. [23], Chen et al. [24],
Fressengeas et al. [25], Wolfensberger et al. [26]. Segev et al. [27] and Crosignani
et al. [28] wrote good reviews on the major achievements in the field. Soliton
interaction also is largely investigated too, see for example the review by C. Denz
et al. [29].

Many photorefractive crystals such as the sillenites and organic non-linear
materials show considerable optical activity [4], which complicates the wave
propagation in these anisotropic non-linear media. Singh and Christodoulidis [30]
and Krolikowski et al. [31] developed theoretical models and numerical calculations
for studying wave propagation and possible (1+1)D soliton formation in these
complex media. 

Analytical and numerical results within a theoretical model for (2+1)D soliton
propagation in PRC with strong optical activity and experimental results proving the
generation of (1+1)D and (2+1)D solitons in Bi12SiO20 (BSO) crystals [32, 33,
36–39], at high external electric fields are presented in this section.

Herriau et al. have correlated the relatively large absorption with good photore-
fractive properties [34] and Blair et al. have demonstrated its importance in spatial
soliton formation [35]. Consequently, absorption is considered here in the treat-
ment of spatial solitons [36–39]. The dependence of the soliton features on different
controllable parameters is also derived. Experimental results, as well as numerical
simulations in BSO crystals, confirm the analytical solutions and the importance
of optical activity and absorption in soliton formation. 

The photorefractive solitons possess the following properties, which make them
attractive for all-optical light control.

1. They can occur at low intensity in PRC. However, the shorter the laser impulse
is, the higher is the required signal beam intensity.

2. The spatial solitons are controllable by the signal-to-background intensity ratio
and by the external electrical field.

3. The spatial solitons show relative stability to the signal beam shape changes,
moderate losses and diffusion. This stability maintains the light confinement in
micro-channels, i.e. the high resolution in an array of soliton devices.

4. The spatial solitons can interact, if their waveguides are parallel and closely
spaced. They attract each other if they are in phase and repel each other if they
are in anti-phase. This property can provide important functions as optical
switching and routing.
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5. They can provide dynamic waveguiding and control of strong optical beams at
wavelengths outside PRC sensitivity band, by weak soliton beams, which create
the waveguide.

6. The optical activity, which can be thought as a pair of counter-rotating circular
polarized waves, adds interesting features for applications. 

2.2. Analytical solutions of the soliton propagation in PRC with optical activity 
and absorption

The light propagation in a non-linear anisotropic material with optical activity and
absorption can be described by the wave equation for the electric vector of the optical
field [5, 7, 18]:

where c is the light velocity in vacuum, ε̂ is the symmetric dielectric permittivity
tensor of the anisotropic material, “�” is the tensor-vector multiplication, g =
2ρ0/k is the gyration constant, ρ0 is the optical rotating power, n the refractive
index, α the absorption constant and k is the wave vector inside the material. 

Considering the classical solution of the form:

E� (r� , t) = A� (r� ) × ei(kz – ωt), (13)

and introducing the slowly varying envelope approximation (SVEA), Eq. (12)
becomes:

In a simplified single species model, the photorefractive effect consists of
photoionization of some donors and a refractive index modulation by the resulting
electric space-charge field, including carrier transport and recombination. In the
steady state and drift dominated transport conditions, the space charge field as a
function of light intensity is described by Eq. (4) [15–18, 23, 24]. Crosignani et
al. [28] found that, in both (1+1)D and (2+1)D cases, the dependence of the dielec-
tric permittivity tensor on the optical field intensity is given by the following good
approximation:
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where E0 is the external electric field applied perpendicularly to the optical beams,
along the 0X axis, R̂ is the electro-optic tensor of the anisotropic material, IB the
background intensity and ε̂d is the dielectric permittivity tensor in the dark, recalling
also that εd = n2.

For a dispersionless optical activity, one can take in Eq. (14): ∇� × A� = 0, as
justified in [4]. Then, one can diagonalise the permittivity tensor in Eq. (14) by
an anti-clockwise rotation of the optical field plane. For cubic PRC and for a
coincidence of the optical field axis (z-axis) with one of the principal directions
of the index ellipsoid, one finds [17, 25]:

with ∆n being the refractive index change due to the photorefractive effect, due to
induced birefringence.

The rotation of the light electric vector by the optical activity is more conve-
niently described by the wave equation in cylindrical coordinates, scaled to the
non-linear birefringence coefficient, c1:

ξ = ρ cos ϕ; η = ρ sin ϕ; ζ = c1kz; ρ = √ξ2 + η2 = √c1k √x2 + y2;

ϕ = arctan(y/x).

Moreover, the optical field components, normalized to the background amplitude,
can define a new vector with components (u, v), which consist of fast factors,
functions of ϕ, and slow envelopes, u1, v1, rotating and pulsating during propaga-
tion according to:

where µ takes the values 0 or –1 for the two important orientations of the crystal,
i.e., with the electric field along the [001] and [110] directions, respectively and
g1 = 2[ρ0 – (α/2)]/k is the effective gyration constant, which includes the effects
of linear optical absorption.

To separate the induced birefringence and optical activity, one can rotate the
normalized optical vector, u� , in the reference frame of the optical activity by an
angle g1ζ/c1 = g1kz, i.e. transforming it into a new vector by the vector Φ� (ρ, ζ)
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With these assumptions and notations, Eq. (14) can be written as [37]:
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product with an axial vector γ� (ρ, ζ):

which eliminates the rotating term from Eq. (18) and leads to the solution [32,
36]:

γ(ϕ, ζ) ≈ e–αz/2 |cos θ|–1, (21)

with θ =(1/2)[ϕ – 2ϕ′ + (g1/c1)ζ – 2ζ0] = (1/2)[ϕ + g1kz – (π/2)].
In Eq. (21), one can take ϕ′ = π/4 for cubic crystals and the initial phase of the

optical activity ζ0 = 0, from suitable boundary conditions to ensure the continuity
with the Gaussian input beam. The axial vector γ(ϕ, ζ) leads to transverse oscilla-
tions so called “breathing” of the propagating wave with the spatial period: 

When cos θ = 0, the modulus of this axial vector is singular, but the light field
is limited by other factors in the solutions, which compensate this behavior and
ensure power conservation, as shown later.

Using the transformation (19) and the condition (20) in Eq. (18), it becomes:

Proceeding further to solve the propagation equations, some piecewise lin-
earizations of the space-charge characteristic permittivity function of the photo-
refractive crystals are first performed.

(a) At low light intensity levels, the intensity dependent factor from Eq. (15) can
be approximated by (1 – I/IB) = 1 – r (I/I0), where I0 is the maximum input inten-
sity and r = I0/IB. The resulting solutions of Eq. (23) are as follows [32, 36, 37].
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The transformation of the Φ-vector components back into amplitude components
of the light electric field can be found from:
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Case 1: µ = 0, when the external electric field is oriented along the [001] direc-
tion, the optical field components are:

w0 is the input Gaussian beam width and (∆ρ)1 = (√π/2r)/γ is the normalized beam
width for r << 1. The wave defined by (25) has a confined “breathing” core and a
weak diffraction part in both components. The total intensity of this wave, which
is in a good approximation:

has a soliton behavior given by the function “cosh–2 (√2ρ1)”. The approximation
holds for the short tested BSO crystals, which have large absorption. In Eq. (26),
jumps of the γ-function, when cos θ = 0, are balanced by the exponential factor,
so that the total intensity preserves the soliton-like shape. The initial conditions,
which impose the continuity of the signal and the soliton beams at the crystal
input face, lead to the relation, w0 ≈ 6r/π3/2 and constrain the signal beam width,
w0, to small values. Both conditions are restrictive for (2+1)D soliton formation.

Thus, the soliton propagation is maintained in the presence of optical activity and
absorption. The increase of optical activity at a given absorption constant decreases
the soliton breathing period, and an increase in the absorption constant at a given
optical activity, slightly increases the soliton breathing period, with a simultaneous
increase of the soliton width. 

In the calculation of the soliton width, one can consider the maximum width of
the hyperbolic secant at the maximum values of the cosine-function and approxi-
mate it by a Gaussian function. Then, one can combine this Gaussian function
with the Gaussian factor from Eq. (26) in order to obtain the maximum soliton width:

We observe that the soliton maximum width is smaller than the Gaussian input
beam and decreases also with an increase of the beam intensity ratio, r. All trans-
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verse variables were normalized by the factor k√n2r41E0 = (2πn2/λ0)√r41E0. Thus, one
obtains the following maximum soliton width: 

From Eq. (28), one can deduce that the better is the soliton confinement, the
higher is the external electric field.

Case 2: µ = –1
This is when the electric field is oriented along the [110] direction. Here, the wave
amplitudes are: 

For this crystal orientation, the y-component is a transverse modulated, breathing
soliton and the x-component is a deformed version of the former case due to the
logarithmic term. The same initial conditions, as in the previous case, lead to a
relation between the input beam width and the beam intensity ratio r, namely:
w0

2 = π/2r, which confirms the restrictive conditions for (2+1)D solitons observed
in experiments with other materials e.g., SBN crystals [28]. 

At the first maximum, the breathing soliton waveguide (channel), defined in
Eq. (30), has the following normalized width: 
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which define breathing soliton waves along both axes, with a soliton beam
intensity given by
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The maximum soliton width can be derived here, as in (28), by de-multiplication:
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In the total intensity, expressed by Eq. (30), the optical activity is included in γ
and leads to breathing. The total intensity decreases strongly with the propagation
distance due to the large absorption, which is also included in γ. The difficult
detection is a reason why sillenite crystals longer than a few millimeters are not
practically used. The absorption leads also to a progressive decrease of diffraction
compensation by the non-linearity. However, for usual sillenite crystal lengths of
0.2–1 cm and absorption of 0.5–2 cm–1, the soliton confinement is reasonable good
[37].

Using Eqs. (22), (28) and (32), one can calculate the period of the transverse
modulation, as well as the soliton width in the first half-period, and realize that
they are slightly increasing with the absorption increase, for strong optical activity.
For typical parameter values given below an external field of E0 = 30 KV/cm, the
calculated “breathing” period can increase, for BSO crystals, from 0.8 cm, without
absorption to approx. 1 cm for α = 1.7 cm–1. For BTO crystals, the “breathing” period
increases from 5.7 cm, without absorption, to 7.3 cm with α = 0.5 cm–1. For a
BSO crystal length of 2 mm and absorption coefficient α = 1.7 cm–1 the soliton width
increases by some 17%. According to Eq. (31), the higher is optical activity, the
smaller is the soliton width. One can remark another positive feature of the com-
plicated behavior of solitons in PRC with optical activity and absorption: the
soliton width increases due to absorption compensation when the width decreases
in the focusing region, at least for the first half-period of the breathing. The half-
period of the breathing is approx. 5 mm for BSO crystals. Thus, the beam
confinement is even improved in the experiments with the commonly used BSO and
BTO crystals. 

(b) In the case of a high signal to background intensity ratio, the intensity depen-
dent factor from Eq. (15), which is proportional to the spatial charge field in the
photorefractive crystal can be written as: 

Case 1: µ = 0 
Assuming that the usual crystal length is small, ensuring small soliton attenuation
and that the perturbation term along the propagation axis is negligible, the solution
of Eq. (34) is a soliton-like wave with total intensity [37]:
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and the equations of the field (Φx, Φy) taken from [32, 36, 37] are:
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The total intensity in Eq. (35) is apparently similar to that obtained for the
previous case, at low intensity. However, the dependence of ρ3 on the axial function
γ is inverted here. The soliton-like propagation is maintained here in the presence
of optical activity and absorption. The higher is optical activity, the smaller is the
soliton breathing period, for a given absorption constant. The increase of absorp-
tion coefficient, at a given optical activity, slightly increases the soliton breathing
period.

We should mention here that for propagation distances, which make γ → ∞,
the solution (35) cannot hold and the y-component should be replaced by the linear
diffraction solution derived directly from Eq. (34) leading to:

This periodic, very localized intensity jumping does not disturb significantly the
soliton confinement.

The soliton width is obtained by combining the width of the hyperbolic secant,
which can be well approximated by a Gaussian function, and the width of the
Gaussian factor of Eq. (35). Thus, from Eq. (35), we obtain the maximum normalized
soliton width as:

We may observe here that the soliton width is smaller than the Gaussian input
beam, as expected, and increases also with the increase in the beam intensity ratio,
r. As all transverse variables are normalized, one can calculate the soliton width
by de-multiplication: ws max = (∆ρt)/k√n2r41E0. As in (28) one can deduce that the
higher is the external electric field, the better is the soliton confinement.

Similar initial conditions for the case of low intensity, lead to the relation
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–2 ≈ (∆ρ3s)

–2 + ( ) ( )w0γ √ r
π

–2

=
2π
rγ2 [1 + (√2w0)

–2], (38)



w0 = 6r/π3/2 and constrain the signal beam width, w0, to small values. Both condi-
tions are restrictive for (2+1)D soliton formation.

Case 2: µ = –1 
In this case, one can derive the optical field components as in ref. [37]:

which describes a breathing soliton with the same period as in the previous cases.
For propagation distances, which make γ → ∞, this solution cannot hold and it

should be replaced by the linear diffraction solution derived directly from Eq.
(34), as for Eq. (36). At the corresponding equal spaced z-points, the wave inten-
sity looses the confinement and tends to the linear diffraction limit, with its width
growing up to: ∆ρ = w0√1 + 4ζ′2/w0

4. This periodic behavior disturbs only slightly
the soliton confinement, in most propagation processes. 

The normalized widths of the wave component envelopes are: 

The proportionality of the wave widths in Eq. (41) to √r corresponds well with
the experimental findings shown below. The same initial conditions introduce the
constraints: r higher than 1, but close to unity and w0

3 = r/π3/2, which guide the
experimental observation of these soliton waves. 
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[ ]Ax(ρ3, ς′)
Ay(ρ3, ς′) = √ 2IBr

π γ(ϕ, ζ′)e–S1(ρ3) [ ]sin θ –cos θ
cos θ sin θ

[

( )

][ ]e–iς′/2 cos S2 (ρ3) e–iς′/2 sin S2 (ρ3)
–eiς′/2 sin S2 (ρ3) eiς′/2 cos S2 (ρ3)

×

ψx(0)
ψy(0) , (39)

where

α, β are parameters, which are proportional to ρ3 and depend on the initial
conditions. With the same initial conditions as in previous case, one can find, see
ref. [25]:

S1 (ρ3) = | |1 – cosh2 2β + sin2 2α
(cosh 2β + cos 2α)2 | |2 sin 2α × sinh 2β

(cosh 2β + cos 2α)2; S2 (ρ3) =

α = –β = √ π
2

π
4

π
4

× e–2S1(ρ3), (40)× IB ×

ρ3

2ψ0
= =

ρ
ψ0γ√r

ρ
γ√rw0

1/4

,

and the resulting (2 + 1)D wave intensity is:

IS(ρ3, z) =
1

√π
rγ2(ϕ, z)

w0

.

ρ3x ≡ 2α =
ρ

∆ρ3x
; ρ3y ≡ –2β = –

ρ
∆ρ3y

; ∆ρ3x = |∆ρ3y| = ( )4
π

1/4

γ√rw0,    (41)



Finally, when considering the (1+1)D case, one finds [37]:

2α = 0; S2(ρ3) = 0; S1(ρ3) = th2ρ3y

and

2.3. Experiments with spatial solitons in sillenite crystals

The (1+1)D soliton propagation of laser beams inside photorefractive BSO crystals
has been experimentally demonstrated using the set-up shown in Figure 3 [37].
The BSO crystal was 8 mm long and biased by a static electric field along its
[001] crystallographic direction which corresponds to the µ = 0 condition. It was
simultaneously illuminated by the focused Gaussian signal beam at λ = 514 nm
and by the uniform background beam intensity, IB. In order to avoid electric dis-
charge in air due to the high static electric fields, up to 40 kV/cm, the crystal was
kept in an insulating liquid cell. A laser beam, orthogonally polarized with respect
to the background, was focused with a cylindrical lens onto the crystal, providing
a (1+1)D light beam, which consists of a light “sheet” with a thickness of 15 µm
at the crystal input face. Beyond the crystal, a focusing lens images the output signal
beam on a CCD camera with a magnification factor of about 20. 

The complete recording of the soliton formation and its propagation is given in
Figure 4, where experimental images for several external electric fields and prop-
agation distances are shown. At 0 kV/cm, as well as for 20 kV/cm, the signal
beam is enlarged by diffraction. For the 20 kV/cm bias, self-focusing occurs, which
leads to a smaller beam width as compared to the 0 bias case, at the 8 mm prop-
agation distance. One can observe that the soliton is formed only for electric fields

74 Chapter 3

IS(ρ3y, ζ′) � 2
π IBrγ2(ϕ, ζ′) 1

cosh2(ρ/∆ρ3y)
; ∆ρ3y = γ√r

π ;

∆ρ3x → ∞. (42)

Figure 3. The experimental setup for soliton waveguide formation and observation in PRC.



in excess of 30 kV/cm, for which the signal beam maintains the same width along
the entire propagation distance. 

For electric fields higher than 35 kV/cm, the soliton breathing becomes evident,
see Figure 5a, and confirms the above described analytical results [37]. In Figure
5b, the normalized experimental beam waists are shown versus the signal/background
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Figure 4. Experimental images of signal wave propagation and soliton formation in a BSO crystal,
for several external electric fields – horizontal axis, and propagation distances – vertical axis.

Figure 5. (a) The simulation of signal wave propagation in a BSO crystal, for different external
electric fields and large propagation distance, i.e., six diffraction lengths, which show soliton forma-
tion and breathing occurrence at 30 and 40 kV/cm). (b) The normalized experimental beam waist
versus the signal/background intensity ratio, r, at E0 = 40 kV/cm, together with the analytical solu-
tions-solid lines, and with the numerical solutions of Eq. (14) – dashed line. The normalized waists
scales as (I0/IB)1/2 for low r = I0/IB < 1, but scales as 0.06(I0/IB)1/2 + bias, for high r = I0/IB > 2.



intensity ratio, r, at E0 = 40 kV/cm, together with the analytical solutions (solid lines)
and with numerical solutions of Eq. (14) (dashed line). It is interesting to note
that the normalized waists scales as (I0/IB)–1/2 for low I0/IB (in this case < 1), while
it scales as 0.06(I0/IB)1/2 + bias, for high I0/IB (> 2). The numerical simulations
derive from the use of a BPM code, which was described in [33].

For the same external electric field, both the numerical integration and the
experimental data show a minimum (1+1)D soliton width at r ≈ 0.8. The experi-
mental data show that the breathing period is not constant, but depends on the
experimental conditions, as analytically described. The agreement between the
analytical, numerical and experimental data is good.

The first experimental observation of (2+1)D spatial solitons in BSO crystals was
reported in refs. [38, 39]. The scheme of the experimental set-up was similar to
that shown in Figure 3, except for the background beam, which was expanded
using a telescope with a spatial filter, and then sent after a long path, to the sample
along its [110] crystallographic direction-denoted Y in the following discussion. It
ensures the homogeneous illumination of the crystal and it is incoherent with respect
to the signal beam. Two Pockels cells, one for the background and one for the
signal beam, are used to adjust the intensities of the two beams and their polari-
sations. The BSO crystal was again 8 mm long, corresponding to 4.6 difraction
lengths along the Z direction, collinear to the [110] crystallographic direction and
biased along the [001] direction-X direction with a static electric field variable up
to 53 kV/cm.

In Figure 6a, the intensity profiles of the polarization components, X – parallel
and Y – orthogonal to the direction of the bias field, are also presented. The
X-profiles have been intensified in order to resolve the specific features inside.
The Y component, the one that experiences the photorefractive nonlinearity, is
strongly confined, driving almost the whole dynamics of the beam. The X com-
ponent is not confined, but experiences a nonlinear rotation speed, in the center
of the beam. The beam central part becomes darker, at 35 kV/cm and brighter
again, at 45 kV/cm. At 53 kV/cm, the polarization is homogeneous across the soliton
beam and almost the same spatial intensities distributions occur in the Y- and
X- components. 

In order to analyze completely the soliton polarization dynamics, the Stokes
parameters, S0 = Ix + Iy; S1 = Ix – Iy; S2 = 2√IxIy cos φ; S3 = 2√IxIy sin φ, have been
calculated, at the crystal output plane. Here, Ix = |Ax|2, Iy = |Ay|2 and φ is the de-
phasing of the X- and Y-polarization components. A good three-dimensional
visualization of the polarization dynamics can be obtained on the Poincaré sphere
with the radius equal to the total signal intensity, S0 (as shown for example in M.
Born and E. Wolf, Principles of Optics, 7th Ed., Cambridge Univ. Press, 1999). In
Figure 7, the trajectory of the tip of the polarization vector, defined by the com-
ponents (S1, S2, S3), is shown with propagation time (distance) as parameter and
for different biases. 

The dynamics of the S3 parameter allows one to analyze the final polarization
state of the beam. Starting from the equatorial plane, where S3 = 0 and the signal
polarization is linear, the polarization trajectory evolves in the Northern hemisphere.
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This means that the signal becomes elliptically polarized and with left-handed
rotation of the ellipse major axis in the propagation, due to the optical activity of
BSO crystals. One can remark that, above 35 kV/cm, the polarization trajectory goes
fast, after one loop, to a limit cycle, which characterize a stable, almost-periodical
behavior of the soliton polarization dynamics. For this stable behavior, the values
of S3 parameter are concentrated in a limited interval, corresponding to the final limit
cycle of the soliton polarization state. 

The correspondence between the experimental and numerically calculated Stokes
parameters is good, see Figure 8, showing a slight discrepancy only for biases around
20-25 kV/cm. These discrepancies are mainly connected to the process of the
polarization homogenization across the beam profile. In fact, the acceleration of
the polarization rotation is not constant across the beam but depends on its profile
and needs a high bias or a longer propagation to homogenize across the beam.
Thus, for bias values between 15 and 40 kV/cm, the exact determination of the beam
polarization state is difficult.

The above studied solitons, which are self-created dynamic optical waveguides,
and their interactions are more general, have additional controllable features than
the conventional ones, due to the presented polarization dynamics.
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Figure 6. (a) Signal beam total intensity distribution (first column), Y and X component intensity
distributions (marked above the corresponding columns) are shown at several external electric fields
(biases). (2+1)D spatial solitons in BSO crystals are formed only at 45 kV/cm, when the input and output
beam widths are equal. (b) The normalized width of signal beam total intensity in BSO crystal vs.
external electric field. 



78 Chapter 3

Figure 8. The experimental values of the Stokes parameters (the points), at the output plane of the
crystal and their numerical calculations (the lines) versus the external electric field.

Figure 7. The dynamics of the polarization state of the signal beam on the Poincaré sphere vs.
propagation time (distance) and for several external electric fields.



3.  Dynamic gratings in PRC

3.1. Two-wave mixing

In two-wave mixing, two light waves diffract on the dynamic grating induced by
their mutual interaction in a non-linear material. When switching off the light beams,
the dynamic grating will disappear after a lifetime that depends on the specific
properties of the non-linear material and the recording process, in contrast to a
permanently recorded grating. For a linear recording process, the diffraction in
the phase gratings is characterized by the numerical values of two parameters, namely
the phase correlation of the diffraction orders, Q = 2πλd/nΛ2 and the amplitude of
the phase modulation, ϕ = 2π∆nd/λ2 [40]. λ is the incident light wavelength, d is
the crystal thickness, n is the refractive index of the crystal and ∆n is the modula-
tion amplitude of the refractive index. These parameters can be used also in the
case of weak nonlinearity of the recording materials (PRC).

In the Bragg diffraction regime, characteristic for thick gratings, Q ≥ 10 and
Q/ϕ ≥ 10 [41, 42]. Due to the Bragg condition, only one diffracted beam (first-order)
appears for each incident beam. The interference of the zero diffraction order, i.e.,
the non-diffracted light of one beam, with the first diffraction order of the other
beam results in an energy transfer between the interfering beams. In the Raman-
Nath diffraction regime, characteristic for thin gratings, Q ≥ 0.5 and Q × ϕ ≤ 1.
In this case, many diffraction orders may appear for each incident beam [43–45]
and their number and intensity depend on the phase modulation of the grating.

Two-wave mixing in photorefractive crystals for strong unequal intensity beams
has been intensively studied in the past [4, 6, 8, 40, 46, 47]. In these works, the thick
dynamic gratings in the Bragg regime were mostly investigated. 

When the intensities of the incident beams are strongly unequal, the induced phase
grating is harmonic, like an incident light interference pattern. For small angles
between the incident beams, the l diffraction order of one beam is superimposed and
is mixed with the (l + 1) diffraction order of the other beam. For incident beams
with comparable intensities, the modulation of the interference pattern is large,
i.e., close to 1 and the phase grating induced in photorefractive crystals becomes
inharmonic [48–53]. In this case, for dynamic photorefractive thin gratings, an
additional mixing of diffraction orders produced by the grating harmonics may
appear [54–57].

In the following section, laser beam self-diffraction in inharmonic and harmonic
photorefractive dynamic gratings, at small angle between the incident interfering
beams, is presented [58, 59]. The results can be used in real-time holography and
interferometry, optical amplification, image and beam processing, optical memory,
optical computing and optical interconnects [5].

3.2. Inharmonic thin gratings 

To model the wave mixing in thin photorefractive gratings, we consider the harmonic
fringe pattern produced by the interference of two beams, S and R, with complex

Dynamic Waveguides and Gratings in Photorefractive Crystals 79



amplitudes AS = AS0e
iKxSx, AR = AR0e

iKxRx, which are incident on a photorefractive crystal.
The spatial distribution of the light intensity in this pattern is given by:

Here KxR and KxS are the wave numbers of the incident beams, AS0, AR0 are their
amplitudes, respectively, IS0 and IR0 are the light intensities of the incident beams,
I0 = IS0 + IR0 is the average light intensity of the fringe pattern, and Λ is the fringe
spacing. K = |K| = 2π/Λ is the wave-number of the interference pattern and
K = KxR – KxS is the wave-vector. m = 2√p/(1 + p) is the fringe contrast and
p = IS0/IR0 is the beam intensity ratio.

The diffusion space charge field, Esc, generated in the photorefractive crystal
without external electric field, is inharmonic [48]:

Σ = σd/σp is the ratio of dark conductivity, σd and photoconductivity, σp. Usually,
σd << σp, thus m1 ≈ m. If the values of the fringe contrast and fringe spacing allow
a space-charge field to be sustained by the traps concentration of the crystal, the
inharmonicity of Esc is determined by Eq. (44) alone. The Fourier series of the
right-hand term of Eq. (44) is [48]:

which shows that the relative amplitudes of the Fourier components of Esc depend
on the contrast m only. Thus the inharmonicity of Esc becomes significant for large
values of the contrast.

The space charge field given by Eq. (46), yields an inharmonic spatial modula-
tion of the refractive index of the photorefractive crystal by the Pockel’s, linear
electro-optic effect:

In Eq. (47), reff is the effective electro-optic coefficient of the photorefractive
crystal and (∆n)h = n3rED(–√p)h. Eq. (47) shows that for a harmonic fringe pattern,
incident on a photorefractive crystal, the resulting phase grating is inharmonic.
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I = IR0 + IS0 + 2√IR0IS0 cos (Kx) = I0 [ ( )]1 + m cos
2πx
Λ , (43)

Esc = m1ED sin (Kx)
1 + m1 cos (Kx)

where ED is the diffusion field and m1 is the effective modulation ratio inside the
crystal, given by [40]:

; (44)

; (45)m1 =
m

1 + Σ

Esc = –2ED

∞

∑
h = 1

∞

∑
h = 1

[( 1
m2

1
m

– 1 ) ]1/2 h

– sin (hKx) = –2ED (–√p)h sin (hKx),   (46)

∆n =
1
2

n3reffEsc =
∞

∑
h = 1

(∆n)h sin (hkx). (47)



For small modulation depths, m << 1, only one Fourier component of the space-
charge field needs to be taken into account. In this case, the space-charge field
distribution is harmonic, and the refractive index grating has the same spatial fre-
quency and de-phasing of π/2 with respect to the fringe distribution [56, 57].

When Esc and the refractive index grating does not have the sinusoidal form of
the incident interference pattern, i.e., for an inharmonic grating, the recording
becomes nonlinear [56, 57]. In this case, Esc has a spectrum of spatial harmonics
with frequencies that are multiples of the incident pattern. The necessary number
of harmonics to be considered for a correct description of the grating depends on
the nonlinearity strength [60]. For sillenites crystals, characterized by very small
electro-optic coefficients, the diffraction regime is controlled only by the value of
Q. For a given crystal and laser wavelength, Q can be modified by changing Λ
and consequently, the diffraction regime can be controlled by Λ, i.e. by the angle
between the interfering beams.

To a first approximation, one can take into consideration only the fundamental
grating and the second spatial harmonic, discarding the contribution of higher spatial
harmonics. Thus, the interference pattern in the photorefractive crystal produces
the space charge electric field [56, 57]:

Since the incident optical field can be written as:

(AS + AR)in = AS0 exp(iKSx) + AR0 exp(iKRx), (51)

the optical field after the grating takes the form:

(AS + AR)out = (AS + AR)in × T, (52)

Considering now ϕ1, ϕ2 << 1, the following approximations hold:

cos (ϕ sin Kx) ≈ Jo(ϕ)    and    sin (ϕ sin Kx) ≈ 2J1(ϕ) sin Kx. (55)
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Esc ≈ Esc1 cos + Esc2 cos)][

[

(Kx +
π
2 )][ (2Kx +

π
2

, (48)

. (49)

. (50)

Here Esc1 and Esc2 are the electric field amplitudes of the first and the second spatial
harmonics, respectively. The phase modulations corresponding to these harmonics
are:

The transmission, T, of the thin phase grating, produced by the space charge electric
field (48), is given by:

ϕ1 =
πdrn3 Esc1

λ
πdrn3 Esc2

λ; ϕ2 =

T = exp i { ϕ1 cos Kx + )]( π
2 [+ ϕ2 cos 2Kx + )]}( π

2



where Jl(ϕ) is the Bessel function of the first kind and l-th order. One can further
approximate J0(ϕ) ≈ 1; J1(ϕ) ≈ ϕ/2, to obtain finally for the output field:

The amplitudes of the first self-diffraction order of the beams S and R, in the
third and the fourth terms of Eq. (54), are not affected by higher harmonics of the
inharmonic phase grating from Eq. (50). In the direction of these self-diffraction
orders, only the first and second harmonic of the phase grating can diffract the
incident optical field. The assumption ϕ1, ϕ2 << 1 leads to a dominant role of the
first diffraction order of each harmonic. 

The important result of this analysis is that each self-diffraction order is the result
of an order mixing produced by the linear diffraction of the incident beams on
two successive harmonics of the grating. 

The amplitudes of the first Fourier harmonics of the space-charge field can be
calculated from Eq. (46): 

Esc1 = –2ED(–√p) = 2ED√p,    and Esc2 = –2ED(–√p)2 = –2EDp. (55)

When AS0 = AR0, m and p are equal to 1 and the amplitudes of all Fourier com-
ponents of Esc are equal, though with alternating signs. In this case, the amplitudes
of the first self-diffraction order of the beams S and R, are given by:

Similarly, one can show that the amplitudes of all the orders of self-diffraction
for the beams S and R are zero, when the modulation index of the grating is
m = 1.

This model of self-diffraction in thin gratings was tested in an experimental study
in inharmonic gratings induced in a photorefractive Bi12TiO20 (BTO) crystal, with
m = 1 [55]. The experimental set-up is shown in Figure 9. 

A linearly polarized He-Ne laser beam with λ = 632.8 nm, was split into two
beams, which were superimposed in a BTO crystal of thickness d = 8.6 mm, inducing
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a dynamic phase grating. The angle between the interfering beams was β = 7′40″,
leading to a grating spatial period of Λ = 0.285 mm. With this spatial period, the
self-diffraction is in the Raman-Nath regime. To ensure m = 1, the power of the
incident beams was set to Pinc, R, S = 2.4 mW by a variable attenuator (VA). The power
of the self-diffraction orders and their temporal evolutions have been monitored with
a power-meter (PM) and an x-y recorder (x-y REC). 

The temporal dependencies of the first, second and third self-diffraction orders
of one incident beam were measured and recorded. The temporal evolution of the
first two self-diffraction orders is shown in Figure 10 a–b. The third order has a
similar evolution [58].

The entire dynamics spans 20–25 minutes from the beginning of the grating
recording. The time evolution of the self-diffraction orders shows that their power
increased to maximum values, after time intervals that are longer, as the self-
diffraction orders are higher. After the maxima, the self-diffraction orders strongly
decrease and finally vanish, confirming the prediction of the above theoretical model
of self-diffraction in thin photorefractive gratings.
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Figure 9. The experimental set-up for the study of self-diffraction in inharmonic photorefractive thin
gratings.

Figure 10. Experimental temporal evolution of the power of the first (a) and second (b) self-diffrac-
tion orders in BTO crystals. The scale on the time axis (horizontal) is 1 cm = 55 sec; the signal
plotted on vertical axis is proportional to the optical power. The signal is 10 times higher in (b) than
in (a).



There are some effects that tend to decrease the modulation index inside the
crystal, from the input value m = 1. Among them, one can mention the non-zero
dark conductivity of the crystal [40], the energy exchange between the beams passing
through the crystal, the optical activity of the crystal, the incoherent background
produced by internal reflections and light scattering in the crystal and the mechan-
ical stability of the set-up.

These effects were analyzed in [58, 61–63] and they are possible reasons of
the remnant non-zero intensity of the self-diffraction orders, in the steady state,
for m = 1 at the input.

3.3. Harmonic thin gratings 

In this section, laser beam self-diffraction at small angles (Raman-Nath diffrac-
tion regime) on light induced harmonic gratings in rhodium-doped barium titanate
(Rh:BaTiO3) and barium titanate (BaTiO3) crystals is presented [59]. Recently, it has
been demonstrated that Rh:BaTiO3 crystals have high sensitivity and large two-wave
mixing efficiency, for red and near-infrared wavelengths [64–66].

Let us consider that a harmonic fringe pattern, see Eq. (43), illuminates the
photorefractive crystal. In the case of low fringe modulation m << 1, without an
external electrical field, the space charge field of Eq. (44) becomes harmonic (see
also Eqs. 7, 8) [40]:

The modulation amplitude of Esc depends on the diffusion field only when the
fringe period obeys Λ >> ΛD, corresponding to the case when the trap density is large
enough to allow trapping of all the photoexcited charge carriers. This space-charge
field creates the refractive index spatial modulation of the photorefractive crystal,
as in Eq. (47). The effective electro-optic coefficient of the photorefractive crystal,
reff, depends on the angle of Esc relative to the c-axis, θc, and on the angle of prop-
agation of the incident beam relative to the c-axis, α.c. For the extraordinary beam
light polarisation, in barium titanate crystals, the effective electro-optic coefficient
is [5]:

reff(θc, αc) = r13 cos θc cos2 αc – 2r42 sin θc sin αc cos αc + r33 cos θc sin2 αc.
(58)

Assuming that the interfering beams are incident symmetrically in the crystal
and at a small angle to the crystal normal, (βi/2) << 1, one can set αc ≈ 90° and
θc � 0°. In this case, from Eq. (58), one obtains reff(θc, αc) ≈ r33.

To a first approximation, the modulation index m, and the amplitude of the
refractive index modulation ∆ne (for e – polarisation), are constant for the propa-
gation inside the crystal. In the Raman-Nath regime and for the harmonic grating
with ϕ << 1, and J 2

l + 1(ϕ) << Jl
2(ϕ), the intensities of the zero and the first self-
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Esc(x) = m
kBT
e

2πΛ
Λ2 + Λ2

D

kBT
e

2π
Λsin (Kx) ≈ m sin (Kx). (57)



diffracted orders, on the side of the stronger beam, R, are given by:

I(R)
0, out ≈ TaIin

(R), (59)

I (R)
1, out ≈ TaIin

(R)J1
2(ϕ) ≈ TaIin

(R)(ϕ/2)2, (60)

where Iin is the intensity of the incident beam and Ta is the transmission ampli-
tude of the crystal. The intensity ratio of these orders is then given by:

which can be considered as the diffraction efficiency of the self-diffraction process,
when materials with different absorption are compared.

The experimental set-up for self-diffraction in Rh:BaTiO3 and BaTiO3 [59] was
similar to that used in the study of self-diffraction on inharmonic gratings, shown
in Figure 9. The full angle between the incident He-Ne laser beams, R and S,
e-polarized, was β = 20′ in air, corresponding to a grating period inside the crystal
of Λ � 0.1 mm. 

Several barium titanate crystals, with Rh doping concentration and thickness
shown in the Table 3, were used in these experiments. 

The diffraction efficiency of Eq. (61) vs. the grating modulation index is shown
in Figure 11, for undoped BaTiO3 and for the 120 ppm Rh doped crystals. One
can observe that the diffraction efficiency for BaTiO3 crystal varies quadratically
with the modulation index. This behavior follows closely the dependence of Eq. (61)
up to m ≈ 0.2. For the 120 ppm Rh doped crystal, the diffraction efficiency increased
much faster with m than predicted by Raman-Nath theory, using the value of
r33 ~ 100 pm/V [68] and that measured in the undoped crystal in the same exper-
iments. An unusually high diffraction efficiency of 5% was found for m = 1, which
is 150 times the corresponding experimental value for the undoped crystal. 

In Figure 12, the results of the self-diffraction in BaTiO3 and Rh:BaTiO3 crystals
from Table 3 are shown. In these measurements, the ratio between the incident
intensities was fixed to p = 0.0056 leading to a modulation index of m = 0.15. 

The diffraction efficiency for different crystals was normalized to the square of
their thickness d2, to ensure comparable values in the graph. The experiments were
done for two opposite directions of the c-axis, with respect to the incident beams,
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Table 3. The doping concentration, thickness and diffraction parameter Q of the crystals used in
self-diffraction experiments in BaTiO3 and Rh:BaTiO3 crystals.

BaTiO3 crystal Nominally 120 ppm Rh 400 ppm Rh 2400 ppm Rh 3200 ppm Rh
Rh concentration undoped

Thickness, d (mm) 2 2.16 5 2.6 3.5
Q 0.33 0.36 0.83 0.43 0.59



R and S. In one case, the effective modulation index increased inside the crystal,
by the energy transfer from the weak to the strong beam, while in the other case,
the modulation index decreased. In Figure 12a, one observes the large increase of
the normalized diffraction efficiency with Rh-concentration in the crystals. The
crystal with a maximum concentration of 3200 ppm showed a decrease and very dif-
ferent values of the diffraction efficiency for the above mentioned orientations of
the c-axis. This difference may be attributed to the very strong fanning of the beams,
which is observed inside this crystal. All other crystals yielded a monotonic
increasing dependence of the diffraction efficiency with Rh-concentration and similar
values of the diffraction efficiency for the opposite orientations of the c-axis.

Due to the differences in the ionization cross-sections of the charge states
involved, an additional absorption grating could be induced in the photorefractive
crystal. The presence of the absorption grating in two-beam coupling experiments
in BaTiO3 was previously reported [69, 70]. In BaTiO3 crystals, the refractive
index grating can be eliminated if the c-axis of the crystal is aligned perpendicu-
larly to the plane of incidence of the interfering beams (θc = 90°, αc = 90°). For
this geometry, reff and the change in the refractive index are zero, see Eq. (58),
independently of the polarization of the incident beams. This experimental geometry
was used to observe and evaluate the contribution of a possible absorption grating
in the unusually high diffraction efficiency reported in Rh-doped barium titanate
crystals [59]. The experiment has been performed for both polarizations, extra-
ordinary and ordinary states of the incident beams, for all Rh:BaTiO3 crystals in
Table 3. In all situations, the self-diffraction orders were not observed for the
entire range of modulation index m. This experiment showed that the contribution
of a possible absorption grating to the self-diffraction efficiency is negligible.
Thus, the large differences in the diffraction efficiency between the Rh-doped and
the undoped crystals are due to other effects. 
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Figure 11. (a) The diffraction efficiency vs. m, for BaTiO3 (dashed) and for 120 ppm Rh doped
crystal (dotted), with comparable thickness. Raman-Nath quadratic prediction is plotted with a solid
line. (b) The diffraction efficiency for BaTiO3 (dashed) and Raman-Nath prediction (solid line) at a more
convenient scale.



In the case of low fringe modulation m << 1, for an appropriate crystal c-axis
orientation, amplification of the weak beam occurs. However, in the Raman-Nath
self-diffraction regime, set by a large grating period Λ, the gain coefficient [5, 8,
45]:

is small and the intensity of the weak beam is expected to be slightly increased. 
The value of the gain coefficient, calculated using experimental diffraction effi-

ciency data for 120 ppm Rh:BaTiO3 and Eq. (62), is 2.4 cm–1. This value is much
larger than γa = 0.2 cm–1, calculated for Λ = 0.1 mm and r33 = 100 pm/V [3]. On
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Figure 12. (a) The normalized diffraction efficiency for barium titanate crystals with various Rh
concentrations. (b) The “equivalent” electro-optic coefficient r(eq)

33, of Rh:BaTiO3 vs. Rh-doping
concentration obtained from self-diffraction experiments.

kBT
e

=× × reff ×(2π)2n3

λγa ≈ 1
Λ

4
m

√η1, (62)



the other hand, the results obtained for γa, of two-beam coupling in the Bragg regime,
for the same crystal [59, 67], are in good agreement with the theoretical predic-
tions. Thus, we can assert that much higher amplifications than expected from the
two-beam coupling theory are possible in self-diffraction at small angles between
the input beams in Rh:BaTiO3 crystals.

The diffraction efficiency from Eq. (61) or alternatively, the gain coefficient from
Eq. (62), can be taken for calculating an “equivalent” electro-optic coefficient, r(eq)

33,
using the experimental data of self-diffraction at small angles between incident
beams. The dependence of this parameter on Rh concentration, for the crystals in
Table 3, is shown in Figure 12b. In this graph, the “equivalent” electro-optic
coefficient shows similar values for both orientations of the c-axis, except for the
case of the highest doped crystal, for which the differences are due to the strong
fanning observed in this crystal.

4.  Dynamic gratings and adaptive interconnection by double phase 
conjugation in PRC

4.1. Double phase conjugation (DPC)

Optical phase conjugation is a nonlinear process that can generate a time-reversed
replica of an incident light wave [5, 6, 9] and plays an important role in adaptive
optics for dynamic correction of the disturbed wavefronts. Photorefractive mate-
rials may be used for efficient optical phase conjugation of wavefronts at very
low light intensities thus showing a great potential for adaptive laser beam coupling
and interconnections [5, 71, 72]. 

Initially, optical phase conjugation in PRC was obtained in four-wave mixing
configurations. In these cases, two counter-propagating beams were pumping the
crystal region, in which a signal (third) beam was diffracted by the generated
dynamic gratings into a conjugate (fourth) beam [9]. More recently, self-pumped
phase conjugation (SPPC) in PRC, in which a single incident laser beam is respon-
sible for the generation of the conjugated wavefront, was demonstrated [68]. Another
important nonlinear process in photorefractive optics is the mutually pumped phase
conjugation (MPPC), in which two incident laser beams mutually pump the
photorefractive material and produce two phase conjugate wavefronts [5]. Several
configurations of MPPC have been demonstrated and investigated, namely the
Bird-wing, Bridge, British I and II, Double-Phase-Conjugation (called also Double-
Phase-Conjugation Mirror (DPCM)), and others [73–80]. The mutual coherence
of the two pump beams considerably changes the efficiency of MPPC [81–83].
The DPC configuration (Figure 13a) is the best one for coupling mutually incoherent
input beams [81–83]. In a DPC, each conjugated beam is generated by the other
pump beam by diffraction on a common shared grating induced in PRC, and not
by each pump beam itself. This fact is essential for finding and tracking a laser
source by another one in a bi-directional link. Moreover, the DPC reconfigures itself,
if small direction changes of incident beams occur, within some specified angular
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range in the crystal (Figure 13a). The phase conjugation provided by a DPC is an
all-optical solution to the problem of bi-directional adaptive interconnection of
two independent laser sources, ensuring the finding of each source by the other
one and their reciprocal tracking in a very robust link. The coupling of two or
more incoherent laser beams is important for optical communications, optical
interconnects and multi-beam coupling into an optical fiber. 

Among photorefractive materials, Rh:BaTiO3 crystal is one of the most interesting
due to its large electro-optic coefficient and good sensitivity in the red and near-
infrared [67, 84] with promising applications in laser diode pumped DPC. Here,
results of a study [85] on adaptive interconnection of two lasers using DPC in
Rh:BaTiO3 crystals are presented.

4.2. Efficient adaptive coupling of two lasers by DPC

In the DPC configuration, see Figure (13a), the beams A1 and A2, from two separate
lasers of the same frequency are incident on the opposite faces of a photorefrac-
tive crystal with c-axis oriented as shown in Figure (13). Because the input beams
are mutually incoherent, they cannot couple directly with each other in the crystal.
Randomly scattered light, fanned from beam A1, travels across beam A1, coherently
couples with this beam and writes a multitude of refractive index beam fanning
gratings in the photorefractive crystal. A similar process occurs with beam A2,
i.e., light fanned from this beam coherently couples with beam A2 and writes another
set of beam-fanning gratings. Each input beam tends to erase most of the beam-
fanning gratings produced by another.

However, A2 is incident at Bragg angle for a small set of beam-fanning gratings
produced by A1. The diffracted beam is A3, which is the phase conjugate replica
of the beam A1. A3 efficiently couples with beam A2, since they are mutually
coherent. The result of a similar diffraction process of the beam A1 on the beam-
fanning gratings induced by A2 is the beam A4, which is the phase conjugated replica
of A2. Since the gratings written by two pairs of beams A3, A2 and A4, A1,
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Figure 13. (a) Adaptive coupling using DPC configuration in a photorefractive crystal; (b) The
experimental setup for coupling of two lasers by DPC in Rh:BaTiO3.



respectively, have an optimal overlapping, the conjugated beams A3, A4 grow in
strength reinforcing a common shared grating (SG), which fulfills the Bragg dif-
fraction condition for both input beams. The other beam-fanning gratings are washed
out. In this way, diffraction from the common grating is responsible for the gen-
eration of A3 and A4, phase conjugated beams of the mutually incoherent input
beams, A1 and A2, respectively. 

The overall efficiency of the DPC configuration is evaluated using two para-
meters: the phase conjugate reflectivity, R*, for the two input beams and the coupling
transmission efficiency, T, for these beams. With the notations used in Figure (13a)
for the beams, these parameters are defined as the following ratios of the corre-
sponding beam powers:

PA1(0), PA2(l) are the powers of the input beams A1 and A2, incident on the
opposite sides of the crystal, and PA3(0), PA4(l) are the powers of the conjugated
beams A3 and A4, respectively. An experimental set-up, used to study the inter-
connection of two low power He-Ne or diode lasers, which are mutually-incoherent,
by DPC, in Rh:BaTiO3, is shown in Figure (13b) [85]. The input beams, A1 and
A2, are e-polarized to take advantage of the maximum electro-optic coefficient of
the crystal. The power of the input beams was PA1 = 2.55 mW, PA2 = 1.35 mW
and their diameter, 1.2 mm at 1/e2 of the maximum power level. A fraction of the
beams A3 and A4, conjugated to the input beams A1 and A2, is extracted with
the beam splitters BS1 and BS2, respectively. A power-meter (PM) and an oscil-
loscope (OSC) do the measurement and the monitoring of the temporal evolution
of the conjugate beams. Two apertures (D1 and D2), with diameters equal to the
incident laser beams are placed in the set-up in order to measure only the conju-
gated beams, blocking the contribution of any other diffracted components and of
stray scattered light. A shutter (EMS) is used to switch on and off the beam A1.
The Rh:BaTiO3 crystal used in [85] had the dimensions 5 × 5 × 5 mm with a 400
ppm Rh doping concentration. The small signal absorption coefficient, measured
with a low intensity e-polarized probe beam, was αo = 1.4 cm–1. The optimum
incidence angles of the two input beams for DPC were found at αi = 30°30′, for
the beam A1 and βi = 60°30′, for the beam A2, ensuring a crossing angle of the
beams, inside the crystal, of 171°.

4.3. Phase conjugate reflectivity and the coupling transmission efficiency 

In Figure 14, the time evolution of the conjugated beam (A4) power, for different
input beam (A2) powers is shown [85]. 

In these recordings, at time t = 0, the beam A2 is unblocked and at a time
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R1
* =

PA3(0)
PA1(0)

PA4(l)
PA2(l)

, R2
* = , (63)

T1
* =

PA4(l)
PA1(0)

PA3(0)
PA2(l)

, T2
* = , (64)



t = 100s the beam A1 is switched on, so that growth of the common shared grating
(SG), which ensures a coupling channel, can start. A delay occurs between the
moment when both beams are switched on and the beginning of SG growth, due
to the necessary fanning development and the SG creation. In Figure 14, one can
observe that the coupling channel more rapidly starts to grow at higher powers of
the beam A2.

The phase conjugate reflectivity R2
* = PA4/PA2, for the weaker input beam A2, and

the coupling transmission efficiency of the DPC device, T1 = PA4/PA1, for the stronger
beam A1 were measured. The functions R2

* and T1 vs. A2 beam power are shown
in Figure 15 a,b. The second parameter is very important for an interconnection,
since it measures the efficiency of signal transfer between one light source channel
to the other. In Figure 15, one can observe that the maximum coupling transmis-
sion efficiency reaches ~50%, at maximum power of A2, with a corresponding phase
conjugate reflectivity of 95%, for a ratio of the input beams powers of 1.9. 

The maximum phase conjugate reflectivity obtained in this experiment was 121%
for input beams ratio of 4.25, with a 29% coupling transmission efficiency [85].
These parameters are probably the best in all experiments for bi-directional coupling
of incoherent laser beams by phase conjugation in Rh:BaTiO3 crystals, using a similar
configuration [84] or bird-wing configuration [89]. In ref. [89], the coupling
transmission efficiency was 6%, a typical value expected for this configuration.
In the ref. [84] was reported 26% maximum coupling transmission efficiency with
80% reflectivity in DPC at 800 nm, using a Rh:BaTiO3 crystal with the absorp-
tion coefficient for this wavelength, α0 = 1.4 cm–1 (similar to the crystal used in
the set-up from Figure 13b).
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Figure 14. The time evolution of the conjugated beam (A4) power.



To use this efficient laser coupling in a bi-directional link, we checked the possible
presence of the gratings, which are induced by each incident beam by its own
back-scattered light [85]. For the interconnection, these gratings lead to cross-talk
(i.e. components of signal 1 are transferred into the signal 2 and vice versa), which
affects negatively the performance [81, 83]. The experimental results from [85] show
clearly that these gratings were not significant in the coupling and the conjugate
of each input beam was produced by the other input beam only.

To evaluate the coupling efficiency of the link between the lasers, provided by
the DPC in Rh:BaTiO3, when only the SG is present, a simple theoretical model
of DPC neglecting absorption [76] can be used. In this case, the phase conjugate
reflectivity and the coupling transmission efficiency were calculated, by solving
analytically the coupled wave equations that describe the spatial evolution of the
input and conjugated beam amplitudes. R* and T depend on the photorefractive
coupling strength, γal, which is the product of the photorefractive coupling coeffi-
cient, γa, and the interaction length l, and on the ratio of the input beam powers,
q = PA1/PA2, for equal c.w. laser beam widths. In Rh:BaTiO3 crystal, with no external
electric field, the coupling constant is real:

2πn1γa = λcos θ , (65)

where λ is the wavelength of the incident light, n1 is the amplitude of the refrac-
tive index modulation produced by the photorefractive effect and 2θ is the angle
between the coupling beams inside the crystal.

Weiss, Sternklar and Fischer [76], found that T is symmetric and given by:

1
T1 = T2 = T =

4
[a2(q–1/2 + q1/2) – (q–1/2 + q1/2)2], (66)
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Figure 15. The efficiency of the DPC device: (a) the phase conjugate reflectivity, R2
* = PA4/PA2; (b)

the coupling transmission efficiency, T1 = PA4/PA1.



where the parameter a is related to the coupling coefficient, γa, by the transcendental
equation:

tanh (γala/4) = a (67)

In the DPC process, the phase conjugate reflectivities for the two incident beams
are [47]:

R1
* = T/q, R2

* = Tq. (68)

The operation range of the DPC configuration is set by the following limits of q:

Solving graphically the transcendental equation (Eq. 67), the parameter a is
obtained for different coupling strengths, (al [85]. Figure 17 shows plots of the
coupling transmission efficiency, T of Eq. (66) and the phase conjugation reflec-
tivity R2

* of Eq. (68) versus q, together with the experimental results from [85].
Comparing the theory with the experiment, the coupling strength of the crystal in
the DPC configuration is found by best fit: γal = 5.2. The theoretical curves show
that the maximum values for T and R* cannot be attained simultaneously and provide
the range of the ratio q for DPC operation, for a given coupling strength, γal. For
γal = 5.2, the maximum transmission efficiency predicted by theory is T ~ 55%
for q ~ 1. The experimental values of T were limited in [85] by the available laser
power (PA2) to a maximum value of ~50%, for q = 1.9, see Figure 15(b). This
value is well supported by the theoretical curve for γal = 5.2, see Figure 16(a).
The maximum phase conjugate reflectivity given by theory for γal = 5.2 is 125%
at q ~ 3.6. The maximum value of R2

*, measured in these experiments, was about
121%, quite close to the maximum of this theoretical curve, which is rather flat
with respect to q, see Figure 16(b). 

Eq. (69) limits the operation range of the DPC interconnection from [85] in the
interval 0.14 < q < 7.1, for γal = 5.2, in agreement with the experimental data
from that experiment. Comparing experimental results with the simple analytical
expressions for T and R2

* provided by the DPC theoretical model, is useful for the
evaluation of the coupling efficiency and the operation range of DPC interconnec-
tion devices. The nonlinear absorption cannot be totally ignored in Rh:BaTiO3, at
λ = 633 nm, and the theoretical modeling is more complicated when accounting
for it, though there are not yet analytical solutions for this more general case. On
the other hand, the results for the coupling strength, obtained by the simple model
described above, are consistent with those obtained in two beam coupling experi-
ments in [67].

The upper limit of the coupling transmission efficiency in DPC experiments
depends on losses due to absorption in the crystal and Fresnel reflections from
the crystal surfaces. Subtracting these losses, it was estimated that the maximum
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. (69)( )1 + a
1 – a ( )1 + a

1 – a

–1

< q <



coupling transmission efficiency measured experimentally in [85] is close to the
maximum transmission allowed by the crystal.

In DPC configuration, self-pumped phase conjugation (SPPC) can occur for
each input beam when part of their fanning reaches a crystal corner and totally
reflects, forming an internal loop with a self-conjugation process. This is a para-
sitic effect for the DPC bi-directional link due to power loss outside the
interconnection, which decreases the coupling transmission efficiency T. In the above
described DPC theoretical model, Eq. (67) has nontrivial real solutions for
γal > 4. This limit sets the minimum DPC threshold [5, 76]. In comparison, the SPPC
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Figure 16. The coupling transmission efficiency of the phase conjugation process, T1 (a) and the
phase conjugate reflectivity, R2

* (b), vs. the power ratio, q, of the two incident input beams. Theoretical
predictions: dashed and dotted lines; experimental results: dots. The coupling strength of the crystal
in the DPC configuration corresponds most closely to γal = 5.2.



theoretical treatment [90] leads to a coupling strength threshold for this process
of γal = 4.68. Thus, the theoretical results show that DPC is the winner in the
competition with SPPC. In DPC experiments, the SPPC process is stronger for
the input beam A1, which is incident at a smaller angle with respect to the crystal
c-axis [85]. To reduce SPPC, one may displace the incidence position of the beam
A1 farther from the crystal corners. We observed also [85] that, when A2 is too
weak, the SPPC cannot be suppressed and the DPC onset is no longer observed
for long times. This observation is compatible with the DPC range of operation
provided by the theoretical prediction (Eq. (69)) and the experimental data from [85].

4.4. Robustness of the DPC interconnection to beam direction changes and to 
transmitted information

The DPC was efficiently used in a large in-plane angular range ~10° [71, 81, 82,
84], as long as good overlapping and low SPPC were ensured. For DPC intercon-
nections of an array of sources, it is important to determine also the alignment
requirements for out-of-plane angular changes of the input beams. These changes
occur when one input beam is rotated with respect to the plane formed by the
other and the crystal c-axis (horizontal plane, H). Rotating the beam A2 in the
vertical plane, (V), by an angle φ, and preserving the incidence angles (αi and βi,
respectively) of the beams in the plane (H), T and R2

* decrease in a similar manner
vs. φ and become very small for φ > 6° [85], see Figure 17. 

Taking into account the positive and negative values of φ, one may realize that
DPC can operate efficiently in an angular range of ~10° in the (V) plane. We can
conclude that a DPC interconnection is robust for incident beam angular misalign-
ments. This property can be used for DPC interconnections of modern array sources
with a large input angular range e.g., centimeter sizes at distances of ~10 cm from
the photorefractive crystals.

The most interesting potential application of bi-directional interconnection using
DPC is information transmission. This leads to the investigation of the reciprocal
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Figure 17. The DPC coupling efficiency versus the angle of A2 beam, φ, in the plane (V). The lines
are eyes guiding only.



influence of the input beam modulation and the DPC interconnection. This problem
was dealt with for the following two cases:

(a) The stronger beam, A1, was modulated after both unmodulated beams created
the optimum interconnection channel. A binary modulation source, at 2 kbit/s with
50% duty cycle of a light square wave, was employed. This source provided a strong
modulation in which the crystal was illuminated during half the time with only
one beam, see Figure 18(a, b) [85]. When the modulation is switched on, at
t ~ 500 s, the coupling efficiency does not change, indicating a stable interconnection.
Once the interconnection is fully established, the modulation frequency of the
input beam can be as high as possible, without optical limitations of the crystal
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Figure 18. (a) The influence of the input beam modulation on the coupling transmission efficiency;
(b) a magnified view of the modulation switching from graph (a).



parameters. Moreover, the higher the modulation frequency is, the smaller the
coupling efficiency change becomes, due to the large time constants of the crystal
response, at these low light power levels. 

(b) The modulated input beams were introduced together into the crystal from the
starting moment of the DPC coupling. In this case, the DPC interconnection develops
like in case (a), but with a slightly longer onset and rise time and with a slightly
smaller final value of the coupling transmission efficiency.

The influence of the DPC adaptive coupling on the input beam modulation was
studied, too, by comparing the waveforms of modulated A1 input beam and of
the output A4 beam [85]. No observable changes induced by the DPC channel on
these waveforms were found.

5.  Conclusions

The photorefractive effect is an important photo-excited nonlinear process, with
complex behavior and great potential applications. This chapter developed theo-
retically and showed the experimental occurrence of spatial solitons by laser beam
propagation in photorefractive crystals exhibiting a large optical rotating power
and absorption. The soliton polarization dynamics reaches a stable behavior at
high external electric fields. These spatial solitons create dynamic waveguides in
PRC with controllable parameters and can interact, which is important for optical
switching, routing and storage. Two-wave mixing and self-diffraction in dynamic
harmonic and inharmonic gratings, induced by lasers in PRC, were thoroughly
studied. The high-modulated phase gratings induced in PRC are inharmonic and
show significant changes in the self-diffraction spectra. Experimental data, obtained
with BTO crystals, are in agreement with the theoretical predictions. In Rh:BaTiO3

crystals, the measured diffraction efficiencies and beam amplifications are one to
three orders of magnitude larger than in the case of undoped crystals. This may point
to their use in applications as real-time holography, interferometry, storage and
interconnections.

Optical phase conjugation in PRC was also described. High phase conjugate
reflectivity, high coupling transmission efficiency and robust interconnection of
mutually incoherent lasers can be achieved in DPC, using Rh:BaTiO3 crystals.
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ABSTRACT: The Holographic Time of Flight (HTOF) method for the all-optical, contact-less
investigation of charge transport in non-centrosymmetric insulators and semiconductors is based on
the instantaneous photoexcitation of a spatially modulated distribution of charge carriers and on the
linear electro-optic (Pockels) effect to visualize a charge-displacement by its associated refractive
index change. It can be used with a free-carrier density so low that it does not otherwise have any
detectable influence on the optical properties of a material, and with short free carrier lifetimes of the
order of nanoseconds or less. HTOF is an especially striking example of how several independent
linear and nonlinear light-matter interaction mechanisms can join to deliver a peculiar wave-mixing
effect that is directly determined by a seemingly unrelated microscopic parameter: the free-carrier
mobility. This chapter reviews the HTOF method and provides a detailed theoretical treatment that
will be invaluable to experimentalists interested in applying this method to new materials. The author
discusses the experimental parameters that influence the HTOF results and presents the basic assump-
tions and experimental conditions that allow the characterization of charge transport in the bulk of a
material, with a sub-nanosecond time resolution only limited by the duration of the laser pulses, and
for transport lengths down to a fraction of a micrometer.

1.  Introduction

By illuminating a dielectric material with a pulsed laser it is possible to optically
excite free electrons or holes, either from donor centers in the energy band gap
between valence and conduction band, or directly by interband transitions. This leads
to a transient increase in the number of free charge carriers, and therefore of the
conductivity. Transient studies of current initiated by optical excitation of charge
carriers lead to several ways to study charge transport processes in insulators and
semiconductors.

Homogenous charge-carrier photoexcitation in the bulk of a sample can be
achieved by photoionization of impurity centers with energy levels inside the energy
band gap. The analysis of such a homogenous photoconductivity transient gives
some information on the charge transport properties, but generally delivers only
indirect information on the charge-carrier mobility.

On the other hand, the optical excitation of a packet of charges localized at the
surface of a sample, either by interband excitation or by charge-carrier injection,
is at the basis of conceptually simple methods to measure drift mobilities [1].
These methods rely on the observation of the drift of a charge-carrier packet in an
applied electric field by its controlled photoexcitation and the detection of its
time-of-arrival after a well-defined transport length. A well-established tool to
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measure drift-mobilities is the time-of-flight (TOF) method [2–6], which has been
extensively used in developing photoconductors for the printer and photocopier
industry [7]. In this method, an optically excited thin sheet of free charge carriers
drifts across a sample under the influence of an applied electric field. The time of
arrival of the charge carriers at the other side of the sample is normally deter-
mined by measuring the current as a function of time. As long as the charge carrier
packet is drifting inside the sample, a current flows in an external circuit. When
the charge-carrier packet reaches the electrode at the other side of the sample, the
current falls to zero. By measuring this current transient it is possible to deter-
mine the transit time of the charge packet, and hence the carrier-mobility. But for
the TOF measurements to be readily interpretable in terms of carrier mobility, the
transit time must be shorter than the free-carrier lifetime. 

The above is a fundamental condition that determines the applicability of TOF
methods for the study of charge-transport in many materials. Its main consequences
are: (1) It can be difficult to produce samples so thin that charge carriers have the
time to drift from one side of the sample to the other side during their lifetime;
(2) Thinner samples rise the sensitivity to surface states and defects; (3) Even if
the mobility and applied field were large enough to allow the transit of the charge
carriers during their lifetime, the time-resolution of the electronic current mea-
surement itself would need to be shorter than the transit time; (4) For low-mobility
materials, the carrier mobility can only be determined by applying strong electric
fields, and no data can be obtained for the mobility at low fields.

These difficulties could be solved by (1) setting the transport length indepen-
dently from the sample thickness, (2) increasing the time-resolution with which
charge-transport can be observed, and (3) increasing the sensitivity with which charge
displacement is detected. It turns out that all these requirements can be fulfilled
by controlled optical excitation and detection and by a compromise between the
homogenous and the localized photoexcitation of charge-carriers we mentioned
above.

By using the interference pattern of two intersecting laser beams to photoexcite
charge carriers it is possible to obtain a spatially sinusoidal modulation in the free
charge carrier density. This can lead to a characterization of charge transport using
a short transport length – corresponding to the spatial period of the interference
pattern – provided that one can follow the time evolution of the free-carrier density
distribution.

A first possibility of detecting the amplitude of a sinusoidally modulated spatial
distribution is realized when the optical properties of the material are directly
modified by the presence of the charge carriers themselves. Since the carrier dis-
tribution is modulated in space like a plane-wave, the corresponding modulation
in optical properties corresponds to an absorption or refractive index grating, which
can be detected by diffraction of a probe-beam incident at the Bragg angle [8].
This technique, although practicable, has some disadvantages: (1) One generally
needs a high carrier concentration to modify the optical properties in a detectable
way; this could result in a number of ambiguities in the interpretation of experi-
mental results, e.g. because of the strong space-charge field induced by the diffusion
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of the carriers, heating, heat diffusion, etc. (2) This method of detection is only
sensitive to the amplitude of the charge-carrier modulation. It is not particularly
sensitive to charge-carrier movement; the signal would not be sensitive to a drift
of the charge carrier distribution in an applied electric field, unless special tech-
niques related to homodyne detection were used. (3) There are other effects that
can lead to the same signal dynamics as the ones induced by charge transport; as
an example, after pulsed excitation, one would observe an exponentially decaying
signal because of carrier diffusion, but these temporal dynamics could also be caused
by other effects, such as the decay by thermal diffusion of a temperature grating,
or the relaxation of excited states.

A second possibility that is only sensitive to charge carrier movement can be
implemented in non-centrosymmetric materials, where several new holographic
methods have been developed during the last decade of the 20th century which
rely on the refractive index modulation induced by space-charge electric fields
[9–21]. The motivation for these studies was the interest in the charge transport
properties of photorefractive crystals, a class of materials with potential for several
applications of dynamic holography and holographic data storage [22]. Despite
this interest and the fundamental role played by charge transport in the holographic
properties of these materials, very little data was available on the intrinsic charge-
carrier mobility because the low density of charge-carriers, their small mobility,
and their limited lifetime before trapping in some kind of deep or shallow traps,
limited the application of conventional mobility-measurement techniques. As a result,
various schemes were developed where the photorefractive properties of these
non-centrosymmetric materials were used to study charge transport. The basic
principle involves the fact that charge transport inside a spatially modulated carrier
density leads to a space-charge electric field, which then modulates the refractive
index of the material by the linear electro-optic effect, also known as Pockels effect.
The resulting refractive index modulation corresponds to a holographic grating in
the bulk of the sample which can be detected by the diffraction of a probe beam.

Since both charge-carrier excitation and detection of charge carrier movement can
be done optically, all such techniques amount to examples of four-wave mixing. This
wave-mixing approach to charge-transport investigation can be used both for
continuous wave excitation and for pulsed excitation of charge-carriers. 

From the study of the space-charge dynamics under continuous wave excitation
it is possible to measure the photoconductivity by purely optical means. This has
its own advantages because it allows a determination of the photoconductivity and
the anisotropy of the mobility tensor in the bulk of irregularly shaped samples,
without using any applied electric fields and with no need for electric current
measurements [19].

By confining the charge-carrier photoexcitation to a time interval so short that
it does not allow for any significant charge transport, it is possible to temporally
separate the charge-carrier photoexcitation process from the charge-transport process.
This leads to a simplification of the theoretical analysis, and to the possibility of
determining carrier mobilities by measuring the evolution of a charge carrier
distribution photoinduced by a short, spatially modulated light flash.
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This is at the origin of the Holographic Time of Flight (HTOF) method. The name
comes from the observation that diffusion and drift of a spatial sinusoidal pattern
of charge carriers in the bulk of a non-centrosymmetric sample, instead of a thin
sheet at the surface as in conventional TOF, leads to a refractive index grating: an
hologram [9, 20]. In HTOF, the current, following the evolution of the space-charge,
is measured optically by diffracting a probe beam from the space-charge-induced
refractive-index grating caused by the separation of the free carriers from their
excitation point. When the transport length, i.e. the spatial period of the photo-
excited charge pattern, is long and the mobility is small, charge-transport can be
observed using a continuous wave probe beam. For short transport lengths – which
can be as small as a fraction of a micrometer – and for larger mobilities, charge
migration can be followed using a delayed probe pulse in a pump & probe four-
wave mixing set-up [14, 15, 20] (see Figure 1). This allows the contact-less
observation of charge-displacement with picosecond time resolution – from nanosec-
onds down to the duration of the optical pulses used – and the measurement
of the charge-carrier mobility during the first few pico- or nanoseconds after
photoexcitation, over transport lengths of one micrometer or less, before the first
trapping event takes place. 

Two variants of HTOF can be implemented. When the charge-separation is
induced by drift in an external electric field we have the case of drift-mode HTOF
[9], represented schematically in Figure 2. This is the technique that most closely
parallels conventional Time-of-Flight. In drift-mode HTOF the space-charge field
reaches a maximum when the mobile carrier distribution has drifted by half of its
spatial period, to a position of anti-coincidence with the immobile distribution of
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Figure 1. Principle of impulsive photoexcitation of a modulated charge carrier distribution and pump
& probe measurement of its time-evolution. The interference pattern between two short pulses excites
a sinusoidal charge carrier distribution from donor centers in the energy-band gap, and a delayed
probe pulse detects the refractive-index grating resulting from the space-charge field induced by charge-
transport. The beams are arranged in a typical Degenerate Four Wave Mixing set-up.



the donors from where it was photoexcited. Further drift causes a decrease of the
space-charge field until coincidence is reached again and so on. HTOF was first
demonstrated in drift-mode with relatively large transport lengths of the order of
100 µm by Partanen et al. [9, 11], where it was used to determine the average electron
mobility caused by shallow traps in Bi12SiO20 [12].

Since HTOF starts from a sinusoidally modulated space-charge distribution,
charge-separation can also be caused simply by thermal diffusion, which tends to
make the photocarrier distribution homogenous. This effect is exploited by diffu-
sion-mode HTOF [20], although this name was not used initially [14, 15]. This
technique is represented schematically in Figure 3. In diffusion-mode HTOF, the
carrier migration leads to an exponential build-up of the signal of the form
1 – exp(–t/τ0). When the spatial modulation period of the carrier distribution is small
enough, the build-up time τ0 corresponds to the carrier diffusion time and gives
the mobility. Diffusion-mode HTOF was first used in a pump & probe, degenerate
four wave mixing set-up to determine the intrinsic electron mobility in KNbO3

[14, 15].
In the following, we first present the basic assumptions and principles that allow

an implementation of HTOF, and provide a detailed discussion of the influence of
various experimental parameters. Then, we review some of the work that has been
performed with HTOF. A description of the details of the actual experimental
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Figure 2. Graphical representation of the working principles of HTOF in drift mode, with a schematic
representation of photoexcitation by a modulated intensity pattern inside a sample with an applied electric
field. The drift of the negatively charged photoexcited electron distribution with respect to the positively
charged static ionized donor distribution is shown, together with the resulting time-dependence of the
HTOF signal. Note how the HTOF signal directly tracks the charge displacement, not just the
modulation of the charge-density.



setups is not included in this chapter. Besides the fact that we discuss the required
experimental parameters in depth, which should allow an easy experimental real-
ization, the references given already provide all the necessary experimental
arrangements in enough detail.

Readers familiar with photorefractive materials and the models used to describe
their optical response [22] may recognize some features of the theoretical results
and the discussion of the experimental parameters presented below. However, this
similarity is only superficial and can lead to a misinterpretation of what is taking
place. In the following, no attempt is made to use the concepts and definitions of
the conventional photorefractive theory based on quasi-continuous wave illumina-
tion. Trying to do this would only be a source of confusion in the present case, where
illumination is only used to establish an initial condition for the charge-carrier density
and charge transport takes place subsequently in the dark.

2.  Theory of Holographic Time of Flight

The optical excitation of free charge carriers and the optical detection of their move-
ments can achieve its full potential for mobility measurements when the experimental
parameters are chosen in such a way that the influence of charge-displacement on
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Figure 3. Graphical representation of the working principles of HTOF in diffusion mode, with a
schematic representation of photoexcitation by a modulated intensity pattern inside a sample. No electric
field is applied. The diffusion of the negatively charged photoexcited electron distribution with respect
to the positively charged static ionized donor distribution is shown, together with the resulting time-
dependence of the HTOF signal. 



the measured signal is maximized. By confining the charge-carrier photoexcita-
tion to a time interval so short that it does not allow for any significant charge
transport, it is possible to temporally separate the photoexcitation process from
the transport process. This leads to a simplification of the theoretical analysis, and
to the possibility of determining the absolute mobility of photoexcited charge carriers
by measuring the evolution of a charge carrier distribution photoinduced by a short
optical pulse.

The following is a slightly modified form of the treatments first published in Refs.
[11] and [14], with many additional details regarding the assumptions made and their
range of validity. We also add a previously unpublished analysis of the effects of
an applied electric field on the signal amplitude and a discussion of the main features
of the HTOF signal.

Four basic assumptions enable a simple and compact analysis of the photo-
excitation and transport mechanisms giving rise to the observed signal. They are
the precondition for a Holographic Time of Flight measurement, and we assume
them to be true for the analysis that follows:

1. The photoexcitation pulses are so short that no charge transport takes place during
the pulse duration. 

2. Only one type of mobile carrier is excited by photoionization of impurity centers
with energies in the gap between valence and conduction band. Photoexcitation
takes place in the bulk of the material. 

3. The density of photoexcited carriers is so small that there are no saturation effects
during photoexcitation and that the space-charge field that is built up by sub-
sequent charge transport has a negligible influence on the transport dynamics
itself.

4. The average lifetime τ of the photoexcited carriers is a constant, i.e. the distri-
bution of any trapping centers can be assumed to be homogenous.

The first requirement can be fulfilled by selecting an appropriate laser source with
short enough pulses.

The second requirement can be fulfilled by choosing an appropriate photo-
excitation wavelength that maximizes the probability for photoexcitation of one
particular carrier, and also by targeted doping of the material. One should note
that this requirement does not forbid simultaneous photoexcitation of electrons
and holes as long as there is a large enough difference between their respective
mobilities and only the contribution of one carrier is observed on a given time
scale.

The third requirement of a small density of carriers is met by reducing the
energy in the interference pattern used for impulsive photoexcitation. This can be
easily done because the detection of charge displacement by the electro-optic effect
allows a much greater sensitivity than other methods of optical detection that rely
on the change of optical properties introduced by the free-carrier density itself.

The fourth requirement is met in the presence of a spatially homogeneous dis-
tribution of traps in addition to the donor centers providing the photoexcited carriers,
a common occurrence. Further, if retrapping in the original donors was a signifi-
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cant contribution to the free carrier lifetime τ, one could help satisfying this require-
ment by reducing the contrast in the interference pattern that photoexcites the
carriers, and by the enforcement of the third requirement mentioned above.

It is important to note that the above assumptions can be largely satisfied by
adjusting experimental parameters that can be easily controlled, such as wavelength,
pulse-length, pulse-energy and contrast in the optical interference pattern. When
requirements (1)–(4) are met, the nature of the impurity centers from which the
free carriers are excited, or the nature of the trapping centers that limit their lifetime,
are not important in the analysis. One should also note that, among the above
assumptions and in the following, we do not consider the influence of the probe
beam used to detect the space-charge dynamics. First, any probe beam with an
homogenous intensity could only provide a homogenous free carrier background that
does not affect the space-charge modulation amplitude introduced by the excita-
tion pulses. Second, if the probe is a short pulse with the same characteristics as
the pulse used to photoexcite charge carriers, any effect it might have will happen
after it generated a diffracted signal pulse from the refractive index modulation.
An additional observation is that any homogenous, continuous wave illumination
during a pump and probe experiment would only provide a negligible number of
photons in the time interval of interest [20].

We are interested in the description of the evolution of a free-carrier modula-
tion from the moment it was created, to the point when it reaches a steady state.
For the sake of simplicity we consider photoexcitation of only one type of carrier,
and assume that they are electrons. Then the photoexcited electron distribution
that is left in the crystal after the photoexcitation pattern has been switched off at
time t = 0 is of the form

1
n(z, t) = n0(t) + 2

[n1(t)e
ikspz + c.c.], (1)

Where n1(t) is a complex amplitude and the initial conditions n0(t = 0) and
n1(t = 0) are given by the average energy and the contrast of the interference
pattern used to photoexcite the carriers. The “+ c.c.” stands for the addition of the
complex-conjugate expression. ksp is the modulus of the wavevector, pointing in
the z-direction, that describes the sinusoidal interference pattern. Under the assump-
tions mentioned above, the time evolution n(z, t) is governed by free carrier lifetime,
diffusion, and drift,

Here τ is the free-carrier lifetime, µ is the free-carrier mobility, kB is Boltzmann’s
constant, T is the absolute temperature, e is the unit charge, and E is a static
electric field along the z-direction. The “+” sign in front of the last term comes
from the assumption that the drifting charges are negative.

Substitution of (1) into (2) leads to separate equations for n0(t) and n1(t) with
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the solutions

n0(t) = n0
0e–t/τ, n1(t) = n1

0e–Γt, (3)

Where Γ = 1/τ + 1/τD + iω,

eτD =
k2

spµkBT
, (4)

is the diffusion time, and ω = µEksp is the rate of change of the spatial phase
caused by drift in the applied field.

Substituting (3) into (1) one finds

which shows that the average carrier density decays exponentially with the free
carrier lifetime, the modulation in the charge-distribution decays exponentially
with the diffusion time, and the phase of the charge distribution changes linearly
with the drift velocity µE.

Immediately after photoexcitation, the space charge corresponding to the free
charge carriers [–en(z, t = 0)] is exactly compensated by the ionized centers from
where they were excited, which have a charge density +en(z, t = 0). The evolu-
tion of the free electron density described by (5) then uncovers the space-charge
field of the ionized donors. As already mentioned above, the trapping mechanism
behind the free carrier lifetime does not need to be described in any special way
provided that its effect is just to transform a mobile free carrier described by the
mobility µ into an immobile carrier. If the carrier was captured by a shallow trap,
we assume that there is no significant thermal re-excitation during the time scale
of the experiment (the opposite case of a thermal re-excitation much faster than
the time-scale of the experiment would be taken into account by an effective
trap-limited mobility). The density of trapped charge carriers at any given time
after photoexcitation is then simply given by ∂nT(z, t)/∂t = –n(z, t)/τ, and it is
essentially the time-integral of (5). 

The space-charge electric field is found from the Gauss equation and the balance
of the charge densities of ionized donors, moving electrons, and trapped electrons,

where � is the effective dielectric constant in the z-direction [23, 24] and �0 is
the permittivity of vacuum. The resulting space-charge field is Esc(z, t) =
[Esc(t)exp(ikspz) + c.c.]/2 and it is spatially modulated like a plane wave, with the
complex amplitude

Esc(z, t) = E∞
sc[1 – e–Γt], (7)
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e

��0
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and a steady state value

In a non-centrosymmetric material, this electric field induces a spatial refrac-
tive index modulation – a holographic grating – with an amplitude that is linearly
proportional to the absolute value of (7). A probe pulse diffracted from this refrac-
tive index grating has an energy proportional to the modulation amplitude of the
refractive index, and therefore to |Esc(t)|2. A measurement of the probe energy as a
function of its delay time after charge-carrier photoexcitation allows a direct
observation of the evolution of the space-charge field. In the following we discuss
the material parameters that can be extracted from this measurement. 

From the form of (7) we see that Γ is a “build-up rate” that contains all the
essential features describing the time-dependence of the space-charge field. Its
real part corresponds to a buildup time τ0 = 1/Re[Γ]. Its imaginary part ω = µEksp

arises because of the applied electric field, and introduces an oscillatory behavior
in the time-dynamics. 

More insight into the physical mechanism can be gained by writing the full
time and space dependence of the space-charge field that can be derived from (7):

Esc(z, t) = |E∞
sc| [sin (kspz + θ) – e–t/τ0 sin (kspz + θ – ωt)]. (9)

Where θ is defined by E∞
sc = |E∞

sc|ei(θ – π/2) and represents a spatial shift of the space-
charge field modulation that is introduced by the applied electric field. Even without
an applied field, the space-charge field modulation is phase-shifted by π/2 with
respect to the optical interference pattern. For the sake of completeness, we also
give explicit expressions for the amplitude and the phase shift of the space-charge
field:

The space-charge field described by (9) consists of a time independent com-
ponent with a constant phase shift of π/2 + θ with respect to the light intensity
modulation and of a component drifting with velocity ω/ksp = µE. The amplitude
of the latter decays exponentially with the time-constant τ0. At time t = 0 these
two components exactly compensate each other. For later times the second
component decays and acquires a phase shift, leading to an increasing space-charge
field amplitude.

The time dynamics of the space charge field is plotted in Figure 4 for various
values of the imaginary part of the buildup rate. Comparing the dashed curve with
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the solid curve we see that clear oscillations in the time-dynamics of the space-
charge field appear when ωτ0 > 3. The oscillation period is related to the
drift-velocity and the period of the spatial interference pattern. The steady state value
of the space-charge field (8) depends on the balance between free-carrier lifetime,
diffusion-time, and drift velocity, as described by the term inside the square brackets
of Eq. (8). Note that the ω = 0 curve , corresponding to no applied field, describes
the position of the minima of the curves with ω > 0.

The above result is the full solution for the time evolution of the space-charge
field from the moment a sinusoidally modulated free-carrier density is created to the
point where the free-carrier density does not change anymore, either because the
effect of diffusion has died away, or because there are no free carriers left. This
process has the final result of creating a space-charge modulation that is left in
the material, while we assumed as an initial condition the absence of any space-
charge fields. It is beyond the theoretical model presented here to describe the
relaxation processes that lead to the slow disappearance of such a space-charge
field because of thermal excitation or a homogenous illumination [22]. The details
of these relaxation processes are irrelevant for the interpretation of HTOF data as
long as they restore the sample to its initial state before a new measurement takes
place. It is possible to accelerate the restoration of a homogenous distribution of
charge by illuminating the sample homogenously between successive pulsed
exposures [20].

To analyze the dependence of the space-charge field amplitude and dynamics from
the experimental parameters it is useful to introduce some dimensionless quanti-
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Figure 4. Evolution of the space-charge field amplitude in a HTOF experiment. Curves are shown
for different imaginary parts Im[Γ] = ω of the buildup rate Γ. The time axis is in units of the buildup
time τ0 = Re[Γ]–1 and the curves are normalized to the final space charge field amplitude.



ties. One is the wavevector k0 of the space-charge modulation for which the free-
carrier lifetime equals the diffusion time (4). The influence of the applied field
can then be described by ω0 = µEk0, and the dimensionless parameter used to plot
the curves in Figure 4 can be written as ωτ0 = ω0τ(k0/ksp + ksp/k0)

–1. We thus see
that the condition of a large ωτ0 is easier to fulfill for ksp = k0. This is the wavevector
to be selected in order to observe the oscillatory time dynamics of the space-charge
field with the smallest possible applied field. At shorter wavevectors the applied
field must be larger because of the increased influence of a limited free carrier
lifetime. At larger wavevectors the applied field must be larger because of the adverse
effect of a short diffusion time. 

The wavevector k0 also plays an important role in the case where no electric
field is applied and ω = 0. Figure 5 shows the exponential build-up time τ0 and
the steady-state value of the space-charge field as a function of the spatial period
of the optical interference pattern. The buildup time is proportional to [1 + (ksp/k0)

2]–1

and it is constant, given by the free carrier lifetime, for large spatial periods. It is
dominated by diffusion and proportional to the square of the spatial period for
ksp > k0. At ksp = k0, τ0 = τ/2 = τD/2. The space-charge field amplitude is propor-
tional to (k0/ksp + ksp/k0)

–1 and it peaks at ksp = k0, reaching its maximum value
n1

0e/(2ksp��0). An applied electric field not only introduces an oscillation of the space-
charge field amplitude in time during the buildup, but also increases the final, steady
state value of the space-charge field. However, as can be seen from Figure 5(b),
this effect can only be seen for large spatial periods of the photoexcited electron
distribution, where ksp << k0, because otherwise diffusion dominates. In this range
the steady-state amplitude of the space-charge is a constant independent from the
spatial period.

It is interesting to analyze this enhancement effect of the applied field further.
Figure 6 shows the ratio between steady-state electric field amplitude with and
without applied field as a function of the spatial period and for the same three applied
fields used in Figure 5(b). The dashed line in Figure 6 gives the maximum enhance-
ment possible, which is equal to 2 at ksp = k0 and tends to (k0/ksp)

2 at large grating
spacings. This ratio can be calculated from (10) in the limit of large spatial mod-
ulation periods, that is when τD >> τ, and for the practical case of small applied fields
when ωτ << 1. Both limits are easy to fulfill. The result is:

That is, in this limit the magnitude of the electric field induced enhancement
of the space-charge amplitude depends only on the applied field itself and on two
easy to control experimental parameters: the sample temperature and the wavevector
of the optical interference pattern. Moreover, it does not depend on any material
parameter. This means that a measurement of the enhancement at large spatial
modulation periods can provide a local, independent way to measure the electric
field that is actually present inside the sample where the measurement is per-
formed. This is important because a precise knowledge of the applied field is
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necessary in order to calculate the free-carrier mobility from a measurement of ω,
and it is well known that the electric field externally applied to a bulk photo-
conductor can be screened by accumulation of charges in trapping sites near the
contacts and by the effects of an inhomogeneous illumination.
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Figure 5. (a) Exponential rise time of the space-charge field amplitude, observed in the absence of
any applied electric fields, vs. the spatial period of the optical interference pattern. (b) Steady-state
space-charge field amplitude vs. the modulation period of the optical interference pattern for various
applied electric fields given in terms of the dimensionless parameter ω0τ.



3.  Review of mobility investigations performed using HTOF

Two different ways of measuring charge carrier mobility emerge from the above
discussion. The first is the use of an interference pattern with ksp > k0 to deter-
mine the rise-time of the space-charge field amplitude without applying any external
field. In this limit, the rise time is given by the diffusion time (4) and the mobility
can be readily determined. To check the validity of this interpretation, one can
measure the rise time as a function of ksp and confirm the expected quadratic
dependence. The second one is to use an interference pattern with ksp ≈ k0, apply
an external electric field along z, and determine the drift velocity from a measure-
ment of the oscillation frequency of the space-charge field amplitude. Obviously,
other spatial modulations can be used if one can apply a strong enough electric field.
In any case it is best to determine the size of the applied field inside the sample
by a direct measurement, such as the determination of the enhancement factor plotted
in Figure 6 .
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Figure 6. Enhancement of the steady-state space-charge field amplitude for applied electric fields E
of different magnitudes, represented by the dimensionless parameter ω0τ. The enhancement is given
with respect to the space-charge field amplitude at E = 0 and as a function of the modulation period
of the optical interference pattern.



The time-dependence of a space-charge field caused by diffusion of photo-
excited carriers after impulsive illumination was first observed in Refs. [25, 26].
In both experiments it could be assumed that no transport took place during the
photoexcitation pulse and a space-charge field buildup like that in Figure 4 was
observed. However, the potential of developing the experimental technique into a
controlled method for measuring mobility was not realized. In Ref. [25] the observed
signal was assigned to diffusion and a mobility was calculated from it, but the authors
miscalculated the influence of the free-carrier lifetime, which in their case deter-
mined the exponential time-constant of the build-up, and the resulting mobility value
was too large by more than an order of magnitude [20].

HTOF was first implemented in a controlled way to determine the average
mobility of electrons being continually trapped and re-excited thermally from shallow
traps while drifting under the influence of an external electric field in the sillenite
photoconductor Bi12SiO20 [9, 11]. The oscillatory time-dependence displayed in
Figure 4 was indeed observed, even though with a relatively strong damping. This
allowed the determination of the imaginary part ω of the build-up rate, and con-
sequently of the mobility (µ = ~0.2 cm2 V–1 s–1). The experimental parameters where
such that a trap-limited mobility was determined. In Bi12SiO20, the free-carrier
lifetime before recombination into a shallow trap can be as small as ~20 ns [11],
but in this material, charge carriers travel over distances as large as 100 µm while
being continuously trapped and thermally re-excited from shallow traps before
they finally recombine into a deeper trap [27]. The drift-mode HTOF experiments
of Ref. [11] were performed with a spatial modulation of the interference pattern
close to 90 µm and over a time scale of about 100 µs. The trap-limited mobility
measured on these space and time scales is thermally activated, and depends
exponentially on sample temperature. This was confirmed by temperature depen-
dent HTOF measurements, where an activation energy of ~0.3 eV was determined
[12].

Because of the large drift length corresponding to this trap limited mobility, it
should also be possible to determine its value by conventional time of flight
experiments, as was the case for Bi12GeO20, a material similar to Bi12SiO20, in Ref.
[28]. In that work the observed mobility varied from sample to sample in the range
between 0.2 and 1 cm2 V–1 s–1, as expected from a mobility that depends on impurity
concentration. This trap limited mobility cannot give any information on the intrinsic
properties of a charge-carrier. 

The strength of HTOF in this situation is highlighted by the fact that it would
be extremely difficult to extend the kind of time of flight experiments of Ref. [28]
in such a way that the intrinsic electron mobility can be determined in Bi12SiO20

despite the nanosecond free-carrier lifetime. HTOF, however, can be applied to
this task simply by changing the transport length. In a first attempt, HTOF in drift
mode was applied with a continuous wave detection of the evolving space-charge
field, but the low amount of probe-beam photons diffracted by the space-charge field,
and the limited time response of the photomultiplier used to detect them, compli-
cated the analysis [29]. These problems can be avoided by replacing the continuous
wave detection by an appropriately time-delayed probe pulse in a pump and probe
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setup [14, 15, 20]. This was done in Ref. [20], where the spatial modulation period
of the interference pattern was chosen to be a fraction of a micrometer, and the
evolution of the space-charge field was followed by a pump and probe technique
in the first few nanoseconds after impulsive photoexcitation of the sinusoidal
charge-carrier density. For the work in Ref. [20], HTOF in diffusion-mode was used.
This removed the difficulty of controlling and determining the effective value of
the applied field inside the sample, and easily allowed the investigation of the
electron mobility as a function of sample temperature [20, 30]. It was found that
the electron mobility determined in this way, µ = ~3.4 cm2 V–1 s–1 at room tem-
perature, was in fact the intrinsic mobility of the charge carriers in Bi12SiO20,
before their first encounter with a trap or an impurity. From the measurement and
analysis of the temperature dependence of the intrinsic mobility it was shown that
it corresponds to the mobility of large polarons [20, 30, 31]. Large polarons are
formed in ionic crystals when a free electron polarizes the lattice around it and
the electron drifts accompanied by the lattice polarization it induces. A discussion
of these results is beyond the task of this review, but it should be noted that the
high time resolution and controlled short transport lengths that are possible with
HTOF were instrumental in the direct measurement of the intrinsic electron mobility
and in the development of a fundamental understanding of the mechanisms limiting
the charge-carrier mobility in this material.

HTOF in diffusion-mode was first used in Ref. [14] to investigate the electron
mobility in KNbO3, a ferroelectric perovskite. Ref. [14] gives experimental evidence
for the dependence of the space-charge field amplitude and risetime from the
spatial modulation period that is predicted in Figure 5. In Ref. [15], the HTOF
measurements were extended towards shorter spatial modulations and applied to
several samples with different doping. The risetime data in Ref. [15] contains a
data point taken at a spatial period of 0.12 µm and it confirms the prediction of
Figure 5(a). The electron mobility was determined to be ~0.5 cm2 V–1 s–1 [15],
while a 4 ns free-carrier lifetime was observed. It is a surprising fact that the
free-carrier lifetime was found to be the same for several different samples, as though
it was also an intrinsic property of the material. The reason for this behavior is
unknown. Ref. [15] also provides experimental data and numerical simulations for
the saturation effects that occur when the energy density in the laser pulses used
to excite the charge carriers becomes too large.

HTOF in drift mode was first applied to the investigation of charge-carrier
mobility in organic photoconducting polymers in Refs. [32] and [16]. Characteristic
of these experiments is that the oscillatory behavior of the space-charge field depicted
in Figure 4 was not observed. After the first peak the space-charge field slowly
relaxed to its final steady-state value. In these experiments, the drift velocity was
estimated dividing the spatial period by the time corresponding to the first observed
peak in the diffracted signal amplitude. The oscillatory behavior was not observed
because in a polymer, like in many amorphous materials, there is no such thing as
the sharp value of the free-carrier mobility which was assumed in the theory pre-
sented in the previous section. Charge-transport in these materials is dispersive
[7, 33, 34]. This means that the distribution of trapping centers is such that many
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different thermal excitation times are possible, and that a drifting charge-carrier
can be captured in many different kinds of traps. Depending on the transport length,
the probability that a drifting carrier is trapped in a trap with a long thermal
excitation time is different and the resulting apparent mobility is different. Dispersive
charge transport occurs when the dependence of the trap density from the thermal
excitation energy of the trap follows an exponential law [34]. In a conventional
time of flight experiment, dispersive charge transport deforms the current
transient by stretching the current decay over many time-decades, but it is still
possible to identify a transition point that can be used to assign a mobility value
[34]. In HTOF, different “components” of the photoexcited charge-carrier distrib-
ution drift with a different velocity and the superposition of the contribution of all
components hides the oscillatory behavior; the time corresponding to the first peak
in the signal was used to obtain a mobility value in all experiments published to
date. But for dispersive charge transport it is difficult to relate this definition of a
HTOF mobility to the TOF mobility determined in a time of flight experiment
[16]. The reason is to be found both in the different transport lengths and in the
different effective transit time definitions used in the two experiments.

The hole mobility in a photorefractive polymer was also investigated by drift-
mode HTOF in Ref. [35]. Also in this case no oscillations in the space-charge
field amplitude could be observed because of the effect of dispersive charge trans-
port in the polymer, and only the time position of the first peak was used to
evaluate the experiments, which showed that background illumination changes the
value of the mobility [35]. 

A comparison between conventional time-of-flight and HTOF mobility mea-
surements in an organic glass showing dispersive charge transport was published
in Ref. [36]. Here again, no oscillations could be observed in the HTOF trace and
the time of the first peak was used to determine a mobility. As expected, this mobility
value and that obtained in a conventional TOF experiment were different, but their
respective electric field dependence was the same [36]. Additional HTOF investi-
gations in an organic glass were performed in Ref. [37]. As mentioned above, for
dispersive charge transport the relationship between the drift velocity measured
by the time delay of the first peak in a non-oscillating HTOF trace and the actual
distribution of mobilities is not a-priori clear. But one of the big advantages of HTOF
with respect to conventional time of flight is the relative ease with which the
transport length can be controlled. This fact was exploited in Ref. [38] to study
the relationship between the drift velocity determined by the position of the first
peak in HTOF and the transport length set by the spatial period of the interfer-
ence pattern. In addition, the relationship of the resulting HTOF mobility to that
determined by conventional time of flight was studied [38]. Because of the nature
of dispersive charge transport, both mobilities depend on the transport length.
These works complement a previously published analysis of the relationship between
HTOF and conventional time of flight measurements [17] in materials showing
dispersive charge transport, and give some additional background facts that are useful
for the interpretation of HTOF measurements in this class of materials.

As the measurements discussed above demonstrate, the fact that the transport
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length can be easily tuned in HTOF could make it an important tool for the study
of dispersive charge transport. However, there is still much work to be done in
the theoretical analysis of the influence of dispersive charge transport in HTOF
measurements.

In none of the drift-mode HTOF experiments published to date was the internal
electric field determined with the method described in the previous section. In
Ref. [11] the internal electric field was determined by electro-optic measurements.
In the other experiments discussed above the internal electric field was not deter-
mined independently. One measurement of the enhancement factor given by Eq. (12)
appears in Ref. [39] where it was found that the internal electric field was half of
that applied in the particular experimental configuration used, but it was not coupled
to a drift-mode HTOF experiment.

4.  Conclusions

Holographic Time of Flight is a modification of Four-Wave Mixing for the detec-
tion of charge transport in insulating or semiconducting materials. In this method,
two pump pulses impinge on the material at the same time, and produce a spatial
sinusoidal intensity pattern. Free charge carriers are then photoexcited from levels
in the energy gap between valence and conduction band. This free carrier distrib-
ution is spatially modulated like the interference pattern, and is then free to diffuse
or drift in an applied field. This leads to the creation of a space-charge electric
field after the pump pulses have left the crystal. In an appropriate experimental
configuration, this space-charge field will lead to a periodic refractive index
modulation that diffracts a probe beam incident at the Bragg angle. Good time
resolutions are obtained by using pump and probe techniques, where the space-charge
field caused by charge migration is detected by diffraction of a time-delayed probe
pulse, to generate a signal pulse. 

Holographic Time of Flight techniques offer two distinct advantages over regular
time of flight methods: (1) The length scale determining the time dynamics of
transport is the period of the sinusoidal excitation pattern, – instead of the sample
thickness like in conventional time-of-flight – and can be easily controlled by
changing the crossing angle between laser beams, with a lower limit of a fraction
of a micrometer. (2) The movement of the photoelectrons is measured optically,
allowing a higher time resolution, only limited by the length of the optical pulses
employed. Additional advantages can be summarized as follows. (3) The migra-
tion of a small concentration of charge carriers – of the order of 1014 cm–3 – already
gives a detectable refractive index change. (4) The detected signal has a very
characteristic signature that can be easily distinguished from other effects not
connected to transport, such as temperature gratings and excited states gratings,
allowing for a better identification of the charge-displacement signal. For example,
after pulsed excitation, the non-local response due to charge migration is initially
zero, leading to a time-delayed response easily distinguishable from other local
responses which are initially strong and decay later, like local heating or excited
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states. (5) Drift in an electric field of a sinusoidal carrier-distribution with constant
amplitude is readily visible because the sum of the space-charge field of the mobile
carriers and the space-charge field of the ionized donor centers oscillates in time.
Finally, for diffusion-mode HTOF we can add that (6) no electrodes are needed,
(7) no particular sample shapes are required, and (8) no uncertainties are intro-
duced because of possible internal electric field variations caused by trapped
space-charge.
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ABSTRACT: Physical mechanisms and theoretical models of laser ablation are discussed in this chapter.
Among the basic models we present the surface vaporization model, bulk models for polymer ablation,
e.g., photothermal and photochemical, photophysical ablation model and a two-temperature model for
subpicosecond ablation of metals. For various mechanisms typical associated phenomena are qualita-
tively analyzed and methods for studying them quantitatively considered. Calculations of ablation kinetics
for various materials are presented and compared with experimental data.

1.  Introduction

Irradiation of solid surfaces with intense laser pulses leading to removal of material
is called ablation. Pulsed laser ablation is of great interest to technological appli-
cations and fundamental physics. The great majority of researches e.g., refs. [1–8],
utilize the term “laser ablation” to describe the damage of a solid material, similar
to evaporation or sublimation, usually complicated by the occurrence of a condensed
phase in the disintegration products. However, we do not consider it appropriate
to use the term “laser ablation” to all kinds of laser-induced material removal
processes, e.g. for laser-induced chemical etching [8] and laser induced “crumbling”
of materials through the formation of microcracks [9]. 

Many authors also emphasize that laser ablation has a fluence threshold, i.e. an
appreciable removal of the material takes place only for Φ > Φth see, for instance,
refs. [10–12]). Some authors claim that the term “laser ablation” has been adopted
to describe situations with explosive vaporization of the underlying material, when
it reaches its vaporization temperature, see e.g. discussion [13]. Many models have
been developed to describe ablation processes, but each pertains only to a separate
component of the interaction thus applicable only in limited conditions. 

The pioneering investigations of laser ablation were performed almost 40 years
ago [14–18], see also [19, 20] and references cited therein. The aim of this chapter
is to outline the fundamental works on modeling laser ablation. Some of the most
important results were discussed recently in our papers [21–23]. Because of the
breadth of the problem, we do not discuss here physical processes within the plume
of the ablation products. 
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2.  Thermal model

2.1. Qualitative results

The first investigations of laser ablation [14–18] primarily dealt with the response
of the absorbing media to radiation of cw lasers and lasers with millisecond pulses,
where the quasi-stationary ablation regime achieved main attention. Relying on these
investigations, the so-called ‘thermal model’ of laser evaporation [14, 15, 18] was
formulated in the 1960s, not undergoing substantial changes since then.

Since the early 1980s ablation research was pursued primarily with laser pulse
durations in the nanosecond range [8]. Then, during the last decade, increasingly
more attention has been paid to the ablation produced by ultrashort laser pulses in
the picosecond and femtosecond range, see refs. [24–27], for which the quasi-
stationary model is not applicable. 

There is always the question of the laser ablation mechanism [28]. In partic-
ular, it is vital to understand whether experimental data can be interpreted by the
‘thermal model’ or other mechanisms, such as photochemical bond breaking, non-
equilibrium molecular excitation, which may play an important role in the process.
This endeavor requires the verification if the laser ablation rate obeys the conven-
tional ‘thermal’ behavior.

The kinetics of thermal evaporation of condensed bodies is described by the
relationship

v = v0 exp [–Ta/T] (2.1)

The constants v0 and Ta in formula (2.1) are listed in reference data e.g. [29].
The derivation of formula (2.1) and a comprehensive discussion may be found in
[30].

During laser pulse irradiation, the temperature T and the laser ablation rate v
vary with time. The dependences T(t) and v(t) are determined in experiments and
the laser ablation mechanism can be found by analyzing these dependences in
Arrhenius coordinates: ln (v) = f (1/T ), for which a straight line corresponds to the
thermal process.

However, the difficulty is that direct measurements of T(t) and v(t) are extremely
hard to accomplish in experiments with short laser pulses. As a rule, researchers
determine another dependence, namely, the layer thickness h of the material removed
per pulse as a function of fluence Φ [8]:

h = h(Φ), h = �
∞

0

v(t) dt, Φ = �
∞

0

I(t) dt, (2.2)

where I(t) is the intensity of the incident laser radiation. The integral curve
h = h(Φ) depends only slightly on the change in the ablation mechanism. The
experimental data can be satisfactorily described employing conservation laws, which
do not take into account the kinetics of the process investigated.
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The qualitative behavior of the h = h(Φ) dependence is easy to analyze. For
materials strongly absorbing the laser radiation, these dependences exhibit three
characteristic regions: the subthreshold process, Φ < Φth, the ablation in the
immediate vicinity of the threshold Φ ≈ Φth, and the region of developed ablation
2.5 Φth < Φ < 5 Φth.

In typical cases, the surface temperature T peaks at some point in time tmax, of
the order of the pulse length τ�, and varies smoothly in the vicinity. Furthermore,
in many cases of practical interest one can consider Ta >> T in formula (2.1). This
inequality determines in fact the range of applicability of formula (2.1). That is
why the integral of the laser ablation rate, which appears in expression (2.2), can
be calculated by the saddle-point method. 

The layer thickness of the material removed by one pulse is given by:

In the range of temperatures typical to laser ablation, the weak temperature
dependence of the parameter A can be neglected. In the majority of laser ablation
experiments, the fluence Φ = I0t� is varied by changing the intensity with neutral
density filters or focusing, while the pulse shape is kept constant. In this case,
for subthreshold fluences Φ < Φth, we can assume with a good accuracy that
Tmax ∝ Φ and transform relationship (2.3) to the Arrhenius form

h = A exp [–B/Φ], (2.4)

where A and B are constants. The presence of ‘Arrhenius tails’ (see in Figure 1)
is quite often regarded as a strong argument in favor of the thermal mechanism in
laser ablation, see for instance in ref. [31].

Above the threshold of laser ablation Φ > Φth, for relatively short laser pulses and
high radiation absorption coefficients an intermediate region of linear dependence
of the evaporated layer thickness vs. fluence is found, which follows from the energy
balance [8]:

h = β(Φ – Φth), β ≈ 1 – R
, (2.5)

L

where R is the surface optical reflection coefficient, and L is the latent heat of
vaporization per unit volume of the solid.

Lastly, the screening of the evaporating surface by the plume of the ablation
products exerts a significant influence on the ablation process at high laser fluences
2.5 Φth < Φ < 5 Φth. Assuming the optical thickness of the screening plume to be
proportional to the mass evaporated, one can show that the fluence that finds its way
to the solid surface, taking into account the radiation absorption in the plume, is
given by Φa = Φ exp[–αgh], where αg is the effective radiation absorption coeffi-
cient of the vapor normalized to the density of the solid. We substitute Φa for Φ
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( )h = A exp
Ta

Tmax
– , A ≈ √ 2πTmax

Ta
v0t�. (2.3)



in formula (2.4) and solve the resultant equation for Φ to obtain

Φ = B exp[αgh] ln–1 [A/h], (2.6)
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Figure 1. The thickness of polyimide ablated by excimer ArF, KrF, XeCl and XeF laser irradiation,
reproduced from Ref. [31], in Arrhenius (a), linear (b), and logarithmic (c) coordinates. The dashed lines
represent the best approximation by interpolation of formula (2.6). (d–f) Enlarged views of the regions,
where experimental points follow the Arrhenius (2.4), linear (2.5), and logarithmic (2.7) dependences
(straight dashed lines). 



Equation (2.6) was proposed in ref. [32] as an interpolation formula for describing
the dependence of the ablated thickness on laser fluence over a wide range of
fluences. Figure 1 shows that this equation agrees well with available experimental
data.

For small fluences, Eq. (2.6) reduces to Eq. (2.4). For high fluences, where
plays a significant role, it leads to a logarithmic dependence

Other screening models were considered in Refs. [16, 33].
Although all three characteristic dependences – the Arrhenius dependence (2.4)

in the subthreshold range, the linear one (2.5) in the vicinity of the threshold, and
the logarithmic one (2.7) in the screening region – were derived using qualitative
considerations, these dependences also follow from an extended consideration of the
dynamics of the process in the framework of the thermal model [34]. These three
ranges are conveniently analyzed more closely by using the proper coordinates in
which the h(Φ) dependences are represented by straight lines (Figure 1d–1f).

As shown below the integral curves have a weak dependence on the detailed
kinetics of the laser ablation. The registration of the time variation of the surface
temperature of the material experiencing ablation would be most informative.
These data, however, are hard to obtain. Paper [35] is an exceptional case where
the surface temperature of polyimide was measured for ablation produced by the
nanosecond pulse of an excimer laser.

2.2. Dynamics of laser ablation: Calculations assisted by the moments method

The accurate calculation of temperatures during laser ablation is of great importance.
This problem is however rather complicated. Calculations based on the solution
of the linear heat conduction equation are usually oversimplified and sometimes
inappropriate even for qualitative estimates. The moments method in contrast, seems
to be suited best for quantitative calculations of laser ablation. This method permits
the reduction of the complex nonlinear problem of solving partial differential equa-
tions to an integration of a set of ordinary differential equations. By this method
it is easy to take into account the temperature dependences of optical and thermal
properties of the material, the effects caused by radiation absorption in the vapor,
the phase transitions i.e., evaporation, melting, structural transitions, and also the
particular laser pulse shape [34, 36, 37].

We consider here the transient laser ablation in the one-dimensional case. This
case is realized when a target is irradiated by a sufficiently short laser pulse. Let
the plane ablation front travel in the z-direction with a velocity v = v(t). The heat
conduction equation written in the ablation-front frame of reference is:
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( )h =
1
αs

ln
Φ
Φs

, Φs =
B

ln (αsA)
. (2.7)

( )∂H
∂t

∂H
∂z

∂
∂z

= v +
∂I
∂z

–
∂T
∂z

κ ≡ B[T ], (2.8)



where

is the enthalpy per unit volume of the solid, c(T ) is its specific heat capacity, κ(T )
is the thermal conduction coefficient, and T∞ is the initial temperature. The density
ρ of the solid is assumed to be constant, and B[T ] denotes the right-hand side of
Eq. (2.8).

The absorbed laser radiation intensity distribution in the bulk of a solid is defined
by the equation

∂I
∂z

= –αI, I |z = 0 = Is, (2.10)

Here, α is the absorption coefficient, and Is is the absorbed laser radiation inten-
sity at the ablation front (z = 0).

The intensity Is at the ablation front depends on the temporal profile of the laser
pulse I = I(t), the surface temperature Ts = T(z = 0, t), and the layer thickness of
an evaporated material: h(t) = ∫t

0v(t1)dt1, which screens the ablation front:

Is = I(t)A(Ts) exp [–αgh], (2.11)

where A(Ts) = 1 – R(Ts) is the absorptivity, R is the reflectivity, and αg is the
absorption coefficient of the vapor (ablation products) normalized to the solid density.
The velocity of the ablation front is defined by formula (2.1) in which T = Ts(t)
should be substituted.

All optical and thermal parameters in equations (2.8)–(2.11) and also the pre-
exponential factor in formula (2.1) may generally depend on temperature.

The heat conduction equation (2.8) should be completed with initial and boundary
conditions. The boundary condition at the ablation front relates the heat flux Js at
the phase interface to the expenditure of energy for evaporation [15]:

Here, L is the latent heat of vaporization per unit volume of the solid,
Hs = H(Ts) is the enthalpy of a unit volume of the solid at the phase interface,
Hs

(v) = ρ∫Ts
T∞

c(v)(T1)dT1 is the vapor formation enthalpy referred to a unit volume of
the solid, and c(v)(T) is the heat capacity of the vapor at constant pressure. The second
boundary condition T |z → ∞ = T∞ and the initial condition T |t → 0 = T∞ are obvious.

In view of the relationship (2.9), the boundary condition (2.12) can be rewritten
as
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H(T ) = ρ �
T

T∞

c(T1) dT1, (2.9)

∂T
∂z

κ |z = 0 = v[L – Hs + Hs
(v)] ≡ –Js. (2.12)

∂H
∂z

|z = 0 = –
Js

χs
, (2.13)



where χ = κ/cρ is the thermal diffusivity, and χs = χ(Ts). The model described by
Eqs. (2.8)–(2.13) does not take into account some effects, such as the density
variation ρ = ρ(T ) caused by the thermal expansion of the solid. However, the
discarded effects are usually small, and therefore the model outlined in the fore-
going is appropriate for the quantitative investigation of transient ablation.

The basic idea of the moments method was outlined in detail in the monographs
[38–40]. The application of this technique to solve nonlinear heat equations for
thermal laser ablation was discussed in [34, 36, 37]. We introduce two moments
of the enthalpy distribution:

M0(t) = �
∞

0

H(z, t)dz, M1(t) = �
∞

0

zH(z, t)dz, (2.14)

Integration of the heat equation, with appropriate boundary conditions, yields
the following system of equations

A trial function of the form (2.16) satisfies the boundary conditions for z = 0,
z = ∞ and ensures the fulfillment of the obvious condition Hp(z = 0, t) ≡ Hs(t).
The first term in expression (2.16) describes the variation of the enthalpy distrib-
ution related to the radiation penetration depth, while the second term describes
the effects related to thermal conduction. The function �(t) is the enthalpy distrib-
ution spatial scale, i.e., the heated layer thickness or the characteristic thermal length.

Substituting expression (2.16) into Eq. (2.14) we get the following expressions
for the moments:

Next, one should introduce expressions (2.17) into Eqns. (2.15) to obtain the
differential equations for the functions Ts(t) and �(t). The Js and Hs quantities are
related to Ts by equations (2.9) and (2.12). It is worth noting that we need not
solve analytically these equations for the derivatives d�/dt and dTs/dt if we use
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dM0

dt
dM1

dt
= –vHs + Js + Is = –v(L + Hs

(v)) + Is, = –vM0 + �
T

s

T∞

κ(T ) dT + Is

α ,

(2.15)

The proper choice of the trial function is of crucial importance to the moments
method. In refs. [33, 35, 36] the adopted function was

Hp(z, t) =
1

1 – α� {[ Hs –
Js�
χs

exp [–αz] –] Js�
χs

z
�

exp –] ]}[ [α�Hs – .

(2.16)

M0 = (� + α–1)Hs –
α–1�Js

χs

α–1�Js

χs
, M1 = (�2 + �α–1 + α–2)Hs – (� + α–1) .

(2.17)



high-level software, such as ‘Mathematica’ [41], to solve numerically the resul-
tant equations.

In the particular case of constant thermal and optical characteristics these
equations can be written in an explicit form [21]:

are dimensionless parameters. One may note that in Eqs. (2.19)–(2.21) and later
on, T denotes the increase in temperature, i.e. the surface temperature is now defined
as T = Ts + T∞.

The system of equations for the surface temperature and the heated layer thick-
ness should be complemented with the equation describing the variation of the
ablation layer thickness:

which is required for describing the screening effect. Therefore, the problem reduces
to a system of three ordinary differential equations for the functions Ts(t), �(t) and
h(t), which should be numerically integrated with the corresponding initial condi-
tions. This approach proves to be more flexible and convenient for the analysis of
the experimental data than the direct numerical solution of the boundary-value
problem employing finite difference or finite element methods. An investigation
of different problems on laser ablation, performed in refs. [34, 36, 37], reveals
that the moments method maintains an accuracy of about 20–30% and allows an
easy inclusion of the temperature variations of c(T ), κ(T ), and A(T ).

Figure 2 gives an example of the computational investigation of the ablation
kinetics in polyimide exposed to radiation of excimer lasers with different wave-
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dTs

dt
d�
dt

= F(Ts, �),    = Ψ(Ts, �). (2.18)

The functions F and Ψ in the above equations are defined by the formulas

F = αvTL

(2q + 1)
1
ξ –

ξ
α�

1 +(

q – qs(1 – ξ) + (1 + α� + Π)[

)

χ
�

θs – 2

2 + α� + Π

(1 + θsξ)(2 + α� + Π)

, (2.19)

Ψ =
α� 1

ξ1 – q –( ) + (1 + θsξ)(1 + Π)
, (2.20)

. (2.21)

where

TL =
L
c

, Π = , ξ = , q =, θs =
TaTL

(TL + T∞)2
Is

cρvTs

v�
χ

Ts

TL

αχ
v

Ta

Ts + T∞
–[ ]dh

dt
= v = v0 exp , (2.22)



lengths. The temperature dependences of the thermal parameters of the material
are given in the Figure’s caption. The laser pulse shape was modeled by the function
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Figure 2. Laser ablation of polyimide [34]. Calculation by the moments method (solid curves) and from
experimental data [31] in conventional (a) and Arrhenius (b) coordinates. Parameters of calculations:
t� = 6.13 ns (the FWHM of the laser pulse is 15 ns); v0 = 3 × 106 cm s–1; Ta = 15.7 × 103 K = 1.51
eV; T∞ = 300 K; c = 2.55 – 1.59 exp [(300 – T )/460] J g–1 K–1; cg = 2.55 J g–1 K–1; κ = 1.55 × 10–3

× (T/300)0.28 W cm–1 K–1; ρ = 1.42 g cm–3; L/ρ = 500 J g–1; αg = 0.45 α; λ = 193 nm (triangles), A =
0.93, α = 4.25 × 105 cm–1; λ = 248 nm (circles), A = 0.88, α = 3.1 × 105 cm–1; λ = 308 nm (diamonds),
A = 0.89, α = 105 cm–1; λ = 351 nm (squares), A = 0.9, α = 0.32 × 105 cm–1. The dashed lines repre-
sent the calculated peak surface temperature.

t
t�

–[ ] , (2.23)I(t) = I0
t
t�

exp



with the fluence and the characteristic time related by the formula Φ = I0t�. We
note that the full width at half maximum (FWHM) of the laser pulse is tFWHM ≈ 2,445
t�. For brevity the pulse shape given by (2.23) will be referred to as the “excimer”
pulse.

One can realize from Figure 2 that the dependences of the removed layer thick-
ness h on the fluence Φ for the 350, 308, and 248 nm wavelengths are adequately
described by our formalism using the thermal model with surface evaporation. Notice
that the temperature at the ablation front in Figure 2 agrees well with that measured
in Ref. [35]. However, for the 193-nm radiation, the computations and experi-
mental data diverge significantly, probably since the ablation mechanism is more
complex than the purely thermal approximation.

Similar calculations employing the moment’s method were carried out for the
laser ablation of metals. In Ref. [36], for instance, a study was made on ablation
of indium exposed to a laser pulse with a duration of tFWHM = 15 ns. It turned out
that the calculated results involving the thermal model agreed nicely with the
experimental data throughout the nanosecond range [24, 42]. However, the ablation
mechanism proves to be more complicated for subpicosecond pulses e.g. tFWHM =
0.5 ps. Some of the calculated results on the laser heating dynamics and indium
ablation are given in Figure 3.

The investigation of the system of Eq. (2.18) is a conventional problem of the
nonlinear theory of oscillations [43]. This system of equations has a single singular
point Ts = Ts0, � = �s, which corresponds to the so-called stationary evaporation
wave [15, 17, 18], where F = Ψ = 0. The parameters of the stationary wave are
conveniently written implicitly by

Here the temperature Ts0 and the heated layer thickness �s in (2.24) are inde-
pendent of the absorption coefficient α. The moments method and the successful
choice of the trial function (2.16) lead to results which coincide with the exact
solution not only for short, but for also for long times, t → ∞. Therein presum-
ably lies the cause of the good accuracy of the method, typically of 20–30% [34,
36, 37].

Several parameters of the stationary evaporation wave are shown in Figure 4. One
can see from the plots that the lengths � and zmax decrease while the temperatures
Ts0, Tmax and the subsurface superheating ∆T = Tmax – Ts0 grow with increasing
radiation intensity. The lengths � and zmax differ greatly in scale, thus the point
zmax is located near the evaporating surface, and these lengths are therefore plotted
on different scales in Figure 4c. We stress also that the surface evaporation model
is applicable here only in the temperature range T < Tc, where Tc is the critical
temperature. As the critical temperature is approached, the enthalpy of the phase
transition decreases and then vanishes at the critical point. To investigate the laser
ablation at the critical and higher temperatures, one should use the hydrodynamics
models.
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χ
vs

vs = v0 exp
Ta

T∞ + Ts0
–[ ] , Is = cρvs(Ts0 + TL), �s = . (2.24)
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Figure 3. Calculated results on laser heating and ablation of an indium target in the subthreshold
region (the FWHM of the laser pulse is 15 ns) [36]. Shown are the laser pulse profile I(t), the surface
temperature Ts, the heated layer thickness �, the location of the melting front hm, the ablation rate v,
and the ablation layer thickness h of the material. The dotted lines represents the temperature deter-
mined by solving the linear heat equation

The thermal parameters in the equation are constant and equal to the corresponding values at room
temperature T∞. The temperature dependences of the parameters c, κ, α and A used in the calcula-
tions were reported in Ref. [36]. 

Tan = T∞ +
αA
ρc �

t

0

I(t – t1) ea2Dt1 erfc√α2Dt1dt1 . (2.25) (2.25)



The stability investigation of the singular point (2.25) is performed by conven-
tional techniques of non-linear theory [43]. This analysis [21] indicates that the
singular point, a node or a focus, is stable, and the stationary evaporation wave is
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Figure 4. Parameters of the stationary evaporation wave calculated for v0 = 106 cm s–1, Ta = 3 × 104

K, T∞ = 300 K, c = 1 J g–1 K–1, κ = 1 W cm–1 K–1, ρ = 1 g cm3, L/ρ = 104 J g–1, and α = 105 cm–1:
(a) temperature distribution in the wave for Ts0 = 3000 K (the inset shows an enlarged view of the
temperature peak neighborhood); (b) surface temperature Ts0, peak temperature Tmax, and the superheating
∆T = Tmax – Ts0 as the functions of intensity Is; (c) characteristic thermal length � and location of the
temperature peak zmax as functions of intensity Is.



therefore an attractor to which the solution is attracted from any initial conditions.
The bifurcation boundary, which separates the nodes and the foci, is shown in
Figure 5(a) in the {Is, α} – parameter plane. In the case when the state is a focus,
transient oscillations occur at the initial stage of the process. The phase portrait
and the oscillation dynamics of the ablation rate and heated layer thickness for
this system are shown in Figure 5(b–d), respectively. These oscillations may be of
importance [10].

When pulsed laser ablation is investigated, the intensity of the incident radia-
tion depends on time. In this case, Eqs. (2.20) should be solved simultaneously
with Eq. (2.23) and the intensity Is at the ablation front is given by formula (2.11).
The layer thickness of the material removed during a laser pulse is defined by the
integral
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Figure 5. (a) Bifurcation boundary in the plane of parameters {α, Is}, which separates stationary
states of the node and focus type; the thermal parameters are the same as in Figure 4. (b) Phase
portrait of the system for α = 10 cm–1, Is = 107 W cm–2, and stationary wave parameters Ts0 = 3848
K, �s = 13.8 µm. (c) Temporal variation of the laser ablation rate. (d) Temporal variation of the heated
layer thickness �.

h = v0 exp
Ta

T∞ + Ts(t)
–[ ] dt, (2.26)

t >> t�

∫
0



The expression (2.26) is understood as an intermediate asymptotic. Should the
integration in expression (2.26) be extended to infinity, the integral would diverge,
since for t → ∞ the temperature Ts → 0, thus the ablation rate v = v0 exp [–Ta/T∞]
> 0 becomes a finite though very small. The intermediate asymptotic technique is
well developed and widely used for problems of physics of combustion and chemical
kinetics [44–46].

It can be shown [34, 37] that the dependence h(Φ) has three characteristic ranges
in the case when the optical and thermal parameters are constant, i.e., the sub-
threshold case – for Φ < Φth, near-threshold for Φ > Φth, Φ ≈ Φth, and screening,
2.5 Φth < Φ < 5 Φth. The asymptotic behavior of the curves in these ranges is well
described by formulas (2.4), (2.5), and (2.7), and the general dependence follows
the interpolation formula (2.6).

The lowering of the threshold Φth by shortening the laser pulse can also be
considered as a characteristic feature of thermal ablation. The ablation threshold may
also vary significantly with the form of the laser pulse [36]. The peak surface
temperature grows by shortening the laser pulse, while the time at which this
temperature and heated layer thickness � are attained decreases [21]. 

Some special cases when the integral kinetics of laser ablation departs from the
discussed above are noteworthy. These departures may be caused by the tempera-
ture dependences of the optical and thermal parameters of the material. We shall
highlight here deviations of two types: (i) the slope of the h(Φ) dependence flattens
out, and (ii) the h(Φ) dependence steepens in the form of “jumps”. Responsible
for the special feature of the first type is, for instance, the lowering of the heating
rate in the vicinity of the melting point [36] and also the growth of the heat capacity
with temperature [37]. The jumps in the ablation rate may arise for instance due
to the temperature dependence of the absorptivity A(T ). For example, one can
consider the increase of absorptivity at temperatures T > Tj [21].

An interesting feature of the laser ablation for the case considered above is the
occurrence of an “intermediate threshold” attained when the laser ablation rate
experiences a rapid change. When the switching temperature Tj is relatively low,
the absorption jumps have a minor effect on the h(Φ) curves shapes. But as Tj

increases, the changes in the ablation rate become almost jump-like [21]. Jumps
of this type are frequently observed in experiments, see for instance, ref. [8], but
have not yet received a satisfactory explanation. In paper [11], attention was drawn
to the fact that the intermediate jumps can be attributed to ablation upon cessation
of the laser pulse, provided the ablation front catches up with the temperature
peak in the layer beneath the surface. In papers [48–50] the appearance of jumps
in the ablation rate at a specific fluence value were tentatively explained by an
“explosive vaporization” mechanism, i.e., boiling of the overheated material. A
similar acceleration in ablation can arise by the development of instabilities of the
plane ablation front [47]. The relation between volume and surface effects in ablation
processes was discussed in refs. [47, 51].
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3.  Bulk photothermal model

The thermal ablation model does not consider any chemical modification of the
material. However for some materials, e.g. polymers, these chemical transforma-
tions can strongly influence the ablation process. Polymers are composed of long
macromolecules consisting of sequences of monomers. The inherent feature of
polymeric materials is the hierarchy of bonds between the molecular groups. There
are strong, covalent, bonds connecting adjacent molecular groups of the same
chain, and weak, molecular bonds between neighboring groups that belong to dif-
ferent polymer chains. Removal of molecular groups from the material surface during
ablation proceeds through breaking covalent intra chain bonds. On the other hand,
the removal of polymer chain as a whole from the surface is possible as a result
of breaking of all weak bonds, which connect this chain with the surrounding
material. If the chain is long enough, this process is suppressed, because the
combined energy of the weak bonds is greater than a single strong bond. 

These problems were recently discussed in detail in the review paper [23] and
here we discuss briefly the so-called volume photothermal model of laser ablation
following refs. [52–55]. The basic idea of this model is that laser ablation proceeds
through a bulk reaction, which results in the creation of broken bonds. 

Let us consider a single-step, thermally activated reaction A → B. Here A is
associated with elements of the initial virgin material, while B denotes the reaction
products of broken bonds. NA and NB stand for the number density of species A
and B, nA = NA/N0 and nB = NB/N0 are the fractions of unbroken and broken bonds,
and N0 is the initial number density of the bonds. The chemical kinetics equation
reads then: 

where ∆Hb is the enthalpy of each strong bond, which is broken according to Eq.
(3.1).

The total energy of the “weak” bonds between the chain and environment for a
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kBT
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∂z

= V

+ (1 – nB)k0 exp

Here k0 is a constant, Eb is the activation energy and V is the ablation velocity.
Eq. (3.1) is given in the reference frame of the ablation front. The heat equation
has the usual form, similar to  Eq. (2.8)

The heat source term Q however, contains an additional term that takes into account
the heat effect of the chemical reaction. For nanosecond pulses we have

+
1

ρcp

∂
∂z ( ) + Q. (3.2)

∂T
∂z

κ

Q =
αI
cpρ

–
∆HbN0(1 – nB)k0 exp (–Eb/kBT )

cpρ
, (3.3)



short enough chain is proportional to its length. In the model under consideration
the ablation is caused by removal of sufficiently short polymer chains. The velocity
of ablation can be approximated similarly to Eq. (2.1) by

where Ea denotes the activation energy for removing a short polymer chain. In the
case of degradation of the polymer by random chain scission, either due to photo-
chemical or photothermal reactions, the average chain length is about ~1/nB after
several steps. Neglecting molecular-mass distributions of polymer chains one can
estimate Ea as

Ea = Em/ns. (3.5)

Here ns is the surface value ns(t) = nB(0, t) and Em stands for the energy of the
weak bonds per “monomer”. A monomer here refers to the molecular group between
neighboring-along-the-chain bonds, which can be broken. Thus the ablation velocity
is given in this case by:

Eq. (3.6) provides a sharp dependence of the ablation rate on the number density
of broken bonds at the boundary. Following Refs. [54, 55], we employ equation (3.6)
with the boundary condition:

where ∆Hm stands for the enthalpy of evaporation of weak bonds per ‘monomer’.
The boundary conditions at infinity are

T |z → ∞ = T∞, nB|z → ∞ = 0. (3.8)

This generic model permits various modifications and simplifications. For
example, instead of equation (3.6), which gives the Frenkel-Wilson type boundary
condition, one can use the Stefan type boundary condition, where a position of
the interface is fixed with a certain critical value, ncr of broken bonds [52, 53]:

ns = ncr. (3.9)

This condition can be considered as an approximation of (3.6) with a very sharp
dependence of the velocity on the fraction of broken bonds at the surface. If the
length of the chain at the surface becomes shorter than ncr and if Em can be neglected,
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kBnsTs
. (3.6)

κ(T )
∂T
∂z |

z = 0
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we obtain the condition (3.9). In this case the enthalpy of evaporation can also be
neglected, i.e. 

In what follows the surface evaporation thermal model, without the chemical
modification is referred to as model I. The volume model with a chemical modifi-
cation and with Stefan type condition (3.9) is referred to as model II, while the
volume model of Frenkel-Wilson type with the boundary condition (3.4) is referred
to as model III.

The analysis of the stationary ablation within the Stefan-type bulk photothermal
model has been performed in Ref. [52]. It was shown that a stationary wave in
this model is similar to the stationary laser surface evaporation wave, but with a
renormalized activation energy Ea′ = 2Eb/3. A more rigorous analysis [53] shows that
Ea′ slightly depends on the laser intensity, changing from Ea′ = 2Eb/3 at small
intensities to Ea′ = Eb at high intensities.

For the stationary regime, the surface evaporation model resembles the volume
model above in several aspects though it is not its limiting case. For example, in
the volume model a maximum of temperature is always reached at the surface. Here,
instead of the formation of a subsurface temperature maximum, observed in surface
models [15], the temperature distribution near the surface flattens out. One can in
fact subdivide two spatial regions, along the z-axes. In the reaction region, the
absorbed energy goes into the enthalpy of the decomposition reaction. In the
conduction region the reaction rate is small and absorption is balanced by changes
in temperature. The size of the reaction region, for high velocities, is of the order
of 1/α.

The volume model II yields the following time dependence of the ablated depth
h near the onset of ablation, as detailed in Ref. [53]:

The square root dependence in (3.11) leads to an infinite velocity at the moment
t = tcr. The total thickness of ablated material versus fluence near ablation threshold
is given in [53] by a square-root function

We have mentioned already that the experimental data on mass-loss kinetics of
polyimide irradiated by KrF excimer laser [31] demonstrate “Arrhenius tails” near
the ablation threshold. However, the bulk models II and III cannot explain these
tails, if we assume layer-by-layer ablation as the only cause for mass loss.
Nevertheless, it has been suggested in [53, 56] that these tails may originate from
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the depletion of the volatile species, which result from the same bulk reaction
A → B. This reaction breaks the bonds, destroys the polymer chains, and may simul-
taneously create trapped volatile species. Below ablation threshold, the volatile
species are responsible for mass loss, which requires out-diffusion of trapped species
and occurs on µs or even ms time scales. As volatile species and broken bonds
are produced in a pyrolytic reaction, this results in an Arrhenius tail. Above the
threshold, the volatile species leave the material together with the ablation products.
When ablation ceases, some of the volatile species still exist below the surface
and leave the material later. This results in an additional mass loss, M (per unit area),
which does not necessarily contribute to the ablated depth 

M = mvN0�
∞

0

nB(z)dz, (3.13) 

where mv is the mass of volatile products produced per broken bond. To compare
the theoretical curves with the available experimental data on mass-losses kinetics
we introduced the notion of an equivalent “depth” hM

Here mt is the initial mass per virgin bond, ρ = mtN0, and hM contributes to the
total effective “depth” h = hA + hM. The above picture is not in contradiction with
recent experimental spectroscopic findings [57, 58]. 
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hM ≡ M
ρ =

mv
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�

∞

0

nB(z)dz. (3.14)

Figure 6. Ablation kinetics of polyimide by KrF excimer laser. Experimental mass-loss data are
taken from Ref. [31].



We carried out the calculation of laser ablation kinetics of nanosecond pulses with
mass losses. Figure 6 shows the mass losses kinetics curve for all three consid-
ered models compared to the experimental data of Ref. [31]. From the curves it is
hard to distinguish between the models using only the experimental data on ablation
kinetics for nanosecond pulses. These models however yield large differences in
the dynamics of ablation as discussed in depth in [23]. 

Now the ablated depth is measured besides the mass loss method also by pro-
filometry such as optical interferometry, mechanical stylus [59] and atomic force
microscope (AFM) [60]. These measurements show that ablation starts sharply at
a fluence φ = φth. Similar conclusions were drawn from reflectivity [61] or acoustic
response measurements [62]. 

We believe that the bulk models outlined above provide the explanation for the
discrepancies between the mass-loss and profilometry experiments data. It implies
that the latter measure real layer-by-layer material ablation whereas the former takes
into account the mass-loss provided by the depletion of volatile species as well.
The mass-loss from the bulk of the material may influence the surface morphology
even below the threshold fluence. In polymers with flexible chains like PMMA,
this may result in an essential decrease of the thin polymer film thickness due to
free volume relaxation [63]. In polymers with hard chains like polyimide this
relaxation should be hindered. In polyimide phenomena like “hump” and “dent”
formation are observed [64]. These impede accurate AFM measurements of ablation
kinetics near the threshold.

4.  Photochemical ablation

The development of VUV laser sources [65, 66] with wavelength shorter than
commonly used F2 lasers [67] provides new opportunities for laser treatment of mate-
rials with greater accuracy and lateral resolution. In particular, VUV ablation of
polymers is one of the promising areas using the newly developed laser technique
[68]. From the very beginning of UV laser ablation modeling, it was believed that
polymer ablation is dominated by direct photochemical main-chain scission [69].
Comprehensive investigations [70] have shown, however, that, at least for the largely
studied and used polymer – PMMA, only by VUV the direct photochemical main-
chain scission becomes truly relevant to the laser ablation process. In photochemical
laser ablation the accompanying modification of material can be important. Thus,
first we consider modification of a material by the UV laser light without ablation.

Let us consider a laser beam propagating along the z-axis and the half-space
z > 0 being occupied initially by a homogeneous dielectric medium. First we consider
the simplest photochemical reaction 

�ω
A → B. (4.1)

Here A stands for the element of the initial material, and B denotes the product
of the photochemical reaction. The kinetics of modification caused by reaction
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(4.1) is described by the equations:

Here NA and NB are the number densities of A and B species, respectively, I is
the light intensity, ηA is the quantum yield, σA and σB are the absorption cross-
sections, and α is the optical absorption coefficient. This model describes irreversibly
induced darkening, for σA > σB or bleaching for σA < σB. We do not need a differ-
ential equation for NB since the conservation law requires N0 = const. The initial
and boundary conditions are:

NA(z, 0) = N0, NB(z, 0) = 0, I(0, t) = Is(t). (4.3)

One may consider instead of (4.1) a more general model, which consists of two
�ω �ω

successive photochemical reactions, A → B → C. In contrast to (4.1) this model
can describe a nonmonotonous change of the absorption coefficient. In a similar
way, three, four etc., successive or branching reactions can be taken into account
to describe the modification of the material. 

This type of models was analyzed in [71–75] for transient absorption during
pulsed laser permanent modification of polymers by UV lasers. Similar problems
were considered in laser physics, plasma physics and in photochemical kinetics
[76–77]. In [78] such models were applied to investigate the photo-aging of poly-
vinyl chloride (PVC). These models allow analytical solutions, see, e.g. [23]). The
set of partial differential equations can be reduced to ordinary differential equations,
describing the propagation of a non-deformable profile, or wave of modification [78,
80]) with a time dependent velocity.

For example, the model given by Eqs. (4.2), (4.3) can be reduced to the following
ordinary differential equation 
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∂I
∂z

= –αI;
ηAσA

�ω NAI;
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(4.2(4.2)

dnA

dξ = (1 – �)(1 – nA)nA – �nA log (nA) (4.4)

with boundary condition

nA(ξ = 0, t) = exp (–τ). (4.5)

Here we introduced the dimensionless variables

nA =
NA

N0
, τ =

ηAσA

�ω
σB

σA
�

t

0

Is(t1)dt1, ξ = σAN0z, β = . (4.6)



The value of parameter β controls the type of the irreversible optical modifica-
tion, such as bleaching for β < 1 or darkening for β > 1. The solution of equations
(4.4)–(4.5) is shown in Figure 7. One can see the propagating wave of the photo-
chemical modification along the ξ coordinate. The time dependent velocity of the
wave of modification is given by:

During ablation, part of the material is removed from the surface of the sample,
thus laser ablation provides the problem of photochemical modification with a
moving interface. There are two approaches to formulate this problem. The first
is similar to the Frenkel-Wilson approach in the theory of melting front propaga-
tion [8]. This approach for the photochemical theory of UV etching was developed
in Ref. [79].

The second is the Stefan-type approach [79, 81–83], which relates the position
of the ablation front to the critical number density of broken bonds, Ncr. It gives
an expression for the etch depth, he per single pulse, as a function of laser fluence
for the model of Eq. (4.2), as detailed in [83, 23]: 
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Figure 7. Wave of the typical photochemical reaction; the profiles nA = nA(ξ) are obtained by integration
of equation (4.4) for the parameter β = 0.5 (a), and for the parameter τ = 2 (b). For β < 1 one gets
the bleaching effect and with β > 1 the darkening effect. The profile of nB can be obtained from
nB = 1 – nA.

Vmod =
1

(1 – β)[1 – exp (–τ)] + βτ . (4.7)

[ ] . (4.8)he =
1
αP

ln 1 +
αP(Φ – Φth)(1 – R)

�ωκph



Here κph is the number density of photons, which should be absorbed at the
particular point to produce a critical number density of broken bonds. R is the
reflection coefficient and αp refers to the Lagrange extinction coefficient of the
plume. For the model of Eq. (4.2) where NB is associated with the number density
of broken bonds 

This equation coincides with the formula obtained in Ref. [84].
For multiple-pulses irradiation this model predicts a logarithmic dependence of

the etch depth on laser fluence if the fluence is much higher than the apparent
threshold, and a linear dependence for fluences much smaller than the apparent
threshold.

5.  The role of mechanical stresses

Mechanical stresses caused by laser irradiation of polymers can strongly influence
the laser ablation dynamics of these materials. Some authors consider mechanical
stresses among the main driving forces of laser ablation in PMMA [89–93]. Specially
designed photosensitive polymers were reported to be ablated by “explosive decom-
position” [94] for which mechanical stresses are expected to play an important
role.

The stresses can be thermo-elastic, due to thermal expansion, but they can also
be provided by low-molecular products of either photochemical or photothermal
bulk reactions. These species may result in quasi-stationary stresses due to an
increase in the total molecular volume. The well-known example is depolymeriza-
tion of PMMA. The polymerization of PMMA is accompanied by an up to 20%
volume contraction [95], thus depolymerization should be accompanied by an
expansion. On the other hand, for the small, light fragments and volatile species,
consisting of simple molecules like CO, CN, CH2 of number density N�, may be
treated as an ideal gas, causing an average inner pressure 

p = ζN1kBT, (5.1)

with ζ < 1, i.e., only a fraction of the total number of these species will contribute
to p.
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In the simplest case of uniaxial acoustic approximation when only the stress tensor
component σzz is relevant, the equation of thermoelasticity reads:

Here αV is the volume thermal expansion coefficient, EY is the Young’s modulus,
µ is the Poisson ratio, and cs is the sound velocity. Equation (4.2) should be solved
together with the boundary conditions :

σzz(t, z = 0) = p(t, z = 0), σzz(t, z = ∞) = 0. (5.3)

Here p is the quasistationary pressure, for which the volatile species obeys Eq. (5.1).
Stress can influence both the bulk photothermal bond breaking and material

removal from the surface due to a change in the corresponding activation energies
in formulas (2.1), (3.1), (3.4). A simple estimate of this influence is provided by
Zhurkov’s formula, see e.g. ref. [96], which yields a linear decreasing of the acti-
vation energy under stresses. For example, in the case of a simple photothermal
model we can write :

Ea(σ) = Ea – γσ, Eb(σ) = Eb – γσ. (5.4)

In polymers, γ may have values up to 10–21 cm3, e.g., for PMMA γ = 1.7 × 10–21

cm3 [96]. Formula (5.4) is valid for tensile stress, i.e. when σ > 0. In the opposite
case, of compressive stress, the relations (5.4) are not obvious, since then a decrease
in the activation energy by chain breaking is also possible due to local plastic
deformations [97]. Relations (5.4) are thus valid only if E > γσ. In the opposite case,
Ea < γσ, the chain breaking process will proceed independently of temperature
with a preexponential frequency, thus here the “sublimation” boundary condition
of the type (3.4) is not valid. 

The example of the simple bulk photothermal model in the quasi-stationary
case, when transient stresses can be neglected was considered in [23]. Typically
it is valid if the pulse duration, tp, is large enough: tp > 1/αcs. Here α is the
absorption coefficient and cs is the sound velocity. For short pulses when tp < 1/αcs

nonstationary effects, caused by transient stresses are important. These stresses
may result in spallation, i.e. in the removal of part of the material due to propagation
of the rarefaction wave, as demonstrated in ref. [91], where the whole PMMA
film was removed from the substrate by this mechanism. 

Transient stresses can also provide bulk chain degradation. Some possible non-
stationary effects when photophysical phenomena are accompanied by transient
stresses are considered in refs. [98, 99], along with some possible effects of the recoil
pressure on the generation of broken bonds. Some results of the calculations are
shown in Figure 8. 

When using the bulk photothermal model in the form studied in section 3 by
applying it to specific materials, the effect of stresses should be estimated if it is
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significant. For example, it was shown in Ref. [100] that for polyimide near ablation
threshold, both nonstationary thermoelastic stresses and quasistationary stresses
resulting from pressure provided by heated volatile species, can be neglected if
γ < 3 × 10–21 cm3 and ζ × m < 0.1. Here we assume that the bulk photothermal
reaction produces m volatile species per single chain break.

There is some contradiction between data on photochemical modification of
PMMA well below and near ablation threshold [92, 101]. With small laser fluences,
UV photon absorbed by the Ester group results in a cleavage of this group with a
small quantum yield ~0.01, of the main chain scission [102–104]. With fluences
close to the ablation threshold the chain scission process initializing depolymer-
ization is much more effective [101]. A possible explanation of this phenomenon
is that inner mechanical stresses increase the quantum yield of photochemical
chain breaking. Moreover, the activation energy of the initial pure thermal chain
breaking, which creates the end radicals initiating the unzipping process, can decrease
due to arising mechanical stresses.

Up to this point we considered some averaged macro-stresses. However at the
moment of emerging of monomer during unzipping or at the moment of cleavage
of a particular side group and escape of volatile species, the occurring micro-stresses
can be large enough to provide some chemical changes of adjacent molecules.
Molecular dynamic simulations of some of these processes are performed in papers
[90, 105, 106]. Another interesting problem is related to ablation in the presence
of outer stresses [107–110]. Here ablation is unstable resulting in surface pattering
and cracks formation.
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Figure 8. Spatial distribution of defects generated by acoustic waves due to transient thermal stresses.
Thermal relaxation time tT = 20 ps. The density number of defects is normalized to the total density
number of the chromophores. The coordinate is given in units 1/α. The parameters are the same as in
[99].



6.  Sub-picosecond laser ablation: Metals and the two-temperature model

When employing shorter laser pulses, i.e., subpicosecond pulses in ablation kinetics,
features appear which the conventional thermal model can no longer describe. These
features relating to the energy absorption, the electron-phonon interaction, the mech-
anism of transferring material to the vapor – gas state, and vapor expansion, are
described in refs [111–116].

A two-temperature model for the description of transition phenomena in a non-
equilibrium electron gas and lattice under subpicosecond laser irradiation was
proposed more than 30 years ago [15, 17, 117]. For a detailed comparison of this
model with experiment, various characteristics should be measured with a sub-
picosecond temporal resolution, which is an intricate task [118–122]. 

The electron-phonon interaction dynamics was investigated by Fal’kovskiï et
al. [123]. This research supports the validity of the basic ideas underlying the two-
temperature model, enabling one to determine the electron-phonon interaction
constant, and permits several kinetic coefficients to be expressed in terms of micro-
scopic metal characteristics. 

The two-temperature model describes the energy transfer inside a metal by
applying the coupled heat conduction equations for the temperatures of electrons
Te and the lattice Ti:

Here, ce and ci are the specific heat capacities of the electrons and lattice, respec-
tively; κe and κi are the corresponding thermal conductivity coefficients, and the
parameter µ = ce/τ characterizes the rate of energy exchange [W cm–3 K–1] between
the electron and lattice subsystems where τ is the characteristic exchange time for
the electron subsystem.

The laser energy absorbed by the electrons is described by 

∂I
Q = ∂z

= αI, I(0, t) = Is(t), (6.3)

where α is the absorption coefficient, and Is is the radiation intensity at the metal
surface (z = 0). The quantity Is(t) = I(t)A in Eq. (6.3) depends on the laser pulse
shape I(t), and the absorptivity A = 1 – R of the material. In the case of an ultra-
short laser pulse, the plume is produced after the pulse and has no effect on the
ablation process. Thus, it is no screening effect associated with plume.

The heat conduction equations (6.1) and (6.2) are written in the ablation front
frame of reference and thus the ablation front travels with a velocity v = v(t)
relative to the immobile material. This formulation is slightly different from the
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conventional two-temperature model [47, 124], from which several small parame-
ters in (6.1), (6.2), were omitted. Here, we take advantage of this form, because it
is convenient for the analysis of a stationary evaporation wave.

The boundary conditions that specify the energy fluxes at the surface z = 0 are:

where b0 is the Richardson constant, and Tu the work function. The factor k0 =
kB(T∞ + Tes)/e in Eq. (6.5) is used to convert the energy flux density Je into energy
units [W cm–2].

Similarly, the thermal flux related to energy losses due to material removal by
ablation is given by a formula similar to expression (2.12):

The two other evident boundary conditions, for z = ∞ and the initial conditions
for t = 0 are

Te|z = ∞ = Ti|z = ∞ = Te|t = 0 = Ti|t = 0 = 0. (6.7)

As in Section 2, the subscript “s” is used for denoting the temperature at the
surface z = 0, i.e. Te|z = 0 = Tes, Ti|z = 0 = Tis. The quantity Tes arises in the Richardson
law, while the quantity Tis arises in the laser ablation rate

To make the model suitable for analysis of experimental data, specific temper-
ature dependencies of the coefficients ce, ci, κe, κi, A, α and µ must be sought.
For instance, the electron heat capacity is a linear function of the electron
temperature, ce = βTe, and the lattice heat capacity ci is practically constant above
the Debye temperature T > TD. When calculations include melting process and
other structural phase transitions, the effective lattice heat capacity ci depends on
the lattice temperature Ti. Finally, the electron heat conductivity κe depends on
the temperatures Te and Ti [122, 134]. The reflection coefficient R and the absorp-
tion constant α also depend on the temperatures Te and Ti. Specifically, for
semiconductors, the reflection coefficient R varies linearly with electron tempera-
ture Te [122].
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The majority of the above-given temperature dependences may be taken into
account in the calculations in the same manner as done in the one-temperature
thermal model employing the moments method [34]. To illustrate the main features
of the two-temperature model, we consider a simplified problem in which all the
coefficients are assumed constant. 

The two-temperature model equations (5.1) and (5.2) apply when the classical
Fourier laws describing the electron and phonon thermal energy transfer can be used.
This implies that the model is appropriate for times much longer than τe. The time
τe itself depends on the electron temperature, on the energy density in a laser pulse,
and in typical cases it amounts to several hundreds femtoseconds [122].

The assumption of diffusive electron energy transfer (6.1) implies that the
variations in the electron temperature distribution occur over spatial scales greater
than the electron mean free path �e. For shorter lengths, the electron transport
becomes primarily ballistic [125]. For various metals, the quantity �e ≈ vFτe, where
vF is the Fermi electron velocity, differs by more than one order of magnitude.
For nickel, as an example, the electron mean free path �e is several tens of
nanometers, whereas for gold some hundreds of nanometers [126, 127].

Calculations using a simplified two-temperature model [118, 119, 124, 128, 129],
where the convective terms v∇Te, i were omitted, do not allow one to calculate the
layer thickness of the material removed by laser pulse irradiation. To achieve this,
one should take advantage of the complete model given by Eqs. (6.1), (6.2) and
extend the calculations to longer times, of the order of 103 laser pulse duration.
The late stage of the process was investigated in ref. [130] employing the moments
method.

The trial functions for the temperatures Te(z, t) and Ti(z, t) were chosen as:

These functions automatically satisfy the boundary conditions for z = 0 and
z = ∞. The trial solutions contain four unknown functions: the characteristic surface
temperatures Tes(t) and Tis(t) the characteristic scales of lengths �e(t), �i(t).

Next we introduce four moments for electron and lattice temperatures:

M0 = �
∞

0

Tedz, M1 = �
∞

0

Tezdz, N0 = �
∞

0

Tidz, N1 = �
∞

0

Tizdz, (6.10)

The differential equations for the moments are obtained by integrating the input
equations (6.1) and (6.2), see [21, 130]. The subsequent calculation involves the
substitution of the trial functions (6.9) into Eqs. (6.10) and the differential equa-
tions for moments. The result is a system of four ordinary differential equations
for Tes(t), Tis(t) and �e(t), �i(t).
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Te =
1

1 – α�e
[( Tes –

�e

κe
)Je ( Tesα �e –

�e

κe
) ]Jee–αz – e–z/�e

Ti =
1

1 – α�i
[( Tis –

�i

κi
)Ji ( Tisα �i –

�i

κi
) ]Jie–αz – e–z/�i

(6.9)



Figure 9 shows the dynamics of metal heating by a laser pulse with duration
tp = 1 ps and a fluence of Φ = 0.15 J cm–2, where the pulse shape is described by
Eq. (2.21). Referring to Figure (9a), it is seen that the electron temperature Te

“detaches” from the lattice temperature Ti during the laser pulse and peaks at
t ≈ 1.8 ps. The characteristic lattice heating time is sufficiently large, following from
the relation ci/µ >> ce/µ = τ, and the phonon temperature peaks at t ≈ 27.2 ps. In
this case, the characteristic scale lengths �e and �i in Figure (9b), increase in time
according to the thermal conduction law, i.e. are proportional to √i. For longer times,
the distinction between �e and �i is insignificant, while for t ≈ 100 ps the differ-
ence is still appreciable; �e > �i since κe > κi.

The results presented in Figure 9 show that the method describes adequately
the features of the problem, found for instance, in Ref. [124]. 

One can see from Figure (10a) that the ablation is completed in a time of the
order of 1 ns, which is approximately 103 times longer than the laser pulse. In
traditional experiments, the layer thickness of the material ablated in a laser pulse
is measured as a function of the energy density of the pulse. 
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Figure 9. Dynamics of metal heating by a tp = 1 ps laser pulse with fluence Φ = 0.15 J cm–2. (a) Electron
and lattice temperatures are Tes and Tis (the inset shows an enlarged view of the initial stage of the
process). (b) Characteristic spatial scales �e(t) and �i(t) of the electron and lattice temperature distrib-
utions. Parameters of the calculations are: ce = 0.04035 J cm–3 K–1, ci = 2.43 J cm–3 K–1, κe = 2.37 W
cm–1 K–1, κi = 1 W cm–1 K–1, relaxation time τ = 1 ps (µ = ce/τ), density ρ = 2.688 g cm–3, latent heat
of evaporation L = 10,860 J g–1, the factor in formula (6.8) is v0 = 414,000 cm s–1, activation energy
Ta = 35,240 K, the work function in expression (6.5) is Tu = 49,300 K, the Richardson constant b =
120.4 A cm–2 K–2, the initial temperature T∞ = 300 K, the absorption coefficient α = 1.516 105 cm–1,
and absorptivity A = 1.



The typical dependence of ablation kinetics on the laser pulse duration is
illustrated in Figure (10b). For a long, nanosecond laser pulse, the ablation is
insensitive to the lattice – electrons energy exchange rate. For τ ≤ 1 ps, the curves
coincide with the results following from the thermal ablation model with a single
temperature for the lattice and electrons. For short, picosecond laser pulses, the
corresponding curves are sensitive to the characteristic relaxation time τ. When
τ → 0, typical to the case of a purely thermal model, the curves show a faster growth
of the ablation layer thickness in comparison to the experimental results [36]. 

Another effect evident in Figure (10b) is the lowering of the ablation threshold
when shortening the laser pulse [8]. 

7.  Sub-picosecond ablation in Dielectrics

It is perceived now that the threshold ablation of transparent dielectrics by ultra-
short laser pulses (USLP) coincides with the onset of ionization [131, 134]. In
dielectrics, however, one cannot use the two-temperature model, because the energy
distribution of electrons cannot be described as quasi-stationary. Instead one should
examine the kinetic equation for the electron energy distribution.
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Figure 10. (a) The thickness of removed material as a function of time. Pulse duration of tp = 1 ps
with an energy density of Φ = 500 mJ cm–2. (b) Layer thickness of the material removed in one pulse
as a function of pulse energy density for one long and two short laser pulses. Parameters used for the
calculation are the same as in Figure 9.



We consider here dielectrics with a ionization potential εi = 10–12 eV. Seed
electrons are provided either by a direct transition from the ground state to the
conduction band or by transition through intermediate bounded excited states. If
γ2

A = 2ω2mεI/(eE)2, where γA is the adiabatic or Keldysh parameter [129], the direct
transition from the ground state to the conduction band can be interpreted as a
multi-photon transition with a rate W ∝ IK. Here m and e are the mass and the
charge of electron respectively, E is the electric field, I is the laser intensity, K =
〈εI(1 + 1/2γ2

A)〉 and the brackets stand for the integer part of a number. Impact
ionization can be described by Boltzmann-type kinetics equation [136, 137] for
the electron energy distribution function. In the case of wide bandgap materials
several simplifications lead to a Fokker-Planck equation for the electron energy
distribution function [128–129]. Both approaches provide a similar equation for
the time dependence of the number density of free electrons, Ne(t), [137, 138], which
for a rectangular laser pulse at the surface gives:

Here W is the rate of multi-photon ionization and tav is the characteristic time
of avalanche ionization. Equation (7.1) suggests that during the time interval tdelay

the impact ionization can be neglected and an increase in the number density of
free electrons is provided solely by multiple photon ionization. It was estimated
in [138] that tdelay � 0.2tav. Ionization results in a strong absorption of laser light
during the pulse, conveying energy from the laser to the solid, facilitating ablation.

For highly absorbing dielectrics, ablation due to heating can occur at a fluence
which is smaller than that needed for the development of avalanche ionization. In
what follows we assume that radiation is absorbed in a material by chromophores
[139], i.e., that the first electronic transition occurs in a bound state, which is typical
for polymers. Near ablation threshold ionization does not play a significant role
in energy transfer and can thus be neglected. The examples considered below are
related for instance to the near threshold ablation of Polyimide by subpicosecond
pulses at a wavelength 248 nm. Here the initial linear absorption at the wave-
length of irradiation is very strong. With ultra-short laser pulses we cannot employ
the approximation of a constant absorption coefficient, α = const., thus we must
consider the transient response of the medium. Since an important feature of such
a response is the saturation of energy levels, the absorption of radiation in a dielec-
tric will be described by multilevel models of this medium and we shall take into
account stimulated emission and nonradiative relaxation. A set of rate equations
for the populations of the energy levels for a three-level model is given by: 
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{dNe

dt
= W + Θ(t – tdelay)

1
tαv

(Ne – W tdelay), Θ(ξ) =
0,  if ξ < 0
1,  if ξ ≥ 0

. (7.1)
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n1 + n2 + n3 = n0. (7.4)

Here n1, n2, and n3 are the populations of the corresponding levels and n0 is the
number density of chromophores in the medium, taken in our calculations as
n0 = N0. σij are the cross-sections of the corresponding transitions and t21, t32 are
the nonradiative relaxation times of the electronically excited states. In equation
(7.3) the stimulated emission is ignored for the transitions between the third and
second level. The transition to the third level can be attributed also to the
photoionization of chromophores from the excited state. As discussed in [140,
141], this model for a medium response enables good fitting of the experimental
data for two-pulse ablation of Polyimide. The absorption coefficient is given by: 

α = σ12(n1 – n2) + σ23n2. (7.5)

In what follows we consider surface photothermal model (model I) and bulk
photothermal model (model III) for laser ablation of polymers. These models for
nanosecond pulses were considered in Section 3. The definition of the models is
given just below formula (3.10).

For subpicosecond pulses the heat source term in equation (3.2), instead of
(3.3), should be rewritten as follows: 

For a surface photothermal model we should take (7.6) with k0 = 0. 
We compare next the features of the dynamics of laser ablation predicted by

surface and bulk photothermal models of laser ablation of polymers considered in
section 3 [55]. In the numerical calculations below the Gaussian USLP with a
pulse duration of 500 fs is considered. It is seen in Figure 11(a) that the ablation
velocity maxima for the surface model practically coincides in time with the surface
temperature maxima. In contrast, the delay time between the maximum heating of
the surface of the material and the beginning of bulk laser ablation can be longer
by an order of magnitude as compared to the thermal relaxation time, see Figure
11(a, b). 

The beginning of ablation for the surface model is governed by a thermal
relaxation time, whereas in the bulk model the beginning of ablation is governed
by the thermally activated chemical reaction time of polymer chains scission. The
time delay of the ablation after the end of the laser pulse for the surface and bulk
mechanisms may differ by an order of magnitude [55]. The time of the beginning
of ablation after the end of the laser pulse can be fixed, for example, by using a
pump-probe technique [144–146]. The only existing data of time resolved experi-
ments have been published in ref. [142]. Two-pulse ablation experiments with
subpicosecond ablation of polyimide at 248 nm provided an estimation for the
thermal relaxation time of about 30–50ps. It was mentioned, however [142], that
within a time span of 200 ps after the single 500 fs pulse with a fluence above
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Q =
�ω

ρcp(T ) ( )+ –
n2

t21

n3

t32

∆HbN0(1 – nB)k0 exp (–Eb/kBT )
cpρ

. (7.6)



the ablation threshold there was no evidence of material removal from the surface.
The above analysis hints for a bulk model because the delay time between the end
of the pulse and ablation appears to be significantly longer than the thermal relax-
ation time. It should be noted, however, that additional experiments are needed to
confirm this.

8.  Photophysical ablation

A photophysical model of laser ablation has been suggested in [147–149]. The
main idea is that the activation energy for breaking a covalent bond within excited
molecules on the surface is smaller than the activation energy for breaking a bond
of the molecules in the ground state. Despite the obvious physical reasons, until now
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Figure 11. Dynamics of laser ablation for a single 500 fs laser pulse with fluence Fp = 50 mJ/cm2

for two ablation models. (a) Ablation front velocity and surface temperature versus time for surface
models (I) and bulk model (III) (b) Ablation front velocity, surface temperature and fraction of broken
bonds versus time according to the bulk model III. 



there is no direct evidence that the photophysical mechanism really works. Some
effect, which can be interpreted as a photophysical ablation, however, recently has
been shown in [150]. 

We consider the effect of USLP on a dielectric, which can be described by a
two-level medium. The laser frequency is assumed to be in resonance with the
electronic transition discarding the induced radiation effect. The aim of this section
is to compare the predictions of the photothermal and photophysical surface evap-
oration models in laser ablation.

Both models describe the material response in a similar way:

with the initial and boundary conditions

n*|t = 0 = 0, T |t = 0 = T∞, (8.4)

I |z = 0 = I0(t), n*|z → ∞ = 0, T |z → ∞ = T∞. (8.5)

The coordinate frame is taken at the ablation front, I is the laser intensity, T is
the temperature, n0 is the number density of chromophores, n* is the number density
of the excited chromophores, ω is the laser and electronic transition frequency,
σ12 is the corresponding absorption cross-section and V is the ablation velocity. t21

is the thermal relaxation time, κ(T ) is the thermal conductivity and cp(T ) is the
specific heat of the material.

The difference between the photophysical surface model and the surface photo-
thermal model can be observed by inspecting the relation for the velocity of the
ablation front and the boundary condition for temperature:

where Ea and E* denote the ablation activation energies for the ground and excited
states, respectively. The subscript s refers to the ablation front at z = 0 and ∆Hs

and ∆Hs
* are the transition enthalpies. ∆Hs

* was estimated as ∆Hs
* = ∆HsE*/E.
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Numerical calculations are performed for t21 = 30 ps with cp ≈ 2 J g–1 Κ–1,
∆Hs = 700 mJ/g and DT ≈ 10–3 cm2/s. Figure 12(a) exhibits the time dependence
of the ablation velocity for the photothermal model and for photophysical models
with different E*.

Since the pulse duration is considerably shorter than the relaxation time, ablation
starts after the laser pulse. Relaxation of excited species results in an increase of
temperature. The ablation velocity, according to the photothermal model, depends
monotonically on the surface temperature. This leads to a relatively rapid increase
in the velocity resulting from the temperature increase due to electronic relax-
ation. This rise is followed by a slow decrease of temperature due to the penetration
of the ablation front into a colder part of the sample and by heat diffusion, see
the “photothermal” curve in Figure 12(a). The ablation velocity demonstrates dif-
ferent behavior in the photophysical model. The sharp ablation velocity maximum
for the three upper curves in Figure 12(a) is not connected to the time dependence
of the surface temperature but to the decrease in the concentration of the excited
electrons because it is proportional to the population of the excited states on the
surface. When the population of the excited states vanishes, the velocity of the
ablation front reaches its pure photothermal value. 

The dynamics of a single USLP laser ablation, which proceeds photophysically,
is essentially different from the case of pure photothermal ablation. The most
important feature of photophysical ablation is that the time delay between the end
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Figure 12. Dynamics of laser ablation for a single laser pulse with fluence 50 mJ/cm2. The photo-
physical ablation with different E* and pure photo-thermal ablation. For all curves Ea = 1.5eV. (a)
Ablation velocity vs. time. (b) Surface temperature vs. time. 



of the USLP and the commencing ablation is shorter than the thermal relaxation
time, though, the resulting ablated depths can be similar if the activation energy
of the pure photothermal process is not very high.

Finally, investigations [149] show that the electronic relaxation time significantly
influences the efficiency of the photophysical ablation. Thus an increase in the
relaxation time results in an essential increase of the etched depths in the case of
photophysical ablation and slightly decreases the efficiency in pure photothermal
ablation. As a result, photophysical ablation mechanism can be recognized in
materials with long relaxation times and with high activation energy of pure
photothermal ablation.

9.  Conclusion

We stress again that many models have been developed to describe laser ablation
but there are no models yet that completely describe this process. Each model has
some limitations and is applicable only for specific conditions. This review does
not pretend to be exhaustive. As already noted, laser ablation has been the subject
of several thousand publications, and it is unrealistic to cover all those works in a
single review. 

Although laser ablation is an extremely intricate process, many aspects of this
process are reasonably clear from the physical standpoint and allow a rather close
quantitative description, which we endeavored to demonstrate in this review. The
thermal model and two-temperature model are well confirmed by experiment. The
basic problem however is that the models employed in the theory of laser ablation
rely on complex nonlinear systems of partial differential equations. Solutions of
these equations call for using numerical methods this however hampers the inter-
pretation of the experimental results. 

We demonstrated nevertheless in the present review, that it is possible to obtain
a reasonably complete description of laser ablation by invoking reduced models
that involve the solution of nonlinear ordinary differential equations systems. The
reduction can be performed by taking advantage of the moment’s method or special
solutions of the partial differential equations, the solutions possessing specific
symmetries. These models prove to be expedient for the quantitative analysis of
the experimental results and allow a better understanding of the physics of the
ablation phenomenon.
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ABSTRACT: The principles and properties of ultraviolet (UV) and vacuum ultraviolet (VUV)
radiation generated by decaying excimer complexes are discussed. Excimer lamps offer very high
intensity (before saturation effects start to limit the spontaneous emission) narrow-band radiation, at
various UV and VUV wavelengths, are highly efficient (with no self absorption), and can provide
high photon fluxes over large areas. For large-scale industrial applications silent (dielectric-barrier)
discharges using simple geometric configurations are therefore possible. Applications of these sources
include photo-deposition of large area or patterned thin metal films, of high- and low-dielectric-constant
insulating layers, low-temperature oxidation of Si, SiGe and Ge, and annealing, curing, cleaning, etching
and microstructuring of surfaces, demonstrating that these low cost systems can provide an inter-
esting alternative to excimer lasers for industrial large-scale low-temperature materials processing.

1.  Introduction

Monochromatic photons, especially in the ultraviolet spectral range, can selec-
tively initiate photochemical reactions in gas streams, in liquids and on surfaces.
Many of these processes have been demonstrated for the first time in research
laboratories using UV lasers. For industrial applications where large fluid flows
or surface areas need to be treated, however, cheaper and more robust wavelength-
selective photon sources are required. With the recent introduction of excimer lamps
new tools for large-scale low-temperature photo-processing are now emerging.
The advantages of these lamps include efficient generation of UV and VUV radi-
ation in pre-selected narrow wavelength ranges, high photon fluxes, a variety of
different geometrical shapes and extended operating lifetimes. 

Novel applications of UV excimer lamps include cleaning of large substrates,
curing of resins, adhesives and paints, surface modification, oxidation of Si, Ge
and SiGe, deposition of large area or patterned thin films, such as metals, semi-
conductors, or extremely high- to low-dielectric constant insulators, etching and
microstructuring of polymer surfaces, and annealing to improve optical and elec-
trical properties. Using short wavelengths even room temperature reactions can be
initiated. VUV photons are also utilised on a very large scale in plasma display
panels and in mercury-free fluorescent lamps. In these applications internal phosphor
coatings are used to convert the VUV excimer radiation to visible light.
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2.  Excimer formation in gas discharges

2.1. Rare gas excimers, halogen excimers and rare gas halide exciplexes

Non-equilibrium discharges in high density rare gases at a pressure level around
or above atmospheric pressure have the interesting ability to efficiently convert
electron kinetic energy to electronic excitation energy and rapidly funnel that
excitation to a few low-lying atom and excimer levels. These systems have been
intensively studied with pulsed electron beam pumping and pulsed discharge exci-
tation for excimer laser applications [1–3]. Simple and efficient excimer lamps
can also be built using different types of gas discharges to induce excimer forma-
tion in certain gas mixtures. The fluorescence radiation of decaying excimer
complexes is normally restricted to specific narrow wavelength ranges. Theoretical
predictions of the fluorescence efficiency of rare gas excimer radiation lie in the
range 45–80% [2, 4–9]. At particle densities of about 1025 m–3 excited species and
ions rapidly form excimer complexes. Vibrational relaxation is very fast at elevated
pressures and the spectrum is dominated by emission bands originating from the two
lowest excimer states. These excimer states do not interact with the ground state and
can only decay by radiation. The second excimer continua of the pure rare gases
He2*, Ne2*, Ar2*, Kr2*, and Xe2* peak at 74 nm, 83 nm, 126 nm, 146 nm and
172 nm, respectively. Table 1 shows the rare gas dimers with their respective peak
wavelengths. Typical halfwidths of the observed fluorescence bands are between
10–15 nm. With mixed rare gases the emission can spread over a wider wave-
length region due to the formation of heteronuclear diatomic molecules [10–11]. 

Table 1. Rare gas dimers with corresponding peak wavelengths in nm.

He2* Ne2* Ar2 Kr2* Xe2*

74 83 126 146 172

For industrial applications the Xe2* excimer has become the most important
vacuum ultraviolet source because high purity silica tubes with sufficient VUV
transmission are available. For shorter wavelengths special window materials, such
as LiF, MgF2 or CaF2 have to be used. For wavelengths below 100 nm no trans-
parent window materials are available. Of the shorter wavelengths, Ar2* excimer
radiation has in particular achieved importance in intermediate through-flow
windowless systems. 

The energy of excited rare gas atoms and ions can also be utilized to form halogen
excimers, X2*, or rare gas-halide exciplex complexes of the type RgX*, where Rg
stands for a rare gas atom and X for a halogen atom (Rg: He, Ne, Ar, Kr, or Xe,
and X: F, Cl, Br or I). In these excimers the bound-free B → X transitions are utilised
in a similar way to generate spontaneous VUV/UV emission of high efficiency
and even smaller bandwidth, typically of 2–4 nm spectral width [12, 13]. Table 2
summarises several excimers and their respective peak wavelengths, while
Figure 1 shows selected emission spectra.
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Table 2. Halogen and rare gas halide excimers with corresponding peak wavelengths in nm.

F2* ArCl* ArF* KrCl* KrF* XeI* Cl2* XeBr* Br2* XeCl* I2* XeF*

157 175 193 222 248 253 259 282 289 308 342 354

Figure 1. Characteristic emission spectra of excimer lamps (after Refs. [16, 18]).

2.2. Excimer lamps utilising silent discharge excitation

In this chapter we concentrate on the excimer lamp systems based on silent
discharges (also referred to as dielectric-barrier discharges or DBDs). This type of
discharge allows excitation of the gas mixture without having metal electrodes in
contact with the aggressive plasma. For practical applications this has proved to
be much simpler than with high-energy electron beam generators or pulsed capac-
itor discharges which tend to be expensive and only operate at low repetition rates.
Laboratory type excimer sources based on sealed electrodeless lamps are cheap
and have potentially long operating lifetime as reviewed elsewhere [4, 14–19]. These
lamps are filled with excimer forming gas mixtures at filling pressures of 0.1–1
bar. In most applications quartz tubes are used which can have protective internal
coatings against fluorine attack or functional coatings to reduce the ignition voltage.
High purity silica (Suprasil) is transparent down to the wavelength of the powerful
Xe excimer lamp operating at 172 nm. To achieve even shorter wavelengths special
window materials or windowless geometries can be used [17, 20]. Switch-mode
power supplies operating in the range 20 kHz to 15 MHz provide an efficient and
reliable way to drive these discharges. Either transformers or resonant circuits are
used to step up the voltage to the range of a few kV (peak-to-peak). With recent
advances in HV power semiconductor devices these elements may no longer be
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required in the future. The use of dielectric-barrier discharges to generate excimer
radiation has proved to be a very sound concept [4, 15–19, 21–23]. Their main
advantage is simplicity, high efficiency and low cost and lack of internal elec-
trodes. Sealed lamps of various planar and cylindrical geometries can be designed
(Figures 2 and 3). The width of the discharge gap ranges from 0.1 mm to several
mm and filling pressures from 104–5 × 105 Pa. In many cases a third buffer gas
(He, Ne) is added to the binary excimer-forming mixture to facilitate ignition and
provide additional control over the electron energy distribution. Operating fre-
quencies range from 50 Hz to 15 MHz, applied voltages from a few hundred V to
several kV, and when discharge gap widths of a few mm and excimer forming gas
mixture pressure around 1 bar are used, voltage amplitudes of a few kV are required
for ignition. The so-called planar electrode configuration on the right of Figure 3
uses thin adjacent metal electrodes that are imbedded in or covered by a dielec-
tric. Very fine structured electrodes have been manufactured by screen printing, a
fast and economic process by which dielectric layers can also be produced. In this
configuration a few hundred volts is sufficient to ignite a surface discharge in the
gas mixture. Commercial excimer lamps are now available for 126 nm (Ar2*), 146
nm (Kr2*), 172 nm (Xe2*), 222 nm (KrCl*) and 308 nm (XeCl*) with typical effi-
ciencies from 5–40%. For curing applications, cylindrical XeCl* lamps up to 2 m
length are available. Powerful and efficient XeI* and XeBr* lamps radiating at
253 nm [24] and 282 nm [25], respectively, have recently been investigated. Most
excimer lamps concentrate their narrow emission around the quoted wavelength.
Cooled versions can operate close to room temperature even at high electrical
input powers. Phosphors can be used to transform the UV radiation to visible light.
This is the basis of mercury-free fluorescent lamps and of flat plasma display
panels with up to 1.5 m picture diagonal. In these applications simple glass
structures can be used because no UV transmission is required.

Using the co-planar electrode configuration shown in the right of Figure 3, thin
(< 10 mm thick) flat, large-area, Hg-free fluorescent lamps have been developed
[26–28]. The applications are mainly for backlighting liquid crystal displays for
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small automotive displays to large LCD screens. Operating lifetimes up to 100,000
hours have been reported. Since internal phosphor layers are used to convert the
VUV Xe excimer radiation to visible light, sealed glass cells are used. If large-
area sources are desired for wafer processing or surface treatment this technology
could readily be extended to use UV transparent silica vessels or windows. The
attractive feature of this is that inexpensive manufacturing techniques have been
found to apply electrode structures and dielectric coatings by thick film printing.
Based on these significant advances large- area flat VUV sources using excimer
radiation at 172 nm can be readily mass-manufactured. 

To overcome the limitation of window materials at wavelengths shorter than
the 172 nm radiation of xenon excimer also windowless or open configurations have
been proposed. A relatively simple configuration can be found in Ref. [15]. In
this configuration (Figure 4) the silent discharge is initiated between adjacent tube
electrodes covered by a dielectric that can be made of e.g. silica or ceramic. If a
rare gas fill is used, the second excimer continuum is generated, and irradiates the
substrates without intermediate windows.

A more sophisticated version has been developed at the Institut für Oberflächen-
modifizierung (IOM) in Leipzig [20]. This pilot installation with a moving belt
(Figure 5) provides powerful radiation at 126 nm by using a through flow argon
system. The length of the electrodes is 30 cm, the applied voltage 1.5 kV, the fre-
quency 1 MHz, and the RF power is 2.5 kW. By optimising the seals the Ar flow
could be restricted to 5–20 l/h. The maximum tolerable oxygen content was kept
below 100 ppm. Since argon gas is not very expensive and the use of technical grade
levels is sufficient large industrial installations based on this principle are readily
conceivable.
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3.  Applications of incoherent excimer radiation

Soon after the prototypes of excimer lamps [4, 15, 17, 29–31] became available these
novel UV sources found a large number of interesting applications [32, 36, 44,
48, 54, 59, 61], including dielectric [32–35] and metallic [36–43] thin film
deposition, oxidation of Si, Ge and Si-Ge [44–47], annealing [54–58], surface
modification and polymer etching [48-53], degradation of various pollutants [59,
60], as well as large area flat panel displays [61, 62] etc. Single- and multi-layered
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Figure 4. Windowless excimer vacuum ultraviolet source (after Ref. [15]).

Figure 5. Windowless, Ar excimer UV irradiation system after M. Lenk/R. Mehnert, IOM, Leipzig
[20].



films of SiO2, Si3N4, and SiON could be deposited by UV-CVD from different
mixtures of silane, oxygen, ammonia, and nitrous oxide gases [32–33, 63–66].
Fine-tuning of the refractive index of these films could be controlled by varying
the precursor ratios. Direct irradiation of Si in O2 at 250 °C was found to induce
oxidation rates more than three times greater than those obtained using a typical low
pressure Hg lamp at 350 °C [44, 46, 67]. Novel applications toward high- and
low-dielectric constant thin films on Si by photo-CVD as well as UV sol-gel
processing, have been reported, including Ta2O5, TiO2, Ti-doped Ta2O5 and HfO2,
ZrO2 and PZT. Several of these techniques will be reviewed in the following sections.

3.1. VUV cleaning of surfaces

UV cleaning of glass substrates in LCD manufacturing, of reticules for VUV lith-
ography and in wafer processing has become a standard process. The main aim is
the removal of residual organic surface contaminants (mainly aliphatic and aromatic
hydrocarbons), to improve wetability and to promote adhesion. Xe excimer lamps,
whose photon energy is 7.25 eV, are mainly used for this purpose. This is high
enough to break most molecular bonds in organic compounds. However, it is not
high enough to split the CO2 molecule, one of the most likely final products. UV
cleaning is typically performed in an Ar/O2 mixture at reduced pressure in the 10–100
mbar range. The Ar carrier gas is transparent to this radiation, while O2 is strongly
absorbing, and splits into the very reactive atomic constituents O(3P) and O(1D).
Ozone (O3), formed by a recombination of O atoms with O2 molecules, also absorbs
the radiation and photo-dissociates to yield an excited O(1D) atom. H2O molecules
resulting from the cleavage of organic compounds of the general form CxHyOz also
strongly absorb this radiation, and following excitation, homolyse with the forma-
tion of hydroxyl radicals and hydrogen atoms. The gas pressure and oxygen content
is optimised to obtain a powerful cleaning process of surface contaminants resulting
from the combined attack of direct VUV irradiation and a highly reactive gas mixture
containing O3, O(3P), O(1D) and OH radicals. The intermediate molecular frag-
ments are transformed into the stable end-products H2, H2O, CO and CO2, which
are carried away in the gas stream. The result is a much cleaner surface with a
wetability contact angle of 5°–10° compared with 30°–60° before VUV cleaning
depending on the nature of the substrate. Present technology uses arrays of parallel
linear cylindrical Xe excimer lamps providing irradiances of typically 10 mW/cm2.
Adhesion improvement can be achieved in 10 s, though thorough surface cleaning
may take a little longer.

3.2. High dielectric constant materials

As electronic devices scale down, their gate oxide thicknesses must be corre-
spondingly reduced and thickness control becomes a critical issue. If trends continue,
then by 2012 the SiO2 thickness predicted by the semiconductor industry roadmap,
will reach atomic dimensions (five Si atomic layers), or less than one nanometre
[68] as indicated in Table 3 [69, 70]. For 0.1 µm technology and beyond this gate
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thickness must be scaled below 2.0 nm and will present extremely difficult fabri-
cation and reliability problems as well as fundamental quantum mechanical
difficulties. However, an insulating film with a dielectric constant higher than that
for SiO2 (see Table 4) can solve this gate dielectric problem, allow the use of a
thicker insulating layer with a similar effective capacitance and enable a further
decrease in device area. Recently, many high dielectric constant materials have been
investigated as possible candidates to replace SiO2 in dynamic random access
memories (DRAMs). Some of these are summarised in Table 4. More detailed
thermodynamic stability and Si-compatibility of these dielectrics can be found
elsewhere [71–73].

Amongst these dielectrics, much of the focus of current high k research involves
PbZrxTi1 – xO3 (PZT), BaxSr1 – xTiO3 (BST), Ta2O5, TiO2, and HfO2. Tantalum pen-
toxide (Ta2O5) is a promising candidate to replace SiO2 in several applications
because of its compatibility with ULSI processing and its chemical and thermal
stability [74–77]. Various storage capacitor configurations with Ta2O5 films such
as polySi/Ta2O5/polySi (SIS), metal/Ta2O5/metal (MIM), or MIS, are also used to
study its properties [78]. Ta2O5 capacitors with TiN/poly-Si top electrodes are suitable
for 256 Mbit memory devices [76]. Recently, a large increase in dielectric constant
from 20 to >120 in Ta2O5 bulk ceramic through the addition of 8% TiO2 has been
shown [79]. Mixed Ta-Ti oxide films have since exhibited dielectric constants
> 50 [80–81]. However, neither pure nor doped Ta2O5 can be applied to DRAM
technology, because of large leakage currents in the as-deposited films due to oxygen
deficiency, and defect and impurity contamination present. These can be reduced
by post-deposition furnace annealing, with O2, N2, H2, NH3, O3, N2O, etc., rapid
thermal (O2) annealing (RTA), UV generated ozone (UVO), plasma and a number
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Table 3. The projected gate oxide thickness for CMOS integrated circuits for 1997–2012 [69–70].

Technology timeline 1997 1999 2001 2003 2006 2009 2012

Design rule (µm) 0.25 0.18 0.15 0.13 0.10 0.07 0.05
Wafer diameter (mm) 200 300 300 300 300 450 450
Gate dielectric (nm, ε = 3.9) 

equivalent SiO2 thickness 4–5 3-4 2-3 2-3 1.5-2 < 1.5 < 1.0
Gate dielectric (nm) Ta2 O5

thickness ε = 19) 20–25 15–20 10–15 10–15 7.5–10 < 7.5 < 5

Table 4. Alternate gate dielectrics for use in silicon MOS transistors [71–73].

Material k Material k Material k Material k

PbZrxTi1 – xO3 (PZT) 1000 Ta2O5 25–28 Nd2O3 16–20 MgO 9.8
BaxSr1 – xTiO3 (BST) 500 LaAlO3 25 Y2O3 11–14 Li2O 8.1–8.8
TiO2 100 La2Be2O5 25 Er2O3 12.5–13 MgAl2O4 8.3–8.6
LaScO3 30 ZrO2 22 ZrSiO4 12–13 BeO 6.9–7.7
Y2O3–ZrO2 29.7 La2O3 21 Al2O3 9–12 Ce2O3 7.0



of 2-step and more complicated methods [54–56, 82–93]. Since furnace and RTA
annealing are carried out at > 700 °C the Ta2O5 is crystallised and grain bound-
aries lead to an increase in leakage [82]. With UVO and plasma annealing, leakage
can be significantly reduced compared with other techniques with the films remaining
amorphous because of low annealing temperatures (< 400 °C). Table 5 summarises
the properties of the Ta2O5 films deposited and annealed by different methods.
After annealing, the leakage current significantly reduced to the range 10–6–10–8

A/cm2 from around 10–3 A/cm2 in the as-deposited films. A variety of chemical
and physical deposition techniques have been used to deposit Ta2O5 films [54, 55,
75, 83–89, 94–99]. Each technique has its merit and drawbacks. However, photo-
induced processing has in particular received much attention since it operates at
low temperatures, which minimises problems such as atom diffusion, dopant redis-
tribution, and defect generation caused by higher temperatures, and the processed
surface is not subjected to the damaging ionic bombardment which can occur in
plasma-assisted systems. 

To date most photo-CVD has been performed with lasers, which, although offering
high photon fluences, are very expensive and commercially available systems provide
only small area beams (typically only several cm2). On the other hand, visible and
UV radiation is available from high-current arc discharges in Xe and Hg/rare-gas
mixtures, emitting broad spectra ranging from 200 nm to several microns. Because
many materials absorb wavelengths shorter than about 250 nm, very efficient UV
or VUV sources are important for stimulating and initiating chemical processes.
Therefore, there is a demand for high power, low cost and selective optical sources,
with which larger area samples can be efficiently processed. 
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Table 5. Properties of Ta2O5 deposited and annealed by different methods (J: leakage current density).

Method and annealing Capacitor k J (A/cm2) Ref.
conditions structure at 1 MV/cm

Sputtering annealed at 850 °C Al/Ta2O5/Pt a) 24 a) 10–4 [83]
Al/Ta2O5/p-Si b) 45 b) 10–7

CVD at 450 °C and RTA annealed Al/Ta2O5/n-Si a) 10–3 [84]
at 800 °C in O2, N2O TiN/Ta2O5/n-Si b) 10–8

Thermal oxidation and Al/Ta2O5/p-Si 16–25 a) > 10–4 [85]
O2 annealed at 800 °C b) 10–8

CVD at 400–470 °C and Al/Ta2O5/p-Si 19 a) > 10–3 [86–87]
O2 annealed at 700–900 °C b) 10–8

Plasma-CVD at 200–600 °C and Al/Ta2O5/p-Si a) 20.3 a) >10–2 [88]
N2 annealed at 700 °C b) 19.0 b) 10–6

CVD at 400 °C and plasma TiN/Ta2O5/n-Si a) 10–3 [82]
annealed at 400 °C b) 10–8

Photo-CVD at 250–400 °C and Al/Ta2O5/n-Si a) 24 a) 10–3–10–7 [54, 77]
UV annealed at 400 °C b) 20 b) 10–8

(a): as-deposited films; and (b): annealed films.



Figure 6 schemes a large area excimer lamp system used in our studies. The
complete system comprised a set of two stainless steel chambers (lamp and reactor
chambers) separated by a MgF2 window transparent to the VUV radiation. The lamp
chamber consisted of an array of parallel cylindrical lamp tubes (details shown on
the right of Figure 6). Excimer UV radiation, from either pure Xe (Xe2*, λ = 172
nm) or a mixture of Kr and Cl (KrCl*, λ = 222 nm), was generated in the top
chamber traversed a low pressure gas mixture within the bottom chamber, and
impinged upon the sample with a output power of about 30 mW/cm2 [56].

n-type (100) orientation c-Si (2–4 Ω·cm resistivity) wafers, cleaned using a
standard RCA clean, were used. Substrate temperature was fixed between
100–400 °C and measured with a thermocouple attached to the heater stage. The
N2O oxidizing agent was introduced into the reactor chamber at a fixed flow rate
of 20 sccm. The Ta metalorganic precursors, namely tantalum tetraethoxy dimethy-
laminoethoxide (Ta(OEt)4(DMAE)) and tantalum ethoxide, were vaporised between
100–130 °C in a bubbler/injector and then transported into the reaction chamber by
N2 carrier gas. A full description of this reactor is published elsewhere [56, 100]. 

The processing chamber could be evacuated to a pressure of 10–6 mbar by a
turbomolecular pump and filled with the appropriate processing gas mixture.
Ultraviolet annealing could be performed at temperatures between 350–400 °C for
a pressure of 1000 mbar in high purity (99.999%) O2 using 172 nm lamps with output
powers in the 10–200 mW/cm2 range, as determined using actinometric techniques
[101, 102]. The chemical, structural and optical properties of the films produced
were determined by XPS, FTIR and UV spectrophotometry and ellipsometry. Their
electrical properties were measured at a frequency of 1 MHz on Al/Ta2O5/Si
capacitor test structures of area 8 × 10–4 cm2.

3.2.1. Ta2O5 formed by photo-assisted sol-gel processing
To form a sol-gel solution, tantalum ethoxide (Ta(OC2H5)5) was dissolved in ethanol
with a small quantity of water and hydrochloric acid in ethanol. In the sol-gel
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Figure 6. Schematic diagram of photo-CVD system incorporating of an array of excimer UV lamps.



process, the reaction involves two simultaneous chemical processes, hydrolysis
and polymerisation. The alkoxide hydrolysis and polymerisation reactions occurred
over hours, when the colloidal particles and condensing metal species linked together
to form a three dimensional network, i.e., a slow polymerisation of the organic
compounds took place, leading to gelation. From this sol-gel solution, films of
10–300 nm thickness were prepared on Si (100) substrates by spin-on and then
irradiated for various times and temperatures, to form Ta2O5 [35].

Table 6 compares the electrical properties in the UV irradiated layers formed at
different temperatures with films deposited at 350 °C and UV annealed at 400 °C.
The fixed oxide charge density decreases with increasing temperature, from
4.0 × 1011 cm–2 at 150 °C to 1.0 × 1011 cm–2 at 400 °C, similar to those obtained
in layers prepared by plasma-CVD [103], indicating a more ideal reaction between
the O and Ta species at the higher temperatures. Subsequent low temperature
(400 °C) UV annealing improves this to 8.8 × 1010 cm–2. These values are com-
parable to those obtained for films annealed at high temperatures between 700 °C
and 1000 °C [88, 104]. Breakdown fields were found to be in the range of 2.2–4
MV/cm, depending on processing conditions. The flat-band voltage VFB was
negative, indicating the expected presence of positive fixed charges near the Ta2O5/Si
interface. With increased temperature, the C-V curve shifted towards the positive
voltage axis and VFB decreased, indicating a reduction in positive surface charge.
At a temperature of 150 °C, the VFB was found to be –1.2 V. As the growth tem-
perature increased to 250 °C and 400 °C the VFB reduced to –0.4 V and –0.2 V,
respectively. After UV annealing a further reduction to 0.1 V could be achieved.
Clearly, very good electrical properties can be obtained for the Ta2O5 layers by
this photo-assisted low temperature sol-gel technique.

Table 6. Comparison of the electrical properties of the as grown Ta2O5 films at different tempera-
tures together with film deposited at 350 °C and UV annealed at 400 °C.

Temperature Fixed charge Leakage current Breakdown Flat-band 
(°C) density densityat 1 MV/cm field voltage

(cm–2) (A/cm2) (MV/cm) VFB (V)

150 4.0 × 1011 4.4 × 10–5 2.2 –1.2
250 2.6 × 1011 2.29 × 10–5 3.0 –0.4
400 1.0 × 1011 5.2 × 10–7 3.4 –0.2
UV annealed at 400 °C 8.8 × 1011 3.0 × 10–8 4.0 –0.1

3.2.2. Thin Ta2O5 film deposited by photo-CVD

3.2.2.1. Growth and characterization of Ta2O5 film
In photo-induced CVD of Ta2O5 from tantalum ethoxide (Ta(OC2H5)5) and N2O,
the primary photochemistry of the N2O induced by the 172 nm radiation involves
the following reaction:

N2O + hυ → O(1D) + N2 (1Σg
+) (1)
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The active oxygen species O (1D) formed subsequently react with the Ta(OC2H5)5

causing its dissociation through a series of reactions leading to Ta2O5 deposition
on the substrate surface. Figure 7 shows Arrhenius plots of the deposition rate of
the photolytic (photo-CVD) and pyrolytic (thermal-CVD) deposited Ta2O5 films. The
growth rate of the thermally deposited films strongly depends on the substrate
temperature, is particularly slow and essentially negligible below 400 °C and has
a high activation energy of 1.97 eV. For the photo-deposited films the growth rate
only slightly increases with temperature and a much lower activation energy of
0.078 eV is obtained, indicating that different reaction mechanisms are operating.
This reduced activation energy for the photo-CVD approach provides clear evidence
for the reduced importance of substrate temperature and enables substrate temper-
atures as low as 100 °C to be used. Figure 8 shows a typical XPS spectrum of the
films grown at 350 °C. As can be seen, peaks of Ta 4f, Ta 4d, Ta 4p3, Ta 4p1
and O 1s are readily detected whilst that for C 1s (around 285 eV) is very small.
The XPS depth profile of a 95 nm thick layer grown at 350 °C is shown in the
inset of Figure 8. The O and Ta concentrations distributed throughout the depth
of the film are quite uniform. The atomic ratio of O/Ta of about 2.4, is very close
to the stoichiometric ratio of 2.5 for Ta2O5 and much higher than the 2.0 ratio
obtained for films produced by photo-CVD using a low pressure Hg lamp [105]. 

Figure 9 shows the UV spectral transmittance of Ta2O5 films as a function of
substrate temperature. The average transmittance of about 90% in the visible region
of the spectrum for films grown at temperatures between 250–400 °C is charac-
teristic of very high quality material while higher transmittance of about 98% is
observed for layers grown at 150 °C due to the thinner layers obtained at the lower
deposited temperature. The onset of the absorption edge shifts to higher wavelengths
as the deposition temperature increases, indicating an increase in the thickness.
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Figure 7. Arrhenius plot of the growth rate of Ta2O5 deposited by photo- and thermal-CVD on Si.



This is in excellent agreement with the ellipsometry and FTIR measurements. The
spectral dependence of the absorption coefficient (α) is given by [106]: 

α =
B(hυ – Eg)

r

(2)
hυ
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Figure 8. XPS spectrum of films deposited at 350 °C. Inset: XPS depth profile of 95 nm film.

Figure 9. Transmittance spectra of photo-CVD Ta2O5 on quartz. Inset shows the plot of (αhυ)1/2 vs.
hυ.



where B is a constant, hυ is the photon energy, Eg is the optical band-gap energy
and r can take values of 2, 3, 1/2, or 3/2, depending on the nature of the elec-
tronic transitions [106–107]. The change of (αhυ)1/2 with hυ has been plotted for
the films grown at different substrate temperatures and shown in the inset of
Figure 9. An optical band-gap energy of 4.10 eV was obtained for the film grown
at 150 °C and of 4.18 ± 0.04 eV for temperatures above 300 °C, which compares
closely with films deposited by PLD and ion-beam sputtering [55, 108].

Figure 10 shows the I-V characteristics of the Al/Ta2O5/Si MOS capacitors
fabricated using the as-deposited films grown at different temperatures (250, 350,
400 °C). The leakage current density clearly decreases as temperature increases,
indicating a more ideal reaction between oxygen and tantalum species at the higher
deposition temperatures. At a temperature of 400 °C, leakage current densities as
low as 2.41 × 10–7 A/cm2 at 1 MV/cm can be achieved.

The I–V plot of the MOS capacitors shows that after UV annealing, as with
tantalum oxide formed by photo-assisted sol-gel processing, the leakage current is
reduced dramatically (see Table 7). In fact, both leakage current and the fixed
oxide charge density decrease with increased anneal time. After 1 hour annealing,
the fixed oxide charge density changed from 2.9 × 1011 cm–2 for the as-deposited
film, to 3.7 × 1010 cm–2, while leakage current densities as low as 1.63 × 10–8

A/cm2 are achieved – three orders of magnitude lower than for as-deposited layers
(2.19 × 10–5 A/cm2) and comparable to that only previously achieved for high tem-
peratures (600–900 °C) annealed layers [78, 85, 88]. Several effects could cause
the reduction and will be discussed in the section 2.1.2.2. In the I-V plots it was
also observed that current density increased sharply at higher fields for the as-
deposited and annealed films, as is seen with CVD deposited layers [103]. This is
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Figure 10. I–V plots of Al/Ta2O5/Si MOS capacitors using as-deposited Ta2O5 grown at 250, 350,
400 °C.



due to Fowler-Nordheim (FN) tunnelling, characterised by [109]:

where J is the current density (A/cm2), E (V/cm) is the electric field, q is the electron
charge, h is Planck’s constant, φ (eV) is the barrier height at the Ta2O5-Si inter-
face, and meff is the effective mass of electron in oxide. Equation (3) can be simplified
as follows:

A straight line was obtained by a plot of ln(J/E2) versus (1/E) for the leakage
current measured for the films, indicating that the current is dominated by FN
tunnelling and is due to a process such as field emission of trapped electrons into
the conduction band of tantalum oxide or by electrons tunnelling from the Fermi
level of the metal into the insulator conduction band. A comparison of the leakage
current densities in films obtained by different methods is shown in Table 8. For
the as-deposited films the leakage current density of photo-CVD layers is much
lower than for those grown by thermal and plasma-CVD, with values as low as
2.19 × 10–5 A/cm2 at 1 MV/cm, two orders of magnitude lower than for as-deposited
layers obtained by thermal and plasma-CVD [88, 110]. A subsequent annealing
step can significantly reduce the leakage current densities to the order of 10–8

A/cm2 for the films grown by either plasma-CVD or by photo-CVD techniques.
However, this was performed at high temperatures (700–800 °C) whilst UV
annealing can be carried out at temperatures as low as 400 °C. Figure 11 shows a
C-V plot of Al/Ta2O5/Si capacitors at 1 MHz containing as-deposited and annealed
layers. All flat-band voltages (VFB) were negative indicating the presence of positive
fixed charges near the Ta2O5/Si interface. With no annealing the VFB was found to
be –1.4 V. This reduced to –0.7 V and –0.2 V after annealing for 0.5 and 1 hour,
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Table 7. Comparison of electrical properties of photo-CVD Ta2O5 films at various annealing times.

Annealing time Leakage current density at VFB Fixed charge density
(h) 1 MV/cm (A/cm2) (V) (cm–2)

0 2.19 × 10–5 –1.8 2.9 × 1011

0.5 2.55 × 10–6 –0.8 2.3 × 1011

1.0 1.63 × 10–8 –0.1 3.7 × 1010

( )J =
q3E2

8πhφ exp
8π(2meffφ3)1/2

3qhE
– , (3)

( – ) , (4)J = aE2 exp
b
E

where a and b are constants and are given, respectively:

a =
q3

8πhφ , b =
8π(2meffφ3)1/2

3qh



respectively, indicating a reduction in the C-V hysteresis effect and therefore in
positive surface charge. The dielectric constant of the films was determined from
C-V measurements using the usual expression: 

C =
εokA

, (5)
d

where C is measured capacitance, εo is permittivity in vacuum, k and d are
dielectric constant and thickness, and A is area. A value of k = 24 was found for
the as-deposited film which decreased to 20 after 1 hour anneal due to SiO2

formation as indicated by XPS and FTIR [54].
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Table 8. Comparison of leakage current densities (J) at 1 MV/cm in different Ta2O5 films.

CVD Plasma-CVD Our work (Photo-CVD)

As-deposited Annealing As-deposited Annealing As-deposited Annealing

J (A/cm2) 10–3 10–8 10–3 10–6 2.19 × 10–5 1.63 × 10–8

T 550 °C 800 °C 500 °C 700 °C 350 °C 400 °C

Figure 11. C-V characteristics of Al/Ta2O5/Si capacitors for as-deposited and annealed films.



3.2.2.2. Mechanism for reduction in the leakage current of Ta2O5 films by UV 
annealing

To understand the mechanism for the reduction in leakage current in the Ta2O5 layers
by UV annealing, the chemical and structure changes were investigated by FTIR.
Figure 12 shows the evolution of the FTIR spectra from 400–4000 cm–1 for as-
deposited and 172 nm annealed photo- CVD layers. A weak absorption band at
800–1000 cm–1, attributed to the presence of suboxides [95], was seen for the as-
deposited film. However, after UV annealing, this peak is significantly reduced.
In the as-deposited films the H2O and OH groups, which absorb at 3400 cm–1,
have been completely removed. This removal by UV also occurs in PLD films
[55].

A peak at 1070 cm–1 due to Si-O bond stretching in SiO2 was observed for films
annealed for 1 hour [54], indicating the formation of SiO2 during the annealing
process [111]. Figure 13 shows the spectral transmittance of as-deposited film
together with layers annealed in O2 at pressures of 1 mbar and 1000 mbar. The
maximum transmittance in the visible for the as-deposited layer is only 22%, indi-
cating that its composition is a mixture of Ta, Ta suboxide, and tantalum oxide rather
than pure oxide. After UV annealing at 1000 mbar and 1 mbar this increases to
95% and 64%, respectively. The annealed films become more transparent as the
O2 pressure is increased due to the greater availability of O atoms at the higher
pressures. Under the 172 nm radiation (hυ = 7.2 eV), O2 is readily dissociated,
leading to the formation of active oxygen species, which are strong oxidising agents.
These species (including O atoms and O3) reach the surface and react with any
present Ta, suboxides and oxygen vacancies as well as diffuse into the layer to
create Ta2O5 and remove defects present in the layers. Clearly, the oxygen-rich
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Figure 12. FTIR spectra for Ta2O5 films deposited at 350 °C and UV annealed at 400 °C.



environments enhance the annealing process, indicating that oxygen plays an
important role in the improvement of the layer properties. Another feature of these
spectra is that the fall in transmission around the absorption edge becomes sharper
at higher annealing pressures, which is also due to the reduction of suboxides present.
From the XPS, FTIR, and electrical measurement results, we propose a possible
mechanism for the UV annealing effect, which is attributed to the active oxygen
species produced by the UV irradiation as follows:

1) O2 is dissociated under the 172 nm irradiation

O2 + hυ (λ = 172 nm) → O(3P) + O(1D) (6)

2) Ozone is subsequently formed from the released oxygen atoms by following
reaction

O2 + O(3P) + M → O3 + M (M is a third body) (7)

3) The ozone is then decomposed by the UV light to produce excited state 1D
oxygen atoms.

O3 + hυ (λ = 172 nm) → O2 + O(1D) (8)

The active oxygen species O(1D) formed by the photolysis of ozone are adsorbed
on to and diffuse into the Ta2O5 surface, accept electrons, and occupy any vacan-
cies present as shown in Figure 14. The decrease in the number of vacancies in
the films leads to the observed reduction of leakage current. On the other hand,
the active oxygen species can react with the Si either at the Ta2O5/Si interface, or
with any Si species that diffuse from the substrate to the Ta2O5 surface, leading to
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Figure 13. Spectral transmittance of as-deposited film and films annealed at different O2 pressures.



the formation SiO2 at the interface and the surface of the Ta2O5 films. Thus, the most
likely contributions to the reduction of leakage current in the tantalum oxide films
provided by the UV annealing step are summarised as follows:

(1) The active oxygen species react with and reduce or remove any suboxides
present, leading to improved stoichiometry;

(2) The active oxygen species decrease the density of defects and oxygen vacan-
cies;

(3) A thin SiO2 layer is formed at the Ta2O5/Si interface and on the Ta2O5 surface
by the reaction between the active oxygen and Si, leading to improved inter-
facial quality [18]; 

(4) Removal of any impurities present in the as-deposited films and densification
of layers;

(5) Improvement of surface morphology and reduction of the as-deposited particle-
size.

It can be seen that all of the above processes require the presence of active oxygen
species, which therefore play a very important role in the improvement of the
layer properties. All of these processes could result in improved layer quality,
especially for the reduction of leakage current density although it is not clear at
present which of these dominates. 

3.2.3. Other high dielectric constant materials
Photo-assisted growth of a range of high dielectric constant layers has been
demonstrated using excimer UV sources [112–113]. Single- and multi- layer TiO2

films have been prepared from isopropoxide (Ti(OC3H7)4) at low temperatures
(80–300 °C) by photo-induced sol-gel processing using a 172 nm lamp [112].
Refractive indices as high as 2.4 were obtained, which compare favourably with
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Figure 14. Model of the mechanism for reduction of leakage current of Ta2O5 films by UV annealing.



the bulk value of 2.58. The films exhibited good optical properties with 85%–90%
transmittance in the visible. PZT layers have also been grown by 172 nm decom-
position of a PZT metal-organic sol-gel polymer [113]. Very low leakage current
densities (10–7 A/cm2) have been achieved, which compare well with high temper-
ature grown layers. Very recently, nanocrystalline TiO2 has also been prepared at
temperatures as low as 210 °C [114, 115]. Figure 15 shows an AFM image and
line measurement of a TiO2 film deposited on quartz at 350 °C, which reveal that
cubic structures have formed with uniform dimensions of about 0.4 µm. AFM images
of films deposited on Si at temperatures > 250 °C also revealed that a uniform
particle structure with average edge sizes of about 20–30 nm.

Figure 16 shows a typical x-ray diffraction pattern for the TiO2 films deposited
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Figure 15. AFM image and line measurement of TiO2 film deposited on quartz at 350 °C.



on a Si (100) substrate at 350 °C. The XRD peaks at 25.35°, 38.63°, 48.12°, 55.08°
correspond to anatase (101), (112), (200), (211) crystal planes, respectively [116].
No rutile phases were observed in these layers. The XRD pattern also shows that
anatase (211) is the preferential growth orientation and that its intensity increases
with deposition temperature (see inset of Figure 16), indicating that the TiO2 becomes
more crystalline. It was also found that the initiation of the crystalline anatase
phase occurred at a temperature of 210 °C. Table 9 summarizes the equivalent
SiO2 thickness, leakage current density, flat-band shift and fixed oxide charge density
of different thicknesses of deposited TiO2. Clearly thicker layers possess the best
electrical properties. For 70 nm films (Teq = 6.8 nm) leakage current densities as low
as 8 × 10–6 A/cm2 were achieved, which are lower than for thermal-CVD material.
It was found that low temperature UV annealing could reduce the leakage current
density from 10–6 A/cm2 as-deposited films to 10–8 A/cm2. Some possible contrib-
utors to the reduction of leakage current have been discussed already in section
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Figure 16. XRD pattern (λ = 0.154054 nm) of TiO2 deposited at a temperature of 350 °C by photo-
CVD. The inset shows the 2θ scan around the (211) peak at various temperatures.

Table 9. Equivalent SiO2 thickness (Teq), and electrical properties of different TiO2 thicknesses.

Thickness Teq (nm) (equivalent Leakage current Flat-band shift Fixed oxide charge
(nm) to SiO2 thickness) density (A/cm2) (V) density (Qf/q, cm–2)

10 1.0 7.0 × 10–4 –1.6 8.7 × 1011

20 1.95 7.8 × 10–5 –1.2 8.0 × 1011

30 2.9 1.2 × 10–5 –0.5 5.6 × 1011

70 6.8 8.0 × 10–6 –0.4 5.1 × 1011



3.2.2.1. Moreover, the annealed films exhibited smooth surfaces (Figure 17b)
compared with those of the as-deposited layers (Figure 17a) and the clusters of small
particles on the as-deposited films disappeared after UV annealing. Their presence
could also initiate large leakage currents. Ti-doped Ta2O5 and HfO2 and other
thermodynamically stable oxides such as ZrO2 have been grown by photo-CVD
and UV curing of sol gels with excimer lamps [167, 168]. The as-deposited films
exhibited an amorphous structure when the Ti/(Ti+Hf) atomic ratio was < 25%, while
the crystalline TiO2 anatase phase was obtained when it was > 25%. The unifor-
mity of the lamp grown films was good, with thickness variations less than two
percent across 4-inch wafer.
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Figure 17. AFM images of TiO2 films grown on Si 350 °C (a) and annealed at 350 °C by UV lamp
(b).



3.3. Photo-induced deposition of dielectric materials

Photo-assisted processes have attracted strong interest in recent years by enabling
the production of many types of high quality damage-free dielectric and semi-
conducting film compounds at low temperature. The interest stems from the ability
of optical radiation to induce specific chemical reactions in the gas phase or at a
surface. The selective, optical production of atoms and/or molecular radical in the
gas near a surface considerably reduces any dependence of the process on the
substrate temperature and allows deposition to occur at very much lower tempera-
tures than employed in conventional CVD reactors. A variety of materials can be
deposited by photo-CVD using optical radiation from lasers or lamps. However,
the application of these excimer lamps, with their capability of emitting tuneable
wavelengths in the vacuum ultraviolet (VUV) (< 200 nm) to photo-CVD is entirely
new. Since most precursor gas molecules exhibit appreciable absorption in the
VUV region, a wide range of compounds can be deposited. Current work on the
deposition of dielectric and amorphous semiconductors using excimer lamps is listed
in Table 10. We have demonstrated the first application of excimer lamps to the
deposition of SiO2, Si3N4, SiOxNy layers by irradiating silane, nitrous oxide and
ammonia mixtures [33, 63, 66]. High deposition rates (500 Å/min) have been
achieved by irradiating silane and oxygen mixtures for substrate temperatures as low
as 300 °C [32]. A full description of the reactor used has been reported in details
elsewhere [33, 123]. P-type silicon (100) substrates up to one inch in diameter
were used in these studies. Silane is transparent to 172 nm radiation, and since
only the oxidising and reducing agents exhibit a significant absorption cross-section,
σ these are readily photochemically dissociated [124]. The following primary reac-
tions are initiated:

N2O + hυ → N2 + ·O (σ = 2 atm–1 cm–1) (9)

NH3 + hυ → ·NH2 + ·H (σ = 50 atm–1 cm–1) (10)

O2 + hυ → ·O + ·O (σ = 20 atm–1 cm–1) (11)
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Table 10. Deposition dielectric and amorphous semiconductor by photo-induced CVD.

Material Temperature (°C) Precursor Light source (λ) Reference

a-Si:H 160–250 Si2H6, B2H6 Kr2*, Xe2* (146, 172 nm) [120]
SiO2 200–300 SiH4, N2O Xe2* (172 nm) [63]
Si3N4 200–300 SiH4, NH3 Xe2* (172 nm) [33]
SiOxNy 300 SiH4, N2O, NH3 Xe2* (172 nm) [66]
a-SiC:H 150–250 Si2H6, fomblin oil Ar2*, Kr2*, Xe2*

(126, 146, 172 nm) [121]
SiO2 100–300 SiH4, O2 Xe2* (172 nm) [32]
a-Si:H 200–400 SiH4 Ar2* (126 nm) [122]



The primary reaction products, such as ·O, ·H and ·NH2 radicals, can rapidly react
with silane causing its dissociation through a series of reactions, leading to material
deposition on the substrate surface. The films obtained exhibited refractive indices
and infrared vibration modes similar to those for thermally deposited films. Figure
18 shows the growth rate and refractive indices of Si3N4 thin film obtained for
various precursor mixtures (SiH4/NH3) at a temperature of 300 °C using excimer
lamp (172 nm, 10 mW/cm2, 10 mbar).

The refractive index is strongly dependent upon the silane concentration within
the ammonia. Values as high as 1.85 were obtained for low SiH4/NH3 ratios.
Enhanced deposition rates by using higher photo fluxes from more powerful lamp
seems possible. Figure 19 shows the influence of silane to oxygen ratio (R) on
deposition rate and refractive index for the SiO2 films. Tiny differences in R strongly
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Figure 18. Deposition rate and refractive index of Si3N4films vs. SiH4/NH3 ratio.

Figure 19. Deposition rate and refractive index of SiO2 deposited for various precursor ratios R.



alter the growth rate while the refractive index increases with R. The amount of
hydrogen incorporated is also influence by the precursor mixture [32]. Very high
deposition rates of 100–500 Å/min are obtained for temperatures as low as
300 °C. Optimised conditions at 200 °C produced SiO2 layers with n = 1.46, etch
rates in diluted (1:25) buffered HF:H2O of 20 Å/min, and electrical breakdown fields
of 5–8 MV/cm. These properties are close to those for thermally grown SiO2 obtained
at high temperature [125].

Three oxide-nitride-oxide layers with thicknesses around 100 Å have been also
deposited and characterised using SIMS analysis (Figure 20). Four distinct zones
can be seen and each layer is readily recognisable. From the bulk of the Si sub-
strate (right), a first oxide layer of thickness about 150 Å is visible. A nitrogen
rich layer, of 100 Å in thickness is found next and finally the surface silicon oxide
layer appears on the left of the depth profile.

By using SiH4/NH3/N2O as precursors the deposition of SiON can be achieved.
Fine-tuning of the refractive index can be obtained by varying the composition of
this mixture. A smooth progression from silicon nitride to silicon oxide can be
achieved with this method, and therefore good control of the SiOxNy stoichiometry
during deposition [64].

Figure 20. SIMS profile of an oxide-nitride-oxide multilayered structure on silicon.

3.4. Low dielectric constant materials: polyimide and porous silica 

As feature sizes in integrated circuits reduce to sub-micron dimensions, crosstalk
noise, power dissipation and propagation delay at the metal interconnects become
significant due to RC coupling. This RC time delay can be reduced either with
the incorporation of low permittivity dielectric materials and/or high conductivity
metals. Current low-k commercialisation emphasises spin-on glasses (SOGs) and
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fluorinated SiO2, and a number of polymers are under development with k in the
range of 2–3. Of these, polymeric films are a promising group that may eventu-
ally replace the widely used SiO2 as an interlayer dielectric to shorten the RC time
delays, reduce “cross-talk” between metal lines and decrease power consumption
at high signal frequencies [127]. Polyimides are particularly attractive not only
because of their low k values but also their ease of application and patterning and
high thermal stability [128]. Photo induced deposition of low dielectric constant
organic polymers for interlayer dielectrics has highlighted a significant role of photo
effects on the curing of polyamic acid films [129]. Compared with conventional
furnace processing, the photo-induced curing of the polyimide provided both reduced
processing time and temperature. In particular, I-V measurements showed that the
leakage current density of the irradiated polymer was over an order of magnitude
smaller than for the layers obtained by thermal processing [129]. Figure 21 shows
FTIR spectra in the 600–2000 cm–1 range for films after an initial pre-bake and
only a 150 °C thermal cure for 20 min, and also under otherwise identical condi-
tions, but with additional UV irradiation. Figure 21a shows the characteristic bands
of the carboxyl (–COOH) absorption at 1723 cm–1, amide (–CONH–) groups at 1659
and 1546 cm–1, and the amide stretching mode in polyamic acid at 1410 cm–1.
After UV curing (Figure 21c) all these bands completely disappear. Simultaneously,
a carbonyl group doublet corresponding to an imide moiety appears at 1778 and
1726 cm–1 together with the imide C–N absorption at 1379 cm–1. The small absorp-
tion at 728 cm–1 has been attributed to deformation of the imide ring or the imide
carbonyl groups [130]. The bands corresponding to polyimide at 1778, 1726 and
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Figure 21. FTIR spectra of polyamic acid films after pre-bake and thermal and UV treatments: (a)
initial pre-bake only; (b) thermal cure at 150 °C, 20 min; (c) 150 °C plus irradiation for 20 min by
172 nm lamp.



1379 cm–1 for the thermally cured polyamic acid (Figure 21b) are significantly
smaller than those obtained by UV curing. Also, the bands related to polyamic
acid at 1659, 1546, 1410 cm–1 decreased but did not completely disappear. These
results indicate that the polyamic acid film is completely transformed to polyimide
by the UV curing step at 150 °C, whilst the thermally cured sample is only partly
transformed.

The photochemical mechanism initiated by the UV curing of the polyamic acid
may involve a two-step process. The absorption of photons in the polyamic acid
would firstly cause a photoreaction in the weak bonds in the carboxyl group of
the molecule, resulting in the formation of hydroxyl (·OH) and carbonyl (·CO–)
radicals. These radicals then react with the amide groups in the polyamic acid pre-
cursor by losing H2O to form the polyimide. Figure 22 shows the degree of
imidization at different temperatures for both the UV curing and purely thermal
curing steps. The degree of imidization was calculated by comparing the 1375
cm–1 imide band and the 1500 cm–1 aromatic band intensities, which are known to
give precise internally consistent measurements [130]. At lower curing temperatures
(i.e. < 150 °C) the imidization characteristics of the two curing methods are markedly
different. For UV curing, the films start to imidize very significantly, whilst for
thermal curing it is very slow. The degree of imidization is 85% for UV curing at
150 °C, and < 20% for the thermal process.

More recent work on low temperature photo-induced deposition of low dielec-
tric porous silica films from TEOS sol-gel solutions using an excimer lamp shows
that the dielectric constant of the films strongly depends on irradiation tempera-
ture [131]. At room temperature dielectric constant values as low as 1.7 can be
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Figure 22. Imidization of polyamic acid film at different curing temperature with and without
irradiation.



achieved in the films. The tuneable dielectric constants between 1.7 and 3.6 can
readily be obtained by this technique and have high potential applicability as
interlayer dielectric layers for advanced ultra-large-scale-integrated devices.

3.5. UV oxidation of Si, Ge, and SiGe

The continuous reduction of linear dimensions in microelectronic devices has also
imposed a severe limitation on the thermal budgets associated with the various
process steps employed in fabrication. Particular attention has been paid to various
low-temperature alternatives to traditional thermal oxidation of Si, typically per-
formed at about 1000 °C. The use of excimer lamps can considerably enhance the
oxidation rate at low temperatures.

Figure 23 shows the oxide thickness of the films grown at 5 mbar as a function
of exposure time compared with previously published data [132] for layers grown
using a low pressure mercury lamp, visible radiation, ozone and conventional furnace
oxidation. As can be seen, the oxidation rate using the excimer lamp is by far the
highest. It is also 90 times greater than thermal oxidation at 612 °C [132]. The
thermal oxidation is essentially negligible at 450 °C, even after oxidation times
extending to 5 hours while the excimer lamp induced oxidation at 250 °C is more
than three times greater than when using a low pressure Hg lamp at 350 °C.

The bond energy of O2 is approximately 5.1 eV. Therefore, with 172 nm radia-
tion (photon energy 7.2 eV), O2 can be readily dissociated. The oxygen atoms
released can subsequently form ozone which can then be decomposed by further
absorption of the VUV light, producing excited state 1D oxygen atoms. The active
oxygen species thus formed subsequently react with Si and form SiO2. It is rea-
sonable to assume that the oxidation process involves: (1) transport of the oxygen
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Figure 23. Oxide thickness grown as a function of time for different photon, particle and thermal sources.



species to the oxide surface, (2) diffusion through the oxide, and (3) reaction with
Si at the Si-SiO2 interface, and that the overall reaction rate will be governed by
the slowest process. During the initial stages of oxidation, the reaction at the silicon-
oxide interface will most likely be the controlling factor, whereas in the later stages
when a significant film thickness has formed, the diffusion of reactant through
the oxide may become important, as in conventional Si oxidation.

Simple MOS capacitors have been fabricated using 11 nm thick layers with an
evaporated Al top contact of area 3.2 × 10–3 cm2. Table 11 shows the fixed oxide
charge density of the as-grown films to be 2.4 × 1011 cm–2. The electrical proper-
ties of these films are clearly not comparable with the best high temperature thermal
oxide films grown under strict cleanroom conditions. However, even the rapid
thermal oxides grown at 950 °C contain fixed oxide charge density in the high
1011 cm–2 range [133]. It has been recently found that UV-O3 annealing of Ta2O5

films improves their electrical properties significantly [134]. This technique has been
applied to our films, which were subsequently annealed in 1 atmosphere of O2

radiated by a 172 nm excimer lamp at 400 °C. A comparison of the electrical
properties of the films after different annealing times is shown in Table 11. After
2 h UV annealing, the fixed oxide charge density decreased from 2.4 × 1011 cm–2

for the as-grown material, to 4.5 × 1010 cm–2, which is comparable to that for ther-
mally grown oxide on Si at 1030 °C [133]. It was also found that the Si-O-Si
stretching peak shifted to higher wavenumbers after this annealing step (Table 11),
indicating a possible increase in film density [135–136]. Very recently, this work
has been extended to study to 126 nm irradiation [119, 166], and rates as high as
8 nm/min have been achieved, with leakage current densities down to 5 × 10–8 A/cm2

for 17 nm thick layers at a field of 1 MV/cm. 
The direct photo-oxidation of Ge at temperatures < 400 °C using a 172 nm

excimer lamp has also been achieved. An oxidation rate of 0.1 nm/min was obtained
which is significantly faster than conventional thermal oxidation. According to FTIR
and XPS analysis the oxide layers grown have a composition identical to that of
thermally grown GeO2 [137].

VUV oxidation of SiGe layers have similarly shown rapid oxidation in comparison
to the thermal reaction, as well as photon enhanced interdiffusion of Si and Ge atoms,
and low temperature formation of Ge nanoclusters [126, 164]. Photoluminescence
measurements show that these nanoparticles increase in size as a result of extended
UV annealing in O2 [165].
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Table 11. Comparison of electrical properties and position of the Si-O-Si stretching absorption band
maximum of UV grown oxides after different annealing times (172 nm lamp, 1000 mbar O2, 400 °C).

Annealing Fixed oxide charge Leakage current density Si-O-Si stretching absorption
time (h) density (cm–2) at 1.0 V (A/cm2) band maximum (cm–1)

0 2.4 × 1011 1.2 × 10–6 1069
1 7.5 × 1010 7.0 × 10–7 1073
2 4.5 × 1010 9.0 × 10–8 1075



3.6. UV-induced metallization 

High specification metallisation of electrically insulating materials is increasingly
required in ultra-large scale integrated (ULSI) devices, sensor, multifunctional micro
systems, hybrid electronics, optics and display technologies. However, several
problems remain with existing metallization techniques that limit their applica-
bility to certain important industrial requirements. Silk-screen printing techniques
have a current line and space minimum size limit of 100 µm. Other conventional
insulator metallization technologies such as RF sputtering, evaporation or chemical
vapour deposition do not lend themselves to low-cost high volume processing due
to their requirements for high vacuum, and suffer from problems in metallising
non-planar substrates, and they limited by lack of metalorganic or inorganic pre-
cursors with sufficiently high pressures, as well as unwanted side reactions, which
cause contamination of thin film deposits. 

Recently, several reports of metal deposition by laser-induced decomposition
of spin-on material of metallo-organic or organometallic compounds have appeared
[138, 139]. MOD is a non-vacuum, liquid based, spin-on, spray, or dip-coating
method of layer deposition. A metallo-organic precursor, dissolved in suitable
solution, is dispensed on to a substrate. It is then decomposed photochemically using
a laser in air, O2, N2, or other suitable atmosphere to convert it to its constituent
metal elements, oxides or other compounds. 

Selection of precursors with sufficient optical absorbance at the appropriate
wavelength for photo-induced MOD is required in order to initiate the necessary
photo-reactions. Various radiation sources such as the Ar ion, excimer, and Nd:YAG
lasers, UV lamps and synchrotrons have been used for this process. 

Table 12 is a list of different metals and metal oxides that have been deposited
by photo-MOD on various substrates over the past few years. Film growth by laser
(L-MOD) offers several advantages over other deposition processes. It occurs at
ambient temperature and pressure without gas transport or distribution systems,
and does not need complicated vacuum equipment. The precursor materials can
be synthesized to incorporate a wide variety of metals. However, lasers are very
expensive, non-uniform and can only pattern limited areas. Therefore, the use of
large-area sources with high photo fluxes for industrial large-area processing is
very attractive. Excimer UV lamp-induced decomposition of palladium acetate films
has been demonstrated over the past few years [15, 36, 49]. The Pd thin film,
even when only a few nanometres thick, acts as an activator for subsequent elec-
troless metal plating process in which a µm thick Cu, Ni or Au layer grows on
top of the Pd. Such electroless plating thicknesses provide a level of electrical
conductivity that is sufficient for applications involving microcircuits and printed
circuit boards. The decomposition mechanism of palladium acetate and the prop-
erties of deposited palladium have been studied [36, 37, 48, 49]. Electroless plating
of metal films has the potential for low-cost, high-volume, high-selective and low
thermal budget metallization processing suitable for industrial applications. This
technology could possibly open a new route for rapid, low cost, high-selective, large
area metallization processing.
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It is well known that the activity of catalysts for electroless metal deposition
depends on the thickness, distribution and purity of the metal nuclei on the non-
catalytical surface. The quality of the coating, e.g. the adhesion of the metal layers
on the substrate depends decisively on the electrochemical properties of the Pd
activator. Therefore, different excimer lamp parameters (wavelength, UV inten-
sity, exposure time), the thickness, morphology and purity of the deposited Pd
layers for optimised coating need to be determined [36–38, 49]. Figure 24 shows
Pd thickness as a function of exposure time on quartz at different wavelengths
(λ = 172 nm), (λ = 222 nm), (λ = 308 nm). The different deposition rates corre-
late with the different absorption coefficients of wavelengths of UV radiation used.
The highest deposition rate was achieved with the shortest wavelength radiation
at (λ = 172 nm) due to the higher absorption of palladium acetate in the VUV.
Film patterning can be achieved by illuminating the layers through metal contact
masks.
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Table12. Photo-induced metallo-organic decomposition (photo-MOD)

Metal or Substrates Metallo-organic Light source (λ) Reference
compound film

Au Al2O3, glass-epoxy, Dimethyl (1,3-diphenyl- Hg/Xe deep UV lamp [140, 141]
Si 1,3 propanedionato)gold, (254/365 nm)

nitrocellulose/ammonium Low pressure Hg lamp 
tetrchloroaurate (185/254 nm) 

Cu Glass, polymer Cu(CH3CN)4BF4-doped Argon laser (532 nm) [36, 
(ULTEM), poly(N-vinylpyrolidone), Argon laser (515 nm), 142–145]
polymer, Si, quartz copper formate, KrF* laser (248 nm), 
glass, polyimide, copper acetate Xe2* lamp (172 nm), 
Si, Al2O3 Nd:YAG (1.06 µm)

Pd Quartz, Al2O3, Palladium acetate Argon laser (351, 515 nm), [36–38, 
quartz, AlN, ArF*, KrF*, XeCl*, XeF* 49, 139, 
polyimide (193, 248, 308, 351 nm), 146, 

Ar2*, Kr2*, Xe2* lamps 148–152]
(126, 146, 172 nm), 
Xe2*, KrCl*, XeCl* lamps 
(172, 222, 308 nm), 
Synchrotron (40–300 nm) 

Pt Quartz Metalorganic Pt Argon laser (351, 515 nm) [153–154]
compound (Engelhard 
Industries)

Al2O3 Quartz Aluminium KrCl* lamp (222 nm) [122]
di(i-propoxide)
acetoacetic ester chelate 

LiNbO3 Si and sapphire Lithium neodecanoate, Tungsten lamp [155]
Nb triethoxy-di- (200–1000 nm)
neodecanoate



Using the described process, plastics, paper, polymer, cardboard or synthetic fibre
can be metal-coated at room temperature without difficulty. The grain size of
laser-irradiated Pd is always large and the grains are arranged in clusters. By contrast,
excimer UV sources always produce homogeneous and mirror-like layers with
previously unattainable quality and adhesion [36, 38]. The edge-quality of these
films formed using excimer lamps is much better than that produced by using
lasers and was also found to be highly reproducible [36, 49].

This deposition process offers several advantages over the other deposition
methods, such as operating at a low temperature, being insensitive to substrate prop-
erties, and providing large-area and low cost layers. The use of excimer sources
instead of expensive lasers may therefore provide an interesting economical alter-
native for the manufacture of thin films.

Patterned deposition has been achieved by using metal or quartz contact masks.
Figure 25 shows an array of Cu structures formed on a Pd pattern produced by
172 nm radiation for 5 min on an AlN substrate after a 1 min immersion in an
electroless Cu bath at 25 °C [43]. The vertical radius of the spots on the top right
side in Fig. 25 is 7.5 µm, while the largest radius on the bottom right is 200 µm.
The width of the Cu lines comprising the incomplete square on the upper left is
100 µm. The smallest features, just visible between the spots in Figure 25 are dots
with a diameter of 1.5 µm. The edge quality of the features formed is remarkably
sharp with no metal particles, often present around lines written by focused laser,
being detectable in the surrounding areas.
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Figure 24. Pd thickness as a function of exposure time on quartz at different wavelengths.



3.7. Surface modification of polymers

Dry etching of photoresists and various polymers has become an important process
step in the fabrication of microelectronic devices. Photo-etching of various polymers
e.g. PMMA (poly-methylmethacrylate), PI (polyimide), PET (poly-ethylenetereph-
thalate), PTFE (polytetra-fluoroethylene) has been demonstrated using different
wavelength excimer lamps (172 nm, 222 nm, and 308 nm) [49, 50, 53, 151, 156,
157]. In the case of PTFE, etch rates as high as 1 µm/min have been achieved. These
high material removal rates suggest that excimer lamps will also find applications
in the microstructuring of large area polymer surfaces.

Polymer surfaces are often smooth and chemically unreactive. Photo-induced
etching can lead to physical and chemical alteration of surface properties. This
has become a field of considerable technical importance. It can be used to improve
the adhesion of coatings as well as wetability, bondability and printability of
polymers by changing the morphology and chemical surface properties [158]. The
roughness of the UV irradiated area can be controlled by suitable choice of para-
meters (wavelength, exposure time, gas environment, pressure, etc.) and depends
also on the properties of the material to be etched. 

Recent work on PET using excimer lamps shows a pronounced increase of surface
roughness with rising exposure time [53]. UV irradiation of PET leads to the
formation of ripples at the surface. Ripple dimensions and roughness features
increase with exposure time. Compared to pulsed excimer laser irradiation at 248
nm and 308 nm [52, 159, 160], the characteristic scale size of the roughness features
is much smaller. For the excimer lamp etching of polymers, no threshold fluence
and no significant temperature rise was observed [52]. Consequently no thermal
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Figure 25. Selectivity of Cu plating on Pd nucleated AlN after immersion in an electroless Cu bath.



damage such as melting or bubble formation was found in and around the exposed
region. The experiments suggest that the etching process with incoherent UV
radiation originating from excimer lamps is mainly of photolytic nature. 

The application of excimer UV sources has also been demonstrated in several
other areas recently, such as UV curing of paints, varnishes and adhesives [21], VUV
substrate cleaning and etching [17, 48], and photo-degradation of a variety of
pollutants [59].

3.8. UV curing with excimer lamps: printing machines

UV curing, polymerization induced by UV irradiation, is a technologically advanced
process in which intense UV radiation is used to instantly cure paints, varnishes,
coatings, printing inks and adhesives in a wide range of industries. One of the
main advantages of these formulations is that no solvents are used and that
consequently emissions of volatile organic compounds (VOCs) and other haz-
ardous air pollutants (HAPs) are avoided.

Traditionally, medium pressure Hg lamps doped with various additives are used
for UV curing. These have the disadvantage that only a relative small fraction of
the radiation (< 20%) is in the UV range. The remainder, in the visible and infrared,
is not used in the process. These lamps produce ozone and get very hot
(> 800 °C), a property which precludes their use with heat sensitive substrates
and which necessitates fast mechanical shutters. 

Excimer lamps offer a number of advantages that makes them especially attrac-
tive for UV curing. Their radiation output is restricted to a narrow UV wavelength
range, which can allow for a perfect match to the absorption spectrum of the
photoinitator. They can be instantly switched on and off, eliminating the use of
mechanical shutters, and they can be operated at low temperature (cold UV), which
enables delicate substrates to be irradiated. 

One of the applications where excimer lamps could replace traditional lamps is
the UV curing of optical fibre coatings [161]. In this study DeSolite 950 (DS) series
optical fibre coatings were used and three different wavelengths were tested
(172, 222, 308 nm), with the best results being obtained with the XeCl* lamp
(308 nm). 

Another application with promising prospects for high power excimer lamps is
their use in printing machines. Experiments with lamps mounted on web and sheet
fed offset printing presses in Leipzig at the Institut für Oberflächenmodifizierung
showed the potential of these novel UV sources for UV printing [162, 163]. After
developing highly reactive offset printing inks and improving their design of the
nitrogen blanketing (or inerting) system, which reduces the presence of oxygen
and thus production of radicals to several ppm that otherwise would inhibit the
desired monomer conversion, maximum curing speeds of 300 m/min in web offset
and 8000 sheets/h in sheet offset were reached. These results were obtained with
a UV curing unit containing two parallel XeCl excimer lamps with a maximum
irradiance of 200 mW·cm–2 on the web offset printing press and a one-lamp system
on the sheet offset printing press. More powerful lamps or more lamps are needed
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to reach the maximum mechanical speed of these printing machines (400 m/min,
50,000 sheets/h). 

Making use of even shorter wavelengths also opens up new possibilities. With
KrCl excimer lamps operating at 222 nm and Xe excimer lamps operating at 172
nm, curing of thin acrylate layers without the use of photoinitiators was demon-
strated. With the VUV wavelength of the Xe2* lamp and the windowless Ar2* lamp
(126 nm) special matting and surface structuring effects were obtained. At 126
nm the radiation penetrates only to a depth of 20–100 nm into polymers, which
results in very fine surface structures. Microstructured polyacrylate surfaces show
interesting properties such as self-cleaning, drag reduction or layer separation [20].

4.  Conclusions 

In this chapter, we have shown that the efficient generation of powerful narrow-
band incoherent UV excimer radiation covering a significant portion of the UV-VUV
range can be achieved utilising transient excimer complexes formed in special gas
discharges. 

Sealed VUV/UV sources filled with such excimer forming gas mixtures and fitted
with external electrodes provide powerful optical tools that can be applied to a
wide area of materials processing, including surface modification, etching, depo-
sition, and curing. These sources can be very large area, geometrically flexible,
and exhibit long operating lifetimes. As such, in several areas, they are strong
competitors to the more expensive excimer laser sources used for much materials
processing today. Moreover, they open up new avenues of application not previously
available to excimer laser or other laser and lamp sources.
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ABSTRACT: In this chapter an introduction of the significant characteristics of materials processing
by synchrotron radiation excitation is given. The instrumentation of a state of the art beamline as
well as in-situ monitoring techniques are described. The photochemical reactions which follow the initial
excitation of the core electronic states of the material vary with the structure, ionicity of the chemical
bonds, and form and presence of the vacancies in the network. The specific radiation effects on the
material are detailed for a-SiO2, a-SiNx:H, and a-Si:H. Details of the microscopic processes involved
in the synchrotron-radiation-excited epitaxy of Si film from Si2H6 are clarified and used for a better
understanding of their growth.

1.  Beamline instrumentation and diagnostic tools for synchrotron radiation  
excited material processing

1.1. Characteristics of synchrotron-radiation-excited processing

The effects of synchrotron-radiation (SR)-excitation in processing of materials
have only been investigated for a limited number of systems. The energy levels
involved distinguish this photo-processing technique by light from other sources.
Photons from an electron storage ring have energies in the range from vacuum ultra-
violet to x-ray; i.e., they are sufficiently energetic to excite the core-electronic states
through one-photon processes, yet it is still possible to keep the temperature in
the irradiated region low. Excitation by one photon in this energy range is suffi-
cient to induce processes such as photolysis of gas-phase molecules, photodesorption
and photodissociation of adsorbates at surfaces, and rearrangement of the network
in bulk material. The quantum efficiency of atomic displacement when a core
electron is excited is much greater when a valence electron is excited. Under appro-
priate conditions, the thermal effect is minimized and the electronic process becomes
dominant. This is the great advantage of SR over lasers when we want to eluci-
date the microscopic mechanisms responsible for the effects of radiation or to
fabricate microstructures. For example, atomically controlled superlattices with sharp
doping profiles or abrupt interfaces are only achievable through low-temperature
epitaxy using excitation by SR photons. SR-beam processing also offers precise con-
trollability of film thickness and selectivity in terms of regions of deposition. The
recent progress in the implementation of extremely brilliant synchrotron light sources
is rapidly improving the lower throughput.
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In view of the large penetration depth of photons in solid materials, an impor-
tant feature specific to SR-excited reactions is processing of thin films rather than
merely surface phenomena. It is generally accepted that the three major areas of
application are deposition, etching, and the induction of structural changes in mate-
rials. If the reaction is driven photolytically, the reaction rate or the results is
insensitive to the process temperature, and the amount of products saturates steeply
in terms of the irradiation time. Although the electronically excited breaking of
the chemical bonds is obviously the initial event, our primary interest is whether
such local structural change grows up to some macroscopic changes. This some-
times requires additional heating of the substrate. If a thermal activation barrier exists
after the electronic process, the reaction rate is temperature dependent. The elec-
tronic materials featured in this chapter manifest distinct radiation effects and
comparison of them offers insightful information on the underlying kinetics of SR
excited processes.

1.2. Configuration of the beamline for material processing

A state-of-the-art SR beamline, which was especially designed for materials pro-
cessing rather than for the study of superficial photochemistry, has been installed
at the “super-ALIS” superconducting electron storage ring in the NTT Atsugi
Research and Development Center [1]. 

Figure 1 schematically illustrates the components of beamline 7. The Super-ALIS
ring is of the race-track type, providing five extraction ports in each of the 180°
bending sections.

Four separate ultrahigh vacuum (UHV) chambers consist the end of apparatus.
Synchrotron radiation emitted at a bending magnet is focused by double toroidal
mirrors onto the surface of a specimen mounted in the UHV process chamber
(base pressure of 5 × 10–10 torr). The energy in the white spectral SR beam is
distributed through the range 10–1500 eV, with the maximum flux energy at
about 100 eV. At a ring current of 300 mA, the total number of photons is 5.5 ×
1017 s–1, and the photon density at the beam center is 1.3 × 1016 s–1 mm–2.

The beamline is equipped with a large gas supply and exhausting facilities for
performing advanced CVD processes involving multiple substances. Feeding up
to four kinds of gases, either in continuous or pulsed mode, can be synchronized
with irradiation from the SR beam. Eight 5-meter-long differential pumping stages
are placed at the intermediate sections of the beamline (D1–D8). For improved
efficiency in differential pumping, the conductance of gas in the upstream direc-
tion is reduced by the insertion of two aperture blocks in each beam duct (A1–A5).
With an N2 pressure of 0.1 torr in the reaction chamber, the pressure in the mirror
chamber was below 4 × 10–9 torr, which is a durable condition for routinely con-
ducting experiments.
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1.3. In-situ monitoring by time-of-flight mass spectroscopy

Figure 2 is a block diagram of the apparatus for time-of-flight mass spectroscopy
(TOFMS) to detect positive ions that are desorbed from solid surfaces [2]. This
system can be used in the single-bunch mode of the Photon Factory (PF), which
operates on a repetition cycle of 624 ns with a bunch width of 100 ps. The trigger
signal is obtained by dividing the reference signal (500 MHZ) by 312. The ions
produced by desorption from the solid surface and photolysis in the gas-phase
enter the drift tube through the grid mesh and are then detected by a fast-response
microchannel plate (MCP). The signals from the MCP are amplified and converted
to logic signals by a constant fraction discriminator (CFD). For minimized dead
time, the TOF spectra are recorded in the time-inverted mode, where the trigger
signal is input to the stop channel and the ion signal is input to the start channel
of the biased time-to-amplitude converter (TAC). The spectra thus recorded are stored
in a multichannel analyzer (MCA). The time resolution of the photon signal was
270 ps.
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Figure 1. Plan and elevation views of beamline 7 connected to Super-ALIS. (FCV: fast-closing valve,
M.CH: mirror chamber, IP: ion pump, and TMP: turbomolecular pump. The numbers indicate the pump-
evacuation speeds in 1 s–1. D1–D8 denote differential pumping chambers, and A1–A5 are the beam ducts
that connects the chambers.)



1.4. In-situ monitoring by spectroscopic ellipsometry

Phase-modulated spectroscopic ellipsometry (SE) [3] is probably the best solution
for real-time monitoring of a CVD process, since this technique only involves the
use of optical probes and is thus noncontact, nondestructive, and noninvasive and
remains applicable in situations where the reactant gas is under high-pressure. In
SE, we measure the ratio ρ between the Fresnel reflection coefficients (Rp and Rs)
of p- and s-polarized light incident to the solid surface [4]. The ellipsometric
angles Ψ and ∆ correspond to the amplitude and phase of ρ defined by ρ = Rp /Rs

= tan ρ · exp(i∆). Although SE is less sensitive to the state of the outermost surface
of a film vs. surface-specific techniques, it is reasonably sensitive to the state of
the near-surface region. In any case, the nanometer-range resolutions of thickness
scales that we are able to grow or etch with photo-excited processing prove that
SE provides the best solution [5, 6]. In beamline 7, the polarized light meets
the substrate surface at a 72° angle of incidence, and the SE signal samples infor-
mation from an elliptical region, with major and minor axes 10 and 3-mm long,
which is centered within the rectangular area (10 × 18 mm) irradiated by the SR
beam [1].

2. Radiation effects in a-SiO2

2.1. Surface phenomena

When a body of a-SiO2 is bombarded with high-energy electrons, vacuum-ultravi-
olet photons, or soft x-rays, O+ ions are ejected from its surface [7] and oxygen

204 Chapter 7

Figure 2.  TOFMS detector and signal processing system using the single-bunch operating mode of
the PF ring.



atoms are displaced from the Si-O-Si network. As a result, vacancies are created
at sites which were initially occupied by oxygen atoms [8]. When the irradiation
temperature is lower than 500 °C, most of these oxygen-vacancy defects are main-
tained once they are created, as diffusion and desorption of the O2 molecules
reduce the concentration of oxygen atoms in the film and change its net composi-
tion into a Si-rich SiOx [9]. Observation of the elementary Si(LVV) signal at
92 eV in Auger electron spectra and the Si0 signal in x-ray photoelectron spectra
confirmed the formation of Si-Si bonds [10]. At irradiation temperatures above
730 °C, however, the film decomposes through the continuous desorption of SiO
product molecules [11].

2.2. Evaporation vs. compositional change

The changes in ellipsometric angles Ψ and ∆ as monitored from the beginning of
the irradiation of a 400-Å-thick film of a-SiO2 are plotted in Figure 3 for various
temperatures of the irradiated area. The Ψ-∆ trajectories start from the origin
O(38°, 80°) and show an up – and leftward trend with decreasing thickness. In
trajectories where the temperature was above 500 °C, the decreases in Ψ and
increases in ∆ are almost linear with the period of irradiation. The changes slowed
suddenly at 50–60 min, when the a-SiO2 film was almost gone. The trajectories at
Ts � 500 °C are short and terminate at points with small ∆-angle coordinates. All
trajectories are close to the curve O-A-B. The dotted curve O-X-Y is the trajec-
tory simulated on the assumption of uniform etching of a 400-Å-thick a-SiO2 film
at 800 °C while maintaining the stoichiometric composition of the film. The end
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Figure 3. Ψ-∆ trajectories monitored at 3.4 eV with irradiation of an a-SiO2 film. A trajectory simu-
lated on the assumption of the homogeneous etching of a 400-Å-thick film of SiO2 at 800 °C is given
as the dotted curve, marked O-X-Y. Trace O → A → B is the envelope of all of the traces and trace
O → C → D is the trajectory at 430 °C.



points of the trajectories for the 670–850 °C range are all close to the point Y, which
defines the optical constant of an atomically clean and flat Si(100) substrate. This
means that the SiO2 film had almost completely been removed in these cases [10].

The changes in the Ψ and ∆ angles at Ts > 500 °C are due primarily to the
decreasing thickness of the overlayer, hence the instantaneous rate of evaporation
at any time can be derived from the derivatives of the angles with respect to time.
If the dependences of dΨ/dt and d∆/dt on temperature at an early stage of irradia-
tion along with the evaporation rate as evaluated from the depth at the center of
the irradiated region are plotted in the Arrhenius manner, all have the same slope,
which yields an activation energy of 0.44 eV [12].

Although the outline of the trajectory reflects the thickness of the overlayer,
the compositional change is also clearly identifiable in Figure 3. The trajectory at
430 °C, for instance, initially overlaps with the envelope curve O-A-B, but its
direction shifts abruptly leftward at the turning point, C. This turning point defines
the critical point beyond which the SiOx film becomes resistant to evaporation.
The trace C → D, on which ∆ is almost constant and Ψ decreases, is mainly a
result of structural changes. Thus, in the initial stage of irradiation, SiO2 is evap-
orated so that the film remains compositionally stoichiometric SiO2; this continues
until the formation of oxygen vacancies suddenly becomes the predominant process.
The eventual termination of a trace at a steady-state position indicates that the
composition of the SiOx film is stable and further decomposition does not occur.

2.3. Temperature-dependent composition of SiOx

The dielectric function of a modified SiOx can be calculated by assuming an appro-
priate model structure based on Bruggeman EMA [13]. A double-layered structure
consisting of an inner layer, represented by a mixture of SiO2 with optically thick
polycrystalline Si (p-Si), and a surface roughness layer, represented by a mixture
of voids with p-Si, reproduced well the experimental spectra. In mixing the dielec-
tric functions of SiO2 and p-Si, we use the dielectric response of p-Si to represent
the response of Si-Si bond units or Si clusters.

It was found that when the volume fraction of p-Si exceeds some threshold
value (10–24%), which depends on the temperature of irradiation, the evaporation
actually ends, and the SiOx film is resistant to further decomposition [12]. This is
because the valence holes produced by the Auger decay of a core hole are neutralized
very rapidly when the density of the valence electrons that originate in Si-Si bonds
becomes high enough. Between 610 and 690 °C which is the intermediate tem-
perature range, the volume fraction of SiO2 in the steady state suddenly drops
from 76.7% to 0%. At temperatures higher than 700 °C, no oxides are present in
the steady state and the interface is partially exposed. The final double-layered struc-
ture in this case consists of 16–30Å-thick inner layer of p-Si and a 5–20Å-thick
surface-roughness layer. This process has been studied by in-situ monitoring by
reflection high-energy electron diffraction (RHEED) [14]. The first change is the
appearance of a ring pattern over a halo background, which indicates that Si aggre-
gates, consisting of networks of crystalline Si, are oriented in random directions.
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Then, diffraction spots, which indicate that the electrons are being transmitted
through three-dimensional islands, are increasingly superimposed on the ring pattern
as the Si aggregates merge into islands, which are created by solid-phase crystal-
lization. When the irradiation temperature was higher than 800 °C, the islands of
p-Si were flattened and a clear pattern of (2 × 1)-reconstructed Si(100) surface
was observed [15].

2.4. Creation and annihilation of defects during irradiation

Figure 4 shows how the volume fraction of SiO2 and the thickness of the layer
vary at various temperatures during irradiation. At 470 °C, the composition changed
significantly from the beginning of the irradiation period. When the temperature was
higher than 690 °C, the material remained stoichiometrically SiO2 down to a thick-
ness of 80 Å, with the suboxide phase (SiOx) only prevailing in the subsequent
final stage. The experimental results confirm the general trend of a first stage
where the SiO2 film evaporates, as silicon-containing product molecules (SiO) are
desorbed, and a second stage where the volume loss is primarily due to preferen-
tial desorption of oxygen atoms (molecules). The prolonged maintenance of SiO2

stoichiometry at the higher temperatures suggests that defects and Si-Si bonds are
being annihilated as the sites are decomposed into volatile SiO molecules.

2.5. Precipitation of nanocrystalline Si in SiOx matrix

Systems of Si/SiO2 and suboxide have various optoelectronic applications. From
such systems, nanocrystalline Si (nc-Si) embedded in a matrix of SiO2 is promising
as a material that emits visible light. The widely employed methods for the depo-
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Figure 4.  Volume fraction of SiO2 vs.layer thickness during irradiation of a-SiO2 at various
temperatures.



sition suboxide films are sputtering in an O2 atmosphere or Si-ion implantation
into SiO2 films [16, 17]. The film of SiOx thus prepared is then annealed at tem-
peratures above 1000 °C to induce phase-separation into Si and SiO2 domains.
The resulting particles of nc-Si are small, typically less than 5 nm in diameter.
Here, we focus on the microscopic structure of SiOx films produced by irradiating
SiO2 films.

Cross-sectional transmission electron microscopy (XTEM) revealed that irradi-
ation at 300 °C produced an amorphous film with a SiO2 volume fraction of 90.3%
[12]. This observation suggested that the SinO4–n (n = 0–4) local composition struc-
tures are distributed statistically throughout the SiOx film [18]. When the temperature
of the irradiated area was 470 °C, nc-Si particles with an average length/width of
2–3 nm appeared [14]. These particles were mainly present at the surface and near
the SiO2/Si interface.

The nanocrystals become larger with increasing temperature. This is because
the separation of SiOx into Si and SiO2 domains is thermally activated [19]. Si aggre-
gate is produced through the aggregation of Si-Si bond units with the desorption
of SiO and O2 species. The remaining reproduced SiO2 domains are subjected to
defect formation, decomposition, through which further aggregation of Si-Si bond
units occurs. This sequence of oxygen loss and phase-separation continues until a
diffusion-limited equilibrium state has been reached.

When the irradiation temperature is 610 °C, numerous large nanocrystalline
domains are distributed throughout the resulting film, as shown by the XTEM image
in Figure 5. The nc-Si particles at the surface are relatively small but occur at a
high density high enough to form a continuous crystalline overlayer. The grains
of nc-Si near the interface are typically about 10 nm in diameter and 20 nm in length
and aligned in the direction normal to the surface. The undulation of the interface
indicates that solid-phase epitaxy had produced crystalline islands from the oxygen-
depleted interfacial SiOx film.

2.6. The basic photolytic and thermal processes

The experimental results described above give us a clear view of the interplay
between the basic photolytic and thermal processes. The decomposition of an a-SiO2

film and the changes of its composition are initiated by the cleavage of Si-O bond
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Figure 5.  XTEM images of SiOx films produced by irradiation at 610 °C.



as a result of electronic excitation. The changes to the material’s dielectric function
can be related to well-known defect-formation processes [20, 21]. The production
of an E′1 center with an interstitial oxygen atom (Frenkel pair) is the basic radia-
tion-induced event: In the Devine’s notation this is expressed as

O3 ≡ Si-O-Si ≡ O3 + hν → O3 ≡ Si · +Si ≡ O3 + O + e– (1)

where (·) denotes an unpaired electron and ≡ denotes the chemical bonds with the
three oxygen atoms. The E′1 center is converted into a neutral oxygen vacancy site
by the attachment of an electron: 

O3 ≡ Si · +Si ≡ O3 + e– → O3 ≡ Si-Si ≡ O3 (2)

Pairs of adjacent Si atoms (Si · +Si and Si-Si) are the majority defects, and are respon-
sible for changes in the dielectric response. The Si-Si bonds are distributed
homogeneously within the SiOx film at Ts � 300–400 °C. Non-bridging oxygen hole
centers (NBOHC) (O3 ≡ Si-O · ) constitute another defects, and are produced by
the scheme [21]:

O3 ≡ Si-O-Si ≡ O3 + hν → O3 ≡ Si-O + · Si ≡ O3 (3)

The oxygen atom released in scheme (1) may either be incorporated in the Si-O-
Si network to create a peroxylinkage (O3 ≡ Si-O-O-Si ≡ O3) or become attached to
an NBOHC to create a peroxyradical (O3 ≡ Si-O-O ·) [22]. A peroxylinkage or per-
oxyradical is decomposed through the release of an O2 molecule. The loss of O2

from the bulk material is the process that leads to a Si-rich composition. Photon-
stimulated desorption also contributes to the removal of oxygen atoms at the surface.

We can distinguish between two competing models of the local structure of
SiOx films. In the two-phase model, the film is assumed to consist of regions of
Si aggregate and regions of stoichiometric SiO2. The average volume of the phases
in the material determines the index x. In the continuous random network (CRN)
model, the local bonding is described statistically in terms of the distributions of
five different local bonding environments: Si-Si4–nOn, with n = 0, 1, 2, 3, and 4
[18]. Since the photon-induced events occur randomly throughout the film, a film
of SiOx that is produced by low-temperature (Ts � 400 °C) irradiation of SiO2

will have the CRN structure.
The configuration in which oxygen atoms are displaced into interstitial posi-

tions is metastable. If an interstitial oxygen atom displaced from an E′1 center or
NBOHC is able to overcome the potential barrier because of the elevated temper-
ature, it may return to its original position to reproduce the ordinary Si-O-Si network.
This leads to the annihilation of Frenkel pairs [23]. However, when the interstitial
oxygen atom becomes largely separated from the defect site, we see decomposi-
tion of the network. The coordination number of a Si atom at an E′1 center is small,
hence such a site is easily decomposed into SiO molecules, and the repetition of
this process results in macroscopic-level evaporation of the film. Sooner or later, the
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thermal decomposition channel is terminated when the number of Si-Si bonds
accumulated in the SiOx reaches a critical value. On this basis, we can conclude
that photo excitation triggers high local structural change, whereas annealing drives
two opposing processes that affect the macroscopic restructuring of the network.
Annealing makes the network decompose into volatile SiO molecules but also
leads to the precipitation of Si nanocrystals.

3. Radiation effects in a-SiNx:H

3.1. Change in compositional structure and refractive index

With the recent progress in technology for advanced optical communications
network, techniques for the fabrication of micro-photonic devices have become an
important field of research and development. The fundamental principle in the
confinement of propagating light within optical waveguides is the selection of appro-
priate materials for the core and cladding regions. Thus, the application of light
to induce structural changes in thin films, i.e., modifying their refractive indices,
has been an important technique ever since the pioneering work by Hill et al. [24].
In this section, hydrogenated amorphous silicon nitride (a-SiNx:H) films are shown
to be promising as candidates for the role of a photosensitive material that will allow
us to write high-∆ waveguides and fiber Bragg gratings. Since such films contain
large molar fractions of H atoms, sufficient space is available to facilitate rearrange-
ment of the atomic network. Excitation by high-energy photons has been found to
produce irreversible forms of network restructuring around the photoexcited atoms.

a-SiNx:H (x = 1.31) films between 2500 and 2800 Å thick were deposited on
Si(100) substrates by plasma-enhanced CVD from a gaseous mixture of SiH4 and
NH3. The distinct effects of radiation on a-SiNx:H and on a-SiO2 were compared
by monitoring the time evolution of the ellipsometric (Ψ, ∆) angles obtained at
3.4 eV and room temperature [25]. In the case of a-SiO2, the (Ψ, ∆) angles changed
slowly but continuously until they reached their respective saturation levels. In
the case of a-SiNx:H, however, the (Ψ, ∆) angles changed sharply as irradiation com-
menced. The time-constant of the responsible photochemical reaction was 100 s
and it almost run its course by 200 s. The changes in the dielectric constant observed
in this case are certainly of a photolytic origin.

Linear regression analysis of the (Ψ, ∆) spectra was applied to determine the
thickness and compositional structure of the films in terms of the chemical bonds
that are contributing to the respective dielectric responses. A reasonable agree-
ment between the experimental and calculated spectra was obtained by using a
single-layer (Si3N4+c-Si+void) model in which the dielectric functions of stoichio-
metric silicon nitride (Si3N4), crystalline silicon (c-Si), and the void were mixed
under the Bruggeman EMA [13]. The void component represents the vacant
spaces around hydrogen-terminated defect sites. Si3N4 shows very little absorption
above 4.8 eV, so the major contribution here is from the c-Si component. The
c-Si component also represents the relatively silicon-rich composition of the film
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in comparison with a film of Si3N4. The probable corresponding microscopic struc-
ture is Si-Si bond units that exist in the form -Si-SiHx (x = 0–3) or as aggregated
Si.

The respective volume fractions of the Si3N4, void, and c-Si components of the
film in its as-grown state were 0.809, 0.149 and 0.042. After irradiation, the
corresponding volume fractions became 0.882, 0.093, and 0.025 where these values
are average for eight specimens. This means that the composition was brought closer
to that of stoichiometric Si3N4 by a reduction in the number of chemical sites that
are accompanied by voids and in the amount of c-Si. Consequently, the total thick-
ness of the film was reduced by 9.8 ± 2%. As a quantitative basis for discussion,
the nominal volumes of the Si3N4, c-Si, and void components which would be
required to make up the total thickness were calculated. The void volume was
reduced by 44 ± 9% from the initial void volume and the c-Si volume was reduced
by 49 ± 15% from the initial c-Si volume. These values were not correlated with
the temperature during irradiation. The volumetric reduction ratio for Si3N4 was,
however, an increasing function of temperature, varying from 0.3% at 200 °C to
3% at 870 °C. This thermally activated behavior is consistent with the evapora-
tion rate of stoichiometric Si3N4 [15].

Figure 6 illustrates the results at room-temperature for the refractive index n
and extinction coefficient k of nonirradiated and irradiated a-SiNx:H films. Irradiation
led to an increased refractive index, regardless of the energy level. Specifically,
the refractive index increased from 1.92 to 1.96 with irradiation at 1.96 eV (633
nm). The values remain lower than the 2.00 for stoichiometric Si3N4 because of
the many H atoms still in the network. The ∆n values for the eight specimens ranged
from 0.034 to 0.046, which are among the largest values ever reported for silicon-
based optical materials. These values are independent of the temperature during
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Figure 6.  Room-temperature refractive index n and extinction coefficient k of the a-SiNx:H film
before (dotted lines) and after (solid lines) irradiation at 200 °C.



irradiation, further confirming that the change is produced by photolytic reaction
kinetics. The decrease in the volume of the c-Si component lowered the k value
in the ultraviolet region. The combination of a positive ∆n and negative ∆k is a
unique feature of the a-SiNx:H system.

Irradiated and non-irradiated samples were also evaluated by Fourier transform
infrared spectroscopy. This revealed absorption bands at 3350, 2190, and 830 cm–1,
which are assigned to absorption by stretching of N-H, Si-H, and Si-N bonds, respec-
tively. Irradiation led to significantly less absorption by N-H, slightly more
absorption by Si-H, and slightly less absorption by Si-N. The numbers of N-H,
Si-H and Si-N bonds after irradiation at temperatures above 200 °C is tempera-
ture-insensitive [26].

3.2. Microscopic models for the network rearrangement

The refractive indices of materials are changed by one or some combination of three
known mechanisms [27]. The first is the creation of color centers, where the change
in the refractive index is according to the Kramers-Kronig relation. The second is
the formation of electric dipoles through retrapping of holes and electrons, which
induces a local index change. However, measurements of spin density by electron
spin resonance spectroscopy revealed that the number of dangling-bond terminated
defects created by irradiation was of the order of 1018 cm–3. This only produces a
∆n of the order of 10–5. Therefore, the much greater ∆n seen in the present system
is not explicable in terms of either of these mechanisms.

The third mechanism is a change in the density of the constituent atoms that
contribute to polarization. This was originally proposed to account for the change
seen in a-SiO2 with compaction by electron-beam irradiation [28]. The relative
change in volume is expressed by the Lorentz-Lorenz relation [29]: ∆n/n =
–[(n2 – 1) (n2 + 2)/6n2] (∆v/v + ∆α/α), where v is the molecular volume and α is
the molecular polarizability. Assuming that the polarizability is fixed, n = 1.92
and ∆v/v = 9.8%, yields ∆n/n = 6.77%, which is of the same order as our experi-
mental result, ∆n/n = 2%.

It is thus evident that the large volume taken up by the voids around the hydrogen-
terminated sites is responsible for the large value of ∆n. Electronically exciting
the atoms stimulates cross-linking, expressed as

-SiHx + =NH + hν → -SiHx+1-N= (4)

is primarily responsible for the compaction. Another bond rearrangement scheme
involving the release of H2 is also possible: 

-SiHx + -NHy + hν → -SiHx–1-NHy–1- + H2 (5)

Lucovsky et al. [30] have suggested that films of a-SiNx:H grown by plasma-
enhanced CVD may be treated as mixtures of Si3N4 and Si(NH)2. Si(NH)2 is
iso-structural with SiO2, but bridging NH groups in the former substance replaces
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the bridging oxygen atoms of the latter. This means that the network of Si(NH)2

is readily rearranged by exposure to electronic excitation. Another important point
is that the restructured network is more similar to stoichiometric Si3N4. This is
because Si3N4 has a relatively constant structure under exposure to radiation.

Various explanations are possible for the differences between the stability of a-
SiO2 and a-Si3N4 under exposure to electronic excitation. The coordination numbers
of the atoms in which the network lead to different degrees of structural freedom
[31]; in terms of the surrounding Si atoms, the nitrogen atoms in Si3N4 are three-
fold coordinated while the oxygen atoms in SiO2 are two-fold coordinated.
Obviously, a larger coordination number produces a stronger resistance to the
displacement of atoms into interstitial sites. In the case of question here, the simul-
taneous rupture of three Si-N bonds is unlikely. The Si-N bond also has a greater
covalency than the Si-O bond. A greater covalency means faster hopping decay
for the valence holes produced by the Auger decay of the core holes than the
initial photo-excitation creates [32].

4. Radiation effects in a-Si:H

4.1. Layered structure of crystalline and amorphous components 

Films of hydrogenated amorphous silicon (a-Si:H) are widely used in electronic
and photonic devices such as thin-film transistors and solar cells, and the funda-
mental properties of these films (for example, conductivity and optical response),
are critically dependent on the concentration of hydrogen atoms. The defects created
when such films are exposed to light in the range from visible to ultraviolet play
a crucial role as contributions to the degradation of solar cells [33, 34]. In this section
we focus on the bond exchange and network restructuring when a-Si:H films are
irradiated with high-energy photons at low temperatures, such that irreversible
changes are produced [35].

a-Si:H films were deposited in various thicknesses (100–800 Å) on Si(100) wafers
at 200 °C or 400 °C by SR-CVD from Si2H6 gas at a relatively high pressure of 7
× 10–3 torr and a low storage current, between 250 and 300 mA. The structural
changes were induced by post-irradiation at higher levels of storage current, between
420 and 470 mA. Typical room-temperature pseudo-dielectric functions before and
after irradiation are compared in Figure 7. The <ε2> spectrum obtained from a
film as-deposited at 200 °C (410Å thick) has a single broad peak centered at 3.3
eV, reflecting an amorphous (a-Si) outermost layer (Figure 8(a)) [36, 37]. After only
a few minutes of SR-beam irradiation at 200 °C, the peak energy blue-shifted by
0.15 eV and the amplitude between 3 and 4 eV increased; this increase apparently
indicates on the densification of the film in the near-surface region [38]. The amor-
phous layer of a Si film deposited at 400 °C was thin (150Å), reflected in the
asymmetrical <ε2> spectrum (Figure 8(b)). Post-irradiation at 400 °C produced
shoulder structures at 3.4 and 4.25 eV, which indicates the regrowth of large
crystalline domains that in some cases reach the surface [37]. In a thin film case
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(Figure 8(c)), the <ε2> spectrum resembles that of crystalline Si (c-Si) [39].
Post-irradiation at 400 °C increased the amplitude between the E1 (3.4 eV) and E2

(4.25 eV) critical points of band-to-band transitions.
The XTEM image in Figure 8 shows a representative layered structure of the

film, consisting of a 140-Å-thick layer of c-Si, a 120-Å-thick outer layer of poly-
crystalline Si (p-Si) islands, and a 50-Å-thick amorphous surface-roughness layer.
For linear-regression analysis of the <ε> spectra, we used a two-layer model com-
prised of an (a-Si+void) top layer and (a-Si+c-Si+void) outer layer on a Si(100)
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Figure 7.  The real and imaginary parts of the pseudo-dielectric functions obtained before (open
circles) and after (solid circles) irradiation of a-Si:H films. The dotted and solid curves show calcu-
lated spectra for the sample before and after irradiation.

Figure 8.  An XTEM image of an a-Si film deposited at 200 °C and post-irradiated at 200 °C.



surface with Bruggeman EMA [13]. The epitaxial c-Si layer is not able to be opti-
cally discriminated from the substrate.

The thickness contribution and volume fraction of the a-Si, c-Si, and void
components in each layer before and after irradiation were optimized to fit the
experimental spectra. These calculated spectra are shown in Figure 7, and have a
good fit with the measured spectra. For the sample in Figure 8, the best-fit thick-
ness contributions (d1 and d2) and volume fractions (f1 and f2) of the outer (subscript
1) and top (subscript 2) layers were d1 = 127.6 Å, d2 = 53.8 Å, f1(a-Si) = 0.43,
f1(c-Si) = 0.57, f1(void) = 0.0, f2(a-Si) = 0.80, and f2(void) = 0.20. Once the
parameters are obtained, the nominal thicknesses are obtained from the a-Si, c-Si,
and void volumes by calculating d1f1(a-Si)+d2f2(a-Si), d1f1(c-Si), and d1f1(void)+
d2f2(void), respectively. The differential thickness, i.e., the difference between the
nominal thickness before and after post-irradiation, was used to evaluate the effect
of the radiation.

4.2. The processes of photolytic network rearrangement 

Slightly ionic Si-H bonds are broken by the direct Auger-stimulated mechanism
which is initiated by core electronic excitation [40]. Although photon-stimulated
desorption (PSD) is a surface phenomenon, the mechanisms involved are also
relevant to the electronically excited bond-breaking processes that occur inside
the bulk material [41]. The cross-section for all Si-H bonds contained in the Si-Si
network is substantial. Irradiation of a-Si:H films at 200 °C leads to an increase
in the volume of a-Si and decrease in the volume of voids. If we assume that these
changes are correlated and that the voids correspond to density deficits associated
with hydrogen-terminated defect sites, the most likely explanation for these changes
is as follows. If a dangling bond site [-SiHx–1 ·] is able to interact with the nearest-
neighbor Si chain, a Si-Si bond, which contributes to the amorphous network, is
created at the cost of a Si-H bond. This local bond exchange leads to densifica-
tion is expressed as

-SiHx + -SiHy + hν → -SiHx–1-SiHy–1- + H2 (6)

The reaction (6) will thus trigger the formation of Si ad-molecules into networks.
In fact, quadrupole mass spectroscopy yielded strong desorption signals for H2 but
no SiHx signals.

When a specimen was irradiated at 400 °C, the network was significantly restruc-
tured. The volumes of both a-Si and voids decreased and the volume of c-Si
increased. This means that recrystallization took the form of thermally assisted
conversion of a-Si into c-Si [42]. Irradiation always reduced the void volume, regard-
less of the temperature. This suggests that vacancies in the network are prerequisite
to bond exchange and network restructuring.
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5. Elementary processes in synchrotron radiation excited homoepitaxy of
silicon

5.1. Thermal interaction of Si2H6 with Si (100) surface probed by TOFMS

At temperatures below the threshold for H2 desorption from silicon hydride species
on Si(100) surface, the reactive sticking of Si2H6 proceeds in a self-limiting manner
according to this schemes [43, 44]:

Si2H6(g) → Si2H6(a) (7)

Si2H6(a) + 2_ → 2SiH3(a) (8)

SiH3(a) + _ → SiH2(a) + H(a) (9)

where (g) and (a) respectively designate the gas and adsorbate and [_] is a dangling-
bond-terminated surface site. Since the hydride coverage was below the limit for
detection by in-situ SE, TOFMS was used to detect surface species by PSD [2].
Figure 9(a) shows a typical mass spectrum of the positive ions desorbed from a clean
Si(100) surface in a UHV. After the signal response to SR photons (time zero),
intense H+ and weak F+ and HF+ ion signals appeared. The origin of the F+ and
HF+ ions is in trace amounts of impurities such as BHx (dopant) and HF, which could
be introduced during the wet pretreatment [45]. Other than the F+ and HF+, H+

was the only desorption product from the clean surface [46, 47]. The high-resolu-
tion spectrum for H+ given in Figure 9(b) is bimodal in structure, having two distinct
peaks, designated as α-H+ and β-H+.

The different flight times of the species that contribute to the α-H+ and β-H+ is
ascribed to their bonding to different partner species on the Si surface. To investi-
gate the respective origins, the surface was exposed to Si2H6 gas at a saturation
dose and then returned to a UHV [48]. Along with the species seen in Figure 9(a),
H2

+ now appears, Figure 9(c). In this case, the yield of α-H+ increased fivefold but
the yield of β-H+ was almost unchanged, Figure 9(d). The increase in the presence
of the species responsible for the α-H+ peak, with increased chemisorption of
Si2H6, indicates that these ions were ejected from hydrogen bound to SiHx(a) and
that the ions contributing to the non-affected β-H+ peak were bonded to other atoms,
e.g. in HF or BHx. Another noteworthy point is that desorption products containing
Si atoms were not seen at all. This means that bond breaking occurs exclusively
at the slightly ionic Si-H bond and that the entirely covalent Si-Si bond is very rarely
or never broken.

PSD from SiHx(a) relies on the excitation of Si(2p) (100 eV) or Si(2s) (150
eV) electrons. Since the Si-H bond is strongly covalent, Coulombic repulsion
between the Si and H atoms of the surface requires that more than two holes be
localized within the Si-H bond for a sufficient period after re-excitation of the
electrons from the valence orbital [46, 47]. H-F and H-B bonds, on the other hand,
have more of an ionic character, leading to much higher yields of H+ desorption
in these cases. The yields of α-H+ and H2

+ from the surface are consistent with

216 Chapter 7



considerations of thermodynamical stability of hydrides on Si(100). The following
is a summary of the PSD channels for α-H+, β-H+, and H2

+.

MH(a) + hν → M(a) + β-H+ (M = F or B) (10)

SiH(a) + hν → Si(a) + α-H+ (11)

SiH2(a) + hν → SiH(a) + α-H+ (12)

SiH2(a) + hν → Si(a) + H2
+ (13)

5.2. Interaction of photolysis products with the Si(100) surface

Consider now the TOFMS spectra obtained during SR-CVD growth, which are given
in Figures 9(e) and 9(f ). The SiHx

+ (x = 0–3) and Si2Hy
+ (y = 0–6) signals intensi-

fied with the increased pressure of Si2H6. The Si2Hy
+ signal is distributed at the

15-ns position in the spectrum, which corresponds to a total flight time of 639 ns.
The poor mass resolution was a result of photoionization occurring along the whole
SR beam path, flight time consequently varied with position. For the same reason,
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Figure 9.  TOFMS spectra obtained from a clean Si(100) surface ((a) and (b)), from a Si(100) surface
with chemisorbed Si2H6 ((c) and (d)), and during SR-CVD with Si2H6 pressure of 5.1 × 10–6 torr ((e)
and (f )). The mass number is proportional to the square root of the flight time. (b), (d), and (f ) are
high-resolution spectra of the regions around the respective H+ signals.



the α-H+ peak is markedly more intense than under UHV and has a tail in the
direction of longer flight times.

The yields of α-H+ and H2
+ increase linearly with the pressure of Si2H6 because

they are created by photoionization of the Si2H6 molecule. The relative contributions
of PSD and the photolysis of Si2H6 can be determined from the dependence of the
α-H+ yield on pressure. The yield as obtained by extrapolation to zero pressure is
ascribed to PSD from SiHx(a), whereas the growth in proportion to pressure is
ascribed to a gas-phase process.

SR-excited atomic layer epitaxy (SR-ALE) [49, 50] is a digital growth method
in which a sequence of gas exposure, evacuation, and SR irradiation of the surface
is repeated. Dangling bonds are regenerated by the PSD of ligand (hydrogen or
halogen) atoms that have been used to passivate the surface. In SR-excited chemical
vapor deposition (SR-CVD) [51, 52], on the other hand, deposition takes place in
a period of continuous exposure of the substrate to the SR beam and reactant gas.
The kinetic pathways for the deposition of Si atoms by SR-CVD include the
photolysis of Si2H6 molecules, reactive sticking of fragments thus photo-decom-
posed, and regeneration of dangling bonds [52]. The question we need to answer
is how the Si ad-molecules introduced to the surface are incorporated into the bulk
Si crystal. The responsibility of the following process of sequential conversion
has been verified:

SiHx(g) → mSiHx(a) → (-SiHx-) → Si crystal, (14)

where SiHx(g) denotes photolysis products in the ambient atmosphere, mSiHx(a)
indicates multiple layers of silicon hydride at the outermost surface, and (-SiHx-)
is the infant stage of a Si-Si network which is formed beneath the mSiHx(a).
Formation of the mSiHx(a) layer indicates that the epitaxial growth in SR-CVD
proceeds in a multilayer mode rather than in a layer-by-layer manner.

5.3. Detection of mSiHx(a) and (-SiHx-) by in-situ SE

When a Si(100) surface is simultaneously exposed to Si2H6 gas and an SR beam,
changes in the ellipsometric angles are detectable by in-situ SE [53]. Figure 10 shows
how the <ε> spectrum changes in response to Si2H6 exposure and evacuation under
irradiating the SR beam. The peak amplitudes at the E1 (3.4 eV) and E2 (4.25 eV)
critical points decreased with exposure of the surface to Si2H6 gas and they recov-
ered to their initial levels with evacuation of the gas. This suggests the presence
of an overlayer which has a dielectric constant smaller than that of c-Si.

The difference between the optical responses of mSiHx(a) and c-Si is ascribed
to the contribution of Si-H bonds [54, 55]. If the dielectric function of the over-
layer is much smaller than that of the substrate (εs), the pseudo-dielectric function
<ε> can be approximated by the equation <ε> = εs + 4πidεs

3/2λ–1, where λ is the wave-
length of the light and d is the thickness of the overlayer [56]. Applying this formula
near the E1 critical point energy in Figure 10 yields the value of 3Å for the thick-
ness of the mSiHx(a).
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Figure 11(a) shows an Ψ-∆ trajectory at 400 °C where Si2H6 gas was intro-
duced at a pressure of 3 × 10–3 torr without irradiating the Si(100) surface by the
SR beam and then evacuated until the 10–7 torr range was reached. The (Ψ, ∆) points
are randomly scattered within a very narrow region |δΨ | < 0.05° and |δ∆| < 0.05°
around the center (20.22°, 145.72°), which represents the background noise level
of the measurement system.

Figures 11(b), 11(c), and 11(d) depict trajectories at 400 °C produced by exposure
to Si2H6 for 60 s, in the presence of irradiation by the SR beam. Within 10 s of intro-
duction of the gas, the (Ψ, ∆) point moved immediately (trace A → B). At 3.4
eV, the shifts in (Ψ, ∆) were mainly in the Ψ direction. At the lower levels of photon
energy (2.3 and 1.5 eV), however, the directions of the shifts had increasingly
significant components in the ∆ direction. The shift in the Ψ angle, ∆Ψ, was –0.15°
at 3.4 eV. When the Si2H6 gas was removed, the reverse change occurred, along trace
C → D (δΨ = 0.15°), but here the relaxation time was longer, 50 s. Since the
stationary trajectory during film growth (trace B → C) is orthogonal to these
trajectories, the immediate shifts associated with beginning and end of the Si2H6

exposure reflect surface phenomena caused by the interaction of photolysis products
with the Si(100) surface. A reasonable interpretation is that the surface, initially
terminated with dangling-bonds, is immediately passivated by an adlayer of SiHx(a)
which the atmosphere of Si2H6 makes possible. The Si adatoms thus produced
have dangling bonds and may be incorporated as constituents in the Si-Si crystal
network. Trace B → C, in contrast, was identified as corresponding to the build-
up of a void-containing (-SiHx-) network of crystalline character in the near-surface
region. The formation of mSiHx(a) is thus clearly distinguishable from the building
up of (-SiHx-).

The sizes of the immediate shifts, |δΨ | and |δ∆ |, provide an index of the abun-
dance of hydride species at the surface. At 1.5, 2.3 and 3.4 eV, the values of these
shifts were constant between 1 × 10–4 and 4 × 10–3 torr. This suggests that the
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Figure 10. Real and imaginary parts of the pseudo-dielectric functions of Si(100) surface at 200 °C
by irradiation under exposure to Si2H6 gas at 2 × 10–3 torr (dotted curve) and after evacuation of the
gas (solid curve).



thickness of the hydride layer is self-limiting such that the layer is monoatomic.
Once the monolayer of SiH(a) has been completed, further hydrogenation is possible
at higher Si2H6 pressures. Above 4 × 10–3 torr, | δΨ | and | δ∆ | increased gradually
with pressure. Surface hydride chains are able to grow through such insertion reac-
tions as [57]:

SiH(a) + SiH2(g) → Si(SiH2)H(a) (15)

Such extension of the Si-Si chain network through repeated insertion reactions results
in the greater shift in the ellipsometric angles. When random network formation
prevails, surface flatness is not preserved, the nucleation rate is increased, and the
crystallinty deteriorates.

5.4. Dependence of the crystallinity of Si films on photon flux 

The growth modes inferred from the kinetic SE data have been categorized into three
types, i.e. type I, II, and III, and the type is dependent on the absolute photon flux
of the SR beam [58]. During type-I growth, the Si film is entirely epitaxial and
its surface is covered by an mSiHx(a) layer. During type-II growth, the epitaxy is
maintained but is now accompanied by the building up of a void-containing
(-SiHx-) network on the growing surface. During type-III growth, the epitaxy is
terminated halfway.

The type-I mode appears under large photon fluxes (IR = 420–370 mA). TEM
images show that the Si overlayer is entirely crystalline and the Si/Si interface is
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Figure 11. Ψ-∆ trajectories by exposure of Si2H6 to Si(100) surface at 3 × 10–3 torr (a) without irra-
diation and with irradiation at (b) 3.4 eV, (c) 2.3 eV, and (d) 1.5 eV. The (Ψ, ∆) data points were
collected every 10 s and trace the sequence indicated by the alphabetical order of the labels. The exposure
to Si2H6 was terminated at point C.



smooth [59]. The surface roughness of the Si overlayer is of atomic order. The
trajectories are quite confined, never straying far from the starting point, as is
illustrated in Figures 11(b), 11(c) and 11(d). This means that the epitaxial layer is
not optically distinct from the Si substrate. The deposited Si ad-atoms are instantly
incorporated in the Si crystal network and the growth proceeds in a layer-by-layer
fashion.

Figure 12 depicts the type-II trajectory produced by intermittent exposure to Si2H6

with the surface being irradiated by a medium flux of SR. A 160-Å-thick Si film
was grown in each cycle. As already described, we see the formation and decom-
position of mSiHx(a). With regard to the first cycle (GR1), the (Ψ, ∆) point
immediately moved to the left with the introduction of the Si2H6 gas (trace A →
B), and immediately moved to the right when the Si2H6 gas was evacuated (trace
C → D). The envelope curve of the traces during stationary growth (line B-C-E),
on the other hand, indicates the deposition of a Si-Si network with a degree of
crystallinity which differs from that of c-Si.

Trace B → C → E can be simulated by assuming uniform deposition of films
of various compositions. A best-fit result for the B-C-E line was obtained by
assuming the growth of a film with p-Si (70%) and void (30%) components, which
corresponds to (-SiHx-) in formula (16). As Ψ varied from 22.5° to 21°, a Si film
800 Å thick was grown, but the thickness of the overlayer at point E in Figure 12
is only 50 Å. This disagreement indicates that the void-rich Si overlayer (-SiHx-)
is continuously formed from the mSiHx(a) and is converted to c-Si at the interfa-
cial region. If such recrystallization does not keep up with the supply of Si atoms,
a void-containing network gradually builds up [59].
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Figure 12. Ψ-∆ trajectories that represent type-II growth on Si(100) surface produced by 15-min
cycles of Si2H6 exposure and evacuation. For clarity, the trajectories denoted by odd numbers are plotted
as thin solid lines and the trajectories denoted by evan numbers are plotted as dotted lines. The ring
current decayed from 370 to 280 mA during the seven cycles, and the Si2H6 pressure was 3 × 10–3

torr.



Figure 13 shows type-III trajectories produced by five cycles of growth under
an SR beam of small flux. The longer trajectory than those of Figures 12 and 13
indicates the greater degree of deterioration in crystallinity from c-Si to a-Si. The
fitting simulation curve to the experimental trajectories was obtained by assuming
deposition of a 33-Å thick p-Si (50%) and void (50%) layer (trace A → B) followed
by deposition of a 75-Å thick a-Si (60%) and void (40%) overlayer (trace B → C
→ D). The shape of the pseudo-dielectric function changed quickly, i.e., the E1

and E2 critical-point features disappeared after GR3 and were replaced by a single
broad peak centered on 3.3 eV. A shift in the growth mode from type-II to type-
III would occur when imperfections such as point defects and stacking faults
involving higher-order hydrides begin to accumulate at a rate greater than that at
which they can be repaired to retain crystalline form for the network.

6.  Conclusion

Synchrotron-radiation-excited processing has potential for region-selective modifi-
cation of materials at low temperatures. Real-time monitoring is prerequisite as a
vehicle for the understanding of reaction kinetics and identification of reaction
products. Radiation effects depend critically on the property of materials. In a-
SiO2, irradiation leads to the formation and annihilation of defects, decomposition
of the network into volatile products, and precipitation of Si nanocrystals. The
radiation effects on a-SiNx:H are characterized by compaction of the network and
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Figure 13. Ψ-∆ trajectories that represent type-III growth on Si(100) surface produced by five
15-min cycles of Si2H6 exposure and evacuation. For clarity, the trajectories denoted by odd numbers
are plotted as thin solid lines and the trajectories denoted by even numbers are plotted as dotted lines.
The ring current decayed from 290 to 270 mA during the five cycles, and the Si2H6 pressure was
3 × 10–3 torr.



large changes in the refractive index. In a-Si:H, densification and partial crystal-
lization occur as a result of bond exchange. In synchrotron-radiation-excited
homoepitaxy of Si film, evidence for the formation of surface hydride layer
and the precursor state of Si-Si network that results in an epitaxial Si layer was
presented.
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ABSTRACT: This chapter reviews the work done in our laboratory and others on synthesis and
deposition of thin films of metal nitrides, using the reactive pulsed laser ablation (RPLD) technique.
In particular, thin films deposition of transition-metal nitride e.g. TiN and VN, aluminum AlN and boron
nitride BN films are detailed. The characteristics of the fabricated films are presented as a function
of the deposition parameters, to explain their role and give useful information for the development
and application of this innovative deposition technique.

1.  Introduction

A challenging problem of modern materials science is to find new materials that
can exhibit useful properties and deposit them as thin films on appropriate
substrates. Thin film have important applications in advanced technologies such
as microelectronics and optoelectronics. They are frequently used also to improve
the surface properties, i.e., hardness, chemical inertness and electrical resistivity
of bulk substrates. In this endeavor, lasers provide appropriate approaches for
synthesis and deposition of materials of interest in modern technology. Laser-
assisted surface modification [1], surface nitridation [2], dry etching ablation [3]
and chemical vapor deposition [4] are now well established techniques. However,
a new laser-based technique is now emerging with great potential: the pulsed laser
ablation deposition (PLD) of thin films. In PLD, a powerful laser pulse vaporizes
a target material placed in a vacuum chamber. Part of the vapor can be deposited
on an appropriate substrate, placed a few centimeters from the target. By using
hundreds or thousands of successive laser pulses, a continuos film can thus be
grown.

Interest in PLD has experienced an explosive growth since 1987, when it was
successfully used to deposit thin films of high critical temperature, Tc, supercon-
ductors [5]. This is due to the fact that PLD has the distinctive feature of preserving
the stoichiometry of the target material i.e., congruent ablation. Hence, PLD is at
present the best-suited technique for the deposition of multicomponent structures
like high Tc superconductors, compound semiconductors, alloys, and polymers.
The physical properties of the films obtained by the PLD technique are often superior
to those obtained by conventional evaporation and electron-beam evaporation.
Moreover, the highly non-equilibrium conditions during the PLD process enable
the synthesis of metastable phases, unobtainable by conventional fabrication
methods.
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In the last years a new PLD variant laser-based technique has been emerging, i.e.,
the reactive pulsed laser ablation deposition (RPLD) of thin films. In the RPLD
method a solid surface collects the material ablated by the laser irradiation of an
element target which reacts with a low-pressure ambient gas or vapor. In this way,
oxides, nitrides and carbides can be deposited as thin films by ablating an element
material in an appropriate low-pressure atmosphere, i.e., O2 for oxides, N2 or NH3

for nitrides, CH4 or C2H2 for carbide film deposition. The RPLD method offers many
advantages over traditional techniques, such as: (a) much lower cost of materials
since usually elements targets are employed, (b) a low material consumption, (c)
short processing times, as long as films of reasonable area and thickness are
deposited. Moreover, multilayered films can be deposited by simply changing the
process gas and/or the irradiated target. Also, long lasting high temperature post
annealing processes are usually not needed. Hence, deep diffusion of the impuri-
ties can be avoided. Thus, films can be deposited on any kind of substrate material,
even on thermolabile substrates like polymer films and paper [6]. This feature
makes RPLD a low thermal budget technique. Note that traditional nitridation/
carbidation of materials is done at very high temperatures, of the order of
1000 °C for periods longer than ~1 h. Furthermore, laser light does not introduce
pollutants onto the deposition site and the use of corrosive and toxic gases can be
avoided. Thus, the ambient gas for nitride film deposition is usually molecular
nitrogen, N2. For carbide film deposition methane, CH4, is used most frequently,
with minimum safety problems. These gases do not pose any pollution problem,
in contrast with the gases and vapors currently used in thin film synthesis via
chemical vapor deposition (CVD) or plasma enhanced chemical vapor deposition
(PECVD).

Properties of the deposited films can be tailored by an accurate selection of the
deposition parameters. The laser energy density (fluence) or power density at the
target is the most important one. It influences the composition and structure of
the deposited film, see e.g. refs. [7, 8]. Variations of the composition and/or struc-
ture of the films are due to the variation of the density and temperature of electron,
ion and atomic species in the plasma plume [9] created by the interaction of the laser
pulse with the target. The plasma plays a key role, since it determines the forma-
tion of reactive species and high-energy ions. The particle density, degree of
ionization and kinetic energy of the ablated species depend mainly on the power
density of the laser pulse. The ion density rapidly increases with increasing laser
power density. Above ablation threshold, e.g., 70–100 MW/cm2 for Ti, ~200
MW/cm2 for Al, and ~250 MW/cm2 for W, using an excimer laser [10], a non
directional and non stoichiometric evaporation of materials is first observed. Then,
a strong forward-oriented plume is created and stoichiometric ablation is observed.
In the high-power regime, it is possible to calculate the angular distribution of the
ablated materials and the thickness profile of the deposited film [11]. The ablated
material is mostly ejected in the forward direction, with an angular distribution of
cosnθ type, where θ is the angle to the normal of the target and n is a number between
5–12. By assuming an adiabatic expansion of the plasma plume [9] and a circular
laser spot, the film thickness profile is well approximated by
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where M is the mass of the ablated material, ρ is the film density, z is the target-
to-substrate distance, k is a tabulated function [12] with a value between 2 and
10, depending on the radius of the laser spot at the target, on the laser pulse
duration and on the adiabatic index γ = cp /cv of the vapor. Here cp and cv are the
specific heats at constant pressure and constant volume, respectively, of the
expanding vapor. For typical deposition parameters, i.e. τ = 50 ns, laser fluence
F~1 J/cm2, z = 5 cm, M = 1–10 µg, ρ = 2.5 g/cm3 and k = 2, the deposition rate
is of the order of 0.1–1 nm/pulse at the film center, with a half-thickness radius
of ~2 cm. This means, that a monolayer/pulse can be deposited using high power
lasers. In the case of an elliptical laser spot, typical of excimer laser beams, the
thickness profile of the deposited layer is given by

Mpq2

h(θx, θy) = –––––– [p + tg2θx + q2tg2θy]
–3/2

2πρz2

where p and q are tabulated functions, tgθx = x/z and tgθy = y/z with x and y coor-
dinates with origin at the center of the deposited film of elliptical shape [11].

The ablation rate of most materials increases at the lower laser wavelengths.
At a given ablation rate, the deposition rate decreases with increasing target-to-
substrate distance.

Noteworthy is the fact that the plasma plume generated by high-power laser pulses
greatly differs from the vapor generated by traditional evaporation systems. In
fact, the laser plasma plume is much hotter. As a consequence, the laser plasma
consists mostly of atomic and ionic species even for molecular targets, and the vapor
exhibits the same elemental composition as the target. Moreover, the high kinetic
energies of the atomic and ionic species, typically tens of eV, lead to high-density
films, frequently with a microcrystalline structure even when deposited on room-
temperature substrates. The high kinetic energies of the plasma particles promote
also chemical reactions even when ablation is performed in low-pressure atmos-
pheres of poorly reacting gases, like molecular nitrogen.

Unfortunately, PLD and RPLD techniques have also some drawbacks. The main
disadvantages of the PLD method are the difficulty in preparing films of homoge-
neous thickness on large area substrates, and the inclusion of particulate and droplets
in the deposited films. Particulate originates from various physical mechanisms such
as liquid phase ejection of the target material by the recoiling pressure of the laser
produced plasma, explosive dislocation of fragments by the sub-surface overboiling
of the target material and gas-phase condensation of the evaporated materials. Surface
defects can be produced also in polycrystalline films by multiple orientation of
the different crystal domains. However, special procedures and systems have already
been developed to overcome these drawbacks, like mechanical shutters, shadow
masks and fragmentation of particulate by means of laser pulses propagating parallel
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to the target surface [13]. We stress that particulate-free films can be obtained by
a proper choice of the laser fluence, of the target-to-substrate distance, and combined
rotation and scanning of the compact and smooth targets to ensure uniform laser
ablation.

Three main parts form a PLD/RPLD system (Figure 1): a laser, a beam delivery
system and a vacuum chamber. Most frequently used are excimer lasers, such as
XeCl, λ = 308 nm, KrF, λ = 248 nm, and ArF, λ = 193 nm, since ultraviolet
(UV) radiation strongly interacts with almost any material. Their pulse length
is in the range 10–50 ns and their repetition rate is 1–100 Hz. Shorter pulses are
not convenient for RPLD. In fact, the thermal effect of picosecond pulsed laser
ablation is smaller than that of nanosecond pulses and the ablation rate is very
low. Higher repetition rates may cause interference between the plasma plume
produced by successive laser pulses. The beam delivery system is formed by a set
of lenses and mirrors. They have to allow the laser beam focusing on the target
surface to achieve the preset fluence for ablation. The laser fluence at the target is
usually limited to a few J/cm2. The laser beam incidence angle at the target is
of ~45°.

The deposition is usually done in stainless steel vacuum chambers. It is impor-
tant to achieve a high vacuum, of 10–5–10–6 Pa or better, before starting PLD or
introducing the reaction gas for RPLD. Unwanted reactions of the ablated material
with the background gas, especially with oxygen, which is highly reactive with
almost all elements, must be avoided. The target to substrate distance is usually
in the 20–120 mm range. The shorter the distance, the higher is the deposition
rate, but the film thickness uniformity increases with increasing distance.

The deposited films are usually submitted to optical and electron microscopy such
as SEM, TEM, and AFM, to investigate their surface morphology. The mean
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Figure 1.  Schematic diagram of a PLD apparatus.



chemical composition of the films is determined with energy dispersive spectroscopy
(EDAX) and Rutherford back-scattering spectrometry (RBS). Electron diffraction
spectroscopy (EDS) and x-ray diffraction (XRD) are used to investigate the crys-
talline structure. Electron photoemission spectroscopy (XPS) and Fourier
transform-infrared spectroscopy (FTIR) are used to obtain information about
chemical bonding. Film thickness is usually determined by simulations of experi-
mental RBS spectra with the Rutherford Universal Manipulation Program (RUMP)
[14]. Micro-indentation is performed on films of interest for hard coatings.

Nitride and other ceramic films are usually deposited by PLD/RPLD on small
substrates, since areas of ~1 cm2 are sufficient for characterization purposes. Only
recently ceramic films were deposited on large-area ~100 cm2 and 3-dimensional
substrates, to demonstrate that the technique is suitable for industrial applications.
This can be done by computer-controlled movement of the large substrates with
respect to the target [6].

2.  Refractory-metal nitrides for hard coatings and microelectronic 
2. applications

In this section, we review the main results on RPLD of refractory metal nitride
thin films. In particular, we report on deposition of Ti, V, Zr, Mo, Ta and W nitride
thin films.

The nitrides of refractory metals have appealing properties for application in
several fields. These compounds combine different properties such as very high
hardness, high melting point and high chemical inertness. The reason for their
good mechanical and chemical stability is thought to lie in the high directional nature
of the metal-nonmetal pd hybrid bonding [15]. Moreover, they exhibit a high elec-
trical conductivity, which accounts for being sometimes called ‘metallic’ compounds.
This characteristic makes them ideal in microelectronics VLSI and ULSI applica-
tions for contacts and diffusion barriers. In particular, the titanium-nitrogen system
has been and is intensively studied for use in mechanics [16] and microelectronics
[17]. Much less studied is the vanadium-nitrogen system. Here two phases exist:
the hexagonal β-V2N and the cubic δ-VN. VN is a refractory compound and it is
a superconductor with a transition temperature ranging from 2 to 9 K, depending
on the nitrogen content [18].

The growth of thin films of transition metal nitrides though presents some
problems. In fact, the vaporization of metals is hindered by the high temperatures
required to achieve a sufficient vapor pressure. Metallorganic chemical vapor depo-
sition (MOCVD) produces films with a high carbon and oxygen content, due to
reactions of the deposited metal with the organic ligands. This is also a good
reason why such nonthermal techniques, like sputtering, arc cathodic deposition, and
most recently also our technique of RPLD are used.
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2.1. Laser deposition of Titanium nitride films: methods and results

Particular attention has been paid to titanium nitride films, which were the first
to be deposited by RPLD following the high Tc superconductors [19]. The proper-
ties of titanium nitride films strongly depend on their crystalline phase and
stoichiometry. TiN single-crystals present a face-centered cubic (fcc) structure with
a lattice constant a = 0.424 nm, a melting point of 2947 °C [7] and an electrical
resistivity of 15 µΩ ·cm, which increases to 50 µΩ ·cm in the polycrystalline phase
[20]. Dense, stoichiometric TiN films show hardness values higher than 20 GPa.
The dependence of the hardness on the N/Ti ratio and crystalline phase is reported
by Sundgren [16]. Serving for diffusion barriers, single crystalline films with a
low defect level are required [21, 22]. Thin polycrystalline films provide both
corrosion and wear resistance when coated onto metallic substrates. As a bio-com-
patible material, titanium nitride films may be applied in the coating of hip and knee
prostheses.

Congruent laser ablation of TiN targets in vacuum and in N2 at a pressure of
~5 × 10–2 Pa by an ArF excimer laser was first performed by Auciello et al. [19].
When ablation was performed in nitrogen atmosphere, almost stoichiometric
polycrystalline TiN films, with grain sizes of 4–8 nm, were deposited. Substrates
were Si (100) crystals at RT positioned at 3 cm from the target. Epitaxial TiN
films were deposited by Narayan et al. [23] on MgO and Si (100) heated to 600–
700 °C. They ablated TiN targets in vacuum and in N2 atmosphere with pressures
of 0.06–0.11 Pa, using KrF laser pulses with a fluence of 10 J/cm2 and pulse duration
of 25 ns. The electrical resistivity of these films was quite low, 15–17 µΩ cm. An
alternative method was used by Chen et al. [24], to fabricate very smooth films
and avoid droplet contamination. Ablation of TiN targets was performed in N2 atmos-
phere at 6.7 Pa with a pulsed Nd:YAG laser at 335 nm at the fluence of 1 J/cm2.
Besides heating the Si substrates to 700 °C, a mask of appropriate size and location
between the laser-induced plasma and the substrate was used. The closer the shadow
mask is to the target, the slower the deposition rate is, but the better is the quality
of the thin films. In the closest position, 70 mm, the deposition rate was only 2
nm/min at 10 Hz, but the film quality was excellent.

Reactive deposition of TiN films was first accomplished by Craciun et al. [25].
They ablated Ti targets in N2 atmosphere by XeCl excimer laser pulses at fluences
of 4–6 J/cm2, fabricating polycrystalline TiN films on Si substrates. The RPLD of
TiN films was studied in detail by Mihailescu et al. [26–28]. They performed exhaus-
tive studies of the deposition parameters and accurate inspections of samples
prepared by ablating Ti targets in nitrogen-containing atmospheres. It was found that
molecular nitrogen, in spite of its very high binding energy, works well as a reactive
gas. Thus the corrosive and more expensive ammonia was not used. Stoichiometric
TiN films were easily formed by irradiation of pure (99.6%) Ti targets with XeCl
laser pulses with 30 ns pulse duration, 4–5 J/cm2 fluence, in N2 ambient atmos-
phere at pressures ranging from 10–2 to 102 Pa. The deposited films exhibit the
characteristic gold-yellow color of titanium nitride and a very good adherence to
the substrate even when fabricated on substrates at room temperature. Typical
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deposition rates are in the range 0.02–0.15 nm/pulse, depending on the ambient
pressure and target-to-substrate distance. In particular, the deposition rate increases
with increasing pressure up to ~10 Pa, then it decreases rapidly at higher ambient
pressure. Surface quality is also better at low nitrogen pressure, up to ~10 Pa.
Droplets are rare, with diameters of the order of 1 µm. The droplets density and
dimensions increase significantly at higher pressures. From TEM and EDS studies
it was observed that the film crystallinity also depends significantly on the gas
pressure. Layers deposited at pressures higher than ~5 Pa have a lower content of
crystalline phase, with partial amorphization, than the layers deposited at lower
pressures. At p ~1 Pa the TiN crystallites have characteristics dimensions of
10–15 nm and the films consist entirely of fcc titanium nitride with a lattice para-
meter a = 0.424 nm. At pressures in the 102 Pa range, the crystallinity and
stoichiometry of the compound are poorer than in the samples prepared in the
range 10–2–10 Pa. The droplets appearing on the sample surface showed the same
composition as the underlying films.

Accurate investigations were made by the same authors about the nitridation
process. Generally, the nitridation can be the effect of three subsequent steps of
the RPLD process:

(1) direct nitridation on the target surface submitted to the multipulse laser action;
(2) nitridation during the transit of the ablated substance from the irradiated target

to the substrate;
(3) nitridation on the collecting support by reaction with nitrogen molecules sticking

to the surface of this support.

An evaluation of the relative role played by each of the above-mentioned factors
was possible from the experimental evidence reported above, and especially from
an accurate analysis of the composition of the droplets [26]. For the reaction during
the time-of-flight, calculations show that it cannot significantly contribute to droplet
nitridation. If one assumes a droplet velocity of 10 m/s, which is a lower limit for
most cases [27], one gets a transit time through the N2 gas from the metallic target
to the Si collecting support for a few cm of ~1 ms. At the used ambient pressure
range, one obtains that a metal droplet would be nitridated during its flight to
about ten atomic layers from the surface. Thus, most of the metal inside the droplet
would remain completely non-reacted. The ~10 atomic layers correspond to a
depth of only 2–3 nm of stoichiometrically reacted material, an insignificant part
of the droplet dimension which is from 0.1 µm to a few micrometers in diameter.
Since droplets are in the micrometer range, their nitridation would also be insignif-
icantly affected by processes taking place after the impact on the Si support. Focusing
our attention on the target, the numerical simulation of the heating of target surface
indicated that the irradiated area melts during each laser pulse. For 30 ns laser pulses,
the duration of melt is ~150 ns, its depth is about ~1.2 µm and the depth of the
laser evaporated layer is ~0.5 µm [27]. This means that a layer undergoes a melting
process at least twice before its ablation. Thus, chemical reaction of titanium with
nitrogen can take place and is enhanced in the hot liquid phase. Moreover, the
melt duration is longer than that required for vortices and/or corrugations to develop
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in the liquid titanium, events which actively propel fresh gas into the melted material.
This is probably the most important contribution to the nitridation process. These
results help conclude convincingly, that the titanium is already completely nitridated
when it is ablated from the laser-spot area. In fact, this result is in agreement with
the observation that the Ti target irradiated area exhibits an intense yellow color,
characteristic of TiN layers. In conclusion, it is assumed that the TiN layer, which
is deposited on substrates by RPLD, is formed on the target being ablated.

Some authors, to improve film stoichiometry, use radiofrequency (r.f.) discharges
in the volume between the target and the substrate. Discharges ionize in part the
ambient nitrogen and increase its reactivity. TiN films with good crystallinity and
stoichiometry were grown [21] on Si (100) substrates, heated up to 900 °C. Ti targets
were ablated with KrF laser pulses of 2–3.5 J/cm2, in nitrogen atmosphere of
0.1 Pa, ionized by a r.f. discharge of 300–550 W. Well-crystallized films, with a
preferred growth of TiN (200) parallel to the Si (100) substrate, were obtained at
700 °C, with 2.5 J/cm2 and 500 W. These films had an almost stoichiometric com-
position, N/Ti = 0.97, while films grown in non-ionized molecular N2 were found
Ti-rich with N/Ti = 0.84.

Besides on Si crystals, TiN films were RPLD deposited also on other substrates,
like stainless-steel [29]. The ablation source was a pulsed N2 laser. Peak fluences
up to 32 J/cm2 were used, with laser pulses of 18 ns and repetition rate of 1 Hz.
The best results were obtained under nitrogen pressure of 18–20 Pa. EDS patterns
showed a cubic structure of the TiN films with a lattice parameter of 0.471 nm. It
was also found that TiN can be RPLD deposited on thermolabile supports like teflon
and paper [6], since heating of the substrates is not necessary when well crystal-
lized films are not required.

In conclusion, it was found that it is quite an easy task to deposit polycrys-
talline TiN films within a broad range of laser fluences and nitrogen ambient
pressures even on substrates at room temperature. Stoichiometric films are formed
either at quite high laser fluences ~5 J/cm2 or at lower fluences of about 2–3 J/cm2

aided by RF discharges to generate atomic nitrogen. Heating of the substrates
improves the crystallization of the growing films. High temperatures > 600 °C are
required for single-crystalline film growth. Smooth and droplet-free layers can be
obtained by special arrangements, like a large target-to-substrate distance and using
a shadow mask between target and substrate.

2.2. Growth of Vanadium nitride (VN and V2N) films

In contrast to TiN, only two papers reporting on PLD of VN films can be found
in the literature. In the first [30], films were prepared on sapphire substrates heated
to 450 °C by ablating vanadium metal targets with Nd:YAG laser pulses at a
fluence of 2.5 J/cm2. The ambient atmosphere consisted of a mixture of nitrogen and
3% hydrogen at 200 Pa. In the second work [31] the aim was to deposit stoichio-
metric and crystalline films and to test the possibility of selective formation of
the two different nitrides, i.e. VN and V2N. To this end parametric studies were
performed: the target-to-substrate distance d was varied from 30 to 70 mm, the
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KrF laser fluence F from 4.5 to 19 J/cm2, the N2 ambient pressure p from 0.5 to
200 Pa and the 3″ Si (111) substrate temperature T from 20 to 750 °C.

The results show that films deposited at low pressures, p < 5 Pa, present a gold-
like color and are knife-scratch resistant. At higher pressures, p = 5–20 Pa, they
begin to assume a brownish color, and are still resistant to scratch tests, while for
pressures higher than 50 Pa they become almost black and are easily engraved.
This trend is completely independent from the substrate temperature. It could be due
to a less compact structure of films deposited at higher pressures, caused by the
lower speed of the ablated material impinging on the substrate and the growing film,
due to collisions in the gas phase.

RBS analysis showed that at fixed laser fluence, target to substrate distance
and substrate temperature, the film deposition rate decreases with increasing ambient
pressure. This fact is obviously due to the increase of the scattering rate in the
gas phase with increasing ambient pressure. This has the consequence of broadening
the material jet. The film deposition rate decreases also with increasing substrate
temperature at fixed F, d and p. The effect can be due to desorption of elements
from the growing film with increasing temperature. For instance, at F = 17 J/cm2,
d = 40 mm and p = 100 Pa, the deposition rate is 3.6 × 10–3 nm/pulse at T =
20 °C, 3.2 × 10–3 nm/pulse at T = 250 °C and 3.0 × 10–3 nm/pulse at T = 500 °C.
The deposition rates are much higher at lower laser fluences. At F = 6 J/cm2, p =
1 Pa, d = 40 mm and T = 20 °C, the deposition rate is 1.2 × 10–2 nm/pulse. This
effect can be attributed to the reduced area of the laser spot at the target with
increasing laser fluence, i.e., tighter focusing of the laser beam. Also, the deposi-
tion rate decreases naturally with increasing target-to-substrate distance. For instance,
it is 8 × 10–3 nm/pulse for d = 50 mm and reduces to 7 × 10–3 nm/pulse for d =
60 mm, in otherwise identical experimental conditions, i.e., F = 5 J/cm2, p = 1 Pa
and T = 20 °C. Besides deposition rate, the N/V atomic ratio can be also inferred
from RBS spectra. At fixed laser fluence, ambient pressure and target to substrate
distance, the N/V atomic ratio increased with increasing the substrate temperature
from 20 to 500 °C. Then, it decreased when the substrate temperature was raised
to 750 °C. For instance, for F = 17 J/cm2, d = 40 mm and p = 1 Pa, we found
N/V = 0.29 at T = 20 °C, N/V = 0.36 at T = 250 °C, N/V = 0.41 at T = 500 °C,
but N/V = 0.29 at T = 750 °C. This means that moderate heating of the substrate
promotes the nitridation processes, while high temperatures have a detrimental effect,
possibly because of desorption of nitrogen from the growing film. It should be
noticed that very high N/V atomic ratios can be detected in films deposited at
T = 250 °C as the N2 ambient pressure p increases: N/V increases from 0.36 at
p = 1 Pa to 0.80 at p = 10 Pa to 1.22 at p = 100 Pa, with the other deposition
parameters as above. Films with a high N/V ratio can be deposited on substrates
at RT, too: a value N/V = 0.87 was calculated in samples deposited at p =
10 Pa and T = 20 °C, with other ablation parameters as above. At lower fluence,
F = 6 J/cm2 and at T = 20 °C, it was found N/V = 0.82 in samples deposited at
p = 1 Pa and N/V = 1 in the ones deposited at p = 2 Pa.

From XRD analyses performed on the above samples, it was found that already
at moderate laser fluences an almost stoichiometric polycrystalline vanadium nitride
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film was deposited on substrates at RT. For example, the XRD spectra relative to
the films deposited at RT with a fluence of 6 J/cm2, showed well evident, even if
quite broad, VN peaks, indicating a vanadium nitride of good stoichiometry with
incomplete crystallization. For laser fluences up to F ~ 12 J/cm2 only VN peaks were
detected. At relatively high laser fluence, 17 J/cm2, also V2N peaks were apparent
and predominant. The same results were observed for samples deposited on sub-
strates heated at 250 and 500 °C, in otherwise identical experimental conditions.
The reduced peak width of the XRD spectra of the samples deposited with a
substrate temperature of 500 °C was an indication of better crystallization of the
film.

It can be concluded that VN films can be deposited under experimental condi-
tions similar to those used for TiN deposition. For laser fluences up to ~12 J/cm2

only the VN phase is formed. At very high laser fluences, 17 J/cm2, the V2N phase
is dominant.

2.3. Laser deposition of Zirconium nitride films

Zirconium nitride (ZrN) has a friction coefficient lower than that of other transi-
tion-metal nitrides, while still showing a good hardness [32]. RPLD deposition of
ZrN films is particularly attractive, since zirconium gives excellent ablation char-
acteristics. Due to the relatively low mobility and density of its conduction electrons
[33], the absorption depth of Zr for 5 eV photons is ~30 nm, more than twice of
other transition metals. Its reflectivity at the same photon energy is more than one
order of magnitude lower of any other metal. As a consequence, the ablation effi-
ciency of Zr is very high. Moreover, the high melting and boiling temperatures of
Zr minimize droplets formation, which hinders film quality.

Recently, ZrN films were RPLD deposited by Spillmann et al. [34] on 25-mm
diameter Si (001) wafers and steel disks heated from RT to 600 and 525 °C, respec-
tively. Nitrogen gas was delivered from a pulsed valve at the rate of 8 × 1017

molecules per pulse. The gas and laser pulses were delivered in the crossed-beam
configuration [35] to avoid droplets deposition. The KrF laser pulses with τ =
17 ns, had a peak fluence of F = 9.7 J/cm2. Films were grown using 75 000 laser
shots, which produced typically film thickness of 350 nm on steel discs, placed at
50 mm from the target, and 125 nm on Si wafers, placed at 90 mm from the target.
From XRD patterns only the fcc phase could be detected through the entire range
of investigated growth temperatures. XPS analysis showed that the films were
fully nitrified. A roughness analysis gave RMS values of ~2.1 nm on 2 µm ×
1 µm AFM scans. Nanoindentation tests gave hardness values higher than 25 GPa,
while friction measurements gave a coefficient of friction lower than 0.25.

2.4. Deposition of Tantalum, Molybdenum and Tungsten nitrides

Recently, thin films of nitrides of other refractory metals, Ta, Mo, W have also
been successfully deposited on substrates at T = 25, 250 and 500 °C by RPLD.
Pure (99.6%) metal targets were ablated with a KrF excimer laser at fluences of
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F = 7–8 J/cm2. Ambient nitrogen pressure was in the range p = 1–100 Pa [36].
Stoichiometric polycrystalline, bcc Mo2N and TaN layers were obtained at p = 10
Pa and T = 250 °C. Stoichiometric microcrystalline layers entirely formed of bcc
W2N were obtained at the same ambient pressure but at higher substrate tempera-
ture, T = 500 °C.

We conclude that nitride thin films of all the refractory metals Ti, V, Zr, Ta,
Mo and W, were successfully deposited by pulsed laser ablation, mostly with excimer
lasers, from pure metal targets in low-pressure N2 atmosphere. Laser fluence, ambient
gas pressure and substrate temperature are the working parameters that need a careful
selection to obtain the desired stoichiometric crystalline compounds.

3.  Laser deposition of crystalline Aluminum nitride films

Aluminum nitride, AlN, is of great interest due to its outstanding mechanical, elec-
trical, thermal and optical properties. Its wide bandgap, 6.2 eV at 300 K [37], high
thermal conductivity, 320 W/mK at 300 K [38], and high surface acoustic wave
velocity along the c-axis of 6 × 103 m/s [39] make it a promising material for high
temperature, high power and high frequency applications. Additionally, AlN in
the wurtzite crystal structure, with a = 0.311 nm, c = 0.4982 nm, which is the
equilibrium crystal structure, is piezoelectric [40]. It has a high chemical and thermal
stability up to 2200 °C [41], a high electric resistivity of 1013 Ω cm [42], high melting
point, 3273 K [43], and dielectric strength of 14 kV/mm [44]. Moreover, AlN can
be used as a buffer layer for epitaxial growth of high quality GaN films [45]. It
has also the ability to accommodate both n- and p-type dopants [37].

Many different techniques were successfully applied to synthesize AlN films.
Metallorganic chemical vapor deposition (MOCVD) [46], molecular beam epitaxy
(MBE) [47] and CVD [48] produce layers of good crystalline quality, but at high
substrate temperatures, 600–1200 °C. Expensive and corrosive gas mixtures must
be used. Also, the corresponding deposition rates are very low. Deposition by reactive
magnetron sputtering requires a high nitrogen background pressure and leads to a
large surface roughness [49]. PLD and RPLD on the other hand combine the advan-
tages of low-temperature operation and high deposition rates. Thus they became
intensely investigated as alternative techniques to prepare crystalline films. Since
film properties depend strongly upon deviation from stoichiometry, cristallinity
and the nature and concentration of crystalline defects, intensive research has been
conducted to find the best growth conditions.

Most of the research work on AlN thin film growth has been done by laser
ablation of AlN targets. The most commonly used substrates are Si (100), Si (111),
c-, r-, a-, and m-cut sapphire and Al2O3 with different orientations. In spite of the
lattice mismatch between Si or Al2O3 substrates and AlN films i.e., 19.3–22.3%
and 12.3% respectively, high quality epitaxial aluminum nitride layers have been
grown at moderately high substrate temperatures, 700–800 °C [50–55]. Deposition
on Si substrates is quite interesting, since the thermal expansion coefficient of
AlN, 2.56 × 10–6 K–1 at T = 293 K, is close to that of silicon [56]. This enables
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the integration of AlN thin-films in silicon-based IC technology. Regarding the
sapphire substrates, c-sapphire is commonly used for materials with hexagonal
symmetry, due to its crystalline structure and its relative low price; while r-cut
sapphire is of particular interest for applications in surface acustic wave (SAW)
devices. It must be noted, however, that AlN and Al2O3 show different thermal expan-
sion coefficients.

The growth of stoichiometric AlN thin films by RPLD must overcome three major
problems: (1) the nitrogen molecule high stability, (2) the low reactivity of nitrogen
in comparison to oxygen and the great affinity of aluminum to oxygen and (3) the
nitride barrier problems, which prevent attaining the correct film stoichiometry by
post annealing treatments.

The problem of oxygen contamination is quite critical because oxygen impuri-
ties can lead to n-type conduction which influence the electrical and optical
properties of the semiconductor [57]. Basillais et al. [58, 59] studied this problem
both for laser ablation of an Al metallic target and for laser ablation of a stoichio-
metric AlN target. The Al target was irradiated with a KrF excimer laser at a fluence
F = 6 J/cm2 in nitrogen atmosphere of 1–10 Pa, or in a nitrogen plasma created
by a r.f. discharge. The AlN target was irradiated with a frequency-quadrupled
Nd:YAG laser either in vacuum or in low-pressure nitrogen, p = 5 × 10–2 Pa. The
films were deposited on Si (001), Si (111) or Al2O3 (001) single crystals, heated
in the range 600-–800 °C.

Irrespective of the method and growth conditions, oxygen atoms were always
found in the deposited films. The background atmosphere was considered respon-
sible for this contamination. For background pressures lower than 10–4 Pa, the
dominant process responsible for film oxidation was considered to be the target
oxidation. For background pressure higher than 10–4 Pa, the oxygen contamination
can occur at each laser pulse due to chemical reactions in the gas phase. Oxides
can be also formed at the surface of the growing film during the time interval
between laser pulses, because of the great affinity of aluminum to oxygen and the
much higher reactivity of oxygen by comparison to nitrogen atoms. Even in the
best conditions of vacuum they used, a 10% oxygen contamination was always found
in the deposited films, both for AlN and Al target ablation. It was also determined
that oxygen concentration in the films depends on the laser fluence, especially for
reactive laser ablation. In particular the O/Al atomic ratio in the films decreases
as the laser fluence increases. The N/Al ratio is also very sensitive to the laser
fluence. At first it increases with increasing fluence, because the electron colli-
sion process is favored in hotter plasma. Then it tends to an equilibrium value,
due to the competition between the recombination and dissociation processes. A
laser fluence of 5–6 J/cm2 was found a good compromise to obtain an Al/N ratio
close to 1. An increase in the nitrogen pressure is not recommended because of
the consequent increase in oxygen contamination. In fact, the purest available
nitrogen contains usually ~2 ppm of oxygen. Consequently, an increase of nitrogen
partial pressure in the ablation chamber causes a proportional increase in the oxygen
partial pressure. Due to the extreme reactivity of oxygen with respect to that of
nitrogen, the overall result is an increased oxidation. Thus, to grow purer AlN
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films by reactive laser ablation of Al it is necessary to boost the reactivity of the
nitrogen atmosphere. It can be done by an additional source of atomic nitrogen,
i.e., a nitrogen plasma created by an RF discharge. Films grown by Basillais et al.
[58, 59] without the r.f. discharge have shown a N/Al ratio ~0.8, due to unreacted
Al. Using the r.f. discharge with optimized experimental values, 13.56 MHz, 100–300
W, a N/Al ratio of ~1 was obtained. When deposited on Al2O3 (0001) substrates
at 800 °C, the resulting films had mainly an orientation of the c-axis normal
to the substrate. In contrast, polycrystalline films were obtained on (100) Si
substrates.

Wu et al. [60] also found that the presence of an additional source of atomic
nitrogen is of importance to deposit stoichiometric AlN films. They synthesized AlN
films by means of pulsed laser ablation of an aluminum target in nitrogen gas in
presence of a microwave discharge. A Nd:YAG laser, λ = 532 nm; τ = 5 ns; f =
10 Hz, at a fluence of 2 J/cm2 was used for the ablation. The films were deposited
on Si (100) substrates held at a temperature below 80 °C. From RBS analyses an
Al/N ratio ~1 was observed. The presence of the AlN phase was confirmed by
XPS and FTIR characterizations. The spectra of Al 2p and N 1s signals show only
one component, at 74 eV and 397.5 eV, respectively, fingerprint of the Al-N bonding
[61]. The FTIR spectra, performed in the range 500–3000 cm–1, showed the strong
absorption peak at 665 cm–1, characteristic of the transverse optical phonon modes
of AlN [62]. The films were highly transparent, with a transmittance of 80%–90%
in the visible and near-IR ranges. A bang gap of 5.65 eV was determined.

Nitrogen reactivity can be increased working with a very hot plasma plume. To
this end, a very high laser fluence, 25 J/cm2, was used for AlN thin film deposi-
tion by Verardi et al. [63]. They ablated Al targets with a Nd:YAG laser, λ =
1,06 µm, τ = 10 ns. They performed a parametric study by varying in particular
the N2 pressure, 0.1–10 Pa, the substrates, Al2O3, Si (100) and (111), and their
temperature, 200–400 °C. Depending on the substrates, Al/(Al+N) ratio values
ranging from 0.53 to 0.59 were determined for N2 pressure of 1–5 Pa. Generally
polycrystalline films were obtained. The crystalline orientation strongly depends
on all varied parameters and on the target-to-substrate distance d. In particular,
from XRD analyses of the films deposited on Al2O3 substrates, it was found that
two peaks are present at 2θ = 33.28° and 38.17°, corresponding to AlN (100) and
AlN (101) respectively. The second peak is dominant for samples deposited at
d = 5 cm. The samples deposited at d = 4 cm, in otherwise identical experimental
conditions, show both peaks with comparable intensity. For the films deposited on
Si (100) substrates at an N2 pressure of 3 Pa, the peak corresponding to the AlN
(100) orientation is clearly visible. Reducing the ambient gas pressure to 1 Pa,
keeping constant the other parameters, the AlN (110) orientation become dominant,
2θ = 59.40°. At the same pressure, films deposited on Si (111) instead of Si (100)
wafer show a higher degree of orientation, exhibiting the (110) peak only.

The first reports on epitaxial growth of AlN films, both on Si (111) and Al2O3

(0001) were published by Vispute et al. [50, 52]. For both substrates, the best
films were obtained by ablating an AlN target with a KrF excimer laser, 248 nm,
τ = 25 ns, at a fluence of 2 J/cm2. The substrate temperature was 800 °C. The ablation
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was performed in vacuum and under low nitrogen pressure to investigate the effect
of the gas on film quality. The films deposited on Si (111) were highly oriented
along the c-axis normal to the Si (111) planes. X-ray diffraction analysis, together
with electron diffraction investigations, showed a clear orientation relationship of
AlN (0001) and Si (111). The lattice constant c found for these films was 0.497
nm, which is close to the value for bulk AlN. The narrowest width of the rocking
curve for these films was 1.15°. For the films deposited on Al2O3 they found the
epitaxial relationship AlN[001]//Al2O3[0001] in the direction of growth. The in-plane
relationships were also found, the FWHM width of the rocking curve being 0.21°.

Vispute et al. also studied the influence of nitrogen pressure on the film quality.
The best films were those grown in vacuum. They suppose that the presence of
the nitrogen atmosphere ~0.1 Pa, increases the number of collisions between the
gas molecules and the species present in the laser-induced plasma, giving rise to
particulate which deteriorate the film surface quality. This effect was reported also
by Norton et al. [64]. It seems also that high laser fluences are responsible for
deterioration of the surface quality. In fact, films deposited at 10 J/cm2 showed more
particulate than films deposited at 3 J/cm2, which were quite smooth. Also, they
reported that a high laser fluence, 12 J/cm2, is responsible for the presence of metallic
Al inside the films, due to the partial decomposition of AlN during the laser irra-
diation at high fluence. The presence of metallic Al in the films compromises their
crystallinity, stoichiometry and electrical resistivity. In fact, the AlN films prepared
at fluences of 2–3 J/cm2 were highly insulating, with resistivity higher than 1013

Ω · cm. Films deposited at fluences higher than 10 J/cm2 exhibited resistivity in
the range 7–25 Ω · cm [52].

In contrast, the presence of metallic Al inside AlN films was ascribed by Gyorgy
et al. [65] not to high laser fluence but rather to a gradual decomposition of the
AlN compound in the hot target zones beneath and around the laser-induced crater.
The phenomenon is attributed to the large duration of the heating process when using
nanosecond laser sources. They studied the effects of laser pulse duration and
nitrogen pressure on the composition and structure properties of the deposited AlN
films. They ablated AlN targets with two KrF excimer laser sources with different
pulse duration, 30 ns and 450 fs. Different spot dimensions were used for the two
laser beams, 3.3 and 0.16 mm2 for the nanosecond and the subpicosecond source,
respectively. In both cases the laser fluence was 4 J/cm2. The deposition was
carried out in vacuum of 10–6 Pa or in nitrogen pressures of 5 × 10–3, 5 × 10–2 and
0.5 Pa, to partially compensate for the nitrogen loss of the target. Although the films
deposited with the shorter laser pulses exhibited not well oriented microcrystals,
with dimensions not larger than 20 nm, the XRD spectra showed only one peak at
33°, ascribed to the AlN <100> hexagonal phase. The XRD peak intensity increased
with the nitrogen pressure. For deposition performed at 0.5 Pa an undefined peak
appeared, too. In contrast, the films deposited with the nanosecond laser source both
in vacuum and in low nitrogen pressure, 5 × 10–2 Pa, showed the metallic Al phase
together with AlN in many crystallographic orientations.

A study of the dependence of film crystallinity on laser pulse repetition
rate was made by Vispute et al. [50] and Six et al. [54]. The first group found no
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significant effect on the film quality for the pulse repetition rate up to 30 Hz. The
second one found a narrowing of the rocking curve width, indicating a better
crystallization, for low repetition rates, i.e., for low deposition rates. Six et al.
suppose that the time delay between two pulses should be high enough to allow
nucleation and lateral propagation of the epitaxial layer between two successive
pulses. They grew AlN films by pulsed laser ablation of an AlN target with a KrF
excimer laser with τ = 30 ns. The laser fluence was 3–5 J/cm2. The films were
deposited on Al2O3 substrates held at various temperatures in the range from RT
up to 850 °C. Beginning the deposition with a laser pulse frequency of 1 Hz for
5 minutes and continuing with 10 Hz, they obtained good-quality epitaxial films.
From ERDA analysis they obtained that the films contain around 50 at.% aluminum.
The atomic fraction of nitrogen varies between 42 and 49 at.%. Oxygen contami-
nation was also observed. From XRD measurements, highly oriented AlN films with
the c-axis perpendicular to the surface of the c-sapphire substrate were grown at sub-
strate temperatures higher than 450 °C. A complete epitaxial alignment on sapphire
was obtained when the substrate was heated to 850 °C. In a further work [55],
they reported the very small rocking curve width value of 0.1°. They ascribed this
small value to the beneficial effect of the nitrogen/argon ion bombardment of the
growing films. The effect of this bombardment is to compress the AlN a-axis by
0.6% and to expand the c-axis by 1.8%. This lattice distortion reduces the lattice
misfit with the c-sapphire substrate and improves the epitaxial growth. They found
that the lattice distortion is independent of the kind of substrate. The ion bom-
bardment has no significant influence on the film stoichiometry and does not change
the texture and phase composition of AlN films.

Meinschien et al. [66] conclude from their own experiments that the orienta-
tion of PLD deposited AlN films is driven only by the orientation of the sapphire
substrates. They deposited aluminum nitride films with a KrF excimer laser at a
fluence of 2 J/cm2 and repetition rate of 50 Hz. c-, r-, m-, and a-cut sapphire sub-
strates heated at 800 °C were used. Highly oriented AlN were obtained on all
substrates. In particular, an AlN (11.0) film was deposited on r-cut sapphire. It
was flat enough to fabricate an r.f. SAW filter.

Kumar et al. in their work [67] stressed the importance of the substrate tem-
perature for the fabrication of high quality AlN films. In general it has been observed
that, regardless of the growth technique employed, the growth of AlN films on
various substrates at temperatures higher than 500 °C resulted in epitaxial or pref-
erentially-oriented films. Deposition at temperatures below 500 °C produced
amorphous films. They report that films deposited at 675 °C are highly textured,
having the c-axis perpendicular to the Si (100) substrate. The lattice constant c
for these films is 0.497 nm, very close to the value of bulk material. The relative
FTIR spectra show a strong absorption at 665 cm–1, fingerprint of the AlN phase.
The film hardness depends on the substrate temperature too, thus increasing with
increasing temperature. The greatest value obtained in this work was 33 GPa,
which is comparable to the bulk material.

It is worthwhile noting that RT epitaxial growth of AlN films has been recently
reported by Ohta et al. [68]. They grew their AlN films on (Mn, Zn)Fe2O4 (111)
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substrates, because this material gives a lattice mismatch of only 3.6% with AlN
and it is available at a reasonable cost. AlN targets were ablated with a KrF excimer
laser at a fluence of 3.0 J/cm2 in a N2 ambient pressure of p ~ 1 Pa. Using reflec-
tion high-energy electron diffraction (RHEED) and grazing incidence angle x-ray
diffraction (GIXD) measurements, they found that single domain wurtzite AlN
(0001) grows epitaxially on (Mn, Zn)Fe2O4 (111). The a-axis length is 0.3098 nm,
which is very close to that of the bulk. They report that the growth at RT is
beneficial for the suppression of interface reactions. In fact, grazing incidence
angle x-ray reflectivity (GIXR) analysis showed that an abrupt interface between
the AlN film and the substrate appears.

Okamoto et al. [69] studied the effect of nitrogen ambient pressure on the growth
of PLD AlN films. They found that surface morphology, crystallinity, crystal growth
mode and composition of PLD AlN films can be controlled by the nitrogen pressure.
Their AlN films were grown on Al2O3 substrates heated at 1000 °C. They ablated
stoichiometric AlN targets with the fourth harmonic of a Nd:YAG laser, λ = 266
nm, τ = 3–5 ns, with a fluence of 1 J/cm2 and 10 Hz pulse repetition rate. The
pressure of the N2 ambient gas was varied from 1.2 × 10–2 to 53 Pa. The film crys-
tallinity improved with decreasing ambient pressure. High quality AlN films were
epitaxially grown on sapphire (0001) substrates at an N2 pressure of 1.2 × 10–2

Pa. The FWHM of the x-ray rocking curve of the AlN (0002) peak was 0.078°,
which indicates high crystallinity. The growth mode of the AlN film changed to
an a-axis orientation at a pressure of 5.3 Pa. The film grown at a pressure of
1.2 × 10–2 Pa was smooth and almost free of particulate. The one grown at
1.2 × 10–1 Pa had a relatively rough and grainy surface. The authors attribute both
the rough surface and the change of orientation of films grown at relatively high
pressures to increased collisions between the ablated species and the nitrogen gas.
This effect causes a large loss of energy of the species impinging on the growing
film, which reduces the migration and results in cluster formation. Consequently,
the AlN growth mode changes from a c-oriented continuous growth to an a-oriented
island growth. Also the Al/N atomic ratio varies with N2 pressure. Below 10–2 Pa,
the composition ratio ranges between 0.95 and 1.05 without appreciable degrada-
tion of the film crystallinity. Oxygen contamination was found lower than 1
at.%. As expected, the AlN films were insulating with a resistivity too high to be
measured.

To obtain films with a variable electrical resistivity, the same authors [70] grew
AlN films doped by incorporation of carbon and/or oxygen impurities. They used
the two-beam deposition technique. The laser beam was divided into two equiva-
lent beams with a beam splitter. One beam was directed to the AlN target, while
the other to a graphite target. As mentioned above, Al2O3 (0001) substrates heated
to 1000 °C, placed 4 cm apart from the AlN target, were used. The deposition
was carried out in a nitrogen background pressure of 1.2 × 10–2 Pa. For pure carbon
doping, the transparent AlN-C film at C concentration < 5 at.% was still of a very
high resistivity. At C concentrations > 15 at.% the film was conductive, with a brown
color. The AlN-O films showed insulating behavior for [O] ≅ 15 at.%. In contrast,
the films doped with both elements, C and O, were conductive and transparent.
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The films were prepared with fixed 10 at.% oxygen concentration and various carbon
concentrations, 1.9, 3.0 and 3.3 at.%. The samples doped with [C] = 3.0 and 3.3
at.% displayed ohmic conductivity. The conductivity decreased with decreasing
carbon concentration. The film with [C] = 1.9 at.% was an insulator, while that
with [C] = 3.3 at.% showed a resistivity value of the order of 105 Ω cm at room
temperature. The increase in conductivity with temperature, in the range 300–400
K, of this sample indicated that the AlN/(C+O) film is a wide-gap semiconductor
material. In fact, its optical transmittance showed absorption edges at ~230 nm, to
be compared to a sharp edge at ~200 nm of undoped AlN films. Conductivity is
tentatively attributed here to an Al2OC component. However, because of the high
dopant concentration, the crystal structure of the doped AlN films was different from
that one of the undoped films, showing a mixed structure of two c-axis constants.
This means that a new phase, with a c-axis lattice constant larger than that of
stoichiometric AlN was formed.

We conclude that much work has been done on PLD-RPLD deposition of AlN
films. The influence of the deposition parameters were carefully investigated. High
quality films were fabricated. It was demonstrated that they can be successfully used
in technological devices.

4. The case of Titanium Aluminum nitride

The main limitation of TiN, when used as a mechanical protective coating, is its oxi-
dation at temperatures higher than 550 °C, giving rise to a rutile TiO2 component
that induces shearing of the coating film. This fact drastically contributes to the
degradation of the film wear resistance. Similar phenomena appear in all transi-
tion metal nitrides. The partial substitution of the transition metal with another metal
may overcome this drawback and give some better properties to the nitride films
used for tribological applications. Non-noble metals like aluminum were proposed
to form a ternary solid solution, like TiAlN [71], and are now actively studied.
The TiAlN compound should resist oxidation even at high temperatures as 900–
1000 °C reached during the high speed mechanical processing of metals. This
property is ensured by the formation of a thin surface layer of aluminum oxide,
which prevents further oxidation of the underlying TiAlN layer, preventing thus
corrosion while still maintaining low friction.

TiAlN films were deposited by excimer laser ablation of TiAl alloys in low
pressure N2 atmosphere [72, 73]. Films deposited by Moromoto et al. [72] were
affected by a high content of oxygen, maybe due to the poor background pressure,
2 × 10–4 Pa, in the deposition chamber. In the work of Acquaviva et al. [73] depo-
sitions were performed in a chamber first evacuated down to 2 × 10–5 Pa and then
filled with a high purity molecular nitrogen at p = 0.1, 0.5, 1, 5 and 10 Pa. The target
was a TiAl alloy, 47% Al – 43% Ti, disc. The substrates were held at RT. An
XeCl laser was used, at a fluence of 6 J/cm2. The deposition rate was 0.01 nm/pulse
at p = 0.1 Pa. It halved as the N2 pressure was increased to p = 10 Pa. Films deposited
at p > 1 Pa show an appreciable content of nitrogen. At 10 Pa the film is made of
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hexagonal Ti3Al2N2, with a = 0.29875, c = 2.335. The low electrical resistivity,
~30 µΩ · cm, indicates a metallic behavior of these films.

The partial substitution of the transition metal by aluminum and other elements
is reported for other nitrides also. ZrxAlyN and ZrxGayN films were deposited by
Spillmann et al. with the same apparatus and technique used for ZrN film deposi-
tions [34].

5. Laser deposition of cubic Boron nitride films

Boron nitride crystallizes mainly in two structures: the hexagonal (h-BN) and the
cubic (c-BN). The first is an sp2-bonded structure, very similar to that of graphite.
The second is an sp3-bonded structure which crystallizes in the zinc-blende con-
figuration. A complete description of the phases and stability of the BN system is
reported by Mirkarimi et al. [74]. h-BN is a soft, white and electrically insulating
material. The most interesting phase, because of its great technological potential,
is certainly c-BN. It has a Vickers hardness of about 5000 Kg mm–2 [75], a value
that makes it the second hard material after diamond. But, unlike diamond, it has
a high oxidation temperature of 1300 °C [75]. It does not react easily at high tem-
perature with ferrous metals, such as iron, cobalt and nickel. Thus, it may be used
as protective coating for these elements. It could also find applications for optical
coatings, since it is transparent in the infrared [76] and visible [75] parts of the
spectrum. c-BN has a crystal lattice very similar to that of diamond. This fact
makes it attractive for using as nucleation centers for CVD processes of diamond.
Moreover, c-BN can find applications in high-temperature, high-power electronic
devices because of its high energy gap, 6 eV, and its good thermal conductivity [75].
c-BN films exhibit a resistivity from 109 to 1011 Ω cm [77–79]. They can be both
p- and n-doped. A review of the electrical characteristics of c-BN films was recently
published by Mohammad [80].

All these promising properties stimulated many efforts for growing c-BN films.
The task proved however to be not so easy to perform. To date, single crystalline
c-BN have been produced only by high temperature, high pressure synthesis (HTHP).
However, the resulting crystallites are too small for most industrial applications [75].
At low pressure, only techniques involving energetic particles and processes far
above thermodynamical equilibrium, such as ion-assisted PVD and CVD or pure ion
beam deposition, have succeeded in producing c-BN films [74, 81]. Ion bombard-
ment, with nitrogen ions mixed with noble gas ions like Ar, is crucial for c-BN
nucleation and growth [82–86]. Without the ion bombardment, only the h-BN
phase can be formed. The resulting films have usually a nanocrystalline structure,
with a textured h-BN or a h-BN/t-BN interfacial layer [83, 85]. t-BN consists of a
mixture of phases ranging from the highly ordered phase and the sp2-bonded amor-
phous material.

Another problem arises from the fact that c-BN films suffer from poor adhesion
on almost any substrate [87]. Two main reasons have been identified for this behavior
[88]:
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(1) the poor adhesion strength at the c-BN substrate interface, caused at least in part
by the special nucleation sequence of c-BN mentioned above;

(2) the high level of compressive stress, ≥10 GPa, induced by the ion bombard-
ment which is necessary to nucleate and grow c-BN [89].

In consequence, the film thickness is limited to a few hundreds of nanometers.
Recently, some papers reported the successful deposition of adhesive c-BN films
with thickness of the order of 1–2 µm [90–94]. However, in these cases, some
procedures have been used which are not compatible with industrial applications.
The characterization of these films is also quite complicated requiring, for a correct
phase identification, at least three independent and complementary techniques
[74, 81].

Because of the peculiar requirements for the c-BN film growth, PLD and ion
beam assisted PLD (IA PLD) are seen as promising techniques for this task. With
respect to other ion-assisted PVD methods, ion assisted PLD has the advantage of
being a much simpler method. Moreover, the use of separate ion and laser sources
permits independent control of the deposition rate, ion flux etc.

Since 1987, several groups started working on the synthesis of c-BN films using
PLD and, mostly, ion-assisted PLD [95–112]. The first works were realized by simple
un-assisted pulsed laser deposition. With the experimental parameters used, only
h-BN or t-BN phases were grown [95, 96]. Only Doll et al. [96] reported growth,
on Si (100) substrates at 600 °C, of a thin, 20 nm, epitaxial, yet polycrystalline
layer of c-BN by ablating h-BN targets in N2 atmosphere. These results were
confuted by Friedman et al. [97], who performed experiments in the same condi-
tions. They found no evidence of an epitaxial layer of c-BN at all. This material
was successfully prepared by IA PLD. The preparation of c-BN films by IA PLD
using boron and/or boron nitride targets requires: heating of the substrates at tem-
peratures T ≥ 200 °C, a strong nitrogen or nitrogen/argon bombardment, to supply
sufficient nitrogen at enhanced reactivity, sufficient momentum and energy transfer
to the growing film. Boron nitride films have either predominantly a hexagonal or
cubic structure, depending on the laser and ion beam parameters and on the sub-
strate temperature. The main results on c-BN synthesis are reported in Table 1.

Friedman et al. [97] explored the effects of ion current, ion energy, growth time
and substrate temperature on the c-BN content. They found that stoichiometric
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Table 1.  Main results on c-BN synthesis.

Maximum film Maximum Maximum crystal Maximum Minimum Ref.
thickness (nm) c-BN content dimensions hardness value stress value 

(%) (nm) (GPa) (GPa)

~100 ~98 20–100 100
~200 >85 ~30 ~6 099
400–500 >85 ≤40 30–40 04.5 102–108

~60 Nanocrystals 21.8 110
~10 111



BN films with high c-BN percentage can be grown between 150 and 500 °C and
with ion/atom arrival values near unity for beam energies between 800 and 1200
eV. They also gave an interesting discussion about the limits to the c-BN content
and a possible mechanism for the conversion process to c-BN.

Generally, c-BN films are grown in a layered structure. For example, Weissmantel
et al. [102] studied the growth of c-BN thin films by ablating both a sintered
elemental boron target and an h-BN target. They used KrF excimer laser pulses
with repetition rates in the range of 1–50 Hz. Laser fluences were 1–7.3 J/cm2.
The growing films were continuously bombarded with nitrogen/argon ions from
an r.f. source with E = 300–700 eV and j = 75–570 µA/cm2. The films were deposited
on heated Si (100) substrates at T = 20–400 °C. The results show that BN films have
either predominantly a hexagonal or cubic structure, depending on the laser and
ion beam parameters and on the substrate temperature. At optimum laser and ion
beam parameters, nearly pure c-BN films could be prepared even at a relatively
low substrates temperature of 200 °C. However, the films prepared on Si sub-
strates exhibit the typical layered structure with a 5–10 nm thick amorphous layer
formed initially on the substrate, a 10–30 nm thick layer of highly oriented h-BN
and the c-BN layer. The c-BN layer consists of nanocrystallites up to 30 nm in
diameter. Two types of nucleation of the cubic phase grown upon the hexagonal
phase were found: c-BN (111) lattice planes parallel to h-BN (002) lattice planes
with a lattice match of 3:2, or c-BN (100) lattice planes parallel to the h-BN (002)
lattice planes with a better lattice match. In order to increase the size of c-BN
crystallites, with mean size 10–20 nm, the deposited films were irradiated with
laser energy densities of F = 0.01–0.19 J/cm2. Doubling of the crystallite dimen-
sions was obtained only after annealing at laser fluences of F = 0.07–0.11 J/cm2.
They found that, using elemental boron targets, the quality of the films was com-
promised by the presence of droplets. Surface quality was strictly dependent on
the laser fluence. At high fluences a powder-like deposit on the substrate was
observed. However, high fluences, F > 6.4 J/cm2, were responsible for a lower
particulate density in the case of ablation of h-BN targets. It was also found that,
in the beginning, the deposition rate should be low to enable c-BN nucleation.
Also, the nucleation of c-BN films requires the ratio of ions I from the ion beam
to the ablated atoms and ions A to be I/A ~1. This value can be reduced to 0.6 during
further growth.

Klotzbucher et al. [110] report that an ion-to-atom flux of 0.5 was necessary to
reveal, by FTIR measurements, the band around 1080 cm–1 characteristic of c-BN.
They ablated h-BN targets by a hybrid r.f.-PLD technique: ion bombardment of
the growing film was performed by igniting a low pressure gas discharge in the
processing gas and using a DC self bias of the substrate electrode to accelerate
the gas ions onto the substrate. The ion current density to the substrate was of the
order of 10 µA/cm2. The ion energies were some hundreds eV. A KrF excimer
laser, λ = 248 nm, τ = 25 ns, was used with a fluence of 2.5 J/cm2. The substrates
were Si (100) and Si (111), heated up to T = 350 °C. Boron enriched films were
obtained, probably due to the strong ion bombardment, which caused a preferen-
tially re-sputtering of nitrogen. Increasing the nitrogen partial pressure in the
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processing gas led to a boron to nitrogen atomic ratio of ~1. Films deposited in a
pure argon atmosphere did not contain the c-BN phase. By adding nitrogen, a c-
BN content of about 45% was recorded.

In order to improve the adhesion of c-BN films to substrates, Weissmantel et
al. [103–105] have deposited an intermediate layer between the Si or stainless
steel substrates and the films. This was obtained by ablating an h-BN target either
in the presence of a nitrogen/argon plasma or by a relatively weak ion bombard-
ment of the growing films with 0 ≤ E ≤ 500 eV and 0 ≤ j ≤ 450 µA/cm2. For
these conditions the ion to atom ratio is low, I/A < 0.5, and the nucleation of c-
BN is not allowed. But, the films deposited in such conditions have a high adhesive
strength to Si and stainless steel. On these layers, they grew well adhering
400 nm thick c-BN films, the thickness being limited by the increasing density of
particulate associated with PLD in their experimental conditions. The Vickers micro-
hardness of these films was 30 GPa.

Similar expedients were also used by other groups. Boron or graded BNx [113],
BxNySi1–x–y [114] or turbostratic t-BN [115] were deposited as intermediate layers.
From TEM and HRTEM investigations, it was found that, if the intermediate layer
is deposited without ion bombardment, the nucleation of c-BN on top of this film
occurs only after the formation of a h-BN layer. In contrast, when the interme-
diate layer is deposited with a sufficiently strong ion bombardment, the nucleation
of the c-BN phase takes place immediately after switching to deposition parame-
ters suitable for the nucleation, that is by lowering the growth rate. These
intermediate layers have a Vickers hardness, Young’s modulus and stress which
depend on the substrate temperature, ion bombardment of the growing film and laser
fluence. Low substrate temperature, high laser fluences and ion bombardment of
the growing film improve the film hardness. Low laser fluences, high substrate
temperature and ion bombardment reduce the stress. For instance, the films deposited
with a laser fluence of 7.5 J/cm2 and a substrate temperature in the range of
47–110 °C give a Vickers microhardness of 18.2–18.6 GPa and a Young’s modulus
of 182 and 165 GPa, respectively, without and with ion bombardment, with
E = 400 eV and j = 190 µA/cm2. The films deposited at the same laser fluence,
without ion bombardment, on substrates heated to 360 °C, give a microhardness
of 10.5 GPa and a Young’s modulus of 128 GPa. These values decrease to 7.4
GPa and 88 GPa, respectively, in the presence of ion beam bombardment, with
E = 400 eV and j = 190 µA/cm2 [103, 104]. These features have been explained
by the fact that high hardness values are correlated to a great disorder in the material
structure. The effect of increasing the substrate temperature and of ion bombard-
ment is to reduce this disorder. For laser fluences higher than 8–9 J/cm2 the Vickers
microhardness values are in the range of 20–25 GPa [105]. Regarding the stress
dependence, mentioned above, a low laser fluence and ion bombardment contribute
to reduce the stress in the films. Stress values of 8.3 and 1.3 GPa were indeed
recorded on films deposited at laser fluences of 10 and 7.5 J/cm2, respectively.
Both films were deposited at a substrate temperature of T = 360 °C with ion bom-
barding parameters of E = 400–500 eV and j = 190–310 µA/cm2. Films deposited
at a fluence of F = 7.5 J/cm2 and substrate temperature T = 360 °C gave a stress
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value of 4.7 GPa when deposited without ion bombardment, and of 1.3 GPa when
deposited with ion bombardment with E = 400 eV and j = 190 µA/cm2 [104, 105].

In a recent work, Weissmantel et al. [106] have shown that the I/A ratio neces-
sary for c-BN film growth can be reduced to 0.14 using very high laser fluences,
F ≥ 60 J/cm2, since the ablated boron and nitrogen species from the h-BN target
have a high mean kinetic energy. It is also worthwhile to mention that boron nitride
films containing the c-BN phase were obtained also by RPLD without ion bom-
bardment. Luculescu et al. [111] deposited boron nitride films by laser ablation of
h-BN targets in nitrogen atmosphere at p = 5 Pa. They used both a nanosecond
Nd:YAG laser, with λ = 266 nm and τ = 4 ns, and a femtosecond Ti:sapphire laser
with λ = 780 nm and τ = 100 fs. The films were deposited on a Si (100) substrate
heated to T = 700 °C. Laser fluences from 0.3 to 10 J/cm2 were used. In samples
prepared with the nanosecond laser, it appeared from the XPS analysis that the
elemental boron peak disappears at fluences of F > 3 J/cm2. In samples prepared
with femtosecond laser pulses, the B-N bonding peak became stronger at the highest
fluences but the elemental boron peak remained always high. From FTIR spectra,
it was observed that the c-BN band appears only for films deposited with nanosecond
laser pulses at low fluences. A maximum c-BN content of 10% was recorded.
Although the femtosecond laser ablation can provide high energy ions, which is
appreciable for the production of c-BN, under the experimental deposition used
by Luculescu et al. this technique was not effective, probably because of the gen-
eration of a large number of h-BN fragments. Finally, Acquaviva et al. [112]
deposited boron nitride films containing the c-BN phase on Si substrates at RT. They
used KrF laser ablation of h-BN targets in low pressure (5 Pa) N2 atmosphere.
The laser fluence was 6 or 12 J/cm2. RBS spectra indicate a deposition rate of
~0.01 nm/pulse and an atomic B/N ratio close to 1. XPS survey spectra in the B
1s and N 1s regions show peaks at 190.7 eV and at 398.1 eV, respectively, char-
acteristic of N-B bonding in boron nitride [116]. The c-BN phase was clearly
identified in FTIR spectra, where a relatively narrow and prominent band centered
at 1100 cm–1 fits well the cubic-BN restrahlen band [76]. The influence of
the laser fluence on the film microstructure reflects in a strong variation of the
1100 cm–1 peak intensity with respect to the one of the 1378 cm–1 peak, attributed
to h-BN. The films deposited at 6 J/cm2 exhibits a cubic-phase content higher than
the hexagonal one.

6. Conclusions

The great amount of work done in many laboratories throughout the world demon-
strated that RPLD is indeed an effective method for the deposition of thin nitride
films.

According to the data available in literature, we conclude that:

(1) Uniform layers of pure polycrystalline fcc TiN can be easily obtained by col-
lecting on RT substrates the substance ejected by RPLD from Ti targets in N2
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ambient atmosphere. Typical laser fluences are 5–6 J/cm2. Typical N2 ambient
pressures are 0.1–1 Pa. The method allows to achieve TiN films with appro-
priate characteristics for applications in advanced technologies. VN films also
can be deposited at low N2 ambient pressures of 1 Pa and low laser fluence,
6 J/cm2, on substrates at RT. To form the V2N phase, fluences >12 J/cm2 are
needed. The control of the deposition parameters such as laser fluence, ambient
pressure and substrate temperature, allows to obtain films with required com-
position and structure. The nitrides of the other refractory metals, such as Ta,
Mo, W, can also be efficiently and easily synthesized.

(2) Much more difficult is the task to deposit pure crystalline aluminum nitride
and cubic boron nitride films. In these cases, the heating of the substrate and
enhancement of the nitrogen reactivity by r.f. discharges or ion-beam bom-
bardment of the growing film are mandatory. Most important is the fact that
the required substrate temperatures are much lower than those required by
more traditional deposition techniques.

(3) The RPLD technique offers great versatility, and an appropriate choice of the
many adjustable parameters can guarantee almost always the fabrication of
desired compounds with required structure.
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ABSTRACT: This chapter describes one method used in Liquid Phase Photo-Deposition(LPPD), namely
Photodeposition from Colloid Solutions (PDCS). In the introduction, the basic photodeposition processes
and their current technological trends are described. In section (2) the PDCS basics are given and in
section (3) the photoreactor system and its experimental characteristics are described. In section (4)
the significant controlling PDCS parameters are discussed and related to the experimental kinetic
investigations. Section (5) describes the currently suggested theories of PDCS processes and section
(6) brings typical applications. In section (7) the advantages and weaknesses of PDCS are compared
with Gas Phase Photo-Deposition processes and in section (8) conclusions are drawn.

1.  Introduction

Photon processing of materials is now a well established field which has been devel-
oping for at least three decades in several directions. During this period we have
witnessed developments based on photo-excited processes [1] with various nomen-
clatures. Terms used include photo-assisted processes [2], photodeposition (PD)
of thin films [3], photoelectrochemical deposition and etching [4], photodoping
[5], laser ablation [6], laser writing and machining [7], chemical processing with
lasers and photo-diagnostics [8], laser recrystallization for Thin Film Transistors
(TFT) [9], Pulsed Laser Deposition (PLD) [10], and others [11]. Although Gas Phase
Photodeposition (GPPD) processes [12, 13] and PLD became the mainstream,
stemming from the interest in microelectronics [14], Liquid Phase Photodeposition
(LPPD) [15–22] was also investigated by various groups while developing a basic
understanding of photo-assisted processes in the more condensed phase. To a lesser
extent solid phase photodeposition processes were also developed, such as Laser
Induced Forward Transfer (LIFT) [23–25], in which material is transferred to a
substrate by the impact momentum of photons. The “photodeposition” term has been
used since the early 1960’s to emphasize the generic resemblance to the older,
well established material deposition technique known as “electrodeposition”. In
PD, material deposits are obtained by photoelectronic excitation of atoms using light
sources as compared to electrochemistry, which uses electrical sources for chemical
deposition.

In photo-excited reactions in general and photodeposition processes in partic-
ular, lasers and other light sources are used as a directed energy source to produce
charged or kinetically excited atoms species in a photoreactor. The photoreactor
chamber, besides vacuum processing, may typically contain a gas, liquid or solid
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phase, which interact with the light beam. The light beam is introduced through
specially designed optical windows into the system. A typical photodeposition cell
is shown in Figure 1. 

Quite generally, in photodeposition systems, various schemes of photon inter-
actions with solid/gas/liquid are possible [1–3, 6, 8, 10, 12, 15, 16, 20, 21, 24,
25]. The photon energy transfer to the photo-reacting species may occur in the
bulk volume of the photoreactor chamber or directly onto the interfaces of the
photoactive media and substrates, depending on the optical penetration properties
of the irradiation source into the system and the reacting materials. The photons
excite various electronic transfer reactions leading to secondary results such as
molecular dissociation, oxidation, desorption, ablation, chemical precipitation,
aggregation, adsorption, and film growth. These may lead, under proper condi-
tions, to a controlled film formation on the substrates or other interfaces in the photo-
reactor. Since the energy for initiating and driving the processes is supplied by
light sources such as lasers, a wide range of processing flexibility may be achieved
during the deposition processes by varying irradiation parameters such as the
wavelength, power, dose and pulse length, or by changing between pulsed and
continuous wave excitation. In particular, the possibility of spatial localization of
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Figure 1. Photodeposition scanner and colloid photo-excited processes schematics.



these processes by scanning and focusing the beam down to the optical resolving
power of the system, or even below it by undercutting, is another remarkable feature
of material processing by photodeposition [26].

Direct photonic driven deposition methods were used, for instance, to obtain
microelectronic devices without the need of using multi-step lithography-based mask
processing [27, 28]. They were also used to obtain insulating and semiconducting
dielectric optical filters and waveguides for integrated optoelectronic devices [7].
Since 1980, photodeposition techniques from gaseous phases [11, 12, 27] have
been investigated by various groups and many papers have appeared on related
techniques, materials, applications and theories. Some groups have pursued the
investigation of photodeposition techniques from liquid phases [15, 17, 19–22,
29]. In particular, the colloid systems became a subject of investigation for several
colloid/solution combinations [17, 30]. In this chapter we focus on the character-
istics of liquid-phase colloid photodeposition (PDCS), its underlying physico-
chemical principles, experimental results, and potential applications.

2.  Features of PDCS systems 

2.1. Basic features 

Photodeposition from Colloid Solutions can be viewed as a process by which
photon-material interaction results at the end in the creation of thin film struc-
tures or clusters of atoms on surfaces, apart from possible bulk particles nucleation
in colloid solutions. As in other photodeposition systems, a PDCS system incor-
porates three functions: light “harvesting” agents such as colloid particles, which
serve as photon absorbing centers, also known as chromophores, dissolved ions
which decompose or react due to the electronic photo-excited state of the
chromophores, and a substrate or other adsorbing sites. The chromophores may
decompose, serve only as catalysts, be precipitated by photoredox reactions or photo-
oxidation reactions and create solid phases by agglomeration or direct adsorption
on surfaces. Quite generally we may use a solution reaction scheme [29], which
specifies the interactions between the ion source M+, photoelectron e– or photo-
hole h+, substrate/colloid used and photon beam properties such as wavelength λ
and fluence F, as follows:
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Chromophore

M+ (solution) + e–

M+ (solution) + h+ + H2O

H2O + 2h+

e– + h+

M(0) (metallic deposit)

MxOy + H+ (oxide deposit)

O2 + 2H+

λ (nm); F (J/cm2)

1
2



2.2. Specific PDCS processes

One of the first photodeposition liquid phase processes investigated since 1975
involved the preparation of a metastable mixture of aqueous colloid solution with
solvated Se4+ ions and elemental Se particles which are activated by light [29–31].
The process can be described by the following photochemical equation:

This particular photodeposition system uses amorphous Se (a-Se) colloids
prepared in an aqueous reducing solution of SO3

2– or similar reducing agents [32].
Activation by light with λ < 630 (nm) induces a simultaneous photoprecipitation
of additional a-Se from the SeO2 ion solution. At the same time photoadsorption and
Se film growth start on virtually any insulating substrate in the irradiated zone
and also on the Se colloid particles in the solution. Moreover, this photo-excited
process is autocatalytic, in the sense that the ion source, photoelectron source and
adsorption site are all of the same material, i.e., a-Se. The transport of photo-
reduced material from the solution bulk to the adsorption sites is believed to be
controlled by Brownian motion and the adsorption step itself is thermally and
photonically activated [33]. It was observed that the deposition rate, for otherwise
identical deposition parameters, is higher by more than an order of magnitude on
Se pre-deposited layers as compared to deposition on the foreign material sub-
strate. This phenomenon is observed by the existence of an incubation period
occurring before the active deposition stage, and is closely related to the threshold
fluence needed before a thin compact layer of a-Se is formed on the foreign sub-
strate [34]. Thus, before the fast deposition rate of a-Se film starts onto the a-Se
compact film, there is a delay caused by the unfavorable surface energy condi-
tions existing between the depositing nanoparticles and the foreign substrate material.

Later on, a process, which may be termed a compound photodeposition system,
was developed [34–37], in which the colloid chromophore is a binary chalcogenide
compound, i.e., of composition XS, where X is a metal and S is Sulphur or more
complex molecule. In these systems the depositing material is not of the same species
as the chromophore material. The chromophore molecule XS is decomposed by light
into its components, where one component is reduced onto the substrate and pre-
cipitated in the bulk of the solution, while the other constituent is oxidized, i.e.,
the Sulphur reacts within the aqueous solution and remains dissolved.

In one system [34], the CdS decomposes by light irradiation with λ < 450 nm
and elemental Cd(0) is precipitated in the bulk and is also growing as a thin film
on plastic substrates according to the following equation:
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( )Se(0) – colloid
SeO2 and

SO3
2– solution

( )insulating substrates
PMMA, Mylar,
Glass, Quartz

Se4+ (aq)
λ < 630 nm

Lasers, Discharge Lamps, 
Filament Sources

Typical Fluences – FT =
10–2–102 Joule/cm2

Se(0)



Similar photoreactions have been seen in colloid solutions by other investiga-
tors [15–17].

In another chalcogenide system [35], Zn and ZnS were co-deposited from ZnS
colloids according to the following photochemical equation: 

In this process, the chromophore is the Si substrate and the photon-electron
excitation across the Silicon bandgap is done by a He-Ne Laser that reduces the
gold. The substrate is a photo-electrochemical reducing half cell similar to other
investigations in photo-electrochemical liquid media [15–19].

Recently we also investigated photodeposition from bio-organic materials using
UV bleaching processes in chlorophyll solutions [37–38], similar to some other
works on organic and metallic liquid phase solutions [39–44]. The photochemical
scheme of an Chlorophyll-a bleaching process is given by [37]:

Chlorophyll-a + hυ (UV) → Porphyrines (localized deposits on PMMA substrates)

In this process, the chromophore was Chlorophyll-a and UV photon energies with
wavelengths below 340 nm were needed to activate the deposition process. This
variation of the photodeposition method uses a bio-organic material, which bleaches
by photolytic processes due to UV photons, and the resulting material is deposited
on plastic substrates. This process thus differs from the thermal-pyrolytic type
metallization processes of organometallic solutions at solid/liquid interfaces which
employ Argon lasers or UV irradiation [45–51] .
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( )CdS colloids in
CdSO4 solution ( )onto various

plastic substrates
Cd2+ (aq) Cd (0)

λ < 450 nm

UV – Fiber Lamp
Fluence = 100 Joule/cm2

( )ZnS colloids
ZnSO3 solution ( )quartz

substrates
Zn2+ (aq) ZnS/Zn(0)

λ = 248 nm

KrF Laser, f = 1 Hz,
τp = 10 ns, 60 mJ/pulse

λ < 633 nm

P = 1 mW
He-Ne Laser

Another photodeposition method involved photo-electrolytical deposition of Gold
onto p-Si substrates [36].

(HAuCl4 solution) Au+ (aq) Au(0) (Substrate p-Si)



3.  Photoreactor systems considerations

3.1. Main requirements of a LPPD system

A typical liquid phase photodeposition system should optimize the coupling between
the incoming photon beams and the photoactive and depositing sites which are either
the optical window, substrates immersed in solution, or other interfaces with the
solution [26, 28, 29, 39, 42, 45, 48]. The light beam should be shaped in appro-
priate spatial geometries and accurately controlled and monitored. It must also
penetrate into the photoreacting zone through the optical window and solution. A
system may employ spatially static deposition modes or scanning modes by moving
the laser beam or the substrate relative to each other. For wide area photodeposi-
tion, arc, discharge and incandescent light sources are more practical, while for
very high radiances needed in fast scanning for pattern-writing, laser systems are
the optimal choice. 

In early photodeposition investigations [15, 16, 31, 33, 52] conventional inco-
herent sources were used, but laser sources were soon introduced because of
advantages such as high irradiances and accurate wavelength selectivity [2, 8].
The photoreactor chamber requires, similar to CVD or other deposition techniques,
a good temperature control and windows which allow the passage of light but
which are resistant to both the solution compounds and produced photoexcited
species. Finally, the substrate deposition site and bulk zones should be provided with
appropriate rate controlling diagnostics instruments in situ or after the deposition
[30, 52]. Several other factors are taken also into consideration, such as size, shape
and material of the desired substrate. The interaction between the photon beam
and photodeposition liquid can be achieved in various forms, to name a few:
transmission mode through the substrate, impact mode on immersed substrates,
substrate flotation and substrate-less Langmuir Blodgett type deposition on top of
the liquid surface [29, 30, 39, 42, 45, 48], see Figure 2. Patterns imaging is per-
formed by wide area masks, maskless exposure or accurate optical projection and
high resolution laser line scanning mode.

Stray light shields and specific spectral and spatial filters may be needed to obtain
reproducible homogenous deposits of high quality. For fast laser scanning mode
and high spatial definition photoreactors, special attention is paid also to beam
stability and vibration control. For holographic deposition [53], a wide angle access
must be additionally provided for accepting the interfering beams through the
photoreactor window. All the above considerations only illustrate some of the
photoreactor design considerations encountered also in other liquid phase photo-
depositon cells [39, 42, 45, 48]. Finally, we mention that several commercial laser
photodeposition systems have also been available for some time, mainly for metal
pyrolytic deposition for microelectronic chips line repair from organometallic
solutions [54]. 
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3.2. Microscopic observations of LPPD 

As detailed in section (2.1) the colloid liquid phase photodeposition processes
involve various chemical, photochemical and physical reactions. In those applic-
able to photodeposition the irradiation with appropriate photons trigger redox or
decomposition reactions which lead to photodeposition. This was initially observed
as very fine colloidal particles precipitated in the bulk of the liquid phase. This effect
was termed Volume Photodeposition (VP) [30]. A second effect which usually
follows at a lower rate and accompanies VP, named Surface Photodeposition (SP)
[55], consists of processes by which reduced or decomposed nanoparticles are
adsorbed and form aggregates at any solution discontinuity boundary such as the
substrates, windows, and on other suspended particles in the solution. In time, the
nanoscopic colloid particles in the irradiated solution grow radially outwards,
becoming large micrometric sized colloid particles, while at the same time adsorp-
tion and aggregation processes on the substrates evolve into a growing continuous
thin film or aggregates. In Figure 3, one may observe the details of submonolayer
photodeposition stages of a-Se films on PMMA [56, 57]. Similar to vacuum
deposited films, the morphological structures obtained by PD in the sub-mono-
layer stages of their growth on a flat substrate consist initially of a discrete random
array of individual particles adsorbed onto the surface, see Figure 3(a). These par-
ticles grow in size and coalesce during the PD writing process. The pre-compact
film growth of a-Se as observed by SEM shows that the deposition is assisted also
by material flow through diffusion, growth, bridging and coalescence.

Liquid Phase Photoeposition Processes from Colloid Solutions 257

Figure 2. Various modes of photodeposition: A – side projection on substrate; B – top projection on
substrate; C – top projection and deposition by flotation (Langmuir Blodgett).



The particles aggregate and coalesce forming intricate 2D and even 3D topo-
logical shapes, depending upon the specific growth deposition parameters such as:
temperature of the substrate, concentration of source particles and the adsorbate
affinity with respect to the adsorption sites. In Figure 3(a) we show a SEM
micrograph exhibiting mostly a morphology of isolated a-Se particles deposited
on the substrate. As deposition proceeds one observes that the average particles
size increases due to diffusion and material addition, leading to coagulation and
aggregation of particles. These particles come into contact as seen in Figure 3(b–c)
morphologies, which are typical of later stages of film coalescence when gaps fill
up and a continuous film is created.
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Figure 3. SEM observations of thin film sub – monolayer PD stages – (a) and (b) ; (c) compact
layer split by heating to reveal the thickness of the compact layer, from ref. [57].



3.3. Fundamental diagnostic parameters of photodeposition

To quantify the SP processes on the substrates, kinetic experiments are usually
performed in terms of film thickness and growing rates as a function of control-
ling parameters such as irradiation time period, light intensity, wavelength,
temperature and reagents concentrations. The VP processes have also been inves-
tigated but to a lesser extent [30, 37, 38]. To gain a whole picture on the multitude
of sub-processes induced by light irradiation in the bulk of the liquid we classify
them schematically in Figure 4:

Figure 4. Various processes observed during photodeposition in colloid solutions.

In typical experiments used for PD, the photo-exciting beam is partially trans-
mitted in the colloid cell. Therefore only the absorbed light, and to a lesser extent
the scattered light may contribute to photodeposition. The light energy absorption
in the solution may lead to various photolytic processes such as photoprecipita-
tion and photoadsorption, or rather simple thermally induced effects such as
photocoagulation, sedimentation and heating of the solution and the film. Isolating
the various contributions in such complicated circumstances involves simplifying
the setups to allow significant kinetic measurements. The simplest method is to
measure the film thickness as a function of time for monocromatic light at well
defined wavelength and light intensity values. 

Even then, the overall conversion of photon energy into photo-precipitated and
photo-adsorbed species in colloid solutions involves many mechanisms and the
SP film usually grows nonlinearly in time [15, 18, 55, 57]. The dynamics of an
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a-Se PD film thickness growth is shown in Figure 5. The growing rate curve during
the active period follows roughly the light absorption in the growing film or the
depletion of the ion source and chromophores from the bulk of the liquid solution
according to the conditions prevailing in the process. 

Since any film growth process depends on the growth mechanisms, one may fit
the experimental results to particular rate laws. The most common growth laws
are derived from the instantaneous growing rate of the film thickness defined by: 

ρ = ∂ξ/∂t. (1)

where ξ(t) denotes the time dependent thin film thickness or the deposit weight.
In kinetic investigations of thin films growth one commonly finds the following
empirical laws:

parabolic ξ2 = 2kpt + c ρ = kp/ξ
cubic ξ3 = kct ρ = kc/3ξ2

logarithmic ξ = (1/b) �n (abt + b) ρ = ae–bξ

inverse log ξ–1 = k1 – �n t; ρ = [(k1 – �n t)–2]/t

where kp, kc, k1, a, and b are kinetic constants of the growing mechanisms. Using
the test function:

S =
∂�n (∂ξ/∂t)

, (2)∂�n ξ

one may obtain from the experimental growing curves the particular laws i.e.,
S = –1 for the parabolic growth, S = –2 for cubic and S = –const. · ξ for the
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Figure 5. A typical photodeposition a-Se film thickness vs. time-curve (a), and growth rate-curve
(b), from ref. [31]; K, τ1, and τ* are fitting constants, described in the text.



logarithmic growth, thus giving a clue to the particular mechanisms involved in
the film growth. For photodeposition of a-Se films, a logarithmic growth law was
found [31, 33, 55]. An example is seen in the growing curve of Figure 5(a). Hence,
the experimental film thickness data, ξ, can be fitted in this case to this loga-
rithmic type equation, also called Elovich equation:

where τ1 is related to a threshold or a so-called incubation time which refers to
the period of time needed to form a compact film layer of thickness ξ1, for a specific
combination of substrate and photon flux. Finally, Ksol, Kopt, κ = Ksol/Kopt and τ*
are constants of the kinetic equations (3) and (4), see also Figure 5(b), which provide
a model for the photodeposition process on the compact layer itself, during the active
PD period. This distinction of incubation and active periods during film deposi-
tion is of importance to perform significant kinetic experiments since the growing
rates are very low during the initial adsorption stage on the foreign substrate, as
compared to the later active stages when photodeposition occurs on the already
deposited compact film. The incubation time from ref. [59] is given in Figure 6(a)
for a-Se photodeposition. Using this division of the overall process into incuba-
tion, quasi-linear, and saturation range, we observed that the growing rate is changing
with time in a wide range of 0–10 nm/sec for the a-Se case [55, 58], to 0–100 nm/sec
for the CdS case[34]. The parameter ρ = Ksol/τ* in Eq. (4) can be identified as an
intrinsic photodeposition rate for film growth starting at t = τ1, which diminishes
in time due to inefficient light absorption in the growing film when deposition is
performed in the transmission mode. This parameter may be viewed as the rate which
would have prevailed if no photons had been absorbed in the growing film itself.
It is called the Quasi Linear Deposition Rate (QLDR) [31, 55]. We also calcu-
lated the value of Kopt = 91 nm which can be compared with the inverse value of
the a-Se film optical absorption constant, 1/α ~ 60 nm at λ = 488 nm. This result
shows indeed that Kopt ~ 1/α thus relating the Elovich equation constant Kopt, to
the optical absorption constant of the depositing material. Regarding the incuba-
tion period τ1, a closely related phenomenon was found in many photo-ablation
processes where a threshold fluence value FT for active photoablation and
photoetching was found [60]. Similarly, in experiments of a-Se photodeposition
we found a threshold of FT ~ 24 J/cm2 by fitting the film thickness vs. fluence
curve to the following log type form [61], see also Figure 6(b): 
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ξ(t) = Kopt · �n ( )1 + κ t – τ1

τ*

( )–
ξ(t) – ξ1

Kopt

+ ξ1, (3)

and the growing rate is given by the following equation:

dξ(t)
dt

=
Ksol

τ*
· exp , (4)

ξ(F) – ξ1 = KF · �n ( )F
FT

, (5)



where KF is a fitting constant whose value is approximately equal to the inverse
of the optical absorption constant of the film. This threshold parameter is related
to the Beer Lambert absorption law and accepted in this form in many works on
polymer ablation such as Brannon et al., and Braun et al. [60], and mentioned also
by Anisimov et al., and Zimmer et al., in this book.

Formally the empirical approximate relation (5) can be obtained from the
Elovich mechanism expressed in Eqs. (3), and (4) using the fluence time relation
F = I0 · t where I0 is the irradiance level entering the photodeposition cell, and
FT = I0 · τ1

Then, for the conditions F >> FT and κ/β ~ 1, we obtain the approximation of
Eq. (5) and an interesting relation connecting between the incubation time τ1 and
the characteristic linear deposition time τ*, τ1/τ* = Kopt/Ksol which for the case of
Figure 5(b) gives Kopt/Ksol ~ 6.25. 

Moreover, we suggest here that both adsorption and ablation phenomena can
be explained by a heterogeneous incubation process prevailing before the homoge-
nous-active process starts, i.e., for photodeposition of Selenium on Selenium, or
etching the inhomogeneous upper layer of the material during photo-ablation
processes [60, 61]. This incubation process is then followed by an Elovich type
hampering mechanism.
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([ξ(F) – ξ1 = Kopt · �n 1 +
κ
β )]F

FT
– 1 with β =

I0 · τ*
FT

Figure 6. (a) Incubation time τ1, for a wide range of light intensities for a photon energy of 2.65 eV,
at RT, from ref. [59]; (b) Film thickness vs. fluence showing an extrapolated threshold fluence at
FT = 24.2 (J · cm–2), from refs. [57, 61].



4.  Controlling photodeposition parameters in liquids

4.1. Processing parameters

Several parameters control the film growth and structural properties in photo-
deposition of thin films. The basic practical problem is that the processes involved
are characterized by non-equilibrium and non-linear mechanisms. Therefore, to
provide a reproducible base for deposition, one needs accurately defined experi-
mental processing parameters and derived theoretical parameters. The most important
controlling parameters in photodeposition are:

a) The irradiation source wavelength λ and its spectral bandwidth ∆λ
b) Intensity of the beam and its spatio-temporal profile, I(x, t)
c) The energy dose delivered to the system per unit area F, called fluence
d) Optical absorption coefficients profile of the liquid and thin film, αk(x, t);

k = 1, 2
e) Chemical and physical surface properties of the substrate such as affinities to

adsorption of atoms from the solution 
f) Substrate and liquid temperature, TL, TS

g) Spatial concentration profile of the reagents C(x, t) with respect to the
deposition plane

4.2. Properties of the light source

The photons absorbed in typical PDCS systems travel in a straight path, although
secondary light scattering effects in the colloid solution may have a considerable
effect. In the strong light absorption approximation, which prevails in most cases,
the penetration of the laser beam or other light sources into the liquid media may
be described quite accurately by the following equation, which ignores scattering:

I(x, t) = I(0, t) · (1 – R) · e–α · x

Here I(0, t) is the power density of the beam at the window entrance, R is the
reflectivity of the photoreactor window and α is the effective optical absorption
constant of the photoactive media, which is either that of the colloid solution or
of the photoactive substrate. At the end of the film growth most of the photons
are absorbed within a range of XR ~ 0.1 µm of the growing film, thus hampering
further growth from the solution. However, the absorption path in the colloid
solutions used for photodeposition, XR is much larger, of the order of 0.1–1 cm.
This allows photodeposition also on immersed substrates and on the opposite wall
of the photoreactor. However, since the optical properties of the solution change
in time, during the irradiation, the net photon absorption in a PDCS system may
be quite complicated. In these complicated situations one may consider I(x, t) as a
function combining the optical properties of the solution and film layer such as:
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where I0 is the photon flux at the photoreactor window, ξ(t) is the deposited film
thickness at time t, and α1 and α2 are the optical absorption constant of the growing
film and the colloid solution optical absorption constant, respectively [31]. It is
also advantageous to prepare a diagnostics and controlling system which allows
the observation of the photodeposition process in situ. Probing optical elements based
on HeNe laser beams which can penetrate the photoreactor in some cases such as
in a-Se colloids, were used orthogonal to the excitation beam. These provided a
wealth of information regarding the precipitation effects in the solution bulk [30,
37, 38], such as the photodeposited or photobleached particle size and concentra-
tion dynamics [30].

4.3. Substrate surface influence

The type of substrate material, its cleanliness, topographic structure and optical
properties, all affect the incubation period τ1 or fluence threshold FT, and also the
structure of the photodeposited film and its coverage properties. In several works
[62] it has been shown that the quality of the film depends on the presence or absence
of structural defects. Quite generally, it was found that τ1 depends strongly on the
relative adsorption affinity A of the depositing material, towards the substrate. For
the Se [31] and Cd [34] photodeposition processes the following trend governs
the affinities :

A(Glass) < A(Mylar) < A(PMMA) < A(Se or Cd). (7)

4.4. Dependencies of the Quasi Linear Deposition Rate 

The general functional dependence of QLDR is quite complicated due to its many
processing variables:

ρ = ρ(I, λ, T, C, α). (8)

However, the photodeposition processes can be monitored one variable at a
time, eventually building the full dependence of equation (8). In typical experiments
for a-Se, the QLDR dependencies on light intensity and temperature was given by
the following equation [31, 33, 55]: 

where ρ0 and T* are constants of the system with some physical insight discussed
in [58]. One may realize that the process in this particular case is a combined photon
and thermally activated process with a characteristic activation energy U(λ, I).

264 Chapter 9

I(x, t) = I0 · (1 – R) · e–α1 · ξ(t) · e
–�

x

0

α2(x, t)dx
, (6)

ρ(λ, I, T ) = ρ0 · exp ( ()U(λ, I)
kT* )U(λ, I)

kT
· exp – , (9)



4.4.1. Temperature dependence
Sometimes, the photodeposition is controlled in the liquid by photoreactions in
the bulk and by transport of material to the adsorbing site by Brownian motion.
The heating of the liquid by the absorption of photons will enhance the homoge-
neous solid phase nucleation in the liquid and also aid in the diffusive transport
to the absorption sites. In many cases, it was found that an Arrhenius thermal
activation energy exists i.e., the QLDR has a form ρ = ρ0 exp(–UD/kT )  which for
the a-Se case has typical activation energies in the range UD ≈ 0.5 – 1.0(eV). The
low end value is typical of room or low temperature diffusive processes and the
higher end involves photonic, non-thermal, high energy activation processes. The
parameter T*, in particular, is of high interest because it defines the temperature
above which the photolytic activated process becomes less effective. This obser-
vation led to the suggestion of the so-called compensation effect [58], between
photons and phonons. This effect is a physical realization that in photodeposition
processes, the photonic and thermal processes compete and assist each other during
the film growth. Their relative contributions cross at a critical temperature T*, so
called compensation temperature, which in a-Se is about 303 K [31, 58].

4.4.2. Light intensity dependence 
By using laser sources with high light intensities [59] one can reduce the incuba-
tion period appreciably allowing fast deposition times, suitable for real time, direct
laser writing applications [61]. Quite generally, specific power laws were deduced
empirically for τ1 in a wide range of light intensities I [31, 59]:

τ1 = τ0/I
m, (10)

where m depends on processing variable parameters other than I, and τ0 is an
appropriate fitting constant. In particular, for the empirical graph given in
Figure 6(a), m = 1/2. 

For the active photodeposition period, the light intensity dependence of QLDR
was also found to fit a power law:

ρ = ρ0 · Im, (11)

with m in the range of 0.5–7, thus connected to multiphoton absorption needed
for one atom deposition [31, 34, 52, 59]. 

4.4.3. Spectral or photon energy dependence
The photon energy dependence of some photodeposition processes is also of an
exponential form [31, 55]:

where q is a constant and hν is the photon energy. 
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( )qhν
kT

, (12)ρ = ρ0 · exp –



Spectral efficiency curves for the SP processes can be derived from equation
(12) and they provide clues for the physical origin and mechanisms involved in pho-
todeposition. The spectral efficiency function [15, 31, 55] can be defined in a simple
way by equation (13): 

M
QYSP =

I0 · τd
, (13)

where M is the photodeposited mass τd the period of film deposition, and I0 the
constant flux of light entering the liquid system.

Equation (13) assumes that the process is linear and hence the best procedure
is to apply it only to the initial deposition time, i.e., use the QLDR concept also,
for evaluating the intrinsic quantum yield of the process, ε defined by:

ε = ρ/Nν, (14)

where Nν is the photons flux with energy hν entering the liquid system. The exper-
iments gave typically values of ~10–1 atoms/photon for a-Se [55] and about 0.5
atoms/photon for CdS [34]. Some typical curves of the ε dependence on photon
energy are given in Figure 7:
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Figure 7. Typical curves of normalized PD spectral efficiency ε vs. photon energy in photodeposi-
tion of a-Se [59] for various conditions, along with the optical absorption constant α of a-Se.



The ε1 curve was obtained for incandescent, low intensity sources, in the range
of ~µW/cm2 while ε2 was obtained for higher laser beam intensities in the range
of ~mW/cm2. The apparent shift in the curves is only an artifact of the normaliza-
tion procedure in the wavelength ranges of the two light sources. In fact, both curves
follow the optical absorption constant of the depositing material which in this case
was a-Se, thus proving that the PD spectral efficiency depends primarily on the
bandgap photon absorbing properties of the chromophore.

4.4.4. Chromophore and ion source concentration dependencies
The initial concentration of the chromophores Cc and the ion source Cs both
influence in principle the QLDR. A priori, the photodeposition processes may be
assumed to be non-linear due to chemical amplification [63] or hampering mech-
anisms such as material depletion [61], possibly having a general power law of
the form:

ρ(C) = k0 · [Cc]
n · [Cs]

m, (16)

where k0 is a reaction rate constant, and n and m are the reaction orders of the
chromophore and ion source, respectively. Although interesting from a theoretical
point of view, practically the concentration dependence is of low importance because
photonic properties rather than solution concentration control is sought in liquid
photodeposition systems, thus data on chromophore concentration dependencies is
scarce. Indeed, from the information available today [30, 31, 45], one may observe
that for typical photodeposition systems, n and m are close to first order reactions,
i.e., n ≈ m ≈ 1. This almost linear concentration dependence hints to a direct photon-
chromophore interaction by which photoexcited particles deposit directly onto the
substrate and lead to a proportional mass being deposited by the colloid material
onto the substrate. 

Probing for any clues on the microscopic mechanisms responsible for a-Se
autocatalytic photodeposition, Mirchin et al., 1996 [59] have developed a formalism,
expressing the spatial colloid concentration dynamics in the irradiated systems as
follows. Let the optical absorption constant of the irradiated system be given by:

α(x, t) = ε(x, t) · C(x, t).

The master equation describing the pure electronic photoexcitation and relaxation
in the solution is given by:

Here, ε denotes the molar optical extinction coefficient, η is the photoconver-
sion quantum yield for excitation, C(0) is the non-excited chromophore (colloid
particles) concentration, C(*) is the photo-excited chromophore concentration,
I(x, t) is the local light intensity, and τc is the photo-excited particles relaxation time.
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∂C(*)(x, t)
∂t

C(*)(x, t)
τc

= η · ε · C(0)(x, t) · I(x, t) –



The chemically driven precipitation reaction is formally given by another rate
equation:

where kp is the precipitation rate constant, i.e., ions dissolved in the solution are
photoreduced and C(∞) is the equilibrium concentration or sometimes the maximum
concentration of the colloid particles near the substrate. Solving the above three
equations system under simplifying assumptions, and appropriate boundary condi-
tions α0 and I0, give a closed expression for the dynamics of the optical absorption
constant in the solution as a function of time:

α(x, t) = α0 · exp[ε · η · I0 · t – x(α – α0)],

showing that the photoprecipitation may exhibit a positive feedback amplification
depending on ε × η and a negative feedback given by the term x(α – α0) where α0

is the initial optical absorption constant of the colloid solution at t = 0 at any point
x on the beam track, and I0 is the incident light intensity at the window, x = 0.

The above result shows that the chromophores are amplifying in number during
photoexcitation, and their concentration increases autocatalytically at the expense of
the ion source. However this behavior is limited only to thin layers close to the
entrance optical window with typical thicknesses of about 0.1/α0.

5.  Basic theory of liquid phase photodeposition

Besides the practical aspects of using photodeposition techniques in liquid solutions,
there is also a great interest in a better understanding of the processes and mech-
anisms involved in the various stages of photoexcitation and film deposition.
Unfortunately, not many in-depth works are available that address a unified method-
ology needed to quantify the photodeposition processes. This is however well
understood in view of the formidable complexity of quantifying and analyzing
empirical functions like those given in equation (8). Among the problems related
to a conceptual understanding of photodeposition we find even the uncertainty related
to the surface deposition step which may involve either a short range potential barrier
activated adsorption by light or an adsorption mechanism by which the Brownian
motion assists the barrier penetration process by simple thermal diffusion. In
addition, we do not know yet if the surface growth consists entirely of nanoscopic
particles adsorbed directly on the surface or also assisted by surface diffusive
redistribution of the material which agglomerates on the surface. Finally, no direct
evidence exists that light assists material deposition directly in a one step instead
of creating proper electrostatic conditions to trigger a two step physical adsorp-
tion of a combined transport and adsorption process of colloidal particles on the
substrate.

268 Chapter 9

∂C(0)(x, t)
∂t

C(*)(x, t)
τc

= kp · [C(∞) – C(0)(x, t) – C(*)(x, t)] +



5.1. The photolytic model of photodeposition in liquid media 

Equation (6) defines the decreasing light intensity law in many photon absorbing
media. However, the detailed mechanisms of the absorption processes occurring
in the colloid particles during photodeposition are still uncertain. In both photo-
lytic and pyrolitic processes, it is assumed that the absorption of photons occurs
primarily by interaction with electrons which are raised to excited states. Then
rapidly, in times of the order of 10–12 sec, the photons create ions, radicals, free
electrons and also give some of their energy to heating the environment, i.e., the
absorbing substrate or liquid media. Lacking measurements at these short time scales,
mostly phenomenological macroscopic kinetics formalisms were sought to describe
the interaction processes in LPPD systems. These interactions cause either electron-
photon excitations in the light absorbing chromophores [15–17] or create
photo-excited radicals in the solution [55, 64].

The kinetics of the interaction between the photons and photoactive media, i.e.,
the photoexcitation process can be given formally by a general master equation
describing the time space dynamics of the photoexcited species concentration
n*(x, t) in the liquid phase in an uniaxial photon penetration mode: 

∂n*(x, t)
= G(x, t) – f(n*), (17)∂t

where f (n*) is a response function which governs the photo-excited chromophore
concentration n*(x, t), and G(x, t) is the photo-excited colloids photogeneration
rate governed by the light penetration into the system:

G(x, t) = η · α2(x, t) · Im(x, t), (18)

where η is the quantum conversion efficiency of photons into chromophore excited
species and m is the photon reaction order mentioned previously in section (4.4.2).
The function f (n*) may have terms which describe various effects of the excited
material species such as: agglomeration, de-excitation processes, dissipative diffu-
sion, sedimentation, flocculation etc. [30, 55], given in a typical case by [55, 58]:

f (n*) = ka(n*)2 + D∇2n* +
n*

, (19)τ

where ka is an agglomeration kinetic constant, τ the relaxation time of the photo-
excited species, and D the colloid particles diffusion constant. Combining and solving
equations (17), (18) and (19), allows in principle to analyze the proper mecha-
nisms applicable to a specific LPPD system. When the final product is a thin film
structure or clusters of atoms building upon a surface, we may describe the trans-
port of the photoexcited species to the adsorption sites by a general colloid particles
flux transfer equation [55]: 

J = n* · ν + D · ∇n* + µ · n* · ∇U, (20)
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where the first term describes the convection or a free streaming kinetic flow of
adsorbing particles with velocity v, onto surfaces. The second term is the particles
diffusion term in the system and the third, relates to an electrochemical potential
migration term, assumed to be governed by a viscous flow characterized by the
particles mechanical mobility µ.

One may develop a particular mechanism of flow and absorption through an
energy barrier located in the liquid boundary layer near the substrate as shown in
Figure 8.

Under simplifying assumptions [55], this phenomenological theory yields a closed
expression predicting the depositing particles flux density Jp(x, t) due to photo-
excitation and diffusion by the following equation: 

n*(x, t) ·D
Jp =

Xeff · exp (U0/kT )
, (21)

where Xeff is the particles depletion layer thickness in the solution close to the
substrate and D is their diffusion constant. Xeff can be estimated from the particles
diffusion characteristic length in the solution L = √Dτ, which for Selenium colloids
was about 2.3 µm [55]. U0 is the top of the potential barrier U(x) for the incoming
excited particles which adsorb on the surface. For colloid solutions, this potential
barrier depends strongly on the electric fields in the colloid particle’s double layer
charge region. Experimentally, U0 was resolved into a diffusive term and adsorp-
tion term with values ranging between 0.2 and 1.5 eV/atom depending upon
parameters such as wavelength and light intensity [30, 55, 58].
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Figure 8. A conceptual mechanism of flow and absorption in photodeposition of a-Se , from ref. [58].



5.2. The redox model of photodeposition at a semiconductor/liquid interface 

In this section we turn to modeling the photon-material excitation itself using the
electrochemists view of redox reactions assisted by light [4, 16, 18]. At the inter-
face between an oxide or semiconductor and an electrolyte, various reactions such
as gas evolution [4], corrosion [65], film growth [16, 18], or metal deposition [64,
65], take place just like in regular electrodeposition. Most photoelectrochemical
investigators [4, 15–17, 19, 20, 43, 64, 65] favor the somewhat simplistic scheme
shown in Figure 9.

Thus in photo-electrochemical systems the photon energy can be converted either
into electrical energy, chemical energy, or into the activation energy for driving redox
and oxidation reactions. These processes are initiated by first absorbing bandgap
photons in oxides or semiconductors immersed in the liquid electrolyte. Electron-
hole pairs are created in the space charge depletion layer of the semiconductor, which
exists at the semiconductor/electrolyte junction. This depletion layer is created
whenever a semiconductor or oxide is immersed in a solution, due to charge transfer
caused by the difference in electron affinity or so-called electrochemical potential,
also equivalent to Fermi energy level concept, of the two phases. The net result is
the formation of a junction electric field at the surface of the semiconductor with
a depth of 5–200 nm. The direction of this electric field depends on the relative
Fermi levels of the semiconductor and solution. For a p-type semiconductor, the
field is directed from the interface towards the bulk of the semiconductor. Now, if
electron-hole pairs are formed due to photon absorption in this region of the semi-
conductor, the electric field will separate them, driving the electrons towards the
solution and the holes in the opposite direction. The electric field is seen as a bending
of the semiconductor energy level near the interface in Figure 9(a). An opposite
result will occur for an n-type semiconductor in contact with an electrolyte. Light
will promote thus photoreduction reactions at p-type materials and photo-oxida-
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Figure 9. (a) An idealized energy band picture at a semiconductor-electrolyte interface; (b) the
conceptual view of a photoexcited colloid particle growing by redox processes in the solution. 



tions at n-type surfaces. Hence, for photodeposition, p-type substrates or colloid
particles are effective [4]. 

For electrode photoreactions to occur, electrons should be transferred from the
particle to the solution/surface interface. The redox behaviour of the chemical species
in the solution will depend on the reactivity of the solution species in the solution
towards the surface material. Species with redox potentials within the material
bandgap will be oxidized for n-type semiconductors by the minority carriers (holes)
while promoting anodic polarization reactions. Conversely, solution species will
be reduced at p-type semiconductor interfaces by minority carriers (electrons),
thus promoting cathodic polarization reactions see Figure 9(b).

6.  Applications of photodeposition processes

6.1. Photodeposition of optical arrays – parallel recording

The ability of projecting or masking an image onto substrates and recording in
one step by photodeposition from colloids has been demonstrated with a resolu-
tion defined by the optical imaging system [26]. Exciting results by masking
techniques have been achieved in several laboratories for other techniques, see for
example the chapters of Zimmer et al., and Kawaguchi et al., in this book. In all
cases the resolution and depth of focus of any photodeposition system behaves as
any other lithographic system for which the Rayleigh criterion for linewidth W,
and Depth of Focus (DOF) are given by:

W = k1 · λ/NA, (22)

DOF = k2 · λ/(NA)2, (23)

where NA is the Numerical Aperture of the optical projection system and k1, k2

are process dependent constants, usually in the range 0.5–1.0.
Figure 10(a) shows typical resolution test patterns obtained by projection or

masking contact methods in colloid photodeposition systems [52]. The 3 fields show
several photographic properties of PD patterns, i.e., test charts bars with an optical
Modulation Transfer Function (MTF) resolution defined by the optical imaging
system, a digital dots recording and an analogue scene recording. 

The best line resolution obtained by PD was about 0.5 µm, employing holographic
projection interference of an Ar ion laser with λ = 488 nm, by which line gratings
were photodeposited directly in one step [26, 53], see Figure 10(b). The thickness
of the gratings fingers was about 9 nm at the tip and the first order grating’s dif-
fraction efficiency was about 12% for λ = 628 nm. An important conclusion drawn
from the experiments was that the photodeposition process being limited intrinsi-
cally by the smallest colloid particles in the solution, may become a method by which
submicrometric imaging and near-field imaging can be achieved [26]. The PD
wide field projection techniques were used to obtain optical components such as
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filters, zone lenses, mirrors, beam-splitters, birefringent elements, refractive
elements, phase-gratings, diffractive optical elements [57, 61], as well as elec-
tronic devices contacts [18].

6.2. Laser photodeposition writing – serial recording

Scanning systems producing various materials patterns by direct beam writing
were tried by many investigators starting with Osgood et al. (1982) [66] and followed
by others such as, L. Nanai (1989) [20], H. G. Muller (1990) [11], Y. F. Lu et al.
(1991) [18], A. M. Dhote (1992) [22], Brook et al. [22, 45], and since 1995 also
by Peled et al. [57, 61]. The scanning methods allows one to deposit conveniently
lines and dots, by interactive computer programs in which the operator controls
the geometry, number of scanned elements, and exposure time. The scanning can
be performed either by using a translating stage moving the entire substrate in the
x-y plane, or more conveniently by employing a beam scanner system which is much
faster but less accurate. A typical laser beam in a scanning system is focused by a
scanning lens of a focal length f and aperture D onto the substrate/active liquid media.
The photodeposited linewidths may vary according to the exposure times and other
scanning parameters used, but they may be designed by assuming a nominal
theoretical laser Gaussian beam spot diameter, given from Gaussian beam waist
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Figure 10. (a) Test patterns obtained by PD with 25 mm diameter each, from ref. [52], (1988) with
a best line contact masking resolution of ~8.3 µm; (b) AFM image of a holographic ultra thin film
grating obtained by Argon Laser PD, with a line resolution of about ~500 nm; sampled area
200 × 200 nm, from ref. [26] (1994).



theory by the following characteristic parameters for the focused beam diameter-doo,
half angular divergence – θ and Depth of Focus – DOF [57, 61]:

Figure 11(A), and Figure 11(B) show some typical optical elements written by
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Figure 11. A. (a) linear gratings of 25 µm linewidths; (b) ablated grating of 8 µm linewidth; (c)
densitometer profile of (b); B. (a) typical DOE element obtained by PD; (b) 3D-profile; (c) 1D-
densitometer profile of (b) showing a central zone with diameter of ~1000 µm.
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PD from colloid solutions [57, 61], with linewidth resolutions in the range W ~
8–250 µm and DOF ~ 2–5 mm.

6.3. Write-Erase features by photodeposition in colloid solutions

A new combination which is of interest today involves write and erase techniques
for optical storage of digital information and correction of photodeposited patterns.
This technique was investigated in several works [56, 57, 61]. Microscopic elements
of linewidths in the range 8–150 µm were written and erased using the combined
photodeposition and photoablation effect. Thus PD through its in situ writing and
erasing properties promises a multitude of uses ranging from write-only to write-
ablate patterning. The fluence threshold for deposition [57] is about FT ≈ 24.2 (J/cm2)
and that of ablation ~16.8 (kJ/cm2). An optimized writing speed reported at room
temperature was 150 µm/sec constituting a compromise between several factors such
as fluence threshold, heating of the solution and line overflow or undercutting
required for the written elements.

7.  Comparison with gas phase photodeposition

7.1. Advantages of liquid phase photodeposition

Essential to liquid phase photodeposition is that it is performed at much lower
substrate temperatures, even below room temperature as compared to gas phase
photodeposition [8, 22, 24, 45–49]. Since vacuum or highly controlled pressures
in the photoreactor are not demanded for most liquid phase systems, an obvious
advantage is obtained in equipment costs and ease of processing [20, 45–47].
Furthermore, the liquid phase material source can usually be prepared as a solution
with very long shelf lifetime, up to several years. In comparison, gas phase systems
need very accurate in situ mixing of gases leading to obvious higher basic costs
for the operation of the photoreactor. Also, specific compounds such as organic
materials cannot be easily processed in gas phase at very high temperatures, though
several small organic molecules are currenly being vapor deposited for OLEDs.
The deposition rates are also much higher for liquid phase photodeposition [20,
45–47] because of the higher concentrations of reagent species in the liquid as
compared to the gas phase. Typical film thickness deposition rates for liquid phase
photodeposition are of the order of 10 µm/sec, while gas phase photodeposition
systems have typically deposition rates of only 10 nm/sec [1–3] i.e., by a factor
of 103 lower. Also, the lateral writing velocity of gas phase photodeposition systems
is about 100 µm/sec [14] while in liquid phase photodeposition systems we find
values as high as 100 mm/sec [21, 22, 45–47, 49], giving again, a factor of 1000
in favour of liquid phase photodeposition systems. For comparison purposes, one
may define a figure of merit (FM) for the photodeposition efficiency observing
that the film thickness growing rate multiplied by the scanning velocity is propor-
tional to the volume or photodeposited mass per unit time. FM thus represents an
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overall process efficiency in terms of processing time, keeping other parameters such
as spectral, temperature and light dependent efficiencies, constant. Thus we observed
that the liquid phase photodeposition FM can be higher by a factor of 106 as
compared to gas phase photodeposition processes [29]. Nevertheless, specific com-
binations of very high temperatures and high gas pressures can boost the FM of a
gas phase photodeposition process closely to that of liquid phase photodeposition.
However, this will be achieved still at the expense of increased complexity and
hazardous processing.

7.2. Shortcomings of liquid phase photodeposition 

The weaknesses of liquid phase photodeposition systems lie in the traditional area
where vacuum processing have a leading edge i.e., in critical processing of high
purity products, needed for instance in microelectronics semiconductor processing.
Also, the high optical absorbance of the liquid cell creates in many cases quite
inefficient conditions for the penetration of photons to the deposition sites. However,
this problem can be minimized by making extremely thin optical paths at the expense
of involving some more complex systems design to circulate fresh chromophores
to the deposition zone. Finally, many semiconductor processing technologies are still
not compatible with liquid phase processing today. However, this is not a must
but rather a technological choice of current microelectronics materials processing.

8.  Conclusions

In view of about ~105 papers which have appeared in the literature on all phases
of photo-assisted processes and applications during the past 2 decades, it is rea-
sonable to expect a continued growth of basic research and subsequent applications
in liquid phase photodeposition in particular. This growth will probably be not too
rapid. However, it will steadily increase as photonic and laser processing will become
more accepted in microelectronics, optoelectronics and other materials science
applications. In this chapter we have categorized and described the design, opera-
tion, parametric monitoring and theories underlying the liquid phase photodeposition
processes in general and colloid systems in particular. Although the principles of
operation differ greatly for various types of systems and materials, some fundamental
quantifying and processing variables have been defined towards the goal of setting
comparable standards in this area.
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ABSTRACT: The following chapter describes the processing of frozen hydrocarbons, such as acetone,
acetylene, and methanol, by intense irradiation from excimer lasers, femtosecond (fs) laser, synchro-
tron radiation (SR), and free electron laser (FEL). The main products obtained in these investigations
are diamond-like carbon films (DLC), but diamond and possibly one-dimensional carbon (carbyne)
microcrystals appear also. Section 2 gives a short review on laser synthesis using frozen gases. In Section
3, the pulsed laser deposition (PLD) conducted to deposit the diamond-like carbon films using excimer
lasers is described. Experiments based on novel light sources appear in Sections 4–6 for fs lasers, SR
and FEL, then concluding the results in Section 7.

1.  Introduction

Carbon allotropes have a rich variety, and many of them are extremely useful for
daily and industrial applications. Diamond is probably the best-known example,
but recently other interesting carbon allotropes, such as fullerene and carbon-
nanotubes, were discovered also.

The artificial production of these carbon allotropes has been a subject of intense
investigations, and many efforts have resulted in successful products. For instance,
diamond crystals were produced in factories under artificially created high-tem-
perature and high-pressure conditions. More recently, simple schemes were invented
to produce diamond films in the gas phase [1]. 

In particular, lasers have played a key role in the efforts to produce new mate-
rials of interest artificially, with carbon allotropes in particular. In fact, fullerene was
synthesized initially by lasers processing [2]. Then, even diamond films were created
by employing laser methods [3, 4].

For the past 15 years we have conducted many experiments with the goal of
synthesizing various carbon allotropes using various light sources. Initially, we
conducted pulsed laser deposition (PLD) of diamond-like carbon (DLC) films [5],
using a Nd:YAG laser to ablate graphite targets. We were especially interested in
DLC, because it is an amorphous material made of sp3 carbon bonds like diamond
and its properties resemble those of diamond, which include a high mechanical
hardness, high electrical resistivity, and very good optically transparency.

Then, we used frozen hydrocarbons as targets during PLD experiments, to produce
DLC films [6]. The purpose for using frozen hydrocarbon instead of the normal
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graphite target was twofold. First, we intended to decrease the number of parti-
cles included in the deposits produced by PLD using the solid target as observed
by optical microscopy of the resulting DLC films. These particulates tend to spoil
the quality of the deposited DLC films, making their applications quite limited.
The particles were generated from the target surface during the intense irradiation
of the powerful pulsed lasers. On the other hand, using the frozen gas targets, part
of the generated debris is expected to vaporize during the flight towards the sub-
strates or upon their arrival on the substrates. The second reason why we switched
to the frozen hydrocarbon was attributed to the fact that from plasma chemical vapor
deposition using hydrocarbon gases radicals such as CH3 play a key role in syn-
thesizing diamond films [7]. In time, it became clear to us that the frozen gas
targets offer some unique opportunities for laser synthesis of carbon allotropes for
a variety of new reasons other than mentioned above. For instance, we noted that
a large number of hydrocarbons with various properties can be used by this method,
many of which can be frozen at moderate temperatures. In addition, the choice of
frozen hydrocarbon targets matched well with another characteristic of these exper-
iments, namely using various light sources available today for synthesizing the
carbon allotropes, as detailed below.

Recent advances in photon generation techniques made it possible to adopt a
variety of new light sources for laser processing of materials. Therefore, in addition
to excimer lasers with which we started these series of experiments [6], we deter-
mined to try out more promising developments by engaging in materials processing
using synchrotron radiation (SR) [8] and free electron lasers (FEL) [9]. SR is char-
acterized by the presence of highly energetic photons with short wavelengths, so
called hard photons, emerging recently as a versatile powerful light source for mate-
rials processing. In particular, SR has been used already for photochemical vapor
deposition of Si, Al, and SiO2 thin films, see for instance ref. [10]. In these appli-
cations, the energetic photons generated by SR, which extends as far as the soft
X-ray region, are capable of exciting inner core electrons, leading to new types of
chemical reactions that lasers have failed to induce by ordinary valence electron
excitations. In another experiment, crystalline polytetrafluoroethylene (PTFE) thin
films were produced by using SR at a rate unattainable by conventional PLD [11].

As for FEL, it is a monochromatic photon source with a wavelength tunability
in a wide range, though this particular feature presents no special advantages for
ablation of solid targets used in PLD. However, for our frozen hydrocarbon targets
the wavelengths could be adjusted for resonant molecular excitation, thus making
FEL a highly desirable light source.

More recently we started also using a femtosecond (fs) laser in our laboratory.
The fs lasers have made a substantial progress recently, and they are used not only
for diagnostics which require high time resolutions, but also, owing to their increased
output power, as new tools for material processing. For instance, the ultra-short
pulses can irradiate the target material with such high power densities that extreme
nonequilibrium conditions can be achieved, allowing the creation of new mate-
rials, unattainable by other lasers. In our experiments, we expected that the frozen
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hydrocarbon would be photodissociated differently under the extremely powerful
and short laser pulses, thus leading to the production of interesting new carbon
allotropes. In addition, the size of the fs laser system has been reduced substan-
tially, making the processing system into a comfortable tabletop size, accompanied
also by a substantial reduction of costs. It turned out that the experiments using
the fs laser were most rewarding in this series of experiments [12–14], because
one of the products obtained had elongated microcystals shaped like a hexagonal
pillar. The identification measurements conducted on these crystalline structures
strongly suggested we have synthesized one-dimensional carbon crystals, namely
carbyne [15–25]. Among carbon allotropes, diamond and graphite possess three-
dimensional and quasi two-dimensional structures, respectively [15], while fullerene
may be regarded as a material of quasi zero-dimensional structure. In this respect,
the presence of one-dimensional carbon crystals (carbyne) has been expected and
sought for a long time [26]. The carbon allotrope which seems to satisfy this con-
dition was found in shock-fused graphite gneisses in the Ries Crater [16], and
since then, numerous attempts have been made to synthesize these crystals and
identify their properties. However, it is very difficult to synthesize high quality
carbyne crystals which can be used for reliable identification measurements. Hence,
elusive results are still associated today with the carbyne [26]. 

2.  Reviewing laser synthesis in frozen gases 

Since the adoption of frozen gases was the key element of our current series of exper-
iments, we review here briefly the previous works related to this subject.

In the past, liquid targets for PLD have been used only occasionally instead of
solid materials. Such experiments are indeed limited in number, and they include
liquid targets such as molten metals [27, 28], oil [29] and aromatic hydrocarbons
[30]. As mentioned, as an alternative to solid and liquid targets, we employed
initially frozen hydrocarbons [6, 31]. Soon, other groups followed our experiments
based on laser ablation of frozen gas targets [32–35]. Ishiguro and his group [32]
irradiated frozen nitrogen gas on a Nb or BN plate at 10 K with a KrF excimer
laser, 248 nm, simultaneously with the target. In this case, NbN or BN films were
deposited on the substrate heated to temperatures of 300 °C to 400 °C. In another
experiment carried by the same group, CH4 or CO2 were frozen on graphite carbon
plates at 12 K, and both the frozen target and graphite carbon plate were subjected
to a simultaneous irradiation from a KrF laser, which led to the deposition of DLC
films [33]. Similarly, the simultaneous ablation of frozen CH4 formed on a Si
wafer cooled at 16 K and Si by the second harmonic, 532 nm of an Nd:YAG laser
produced SiC films [34]. In another experiment, Niino et al. [35] irradiated frozen
nitrogen with a picosecond laser to generate electronic excited nitrogen atoms,
used to modify carbon target surfaces and form carbon-nitride layers. For a com-
prehensive good review on laser ablation of frozen gases see ref. [36].
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3.  Pulsed laser deposition of diamond-like carbon films using excimer lasers 

PLD of diamond-like carbon (DLC) films by excimer lasers was the first in the series
of works using frozen hydrocarbons. As mentioned earlier, we used at first graphite
as target for the laser, which is still a standard procedure used widely for PLD of
DLC. As mentioned, we used frozen acetylene and acetone as targets for the excimer
lasers for the dual purpose of eliminating the particles embedded in the films and
for increasing the possibility to synthesize diamond.

The experimental arrangement used in our current works is shown in Figure 1.
The chamber was made of a stainless steel, 200 mm in diameter and 250 mm high.
Either acetylene or acetone was frozen on a copper plate connected to a liquid
nitrogen reservoir. The gas was blown through a 1/4 in. stainless steel pipe towards
the copper plate. A rotary pump evacuated the chamber during the target prepara-
tion. After a frozen gas layer grew into roughly 1–2 mm thick layer, the gas supply
was stopped and a turbomolecular pump was turned on to improve the pressure of
the chamber to 10–6 Torr. The pressure increased to 10–5 Torr during deposition. Since
the frozen material evaporates quickly by irradiation, the laser beam was moved
constantly across the target, to prevent ablation of the copper surface.

A 193-nm ArF laser with a pulsewidth of ~14 ns was used as the light source.
The pulse repetition rate was 10 Hz. Using a 248-nm KrF laser, additional exper-
iments were carried out. The laser beam was introduced into the chamber through
a quartz plate after passing through a quartz lens with a focal length of 350 mm.
The substrate was a quartz plate placed at a distance of 40 mm from the target on
a stainless steel holder heated by an electric heater. Before positioning it, the quartz
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Figure 1.  The arrangement used for pulsed laser deposition using excimer lasers and frozen hydro-
carbon.



plate was cleaned ultrasonically in methanol and rinsed with distilled water. For
further cleaning we used UV ozone cleaning (UVOC), in which the quartz plate was
exposed in air to UV radiation generated by a deuterium lamp for 15 min at
200 °C [37]. 

In Figure 2 we see that for both sources, the films grew almost at the same rate
regardless of the substrate temperature for films deposited from frozen acetylene
between room temperature and 300 °C. The laser power density was 9 × 108 W/cm2

and 5 × 109 W/cm2 for the ArF laser and the KrF laser, respectively.
Raman spectra were measured to identify the deposited films. As shown in

Figure 3, a broad peak near 1540 cm–1 is observed for films deposited at 200 °C
and 300 °C from acetylene targets by the ArF laser and the KrF laser, respec-
tively. This peak is characteristic of the DLC films [5]. We could not observe the
sharp Raman peak at 1333 cm–1, which is the signature for the diamond phase. A
similar spectrum was observed using frozen acetone and ArF laser at 200 °C. The
DLC films thus obtained exhibited a high electrical resistivity and high chemical
inertness. The electrical resistivity was typically 3 × 108 Ω · cm, and the films
exhibited a good chemical inertness by testing with a HF/HNO3 (1:1) solution.
The optical absorption coefficient in the IR and visible regions, as well as the
mechanical hardness, closely resembled that observed previously by us for DLC
films produced in laser ablation of graphite targets [5]. It should be emphasized
also that during the previous stage of laser ablation by graphite targets, the DLC
films were produced at 50 °C and not at room temperature and 100 °C [5]. In
contrast, the films produced by the frozen hydrocarbon method were DLC over
a much wider range of substrate temperature between room temperature and
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Figure 2.  Film thickness as a function of substrate temperature: (a) ArF laser, and (b) KrF laser. The
deposition time was 15 min. The laser power density was 9 × 108 W/cm2 and 5 × 109 W/cm2 for
the ArF laser and the KrF laser, respectively. The substrate temperature was varied from room
temperature to 300 °C.



300 °C. Regarding the mechanical hardness of the films deposited, those obtained
by the KrF laser were found inferior at 100 °C, as shown in Figure 4. Testing was
performed by a ceramic tool with a sharp corner which was used on the films to
make scratches. The depth of the scratched dip indicates the film hardness.

We obtained mixed results for the particle appearance in films deposited from
frozen hydrocarbon. Although, they had less particulates than those prepared from
graphite, the particles density varied even for films deposited under seemingly
identical conditions. We ascribe this behavior to the fluence fluctuation of the
laser pulses. As for the mechanisms prevailing during the ablation we believe that
the extremely powerful laser pulses convert the frozen hydrocarbon into solids, as
evidenced by the coloring of the irradiated target area. Subsequent pulses then ablate
these solid products, and as in normal PLD processes small particles are incorpo-
rated into the growing films.

The DLC films often contain substantial amounts of hydrogen even if graphite
target are used [5]. We suspected initially that excessive amounts of hydrogen may
be contained in the films formed from the hydrocarbons. To detect the hydrogen
content, we measured IR transmission spectra and observed the intensity of the
C-H stretching vibration near 2920 cm–1 [5]. For films deposited by the ArF laser
using frozen acetylene the peak was hardly observed, as shown in Figure 5, but
this peak became clearly evident for films deposited by the KrF laser. The observed
difference for the two lasers may be ascribed to the fact that the acetylene absorbs
ArF laser light stronger than KrF laser light.
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Figure 3.  A Raman spectrum showing a broad peak at 1540 cm–1, which is characteristic of DLC
films: (a) ArF laser with 9 × 108 W/cm2, and (b) KrF laser with 5 × 109 W/cm2. The substrate
temperature was 200 °C and 300 °C for the ArF laser and the KrF laser, respectively.



4.  The production of carbon allotropes by a femtosecond laser

4.1. Diamond-like carbon films produced by a femtosecond laser

A femtosecond laser was used to deposit the DLC films by ablating frozen gas
targets. The 10-mJ output pulses from the fs laser with 130 fs duration and wave-
length of 790 nm, were generated by a combination of a mode-locked Ti:sapphire
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Figure 5.  Fourier-transform IR spectra showing a C-H vibrational mode at 2920 cm–1: (a) ArF laser
of 9 × 108 W/cm2, and (b) KrF laser of 5 × 109 W/cm2. The substrate temperature was 200 °C and
300 °C for the ArF laser and the KrF laser, respectively.

Figure 4.  Depth of scratches, indicating the films mechanical hardness as a function of substrate
temperature: (a) ArF laser, and (b) KrF laser. The laser power density was 9 × 108 W/cm2 and
5 × 109 W/cm2 for the ArF laser and KrF laser, respectively.



laser and a regenerative amplifier system from Spectra Physics, model-Tsunami
and model-TSA-10, respectively.

The experimental arrangement was almost identical to the one used in the previous
PLD work with excimer lasers, see Figure 1. The laser beam was introduced into
a chamber through a 2.4-mm thick quartz window and focused onto the target by
a 17.5-cm focal length lens. The spot shape on the target was elliptical, with an
area of about 30 × 90 µm2. The peak power density reached a value as high as
4 × 1015 W/cm2.

Acetone with a concentration of 99.5%, was frozen on the bottom surface of a
liquid nitrogen reservoir made of stainless steel. After the gas condensed into a
3-mm thick layer, the gas supply was stopped, and a 200 l/s turbomolecular pump
was turned on to lower the pressure of the chamber to 4 × 10–5 Torr. When the frozen
layer was lost, the laser irradiation was interrupted to form new layers. The net
irradiation time was 40 min. In some cases, we blew hydrogen gas of 99.99999%
purity towards the target surface through a 1/4-in copper pipe and the hydrogen
gas pressure was maintained at 0.75 Torr. In addition, an electric heater was used
to control the substrate temperature. The laser beam irradiated the surface of the
target at an incident angle of 45°. The target was at a 3 cm distance from the sub-
strate. Hydrogen-terminated Si (100) surface was prepared by HF dipping and
ultrapure water rinsing after UV ozone cleaning [37, 38].

The DLC films could be produced even at room temperature. The deposited films
by fs laser with frozen acetone were 200-nm thick after 40-min irradiation at a
laser power density of 4 × 1015 W/cm2. They were examined by Raman spectroscopy,
showing a broad peak near 1540 cm–1, similar to the films deposited by the excimer
lasers and shown in Figure 3. Other features that characterize the DLC deposited
films include transparency in the visible range and an electrical resistivity higher
than 107 Ω · cm. Furthermore, the film immersed in an HF/HNO3 (1:1) solution
remained intact, while the silicon substrate dissolved completely.

Using electron energy loss spectroscopy (EELS) we measured the carbon K-
edge spectra of the DLC films and estimated the sp3/sp2 bonding ratio, which
indicates the fraction of the DLC in the films. Figure 6 shows the EELS spectrum
measured for a DLC film produced by the fs laser. The area under the π* peak
observed at 285.6 eV is compared with that of a reference graphite [39–41].
Assuming 100% sp2 bonding for graphite, we estimate that the fraction of sp3

bonding in the DLC film was about 41%. A wide range of the sp3 fraction between
26 and 56% was observed for the DLC films produced by PLD using graphite in
combination with a KrF laser [42]. It turned out that the fraction of the DLC film
produced by the fs laser PLD experiment was fairly high. The films produced at
RT were spoiled by the presence of debris of photodissociated hydrocarbons, as
shown in Figure 7(a), while the debris disappeared completely for films deposited
at 100 °C, see Figure 7(b). However, the deposited films were found to be electri-
cally conductive. 

Unfortunately, we failed to produce any deposit for frozen methanol. The reason
for the failure may be explained by comparing the optical emission spectra observed
from the plume generated by frozen acetone vs. methanol, see Figure 8. For com-
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parison the spectrum observed from graphite is also shown. The emitted light from
the plumes was analyzed by a 25-cm monochromator with a resolution of ~0.2
nm. A 17-cm collection lens was focused 5 mm away from a target surface. The
photomultiplier was a Hamamatsu Photonics model-R212UH. The peaks observed
from the acetone plume, see Figure 8(a), were identified as the emission of C+

and C2+ ions, as well as C2, together with a CH line and a CH2 band [43–45]. The
spectrum contains also the emission lines of O+, CO and H. The lines emitted
from the oxygen species are particularly abundant in the spectrum observed from
the frozen methanol plume, see Figure 8(b). Based on this observation, we assume
that the abundant oxygen radicals removed the deposit generated by the irradiated
frozen methanol. 

In the case of graphite, see Figure 8(c), a large number of the C+ emission lines
are observed. In addition, the spectrum contains the emission lines of C2+, CH,
CO, and O+. It is not surprising to find species including oxygen and hydrogen in
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Figure 7. Photographs of deposited films: bars –50 µm; (a) showing debris at room temperature and
(b) free from debris at 100 °C. The power density of the fs laser was 4 × 1015 W/cm2. The irradiation
time was 40 min.

Figure 6.  EELS spectra of the DLC film deposited by a fs laser and graphite. The power density of
the fs laser was 4 × 1015 W/cm2. The DLC film was deposited at room temperature for 40 min.



the plume generated from graphite, since the DLC films deposited using a graphite
target contained a large amount of hydrogen [5]. We assume that the hydrogen atoms
were generated by the dissociation of water molecules present in the chamber.

The scanning electron microscope (SEM) photograph given in Figure 9 for a
deposit shows the presence of particles with distinct flat surfaces. In this case, the
irradiation lasted 45 min, and the substrate temperature was set at 350 °C. We
found that the presence of hydrogen was crucial to produce the particles, and they
differed from the particles generated from the irradiated target. The shape, size,
and number of the particles were not always reproducible. They were not diamond,
and we have not yet succeeded in identifying the particles.
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Figure 8.  Optical emission spectra of ablation plumes generated by a fs laser: (a) frozen acetone,
(b) frozen methanol and (c) graphite. The power density of the fs laser was 4 × 1015 W/cm2 in all
three cases.

Figure 9.  SEM photographs of the deposits formed in hydrogen atmosphere at a gas pressure of 0.75
Torr. The power density of the fs laser was 4 × 1015 W/cm2, the irradiation lasted 45 min, and the
substrate temperature, 350 °C.



4.2. Synthesis of microcrystals

Conducting synthesis of DLC films, some elongated microcrystals were discov-
ered in the frozen acetone target irradiated by the fs laser. To minimize the chance
of loosing the new synthesized microcrystals, the Si wafer was placed horizon-
tally in direct contact with a liquid nitrogen stainless steel reservoir, as shown
schematically in Figure 10. The stainless steel chamber was cylindrically shaped
with a diameter of 15 cm and length of 27 cm. The acetone gas was blown through
a 1/4 in. copper pipe toward the Si surface. A sorption pump was used to evacuate
the chamber during preparation of the target. After the frozen gas was condensed
into an ~3 mm thick layer, the gas supply was stopped, and a 200 l/s turbomolec-
ular pump was turned on to improve the vacuum of the chamber to 2 × 10–5 Torr.
The pressure increased to 10–4 Torr during the laser irradiation. The laser beam
was shifted slightly at 5–10 s intervals to avoid the exposure of the underlying stain-
less to the fs laser beam.

The shape and size of the laser-synthesized microcrystals changed from crystal
to crystal. A typical image of crystals observed by SEM is shown in Figure 11(a),
with hexagonal pillar shapes. The size of the crystal shown in Figure 11(a), is
4 µm in width and 30 µm in length. Sometimes, many microcrystals were bundled
together, as shown in Figure 11(b). This basic crystal shape i.e., the elongated
pillar, suggests that the product might be a crystal with a one-dimensional struc-
ture, possibly the carbyne. 

To identify the microcrystals we measured a micro X-ray diffraction (µ-XRD)
pattern using the Cu Kα line for an aggregate of the hexagonal pillar-shaped deposits
with the result shown in Figure 12. The X-ray was focused to an area limited to
about 30 µm in diameter. The sample was tilted and rotated during the measure-
ment, and therefore the Bragg condition was satisfied for each microcrystal, as
well as for the silicon wafer. A position sensitive proportional counter detector
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Figure 10.  A side view of the arrangement used for fs laser irradiation experiment.



was used to observe the diffracted X-rays. The strong XRD peaks which belong
to the diffraction of the Si wafer were observed between 56.2° and 137°. In addition
to the silicon peaks, two peaks are visible at diffraction angles of 38.1° and 46.1°,
indicated by the arrows in Figure 12. Other peaks are too weak to be claimed as
real. From the observed pattern we could determine two d-values for the micro-
crystals as 0.236 nm and 0.197 nm. According to the literature [17–23], the d-value
of 0.236 nm agrees with one of the diffraction peaks observed for one type of carbyne
group allotrope C IX, which was synthesized by heating pyrolytic graphite and
with a trigonal symmetry structure [24]. The other peak at 46.1°, however, does
not match any diffraction peak associated with any member of the carbyne group
[15, 16, 17–23].

We also measured the density of the microcrystals by a gradient liquid method.
The observed density was 2.58 ± 0.04 g/cm3, which lies in the middle for diamond,
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Figure 12. µ-XRD pattern measured from the aggregate of the microcrystals shown in Figure 11(b).

Figure 11. SEM micrographs of deposits on a Si wafer: (a) a hexagonal pillar-shaped microcrystal
and (b) an aggregate of microcrystals. The power density of the fs laser was 4 × 1015 W/cm2.



3.52 g/cm3, and graphite, 2.25 g/cm3. Thus, the experimentally observed value is
close to the density of α-carbyne, 2.68 g/cm3 which possesses alternative single-
triple carbon bonds in the chain [25]. However, the µ-XRD pattern shown in Figure
12 did not match any peak associated with α-carbyne [17]. The microcrystals were
though heavier than any hydrocarbon polymers, and therefore the possibility of
polymers was ruled out. For further confirmation, we tried to measure the hydrogen
content in the microcrystals by using elemental analysis based on the combustion
method [46]. Unfortunately, we could not collect enough microcrystals to carry
out this measurement, due to their small size and poor reproducibility of the syn-
thesis. Nevertheless we confirmed that these crystallites do not dissolve in acetone
solution even after a 60 min immersion, giving another support to exclude the
possibility of polymers formation. Concluding from all experimental evidence
described, we believe that the microcrystals synthesized by the fs laser were some
kind of a carbyne, although the characteristics found do not match any of the
known single carbyne structures reported in the literature.

It is thus essential to improve the production technique and increase the size of
the crystals before further studies can effectively be made to identify the synthe-
sized microcrystals definitively. For this reason, our one-dimensional carbon crystals
synthesized remain to date a mystery and we may feel consolation only by the
fact that similar problems were encountered previously in other investigations of
carbynes [26].

5.  Synchrotron radiation used for ablation of frozen acetone

We employed SR with the hope of synthesizing diamond by SR-induced ablation
(SRA) of frozen acetone. This expectation was based on a previous report by
Eberhaldt et al. [47] that SR can produce the methyl radical and atomic hydrogen
ions as dissociation products of acetone, both of which play a crucial role in diamond
synthesis.

The light source was Aurora, of Sumitomo Heavy Industries, an SR facility
installed at the Synchrotron Radiation Center of Ritsumeikan University. It has a
compact, 1-m radius, which by adopting a superconducting magnet is used to
accelerate orbiting electrons to an energy of 575 MeV. The used electron beam accu-
mulation current was 300 mA, which dropped typically to 160 mA after 2.5 hours.
We were assigned to the beam line BL-14. The radiation spectrum extended over
a wide spectral range with a broad peak near a photon energy of about 500 eV.
Beyond a photon energy of 2 keV the photon flux decreased rapidly with energy.
The SR light passed through an rectangular-shaped iris, and focused to a size of
0.1 mm × 30 mm by a platinum cylindrical mirror. The photon flux was 8.97 ×
1015 photons/sec mm2 (0.576 W/mm2) at an accumulation current of 300 mA.

Figure 13 shows the experimental setup, which consisted of a stainless steel
chamber, 15 cm in diameter and 15 cm high, evacuated by a 150 l/s turbomolec-
ular pump to a base pressure of 1 × 10–6 Torr. Prior to SR irradiation, 98% pure
acetone was frozen onto a copper plate connected to a liquid nitrogen reservoir.
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The average thickness of the frozen target was 2 to 3 mm. The SR beam was incident
on the target at an angle of 45°. Although the visible plume characteristic of laser
ablation was absent, SR radiation could ablate the frozen gas targets, as evidenced
by the formation of holes in the target materials. Also, the pressure in the deposi-
tion chamber increased during SR irradiation, reaching about 1 × 10–5 Torr
immediately after irradiation started. The target was moved across the SR beam
to avoid the exposure of the underlying copper to SR radiation.

Quartz plates and P-doped silicon (100) wafers were used as substrates and located
approximately 1 cm from the target. Although sometimes heated to 400 °C, most
results were obtained for unheated substrates. The quartz plates were cleaned with
methanol and distilled water, followed by UVOC. Silicon was either terminated
by hydrogen for protection or by an oxide layer grown on silicon surfaces by heating
to 1200 °C for 20 min in a wet oxygen gas atmosphere. In some experiments, a
fine sand paper was used to scratch the silicon surface, claimed in the literature
to help the formation of diamond on silicon [3].

The first successful results obtained showed a sharp Raman peak at 1333 cm–1

in one of the deposits, see Figure 14. The sharp peak characteristic of diamond
observed in Figure 14 is for a deposit formed on quartz after 2 hrs and 40 min
irradiation with SR. The laser-micro Raman spectroscopy was driven by a 200
mW, 514.5 nm Ar ion laser beam focused to a spot size of about 1 µm in diameter.
As seen, the spectrum is characterized by the absence of broad peaks that corre-
sponds to DLC or graphite phases.
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Figure 13. The schematic setup used in the SR experiments.



Unfortunately, the result could not be reproduced, and the successful formation
of diamond was confirmed only once. In subsequent experiments the deposits
produced by SRA were either film or particles with various forms visible by an
optical microscope. Often, the particles were mixed with the films and the shape,
size, and density of the particles were hard to control. Figure 15 shows some of
the typical shapes of the particles observed by optical microscope. A particle
resembling a broken glass piece of 90 µm in size, was found on quartz after 1.5
hours of SR irradiation as shown in Figure 15(a). In this case, the deposit exhib-
ited a sharp Raman peak between 494 cm–1 and 517 cm–1, even though the result
was not reproducible. For instance, Figure 16 shows a sharp Raman peak observed
at 510 cm–1 for another broken glass type structure. Another sample shows a needle-
like deposit in Figure 15(b), which was found on quartz after 1 hour of SR irradiation.
A plate-like deposit was found also on quartz, as shown in Figure 15(c). The deposits
shown in Figure 15(b) and (c) did not exhibit any Raman peak, either sharp or
broad. Some of the deposits also resemble the pseudo-one dimensional carbon
crystal, carbolite [15]. Another possibility of identifying the crystals may be
carbon allotropes such as carbyne [16]. We found also that raising the substrate
temperature did not affect the deposits. Finally, because of the difficulty to obtain
reproducible results, these experimental results should be regarded as preliminary,
and more studies are thus required to test the usefulness of SRA as a means of
synthesizing carbon allotropes.

6.  Free electron laser used for ablation of frozen acetone

By courtesy of the Free Electron Laser Institute (FELI) of the Institute of Free
Electron Laser of Osaka University, we employed an FEL in a series of experi-
ments aimed at synthesizing carbon allotropes from frozen hydrocarbons. The output
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Figure 14. Raman peak observed at 1333 cm–1 for a typical deposit. The deposit was synthesized by
SRA for 2 hrs and 40 min. The substrate was kept at room temperature.



of the FEL consisted of 10 Hz-macropulses, consisting each of a train of 22.4
MHz-micropulses. The pulsewidth of the micropulses was 4–6 ps. The average
output power was low, normally less than 40 mW, and the beam diameter some
40 mm. The IR wavelengths used were in the range of 5.5–12.5 µm. The laser
beam was introduced into the chamber using a similar setup as shown in Figure
13, through a ZnSe window and focused onto the target surfaces by a ZnSe lens with
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Figure 15.  Optical microscope photographs of deposits: bar is 50 µm; (a) glass piece, (b) needle,
and (c) flat plate. The deposit was synthesized by SRA during 1 to 1.5 hrs. The substrate was kept at
room temperature.

Figure 16. Raman peak observed at 510 cm–1 for the glass piece shape deposit shown in Figure 15(a).



a focal distance of 35 cm. The beam irradiated the target at an incident angle of
45° and the estimated beam spot size on the target was 0.1 mm.

The frozen acetone was prepared similarly as described in Section 5. P-doped
Si(100) or As-doped Si(111) wafers were used as substrates after the hydrogen-
termination surface treatment. Finally, the unheated substrate was placed at a distance
of 2 cm from the target.

Figure 17 shows the strong mass spectra wavelength dependence while ablating
the frozen acetone. The quadruple-mass spectrometer was located in front of the
target at a distance of about 20 cm. In the case of Figure 17(a) the FEL wave-
length was set at 11.1 µm, which matches the C-H vibration mode of acetone. The
observed peaks at the mass numbers (amu) of 58, 56, 54 and 52 were identified
with CH3COCH3 (parent), CH2COCH2, CHCOCH and CCOC, respectively. On the
other hand, such peaks were absent from the observed spectrum, Figure 17(b)
for 10.0 µm irradiation, which does not match any vibration absorption mode of
acetone.

For deposition from the frozen acetone target we used an 8.23 µm wavelength
irradiation. This wavelength corresponds to the deformation vibration modes of
-C =O. The irradiation time was 40 min, and the average laser power was 50 mW.
Although no plume was visible, the frozen acetone target was ablated, as evi-
denced by the loss of the frozen acetone in the irradiated area. The deposit formed
on Si(100) was transparent and shaped like glass-pieces or flat-plates, see Figure 18.
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Figure 17.  Mass spectroscopy spectra observed from irradiated frozen acetone: (a) 11.1-µm FEL
radiation and (b) 10.0-µm radiation. The average laser power was 11 mW and 17 mW for the
11.1 µm and 10.0 µm FELs, respectively.



The largest piece was 400 µm long. The observed shape of the deposit is similar
to the shape of C60 crystals reported in the literature [48]. We tried to confirm this
speculation by using micro-Fourier-transform IR spectroscopy, but no infrared peaks
could be observed in this case. The other possibility sought was a pseudo-one
dimensional structure of carbolite [15] or carbyne [16] for which further studies
are required.

7.  Conclusions

We irradiated frozen hydrocarbons by various new light sources to synthesize carbon
allotropes. The use of frozen hydrocarbon had been rare in laser processing until
recently, but we could demonstrate its usefulness through a series of experiments
which are described in various publications and here. The light sources included
excimer lasers, a femtosecond laser, synchrotron radiation (SR), and a free electron
laser (FEL). The comparison of our results obtained from various light sources by
a single research group is rare and this work may thus hopefully increase the
awareness to photo-induced material processing. ArF and KrF excimer lasers were
used for PLD of DLC films. The targets were frozen acetylene and acetone. The
quality of the deposited DLC was as good as for those deposited by PLD using a
normal graphite target. Less particles incorporated into the deposits using frozen
hydrocarbons as compared with graphite. The PLD technique was tested also with
an fs laser to irradiate frozen acetone and deposit DLC films. Frozen methanol
did not yield any deposit. However, elongated microcrystals were formed in the
frozen acetone due to fs-laser irradiation. X-ray diffraction and density measure-
ments suggested that they might be some kind of carbyne, a one-dimensional carbon
microcrystal. Because of their small size and poor production reproducibility, the
measurement methods available for unambiguous identification of carbyne were
limited, thus leaving the task open to further confirmation. Using SR for irradi-
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Figure 18.  Examples of FEL deposits observed by an optical microscope: bars – 100 µm; (a)
flat-plate and (b) glass piece. The irradiation time was 40 min, and the average laser power was
50 mW.



ating frozen acetone, we deposited diamond, as confirmed by Raman spectroscopy.
This is also in accordance with previous reports that SR produced CH3 radicals
and hydrogen, which are effective in the synthesis of diamond, upon irradiation
of acetone. However, the result was not reproducible to-date. Finally, when the output
from FEL was tuned to a vibrational mode of the acetone molecules, many frag-
ments were generated. The deposits were transparent appearing as glass pieces or
flat plates. Thus, we have demonstrated the many new interesting possibilities that
powerful light sources are offering for the task of synthesizing various carbon
allotropes when used in combination with frozen hydrocarbons.
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ABSTRACT: This chapter reviews recent developments in the field of 3D-micromachining of surfaces
by pulsed laser ablation using different mask projection techniques. The first sections introduce to
laser processing and mask projection and summarize the current technology of 3D-laser machining.
The basic machining techniques and the design of contour and gray scale masks are described in
section 4. In the following sections selected 3D-micromachining techniques and their application in
microsystem technology are discussed in detail.

1.  Introduction

The demand for micro-sized mechanical [1], fluidic [2] and optical [3] structures
in a number of different materials has increased significantly over the past few years.
After the success of planar, stepped, or 2.5-dimensional structures, for whose pro-
duction a considerable number of technologies have been established, future
applications now call for real 3-dimensional (3D) topographies with smooth
analogous surfaces. Current production steps of such micro structures are based
on well-known microelectronic engineering techniques and include lithographic
processes such as thermal modification of binary resist structures, dose-dependent
beam writing and gray scale lithography [3–5], as well as subsequent etch transfer
or replication steps. These approaches are well suited for wafer scale mass pro-
duction but require a number of processing steps with limitations in materials choice
and flexibility.

Lasers in comparison are appropriate for fast, flexible and adjustable material
machining. Laser processing is particularly efficient in cases of adaptation of
complete systems to specific applications such as machining of small areas, and
etching of deep structures. Although used extensively in the production process of
electronic devices [6], less experience has been gathered in laser 3D-micromachining.
The machining techniques presented here utilize pulsed UV-lasers, e.g. excimer as
well as the higher harmonics of solid-state lasers, although cw-lasers have also
been used successfully for 3D-machining [7, 8].

The use of excimer laser ablation for polymer structuring became an established
technology quite early [9]. Nanometer to micrometer controlled, direct material
removal by excimer lasers is now emerging as a universal manufacturing tool for
a wide range of materials [10–12]. Using excimer lasers in conjunction with mask
projection allows flexible material processing but was limited first only to digital
structures. To overcome this basic problem a number of processing methods have
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recently been developed with the aim of machining real 3D-structures with high
precision and small roughness values. These machining techniques use specific
masks such as contour, gray scale and hybrid masks, together with appropriate
high precision workpiece positioning.

The laser ablation techniques that will be discussed in the following sections
are grouped according to their technological relevance. Either they feature the
high flexibility necessary in rapid prototyping, high efficiency desired for large
area processing, or comply with other needs of today’s micromachining. Although
the techniques are demonstrated for UV-excimer lasers they can also be used with
other lasers or beam sources after appropriate adaptation.

For rapid prototyping processes in air, polymers with large optical absorption
coefficients remain the material of choice. If there is no sufficient absorption, as
with UV-transparent dielectrics, energy deposition in ablation can be achieved by
VUV-wavelengths, ultra-short pulses, or by auxiliary means such as using a liquid
absorber. To demonstrate the capabilities of the machining techniques, both laser
ablation and laser etching are discussed. All approaches utilize the mask projec-
tion technique. The details of the appropriate mask and scanning regimes to be
used will therefore be discussed in detail.

To achieve our goal of producing 3D-structures appropriate for applications in
microsystem technology, much effort was spent to investigate the origin of the rough-
ness evolution in laser based machining processes. To meet this demanding
challenge, a number of basic and advanced machining principles are demonstrated.
Looking for example at micro-optical applications, the importance of achieving a
highly accurate surface as well as small roughness makes the necessary precision
of the laser tool more than obvious.

2.  Instrumentation for 3D-surface structuring

2.1. General setup

In laser micro-technology the purpose of the optical setup is to deliver laser photons
in a controlled manner to the workpiece surface where laser-machining processing
takes place. The beam properties of today’s excimer lasers require downstream beam
shaping regardless of the chosen machining regime. Commercial as well as labo-
ratory workstations with incorporated excimer lasers were described by several
authors [6, 13, 14]. The essential optical components as depicted in Figure 1 and
their functions will be described here briefly.

The excimer laser is the most important unit of the equipment and its charac-
teristics determine to a large degree the qualitative and quantitative parameters of
the treatment. Significant characteristics are its energy pulse-to-pulse-stability, energy
long and short term stability, maximum pulse repetition rate and its distinctive inten-
sity footprint averaged over several pulses. The energy monitor provides information
on the current laser pulse fluence and may, depending on the control mechanism,
adjust the discharge voltage of subsequent laser pulses. The cylinder lens adapts
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the short axis divergence of the laser beam to the downstream optical set-up.
Optimized pulse energy can be selected using the beam attenuator. A Kepler tele-
scope serves as a beam expander and allows the adaptation of the short beam axis
to fit adequately into the beam homogenizer. The beam homogenizer transforms
the raw excimer laser intensity distribution into a laterally homogenized flat top
profile. Bi-prism, fly’s-eye, and mirror homogenizers are generally used [15, 16].
The additional beam divergence caused by the homogenizing optics is compen-
sated by a field lens. The homogenized beam, including approximately 80% of
the pulse energy at a typical energy deviation of 5% (rms), usually illuminates an
area of approximately (20 mm)2 in the object plane or on the mask.

The mask transforms the laser beam profile into a functional shape to provide
a desired machining footprint. The mask’s families and types are discussed in
detail later. The objective projects the mask information, usually demagnified, into
the image at the workpiece [15, 17]. The position and motion of the workpiece
can be controlled by an x-, y- and z-handling system. In precision micromachining
jobs, full control over the handling systems, i.e., both the workpiece and mask
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EL excimer laser
EM energy monitor
CL cylinder lens
DM dielectric mirror
BA beam attenuator
BE beam expander
BH beam homogenizer
FL field lens

Figure 1.  Schematic setup of a typical laser workstation.

MP mask pattern
BD beam diagnostics
SC surveillance camera
IO imaging objective
WP workpiece 
WC workpiece chuck
PC personal computer
M motorization



positioning systems, the number of applied pulses, and the laser fluence selected
by the beam attenuator are vital prerequisites. Consequently, the better and more
comprehensively an integrated computer controls the entire workstation, the better
the machining results. For convenience, a unit for beam diagnostics and an online
surveillance camera can be installed.

2.2. Imaging characteristics

Imaging by optical elements, discussed in textbooks such as [18], is described by
theories based on geometric and diffraction optics, Fourier transformation, and ray
tracing. For ideal imaging conditions, all the light that is scattered at the mask
must be projected onto the workpiece. Since not all of the scattered light is collected
by the aperture of the projection optics, the image is a filtered image of the mask
rather than an ideal copy. We will briefly discuss this effect for the case of a repeating
mask structure such as an optical grating. Here the propagation of individual
Fraunhofer diffraction orders must be taken into account. The angle of diffraction
β is given by sin β = m ·λ/g, where m, λ and g denote the order of diffraction, the
excimer laser wavelength, and the grating period respectively. Only if the dif-
fracted angle β is less then the solid angle of the optics βs, higher (2m + 1) diffraction
orders will contribute to the image formation, see Figure 8. Hence, cutting off higher
diffraction orders corresponds to an extreme low pass filtering as discussed in ABBE’s
theory of microscopy. If the structural information of the object in addition to the
transmitted intensity is desired in the projection, at least the ±1st orders of diffraction
must fall into the entrance radius of the imaging objective, i.e. β ≤ βs .

The projection of a non-repeating mask structure is more complex but can be
discussed similarly. For practical purposes, the resolution of an objective rmin is
the most interesting attribute and can be approximately calculated using

λ
rmin = k ·–––– (1)

NA

where the numerical aperture NA = n · sin βs and the factor k are influenced for
example by the radiation properties [19]. Due to chromatic and spherical aberrations
as well as other shortcomings of the optical set-up, the resolution of the projec-
tion optics is lower than the diffraction limited value rmin and is consequently often
determined experimentally.

After imaging acute angled triangles of equal height hi but different angles γ,
the resolution can be calculated from the real height hr of the ablated images [14],
see Figure 2. Since the height is easy to measure one can deduce the curvature radius
ri using the simple geometrical consideration ri = sin γ · (hi – hr)/(1 – sin γ ). For
excimer laser material processing, values of ri are about 1.5 µm. Since the fluence
distribution after diffraction at the internal mask edges is disregarded at this point,
ri gives only the magnitude of the optical resolution. 
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3.  Remarks on excimer laser materials processing

Laser micromachining employs various physical and chemical methods and
processes. The basic processes of interaction between laser radiation and matter
and their applications to material processing have been summarized in several books,
monographs, and reviews [6, 19, 20]. The interaction of the laser photons usually
takes place at the materials surface. Laser etching and laser ablation are the most
important processes used in micromachining because of their ease of implementa-
tion in material structuring and thin film processing. Sometimes specific conditions
such as temperatures, specific reactive gasses, vacuum, or absorbing liquids are
required or recommendable.

3.1. Ablation of polymers

The interaction of pulsed high intensity UV-laser radiation results in a photo-etching
process usually called ablation. Depending on the laser pulse parameters and the
material properties, photochemical and photothermal ablation mechanisms can be
distinguished [10, 19, 21, 22]. In the first case, the energy of the photons is high
enough to cause direct bond breaking, causing the ablation of the material. In the
second case, laser photons rapidly heat a certain amount of material up to the
point where thermal processes result in the decomposition and ejection of material.
In practice, both these primary processes are responsible for laser ablation. If, as
in most polymers, the thermal diffusion length is very small compared to the absorp-
tion length of the laser light, the extent of material excitation is mainly determined
by the optical absorption of the laser photons. 

This leads to a commonly used model for the ablation rate based on Beer’s law.

1 F
Ra = –––– · ln [––––] (2)

αeff Fth
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Figure 2.  Ablated structures on polyimide with geometric considerations for the evaluation of optical
resolution.



The ablation rate Ra increases logarithmically if the laser fluence F exceeds
the threshold fluence Fth. The effective optical absorption coefficient αeff describes
the modified optical absorption of the utilized polymer under intense laser photon
irradiation. Although some other models describing the etch rate dependency exist
[see e.g. 30], material parameters are often given according to the model of equation
2. Some of the experimentally measured material parameter values are summa-
rized in Table 1. Differences in the measured values of their ablation parameters
are quite common due to factors such as inconsistent chemical structures in the
polymer and dissimilar experimental conditions. The determination of the actual
ablation rate is therefore necessary in precision machining.

Also, photon irradiation of materials often changes the material properties, e.g.,
the absorption caused by the formation of color centers or radiation induced defects
etc. This and similar processes influence the ablation rate, which may increase
or decrease during the first pulses, resulting in incubation and depletion effects
[28, 31, 32].

3.2. Etching of dielectric materials

The ablation of dielectric materials such as certain types of glass, fused silica, and
sapphire is more difficult due to the low absorption at UV-wavelengths. Only
VUV- and ultra-short-pulse lasers can be used for direct etching of these mate-
rials [33, 34]. Some characteristic problems associated with the ablation of inorganic
materials are: incubation effects, irregular etch pits, and rough surfaces due to melting
effects, debris formation, and local material defects. 

Laser etching caused by other physical and chemical effects also allows the
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Table 1.  Threshold fluences and effective absorption coefficients of selected polymers.

Material Wavelength αeff Fth

[nm] [104 cm–1] [mJ/cm2]

polyimide (PI) 248 30 [23] 19 [23], 
22 [24] 36 [25]
14 [26] 54 [24]

67 [26]

polyethyleneterephthalate
(PET) 248 15 [24] 30 [24]

polytetrafluorethylene 248 00.0158 [27, 28]
(PTFE) 193 00.026 [19]

polymethyl-methacrylate 248 00.04 [29], 0.057 [22] 650 [22]
(PMMA) 193 00.2 [22] 65 [22]

polycarbonate (PC) 248 01 [24] 40 [24]
16 and 6 [26] 74 and 84 [26]



removal of dielectric materials [19]. Specifically, the laser-induced backside wet
etching (LIBWE) of dielectric materials by excimer laser radiation is a promising
machining method for many transparent, brittle, hard, and chemically resistant mate-
rials [35]. The threshold fluence for LIBWE-etching is essentially lower than that
for conventional laser ablation [35]. Due to the lower energy deposition in the etched
material, the thermal effects on the surface are milder. This results in a smooth etched
surface achieved even in deeply etched structures [36]. The etch rate of the LIBWE
process increases linearly in the low fluence region for many materials:

Ra = s · (F – Fth) (3)

Fth denotes the material specific threshold fluence and s is the slope of the linear
etch rate. Unfortunately, at very low laser fluences a small incubation effect has been
detected. A negligible debris deposition at the surface has been observed. This
process is described in more detail by Kawaguchi et al., in chapter 12 of this
book.

3.3. Roughness of laser machined surfaces

The purpose of 3D-machining is not only the generation of the desired topography
but also the retention of a smooth surface. This is particularly important for appli-
cations in micro-optics and micro-fluidics. To meet this challenge the laser machining
process must be optimized or a tailored post process is needed. Even under ideal
processing conditions, the multi-shot laser ablation limits the attainable quality
and the smoothness of the surface. The deviations of the laser ablated pit from
the desired topology can be cast into two categories: distortions in the central area
and distortions towards the edges.

In general, if the laser pulse hits a surface with a locally varying composition,
different ablation depths are unavoidable. Occasional shadow effects, e.g. from
re-deposited debris, may lead to the formation of macroscopic cones [37]. Also,
in the scanning mode the laser beam hits the debris deposited in the scanning
direction. A considerable reduction in the debris deposition was observed when light
gases e.g., He, low gas pressures [38, 39] or higher temperatures [40] were used.

In addition, self organizing microstructures [41, 42] and surface instabilities
[19] on laser ablated polymers lead to the development of surface roughness. For
many materials, laser-induced periodic surface structures (LIPSS) have been
described for polarized laser beams [43, 44] in early works. In laser ablation with
excimer lasers, however, LIPSS plays only a minor role.

At the edges of etch pits, additional processes are involved in the roughness
evolution. Most significant are the expansion dynamics of the developing plasma
plume [45]. Here the expansion dynamics change from one-dimensional to two-
or three-dimensional. This leads to altered interactions between the plume and the
material such as re-deposition and recoil pressure. Also, the diffracted and reflected
light on already ablated structures is involved in the formation of trenches and rough-
ness at the bottom surface [46, 47]. Diffraction patterns at the edges of the projected
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contour masks leading to an ablated depth modulation have been published
[48, 49].

Technical and technological limitations of the machining process also result in
the buildup of surface structures. Despite major efforts at beam homogenization
and shaping, the remaining fluence inhomogeneities influence the accuracy of the
machining process due to fluence distribution effects on the etch rate of the chosen
process, e.g., the ablation rate given in equation 2.

The geometrical precision of gray scale and contour masks and therefore their
functionality is mainly limited by their fabrication process. Solid metal masks
provide only limited precision, may expand thermally under laser irradiation, and
have a high edge roughness arising from the cutting process, e.g. laser cutting,
but are not prone to mask degradation. On the other hand, chromium-on-quartz masks
can be processed very precisely, e.g., in a mask shop, but have a low laser damage
threshold, less than about 100 mJ/cm2, depending on the excimer laser wavelength
used [50, 51, 52].

To reduce the roughness of microstructured surfaces there are at least three dif-
ferent post-processing methods. The first group of techniques uses an additional
layer of material for the planarization process. Planarization is based on the reduc-
tion of the surface energy of a viscous film applied to the rough surface. In practice,
the additional liquid layer is spread over the entire surface and dried afterwards [53].
A second group of techniques uses the re-flow of material either by the softening
of the material at increased temperatures, or by melting a thin surface layer by pulsed
application of energy (e.g. laser pulse) [54]. A third group of new techniques for
reducing the roughness is based on high energy ion beam bombardment of surfaces
[55]. A planarization process reduces the high spatial frequencies by nearly the
same amount whether they originate from the desired topology or from the
roughness. Thus, current planarization processes are incapable of producing simul-
taneously smooth and angled surface topographies with sharp edges, necessary in
micro-prisms.

4.  Machining techniques for 3D-surfaces

4.1. Overview of basic techniques and masks used in 3D-machining

3D-machining requires local etching of the workpiece to a predetermined depth,
often by multiple laser shots. Due to the digital nature of laser ablation, the desired
depth is often approximated in steps. All 3D-machining techniques use specific mask
designs. In principle, two basic mask families are employed in 3D-processing: the
contour mask and the gray scale mask [13, 57]. When projected onto a workpiece,
both, along with other parameters, control the machining process of the 3D-topogra-
phies to be etched. The contour mask defines an area on the workpiece with a
homogenous fluence where laser etching takes place. It can be used either at one
location or scanned over the workpiece. The gray-scale mask locally controls
the transmitted laser fluence onto the workpiece and consequently the local etch
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rate of the material. The fundamental 3D-machining techniques are depicted in
Figure 3.

Sometimes 3D-machining needs to be accomplished on areas much larger than
the focused beam or the projection area. Specific machining techniques were thus
developed to deal with today’s needs for the production of microsized functional
devices [56].

a) Stationary contour mask method:
The simplest method for excimer laser machining is using one or a set of contour
masks containing the complete 2D-shape of the 2.5D-element to be ablated.
Patterning large areas with repetitive elements may be achieved by a step-and-repeat
process.

b) Direct writing with small spot laser beams:
The 3D-structure is produced by scanning a small laser spot along a carefully
designed path across the workpiece. The number of overlapping laser pulses
of all successive scans controls the final etch depth. This extremely flexible
approach can handle CAD data but is rather slow and produces a crude and rough
surface.

c) Scanned contour mask:
When a contour mask is scanned along a path the topography profile is deter-
mined by the contour mask shape. Different mask regions account for different
numbers of overlapping laser pulses which in turn determine the locally ablated
depth. Following this approach real 3D-microstuctures of high quality can be
produced continuously in a time efficient manner. Intersecting single scans increases
the variety of structures that can be ablated. Because contour masks contain specific
structural information, one mask can ablate only one type of scan profile, which
reduces their flexibility. 

d) Stationary gray scale mask:
The stationary gray scale mask approach is the only technique that enables the
continuous ablation of real 3D-microstuctures with single or sequential laser pulses.
This is achieved by adjusting the local laser fluence to the desired topography
depth by the mask. Since the complete 3D-information is stored within the mask,
each microstructure requires a gray scale mask carefully designed for each individual
device. With a proper series of masks, high quality microstructures with a high filling
factor can be ablated.

e) Hybrid masks:
The combination of contour and gray scale masks has the advantages of both tech-
niques thus eliminating their specific weaknesses. Arrangements of a contour and
a gray scale mask in one optical set-up [59] and the usage of hybrid masks fea-
turing both contour and gray scale characteristics in one mask have been successfully
demonstrated for scanned laser ablation [58].
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Figure 3.  Overview on excimer laser machining techniques used for 3D-micromachining of surfaces
based on mask projection.



f ) Beam interference by mask projection:
As in holography, optical gratings split the laser beams preferably into two iden-
tical beams that pass through an objective and interfere on the workpiece surface.
If the resulting sub-micrometric interference pattern exceeds locally the material
specific threshold fluence, material processing commences. The utilization of sophis-
ticated masks here allows the etching of more complex structures rather than simple
line gratings.

4.2. The approach of 3D-surface machining

Technical applications require well-defined surface structures. Optimizing the
machining process requires a quantified concept of machining in terms of the influ-
ence of the laser beam, the material parameters, and mask design. In General, the
final ablation depth d is the sum of the individual material removal steps obtained
by Napp laser pulses with etch rates Rai

Napp

d = ∑ Rai. (4)
i

A simple summation of the ablation rate for the applied pulses is not always accurate
because laser parameters and material properties change during processing by various
laser-material interactions. Neglecting incubation effects and fluctuations in the laser
fluence, using equation 2 gives the following expression for the ablated depth: 

1 F
d = Napp · –––– · ln (––––). (5)

αeff Fth

For constant laser and material parameters, only the pulse number determines the
ablation depth. Some 3D-machining techniques use this fact and achieve the control
of the local number of pulses either by directly triggering the laser, see Figure 3a,
or by the contour of a moved mask, see Figure 3c.

4.2.1. One dimensional scanning
The projection of a homogenized laser beam onto the workpiece surface results in
an even, material dependent ablation rate over the whole area of the mask. When
scanning techniques are used, the contours of the mask, together with the pulse-
to-pulse distance, control the locally applied pulse number. The laser pulse number
needed at a selected surface point can be calculated from the scanning velocity vs,
the repetition rate of the laser frep, and the length of the mask in scanning direc-
tion at the selected point. Using equation 2, the depth d(x) of the cross section of
a single scan can be expressed by

1 F0 frepd(x) = –––– · ln (––––) · –––– [fK1(xpM) – fK2(xpM)] (6)
αeff Fth vs
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where the functions fK1 and fK2 define the frontside and the backside mask contour
at the workpiece and consequently the height of the mask image in the scan
direction.

4.2.2. Two dimensional scanning
More complex structures can be achieved by applying the contour mask technique
several times successively. If the machining parameters and the etch rate remain
unchanged for all machining steps and are not effected by topographies already
etched, the locally achieved depth of a 3D-topography is only determined by the
set of contour masks applied. For a machining process in two orthogonal direc-
tions using different masks, the local depth d(x, y) of the topography is given by

1 F0 frepd(x, y) = –––– · ln (––––) · –––– · [(fK1(xpM) – fK2(xpM)) + (fK1(ypM) – fK2(ypM))]. (7)
αeff Fth vs

In principle, all surface topographies which can be given as a sum of linear func-
tions can be machined by this method. However, in technological applications
with complex shapes such as blazed profiles and spherical element topographies,
mathematical terms such as d(x, y) = x · y are required. To make use of the advan-
tages of mask scanning, as discussed in section 5.3, an improved scanning technique
was developed and demonstrated [59].

In order to make use of mask scanning, the function d(x, y) = x · y must be
transformed into a sum of functions depending on only one coordinate. In this
example, a coordinate transformation f(x, y) → F(x′, y′) such as a rotation must
be carried out on the function using the equations x′ = x · cos α + y · sin α and
y′ = –x · sin α + y · cos α. The result of this transformation for a rotation angle of
45° is shown in equation 8 after some simplifications.

1
d(x′, y′) = –– · (y′2 – x′2) (8)

2

This modified function of the topography agrees with the structure of equation 7
for the multi step scanning contour mask technique. Two scans using two masks
are necessary. Both masks possess a quadratic contour (y′2 and –x′2) and are scanned
along the directions (x′ and y′) of the rotated coordinate system. According to the
applied coordinate transformation the scans are carried out at an angle of 45° with
respect to the axis of the non-rotated coordinate system or against the borders of
the desired structure. In addition to the contour mask, an aperture mask with rec-
tangular openings is used to limit the processing area to a single topographical
unit as shown in Figure 4. This aperture mask is also the result of the rotation of
the coordinate system. The borders of the desired topography are no longer parallel
to the scan axis of the laser processing as is accepted in mask scanning. The aperture
mask is placed directly on the workpiece, as seen in the example of Figure 4, or
the image of the aperture mask is moved in step with the workpiece. 
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4.2.3. Gray scale techniques
The gray scale techniques shown in Figure 3d use the laser fluence dependency
of the ablation rate. The gray scale mask with local varying grades of transparen-
cies transforms the constant laser fluence ahead of the mask into the spatial fluence
distribution necessary to etch the desired topology. The projection of the modu-
lated fluence distribution onto the material surface of the workpiece results in locally
different ablation rates. Hence, the gray scale mask with a transmittance T(x, y)
controls the transmitted laser fluence to the workpiece and allows the machining
of 3D-surfaces with an appropriate number of pulses according to

1 F0d(x, y) = Napp · –––– · ln (T(x, y) · –––). (9)
αeff Fth

For known material properties and assuming a constant laser fluence, the ablation
depth is determined only by the local transparency of the gray scale mask and the
number of pulses. From equation 9, the distribution of the grades of transparency
of the mask must be calculated. Although a gray scale mask can only be properly
used with the set of parameters for which it was calculated, equation 9 shows that
slight changes in the material properties Fth and αeff can be compensated to a certain
limit by an adjustment of the applied laser fluence F0 and pulse number Napp.

For full technological accessibility to all ablation rates, the lowest grade of
transparency Tmin needed is calculated using the laser fluence at the mask plane
FM, the threshold fluence of the material Fth and the projection ratio Γ to Tmin =
Fth/FM ·Γ2. The projection ratio considers the reduction of the image size and hence
the quadratic increase of the fluence.
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4.2.4. Combinations of gray scale and contour mask techniques
In order to combine the already discussed advantages of gray scale masks and
scanning techniques, the combination of gray scale and contour masks has been
proposed and demonstrated [59]. The processing scheme of this technique is shown
in Figure 3e. As shown in the figure, both masks are projected simultaneously
onto the surface. In the contour mask technique, the projected contour mask is moved
relative to the workpiece. This is usually realized by scanning the workpiece. In
addition to scanning the workpiece, the fluence distribution, i.e. the gray scale mask,
is moved in step with the workpiece. This can be achieved by adjusting the velocity
ratio of the workpiece and the gray scale mask to fit the magnification of the
projection optics. Equation 10 gives the ablation depth d(x, y) expression for this
method.

frep 1 F0d(x, y) = [ –––– · (fK1(ypM) – fK2(ypM))] · [ –––– · ln (T(x) · –––)] (10)
vs αeff Fth

The first term of the equation is a function of the y-coordinate, only describing
the contour mask [f0(y) – f1(y)] which determines the applied pulse number in the
scanning direction. The second term describes the ablation rate as a function of
fluence which varies locally according to the transparency grade T(x) of the
gray scale mask (varying only in x-direction). Since the x- and y-terms above are
multiplied by using both masks simultaneously, 3D-machining of surfaces with com-
posite terms (e.g. x · y) can be realized using this approach.

4.3. Design of masks for 3D-machining

4.3.1. Contour masks
According to equation 6, the contour of a scanned mask determines the cross section
of the resulting groove. Incubation effects usually influence the machining accuracy
in a negative manner, particular at low etch depths that require only a few laser
pulses. A solution is to attach a rectangular open bar to the mask design perpen-
dicular to the scan direction. The added rectangular makes no functional changes
in the topography and serves only as a homogenous pre-illumination which elimi-
nates the incubation effect. Also, an open bar can be used to improve the projection
of sharp pointed mask contour details whose image is insufficient due to the limited
resolution of the objective. 

Additional difficulties should be overcome when large areas are structured with
non-repeating patterns. If the intended structure requires a mask pattern larger than
the illuminated area in the mask plane, the pattern must be subdivided into a set
of individual masks. In many cases it is advisable to select a point of shallow ablation
for subdividing a mask. At rims of shallow ablation depths, adjoining scans fit
together easily. In order to further reduce trenches between adjoining scans, both
masks may be supplied with an extra complementary mask feature reducing the slope
and consequently trench formation at the scan border. Overlapping regions can be
used in both contour and gray scale approaches. A simple approach for a contour
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mask overlap region is to add or remove triangular shaped areas at etch mask
ends, see Figure 5.

4.3.2. Gray scale masks
Simple contour masks can produce only 2.5D-structures or require the relative work-
piece-laser-motion at optimized ablation conditions to produce real 3D-topologies.
An alternative for ablating complex surface structures is to use a mask with a locally
variable transparency that determines the controlled ablation process at the work-
piece. Thus, complete structures may be machined by single laser shots, making gray
scale masks favorable for time restricted processing schemes such as marking on
the fly with fast moving workpieces.

First approaches for gray scale masks used in photolithography consisted of a
stack of several layers of a moderate absorber [60]. Thin metal film mirrors with
a graded attenuation have been used as a gray scale mask at very low fluences,
< 10 mJ/cm2 [61]. In addition to the difficult fabrication process, they suffer from
degradation under laser illumination. Currently, the variation of the optical density
within a thin, energy sensitive layer has reached a notable degree of maturity, in
photolithography down to wavelengths of 365 nm [62, 63]. Unfortunately, the
absorption of HEBS- and LDW-glass increases dramatically with shorter wave-
lengths, making these masks inappropriate for excimer lasers in the far UV. In
addition, thermal effects from the absorbed laser radiation can damage the mask.

An alternative approach is to use standard manufacturing techniques employed
for advanced binary masks in microelectronics, such as chromium-on-quartz, and
apply half-tone methods for producing variable chromium dot densities and con-
sequently transparency grades. These half-tone masks form an image by varying
the local area density of chromium dots, each of which is too small to be resolved
individually. Together, however, they produce an image with various shades
[13, 57].
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The two possible arrangements of chromium dots discussed here are shown in
Figure 6. The first approach uses chromium dots of equal size but randomly dis-
tributed according to the desired local transparency. Their individual positions are
computed by various dithering algorithms [64]. The local grade of transparency is
determined by the average density of chromium dots at this mask position.
Implementing masks of this type leads to unsatisfactory results, namely uneven
and roughened surface after ablation. This fact can be attributed to undesired clusters
of chromium dots, as seen in the inset of Figure 6a, which macroscopically still
retain the required dot density but fail from the imaging point of view as they can
be large enough to be projected entirely onto the workpiece surface. 

The second approach uses regular structures such as two-dimensional ampli-
tude gratings in reticule masks to rule out the occurrence of the aforementioned
shortcomings. The local grade of transparency is determined by the local ratio of
crossed chromium lines and quartz open spaces. Not only is the evolution of dot
clusters prevented in this case, but the diffraction patterns are even more regular and
can be filtered easily by apertures compared to the case of randomly distributed dots.

The grade of the transparency can be treated formally in two ways. The less
accurate approximation uses the local area density of geometrically open sub-units.
The second based on the accurate diffraction approach, considers primarily only
the transmitted intensity of the zeroth diffraction order. The transmitted fluence of
an optical amplitude grating is given by: 

sin2 ξ sin2 Nη g g πb sin β
F ≈ A2 = A2

0 –––––– –––––––– with η = π –– sin β = –– ξ and ξ = –––––––––. (11)
ξ2 sin2 η λ b λ

The relative transmitted intensity (or pulsed laser fluence) F and linewidth (grating
period less slit width) g-b are normalized [65]. The principal maxima behind the
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ment of chromium dots of equal size. b) Half-tone mask representing a human right eye and eyebrow
through a regular arrangement of chromium dots of varying size.
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grating can be found at the angle β according to conditions g · sin β = 0, λ, 2λ,
3λ, . . . = mλ where m is the diffraction order. Although the transmitted light
relates to the geometrical areas of the open quartz spaces, it is also influenced by
the diffraction of the grating. Selecting certain grating periods according to the
optical setup and using equation 2 for the ablation process, the local linewidths
for the desired grades of transparency on the gray scale mask should be calcu-
lated from equation 11. Typical transmitted laser fluences and the resulting etch
rate dependence on the width of the quartz spaces are shown in Figure 7a for a
set of machining parameters. The grade of transparency of amplitude gray scale
masks is only coded in the width of the grating lines. Hence, the thinnest lines
and spaces that can be fabricated limit the range of continuous transparency adjust-
ments, excluding zero and full transparency. For more advanced masks, crossed
gratings are used.

Structures of dielectric bilayers are also used for gray scale masks. Masks of
this type consist of a stack of dielectric bilayers which serve as a dielectric mirror
at high numbers of bilayers. Following laser ablation [66] or wet chemical etching
[67] of a number of pairs of dielectric layers, the principle of constructive inter-
ference works only to a limited degree and a level of transmission can be adjusted.
The advantage of those masks however, is their suitability to high laser fluence
ranges up to several J/cm2. Their disadvantage though is that only stepped trans-
mitted laser fluences can be selected. 

To overcome the drawbacks of known gray scale mask approaches, e.g. low
damage threshold, difficult and costly fabrication, and discontinuities/limitations
in the reproducibility of certain grades of transparency, an alternative approach
was recently introduced [68]. The new approach uses diffractive masks of the
phase grating type with adjustable phase shifts. Masks of this type are made
purely of a single transparent material such as quartz and have high physical
durability.
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of a) amplitude or b) phase gratings. The line width or the grating depth is used to control the grade
of transparency. For rate calculations, the ablation parameters αeff = 8 ·104 cm–1 and Fth = 50 mJ/cm2

were used.



Here, only the zeroth order of diffraction of an optical phase grating is used to
form the image, see Figure 8. Since higher diffraction orders do not contribute to
image formation the line grating itself is not resolved by the objective as men-
tioned in section 2.2. Grades of transparency (gray levels) are adjusted via the
local phase shift, which in turn is determined by the local groove depth dg [69]. Since
the grating period g determines the diffraction angle β it must be selected so as to
ensure that no scattered light falls into the objective’s aperture. Hence, the laser
fluence distribution Fz in the zeroth order and the angle of diffraction, are inde-
pendently controlled by the groove depth and the gratings period, respectively.

Since the grating depth can be etched, e.g. via ion beam milling, very precise,
continuous gray scale distributions can be achieved. In an optical grating with a
rectangular groove profile of width w, the transmitted intensity or pulsed laser fluence
in the zeroth diffraction order Fz is calculated by Fz ≈ 1 + 4 · w · (w – 1) · sin2(δ/2).
The phase shift δ is determined by 2 · π · dg · (n – 1)/λ where n is the refractive
index of the grating material. The adjustment of transparency in the range from 0
to 1 by the depth of the gratings is not limited by the fabrication technique. If a
high contrast ratio between the dark and illuminated regions in the image plane,
which is typical for contour masks, is desired, phase shifts of π or λ/2 are needed.
This is accomplished by groove depths of λ · (n – 1)/2 [70].

The controlled tuning of the groove width w at a constant grating period and a
constant phase shift of π also yields transparency grades as shown in Figure 7a.
The masks share setbacks of amplitude grating masks [71], such as low fabrica-
tion reproducibility of minimal line widths.

The influence of the grating depth of phase masks on the transmitted laser fluence
and ablation rate is shown in Figure 7b. A 0.5 line width may reduce the trans-
mitted fluence to nearly zero. Since laser ablation is characterized by a threshold
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Figure 8.  Diffractive mask in the optical beam guidance setup. Certain areas on the mask deflect
individually a certain amount of laser light outside the solid angle of the imaging system, whereas,
the zeroth diffraction order passes through the imaging system and accomplishes laser ablation.



fluence, fluence values below this threshold are not required. By reducing the grating
line width to an optimized value, the ablation rate can be varied within the full range
using a grating depth between zero and λ · (n – 1)/2.

4.3.3. Masks for producing interference patterns
High resolution laser techniques enable the fabrication of sub-micrometric features
by lithographic techniques [72], holographic techniques [73, 74], and by gratings
imaging [75]. In this section, the imaging of gratings is described. By coherent
illumination of a transmission grating, the two side first orders of the diffraction
pattern are projected onto a normally oriented surface by a Schwarzschild-type reflec-
tive objective. Thus, the laser beam is split up into two parts which recombine on
the surface and result in an interference pattern. The line spacing g of the produced
pattern is calculated by the relation g = λ/[2 · sin θ] with 2θ being the angle between
the two incident beams and λ the selected wavelength, see Figure 3f.

5.  Some laser 3D-machining techniques and their applications

The need for micro-machined 3D-elements consistently increases for applications
in microsystems technology. Considerable advances were made in research and
industry, especially with analytical devices [76] and micro-reactors [77]. Micrometric
and sub-micrometric structuring of materials is obtained by standard techniques such
as wet or dry etching [78]. Both methods require photolithographic masking of
the material surface prior to etching and the removal of the mask afterwareds [79]
hence, these processing schemes do not offer great flexibility and are not useful
in rapid prototyping. For a number of applications, polymers offer an attractive alter-
native to the traditional glass and Si/SiO2, materials, e.g., for the fabrication of
microfluidic devices, being less expensive and fragile than classical materials used
in microelectronics or precision optics. An additional cost reduction is achieved
for mass production schemes based on replication of micro structured polymer
devices [80].

5.1. Laser machining for the microsystems technology

Laser beam machining proved a versatile tool for micromachining of solid mate-
rials. Laser beams are widely used today for drilling, welding, and cutting
of materials for applications in precision engineering, microelectronics, and
microsystem technology. Specific attention is paid to thin film micromachining, e.g.,
trimming, scribing, cutting, etc. [6]. For these applications Nd:YAG-lasers and
their higher harmonics are used extensively for some time due to their good beam
quality, low costs and ease of handling.

Due to improved design and extended functionality of today’s microsystems, there
is an increased demand for surface topography and especially for the fabrication
of 3D-elements. However, one of the main obstacles to a more rapid development
of new technologies is the deficiency of suitable processing methods, e.g., real
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3D-machining. Since most attention was paid to the classical tasks of laser machining
such as drilling and cutting, relatively few works were published on 3D-surface
machining. Some works using laser micromachining for the fabrication of 3D-
elements will be summarized in the following sections. Material based approaches
to 3D-machining are only touched briefly, such as micro-lenses, which are fabri-
cated by melting a laser ablated pre-formed polymer at elevated temperatures [81]
or by sub-threshold laser illumination [82].

5.2. Stationary regimes

Stationary ablation is successfully implemented in the production of bubble jet printer
nozzles, the etching of via holes [83] in flexible printed boards, and the fabrica-
tion of specially formed spinnerets [84]. More complex, multilevel structures are
ablated using step and repeat techniques or a set of contour masks. The applica-
tion of a contour mask set, which consists of masks having various, complex shapes,
results in a stepped multilevel topography of multilevel diffractive optical elements
in photoresist. Once the mask set is designed, the approach suffers from low
flexibility and the alignment problems of subsequent masks.

5.2.1. Step and repeat techniques
The simplest and most flexible method for 3D-machining is to utilize a small spot
beam for local etching in sequential steps, also known as step and repeat processing.
This technique is based on computer-controlled positioning of the focused laser onto
the workpiece surface, and the local application of a preset number of laser pulses
to etch precisely to the desired topology depth. In technological applications, the
total depth of the 3D-topography is subdivided into a number of machining layers.
Laser etching itself is accomplished by a small, often square shaped mask with an
applied fixed number of pulses needed to attain the required layer depth. For many
materials, the resulting surface roughness is unacceptably high [85]. The reasons
for the high level roughness are the overlay of ablation irregularities such as trench
and rim formation. 

5.2.2. Gray scale masks for 3D-machining
The stationary gray scale mask approach is the only technique enabling a contin-
uous ablation of real 3D-microstuctures with single or a sequence of laser pulses.
The gray scale mask stores the entire information needed for the ablation of the
desired microstructure within the mask’s structure, e.g., the local laser fluence
necessary to perform ablation at the specific rate for the material used. Using one
or a set of gray levels masks, large area 3D-machining with a high filling factor
and satisfactory quality can be easily achieved by means of a step and repeat or
synchronized movement approach [86]. 

A conventional bitmap file with 86 × 86 pixels and 265 gray tones, see
Figure 9a, was processed into a reticule mask. A cutout of the mask can be seen
in Figure 6b. Every original bitmap pixel was translated into a square mask subunit
consisting of 3 × 3 grating periods at a 4.85 µm grating constant. The width vari-
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ation of the crossed chromium lines yields 265 gray levels or grades of transparency.
The laser fluence distribution in the image plane is shown in Figure 9b. It ranges
from ca. 20 mJ/cm2 to 175 mJ/cm2. After a 30-pulse laser ablation of polyimide
in a helium atmosphere, the surface topography was measured with white light inter-
ferometry. The gray color-coding into ablated depths clearly reconstructed the human
portrait on an area of 250 µm × 250 µm, see Figure 9c.

Using specially designed phase shift gray scale masks, some 3D-microstruc-
tures have been ablated into thin polymer layers. According to the theory, the grating
constant must be smaller than the value necessary for diffracting the first diffrac-
tion orders beyond the aperture of the imaging objective, thus g = 5 µm was
chosen. To achieve the high accuracy needed, the mask’s gratings were e-beam
written. The groove depth, controlling the mask’s transparency grade, was adjusted
by ion beam etching techniques [69]. For the calculation of the mask’s trans-
parency, the experimentally determined ablation rates of photoresist AZ4562 were
fitted to equation 2 yielding Fth = 80 mJ/cm2 and αeff = 8.5 · 104 cm–1. On the mask,
a small rectangular semi-transparent area embeds the functional gray level area
coding the desired microstructure. With this semi-transparent area the fluence was
set slightly above the ablation threshold leading to a reduction of debris deposi-
tion during the ablation. Figure 10 shows a SEM image of an array of tapered
blind-holes etched by such a single gray scale mask. The array was created with a
step a repeat process using the same mask. A smooth surface is visible on almost
all surface parts ablated with different laser fluences. Some irregularities or surface
humps visible in the enlarged inset repeat at every 3D-element, resulting from tiny
gray level mask contaminations which change the local transparency. White light
interferometry was used to check the conically tapered sidewalls, vertical side-
walls, and the flat bottom all of which were encoded into the gray level mask.
The roughness at different etch depths in the range of 2 to 10 µm was measured
to be less than 100 nm (rms). The independence of the roughness from the etch depth
indicates that the roughness originates from the pure ablation process rather than
from microstructural assembly on the gray level mask. Thus gray scale mask can
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Figure 9.  a) Portrait of G.W. Leibniz (1646, Leipzig – 1716, Hannover) to be processed into a reticule
mask, b) the measured laser fluence distribution in the image plane after transmission through the reticule
mask, and c) white light interferometric measurement of the ablated polymer surface, displaying gray
color depth reconstruction of the original portrait. 



provide steep sidewalls, well-defined edges, and a clear outer border of the machined
elements. Gray scale masks are thus also suitable for ablating both binary and
continuous surface profiles. 

5.2.3 Sub-micrometric structuring
Sub-micrometric surface relief structures can be achieved by means of laser beam
interference, see Figure 3e. Amplitude line gratings allow easy beam splitting, but
the zeroth order needs to be blocked [75]. Phase gratings diffract a greater portion
of energy into the diffraction orders and suppress the zeroth order of diffraction if
they are carefully designed [18, 65]. To achieve a sinusoidal fluence distribution,
only ± first diffraction orders were allowed to pass the objective. In order to suppress
the zeroth order of diffraction, a binary phase grating made of quartz by pho-
tolithographic means and ion etching with a period of 22 µm and a depth of ~270
nm was used. Applying this technique in conjunction with the approach of backside
etching, i.e., the LIBWE technique, periodic gratings in quartz with a sub-micro-
metric period have been machined [87].

A solution of acetone and pyrene served as the laser photon absorbing liquid
and was in permanent contact with the quartz workpiece backside. Sub-micro-
metric surface relief gratings have been etched with a measured period of 787 nm,
which is in good agreement with the calculated value 730 nm using a 15 × demag-
nifying Schwarzschild-type objective. The applied laser fluence determines the
surface grating’s relief profile depending on the etch rate of the local fluence
according to the LIBWE mechanism. Using an illuminating average fluence of ca.
400 mJ/cm2, the etching starts at the maximum fluence of the sinusoidal interfer-
ence intensity distribution. In the intensity minima, the fluence does not exceed
the threshold fluence and laser etching is not activated. As a result, the surface
gratings become distorted. In some cases, plateau-like crests could be seen. Here,
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Figure 10.  SEM image of tapered holes etched by a gray scale mask. A well-defined border and a
smooth surface characterize the element.



the periodic sub-micrometric structures exhibit deep, acute-angled grooves, whereas
the grating depth increases with increasing pulse number. An average laser fluence
of about 1 J/cm2 etches a sinusoidal surface grating to a depth of about 100 nm,
see Figure 11. The surface roughness of these gratings measured by AFM was
calculated after passing the Fourier transformed images through a high pass filter
to remove spatial frequencies longer than 0.2 µm. For all processing conditions,
the rms roughness of the grating surface was below 10 nm and reached a value of
less then 3 nm for optimized conditions.

5.3. Scanned mask regimes

The profile of the machined groove of a scanned contour mask is determined by
the contour mask shape. Pulse repetition rate and workpiece velocity only affect
the geometrical distance between individual laser pulses and, together with the
applied laser intensity, control the depth of the groove. In this way, the desired
topology is approximated by superimposing individual mask images, i.e. shape
defined material ablation processes. In many cases, the bottom of the scanned groove
exhibits images of individual mask rims and undesired regular periodic structures
appear. Here, pulsed laser ablation displays its digital nature. Reducing the ablation
depth per laser pulse and lowering the workpiece feed between subsequent pulses
improves the surface quality. Pulse distances of about 1–2 µm were found to yield
low bottom roughness values.

Some effects associated with laser ablation, such as trench formation and light
reflection at the walls, can also arise while using scanning techniques. Although
the scanning contour mask technique produces less complex 3D-structures, it is easy
to use since it needs relatively simple equipment. 
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Figure 11.  SEM image of an etched grating in quartz, laser fluence: 960 mJ/cm2 at 248 nm, 10
pulses.



Advanced scan techniques were developed to overcome the limitation of pro-
jection optics in terms of limited field of homogeneous mask illumination. This is
the case when larger mask patterns need to be imaged and it is not advisable to
separate the mask into a set of sub-masks. The preferably stretched but slim mask
pattern is then moved through the object plane while the workpiece is moved in a
synchronous manner [56]. Large area structures can be efficiently machined with
one single mask and without lowering the projection ratio. This synchro-move
technique is especially useful when high laser fluences are necessary to ablate
inorganic materials. It can also be used for 3D-machining in conjunction with gray
scale masks.

5.3.1. General considerations of mask scanning
As experimental results demonstrate, the roughness of a laser machined surface
depends on the set of processing parameters [57]. The influence of various pro-
cessing parameters shall be discussed in order to optimize the process and reduce
surface roughness evolution. 

Mask scanning can be achieved either by moving the mask, the workpiece, or
both, depending on the technical equipment available. Figure 12a shows a typical
excimer laser fluence distribution and a mask inserted to be used for mask scanning.
Mask scanning is performed by moving either b) the mask through the mask plane
or c) the workpiece under the mask shaped laser beam. The ablated topology was
investigated by white light interferometry. Although the same laser fluence and geo-
metrical pulse-to-pulse-distance was used, a significant difference in the surface
roughness can be seen. Moving the mask results in a rough surface due to an inho-
mogeneous fluence distribution. When moving the workpiece, typical grooves appear
in scan direction which originate from either fluence inhomogeneities or mask
inaccuracies. Traces of the mask rims are also clearly observed. The white area in
the center of Figure 12c represents a higher etch depth resulting from a slightly more
intense laser pulse, consistent with the standard deviation of the pulse-to-pulse
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Figure 12.  a) Fluence distribution and inserted mask used to compare the surface roughness devel-
opment measured by white light interferometry using the scanning contour mask technique by either
moving b) the mask or c) the workpiece.



stability. If the workpiece was moved, the roughness measured was up to 3 times
lower than with the mask moving. In the case of scanning the workpiece, inho-
mogeneities are partially leveled out in scan direction. As this cannot be achieved
with a mask moved through a stationary beam profile over an equally stationary
workpiece, the measured roughness values are higher.

Further, in mathematical considerations the influence of the mask footprint on the
roughness evolution is investigated. Three different footprint border types are used.
They differ in the type of fluence transition from the inner mask area to the outer
surrounding non-illuminated area. Footprints with step, ramp, and sine-like transi-
tions have been considered. The footprints used and the calculated surface
topography after machining with the selected footprints are shown in Figure 13.
Roughness evolution by the ablation process itself is not regarded in this evalua-
tion.

The calculations emphasize the drastic influence of the footprint characteristic.
Binary footprint rims turn out to be least advantageous for 3D-processing. In general,
a steady and smooth rim transition yields smoother surfaces. Increasing the width
of the rim transition tends to result in the reduction of the roughness as shown in
Figure 13. In a first approach, low resolution projection systems might be exploited
to achieve such smooth footprint rims, but they are not advantageous. The adjust-
ment of a suited fluence transition in scan direction, however, can be achieved by
a specific mask design, see section 5.3.3. In this case, the fluence transition can
be controlled independent of the optical projection system and can be selected
according to the specific application via gray scale attachments. 

Low surface roughness values can be expected if (i) the mask footprint used
for scanning shows a smooth transition at the rim, (ii) the width of fluence transi-
tion at the footprint rim is equal to the geometrical pulse-to-pulse distance or a
multiple thereof, (iii) the fluctuations of the processing parameters are kept as low

Excimer Laser Machining for 3D-Surface Structuring 325

Figure 13.  a) Stationary cross sections of different mask footprints applied to calculations of mask
dragging along the indicated scan direction. b) Calculated topography of laser machined surfaces
using the scanning contour mask technique caused by different mask footprints. 



as possible. Unfortunately, the greatest contribution to roughness evolution, however,
must be attributed to the fluence inhomogeneities and intensity fluctuations of the
laser beam, compare Figure 12.

5.3.2. Application of scanning contour masks 
Applying contour mask techniques results in 3-D microstructures such as blazed
gratings, saw-tooth structures, and cylinder lenses with lateral dimensions from
10 to 1000 µm and profile heights up to 10 µm [57]. With refinements, these tech-
niques were used to machine specific free shape optics, e.g., micro-prisms, which
can be used in optical data processing [88]. To achieve high quality, adaptable,
and fast surface machining, the scanning contour mask technique was selected.

To ablate large areas of micro prisms, a contour mask was calculated according
to equation 6, projection optics with a demagnification factor of 5 and a geometric
pulse to pulse distance of 1 µm were used. Surface distortions due to incubation
effects and a limited mask resolution were avoided by adding a rectangular bar
with a width of about 15 µm to the nominal mask, see Figure 5. The e-beam
written chromium mask consists of different sub-masks. Using an aperture close
to the contour mask, a set of 3 or 4 sub-masks was selected for separate writing
scans. Then, both mask and workpiece positions were reselected to scan the next
set of micro-prisms. Large area machining was thereby achieved. By choosing the
parameters and machining aspects ratios mentioned above, a final etch depth of
up to 170 µm, wall angles up to 75°, and curvature radii as small as 5 µm were
achieved. In spite of the remarkably great etch depth a surface roughness as low
as 160 nm (rms) was measured on the planes of the micro-prisms. Micro-prism arrays
of this type have been replicated and are described more in section 6 [88, 89].

The techniques we have considered are not limited to standard laser ablation
processes but can be exploited also in conjunction with other radiation based etch
and deposition techniques. For example, the contour mask technique was used in
conjunction with the backside etching technique, see Chapter 7 of this book. Figure
14a represents an SEM picture of an etched fused silica workpiece with a concave
cylindrical topography useful for micro-lenses. The applied laser fluence was about
750 mJ/cm2, which is remarkably low for ordinary laser ablation of fused silica. This
allows for using low demagnification ratios i.e., large processing areas. The measured
micro-roughness of the machined surface by microscopic white light interferom-
etry was below 10 nm (rms) for an etch depth of more than 50 µm [36]. The
low roughness values are probably related to the low rate of the backside etching
process.

This etching process can be extended to other transparent materials of high impor-
tance to microsystem technologies as demonstrated in [90]. A number of glasses
such as Pyrex, Corning 7059, Schott D263, and AF45 are of great industrial impor-
tance due to their exceptional physical and chemical properties. Using pulsed
XeF-excimer laser radiation (351 nm) at moderate laser fluences of less than 1 J/cm2,
these glasses have been etched with remarkably low roughness values. At an etch
depth of a few microns, roughness values as low as 4 nm (rms) were measured
by AFM. Recent results show that very smooth surfaces can also be achieved in
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Pyrex. The machining of Pyrex, which is a glass developed specifically for anodic
bonding to silicon, holds an especially great potential in microsystem technology
for the integration of optical structures such as micro-lenses, prisms and gratings.

More complex 3D-micro-topographies were machined by applying the same or
other contour mask scans in consecutive machining steps. An early publication
demonstrated the process capability [57] as depicted in Figure 14b. The array was
fabricated by scanning in two orthogonal directions with a semi-circular contour
mask using the same processing parameters i.e., 150 mJ/cm2 laser fluence, 20 Hz
repetition rate and 20 µm/s scan velocity for both scans. The final lens diameter
is 15 µm and the structure height is 2.5 µm. Structuring a similar, but larger lens
array with an area of 1.7 × 1.7 cm2 consisting of more than 900 individual lenses
with lateral dimension of 500 µm and height of 7 µm took about 11 minutes with
a laser pulse repetition rate of 80 Hz. Since the estimated cumulative temperature
rise due to laser pulses at 80 Hz is well below the glass transition temperature of
the used polyimide (~350 °C) a further increase of the machining speed without
thermal distortion of the microstructure is possible by increasing the repetition
rate.

To demonstrate the machining of surface topographies of type d(x, y) = x · y,
the modified scanning contour mask technique described in section 4.2.2 was applied
[59]. Such surfaces are useful for beam steering applications. In addition to the
designed contour masks, such as e-beam written chromium-on-quartz masks, a metal
foil was used as aperture mask directly on top of the workpiece surface to restrict
the laser machining area to a single topographic region. The fabricated structures,
depicted in Figure 15a, show the desired surface topography. The rough border
lines of all individual micro-structures can be attributed to the aperture metal foil,
which had poorly defined border lines.

In comparison to gray scale techniques, which are also capable of machining these
elements, the described machining technique utilizes scanning techniques, which
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Figure 14.  Laser machined 3D-topographies: a) SEM picture of a cylindrical structure etched into fused
silica employing the scanning contour mask technique. Note the very smooth bottom of the structure
as shown in the inset [36]. b) AFM view on a micro lens array in polyimide accomplished by using
the scanning contour mask technique twice [57].



were shown to have considerable advantages in producing low surface roughness
values. Both the intensity fluctuations between subsequent laser pulses, and the char-
acteristic intensity profile of each individual laser pulse influence the roughness
and shape fidelity of the fabricated structures. Scanning techniques level out these
irregularities in the direction of the scan to some degree. By switching to static tech-
niques such as gray scale techniques, these advantages are lost. As long as laser
micromachining copes with intensity deviations of the beam profile of about 5%,
scanning techniques should be preferred over static approaches.

Topographic surface structures of the type d(x, y) = x · y have also been fabri-
cated using a combined grayscale and contour mask technique as described in section
4.2.4 and depicted in Figure 3e. According to equation 10 the gray scale mask in
this experiment changes the laser fluence in the y-direction, whereas a triangular
contour mask is scanned in the x-direction [59]. Due to the high accuracy needed,
e-beam written chromium-on-quartz masks were used. The gray scale mask is
composed of quadratic openings on an equidistant grid of various dimensions in
the range of 2 to 5 µm. In front of the gray scale mask, the stationary triangular
contour mask was mounted in such a manner that both masks were projected onto
the workpiece. During machining, the gray scale mask was moved with a velocity
equal to the workpiece speed multiplied by the demagnification of the projection
optics.

Polymer samples of polycarbonate ablated at processing parameters Fth ≈
70 mJ/cm2, αeff ≈ 1.1 · 104 cm–1, and UV-cured acrylic blends at Fth ≈ 220 mJ/cm2;
αeff ≈ 2.5 · 104 cm–1 on a glass plate were used in these investigations. Fluences
in the image plane of 200–500 mJ/cm2 were used to fabricate these samples.
Figure 15b shows an array of fabricated 3D-structures that were also character-
ized by microscopic white light interferometry. The measured topography
corresponds to the mathematical description predicting a linear dependence along
the coordinate axis, and a quadratic dependence in the diagonal direction. The rough-
ness and surface irregularities over a surface area of about 300 µm2 were determined
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Figure 15.  SEM images of 3D-topographies of the type “x · y”: a) machined squares by the modified
contour mask technique and b) machined structures by the combination of gray scale and contour
mask technique [59].



to be about 200 nm (rms) at an etch depth of about 50 µm. This relatively high value
must in part be assigned to the remaining inhomogeneities of the beam profile
intensity.

5.3.3. Hybrid masks
Calculations on the influence of the mask footprint on the processed surface after
contour mask scanning have shown, see section 5.3.1, that a smooth fluence tran-
sition at the mask rim reduces the resulting surface roughness notably. To take
advantage of this fact, a new mask concept helps to improve the quality of pulse
laser machined topographies. The task of this new mask is to generate a fluence
gradient across the projected contour mask rim in a defined and adjustable manner
as compared to conventional contour mask projection where only the optical imaging
system determines the fluence gradient. This gradient adaption can be accom-
plished by attaching a graded gray scale mask to the outside border of the contour
mask, see Figure 16 [91]. If properly employed, the attached gray scale mask
implements a graded transition from full to zero laser intensity while the transmitted
intensity function across the gradient can be tuned to a specific task, e.g., to minimize
the roughness. In order to preserve the possibility of fabricating vertical sidewalls,
the graded transition only needs to be attached to the contour mask in the direc-
tion of the laser scan. The hereby enlarged etch depth must be attributed to the
gray scale attachments and needs to be considered when designing such hybrid masks
[58]. An example of a simple hybrid mask implementation that consists of repeating
isosceles triangles (200 × 5 µm2) on either side of a simple contour mask core is
depicted in Figure 16.

Conventional contour masks and the hybrid mask technique were used in com-
parative experiments at fixed processing parameters, i.e., frep = 150 Hz, Fth = 210
mJ/cm2 [92]. In all cases the hybrid masks employing a graded fluence transition
in the scan direction outperformed the conventional contour masks in terms of
resulting surface quality at the bottom of the ablated scan as shown in Figure 17.
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Figure 16.  a) Schematic representation of a contour mask core partially surrounded by a series of
isosceles triangles implementing the transition from full to zero laser intensity. b) Surface profile of
the ablated topography of Pyralin-Polyimide after 10 pulses at 210 mJ/cm2 (λ = 248 nm) using the
mask in stationary ablation processing. The inset shows a false color contour plot of the ablated depth.



More detailed studies show the important influence of the spatial pulse distance
to the bottom roughness. A significant reduction of the roughness value up to a factor
of 3 as well as a minimum roughness value at a certain spatial pulse distance,
here about 6 µm, have been observed. The residual deviations from the perfect
surface result mainly from an inhomogeneous laser beam. Such irregularities increase
with the number of overlaying laser pulses and give rise to a non-uniform ablation
depth over large areas. This effect is the main limiting factor in the increased
roughness values observed for increasing ablation depth.

5.4. Laser direct writing using a small spot

This technique is the most flexible technique for 3D-machining and is preferably
applied to rapid prototyping. In contrast to step and repeat approaches, see section
5.2.1, here we only consider techniques using a permanently translated or scanned
small spot laser beam. The 3D-structure is produced by translating the laser spot
along a designed path across the workpiece to etch the material. Advanced
CAD/CAM programming with a small laser spot is used to calculate the laser path
in order to achieve the desired surface topology. It is helpful to sub-divide the
depth axis of the desired topology into several machining planes. Starting with
the original surface level, each machining plane is subsequently ablated. Depending
on the depth of focus, repositioning of the workpiece along the z-axis may be
required. Square masks moving in a circular fashion were utilized to achieve multi-
stepped diffractive patterns [93]. This direct write process was used to fabricate
binary, multilevel, and blazed diffractive optical structures [61] and 3D-microstruc-
tures [94].

The shape of the small laser spot crucially influences the quality of the machined
3D-structure. Beside unfocused beams, circular and quadratic shapes have been
used. The region of two adjacent laser scans is the most critical area. Compare Figure
18a for an often found mismatch of adjacent laser scans, each having U-like groove
geometry utilizing a quadratic shaped small laser spot.
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Figure 17. Nomarski image of scanned laser ablation of polyimide with 210 mJ/cm2, 150 Hz repeti-
tion rate and 1000 µm/s scan velocity in a Helium atmosphere, left: using a regular contour mask,
right: using a partly gray-scale surrounded contour mask. The spatial differences between single laser
pulses are significantly less visible than in the left picture.



Similar to the influence of the laser footprint on the resulting surface topog-
raphy, the attainable depth distribution at the border of two adjacent laser scans
dramatically affects the surface quality. Calculated results of scanned surfaces
using various small masks-quadratic, or circular, with a homogenized beam, and
using a focused Gaussian laser beam are shown in Figure 18b. The aforemen-
tioned mismatch of adjacent laser scans was also taken into account. The lowest
deviations from the perfect plane can be achieved when a Gaussian laser beam profile
is used or the projected quadratic mask is scanned parallel to one of its diagonals.

The approach of quadratic mask machining with a scan direction rotated by 45°
shall be discussed next in more detail. Single scanned masks lead to isosceles V-
shaped groove geometries. The overlap of equally left and right-sloped topologies
in adjacent parallel scans produces normally oriented groove bottoms. As a result
of the shallow slopes of the V-groove geometries, trenches do not form. A lower
roughness can thus be achieved. With a being the base of the quadratic laser spot,
simple geometric considerations show that a 2a–1/2-separation of adjacent scans
lead to a maximum width of the ablated bottom plateau. Figure 19 reveals the
evolution of single V-grooves into more complex 3D-structures.

A refinement of the method of quadratic mask machining with a 45°-scan rotation
helps override inherent and permanent inhomogeneities within the laser spot which
often result in regular bottom structures at greater depths after multi-shot scanned
material ablation. These refinements include alternating scan directions, shifts of
2a–3/2 for entire groups of scans belonging to the next machining level and 90°-
rotation of scan direction for subsequent machining levels [95]. The implementation
of all these refinements yields up to 5 times smoother laser written surfaces as
compared to conventional approaches. See Figure 19 for a plateau etched to a
depth of 25 µm having a roughness of less the 150 nm (rms) measured by white
light interferometry.
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Figure 18.  a) Micrographs of ablated polyimide after three parallel scans using a small quadratic
laser spot as shown in the picture. The scans were performed along one side of the quadratic laser
spot with a scan offset of 1 µm shorter than the mask dimension. b) Surface topography resulting
from a set of intertwined machining scans using various tool shapes. 



Using this small spot writing technique, micro-fluidic structures have been
machined into polymer surfaces as shown in Figure 20. The designed microflu-
idic element consists of a reservoir (1) a micro filter unit (2) and a supply channel
(3). The reservoir has an overall diameter of 0.5 mm and a depth of about 50 µm.
The smallest widths were achieved for a filter with 15 µm. Various mask dimen-
sions were used for machining and were included thus into the CAD-programming.
After subdividing the overall depth into seven machining layers, the element was
written by the aforementioned method into polycarbonate using a wavelength of 248
nm and a laser fluence of ~4 J/cm2. Besides the high complexity of the details of
the written element, Figure 20 also demonstrates the attainable low surface rough-
ness [96].

6.  Replication and transfer of laser machined surfaces

Typical methods of pattern generation like e-beam writing, laser writing, gray tone
lithography etc. are time and cost ineffective [79, 97]. Replication techniques are
the main issue in cheap mass production of 3D-elements and hold the key to com-
mercial success of new 3D-products. It is thus favorable to combine the flexibility
of the laser writing process with an appropriate replication technique.

The most common replication techniques are hot embossing, injection molding
and casting. Since 3D-elements are first written in soft polymers such as photore-
sist, the additional step of forming an intermediate replica in a hard, robust material
is often necessary. A common process is electroforming in a galvanic bath [98].
The replication technique and the purpose of the 3D-elements define the type of
polymers to be used for replication. Based on the standard LIGA process Arnold
et al. [99] demonstrated the replication of excimer laser machined binary and stepped
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Figure 19.  Schematic representation and micrograph of laser direct writing of complex 3D-geome-
tries. Small V-grooves from quadratic machining spots are added to plateaus and walls with different
slopes.



elements for microsystem technology. Due to final replication by injection molding,
time consuming electroforming of Ni-shims was employed [100].

A faster, one-step replication process based solely on a laser machined polymer
master was developed [88]. A safe and reliable replication process requires an
adequate master and a gentle replication process. For one-step replication, a negative
master is necessary. Replication based on acrylate casting followed by UV-curing
requires an insoluble, stabile polymer master. Also, the master polymer used must
meet the requirements of laser ablation. In order to optimize ablation, reduce
debris formation, and improve surface quality, an acrylic polymer blend was
selected [89]. With the aim of protecting the master copy and to secure a safe and
non-destructive separation of the master copy from its replica, the master copy
was homogeneously coated with a Teflon-like, high fluorine content layer. This
technique was successfully applied to replication of laser machined large area
(> 10 cm2) acrylic polymer masters, which in turn were prepared using the scanning
contour mask technique. Figure 21 shows the cross section of the laser processed
master consisting of a series of micro prisms and the 6th replica. Thanks to
the Teflon-like anti-adhesion layer, the master surface shows no failures, see
Figure 22.

Depending upon the desired surface topography, to minimize the etched volume
and to retain an unprocessed surface outside the laser machined 3D-structures, one
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Figure 20.  SEM image of an micro-fluidic element etched by writing with a small contour mask
into polycarbonate at 4 J/cm2.
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Figure 21.  SEM-picture of the laser machined master and 6th replica [88].

Figure 22.  X-ray photoelectron spectroscopy measured fluorine concentration on master and replica
surface, as in Figure 21, versus number of replication cycles [88].



has to decide between a simple one-step and a two-step replication, i.e., with an
intermediate polymer copy. In general, the simple replication process is favorable
if convex structures are fabricated. The two-step replication approach should be used
for replicating deep concave 3D-elements such as micro channels or cavities used
for subsequent bonding steps [96].

If high quality surface structures are necessary in semiconductor material or glass,
an etch transfer process from laser structured polymer to said materials may be
advantageous. Reliable transfer process schemes well known from microelectronics
engineering and microsystem technology [79, 97] should be applied. 

A cylinder lens which was laser machined by the scanning contour mask tech-
nique in a polyimide layer was transferred into crystalline silicon by plasma etching
using a commercial plasma etcher. At non-optimized plasma etching conditions with
a CF4/O2-gas mixture, a polymer topography with a depth of ~3 µm was trans-
ferred within 20 min, see Figure 23. By adapting plasma etch selectivity, the silicon
topography can be shrunk or stretched in relation to the laser machined surface.
At optimized selectivity the plasma etching process even reduces the roughness
of the transferred surface. In the documented case the surface roughness of the trans-
ferred cylinder lens was between 10 and 20 nm (rms), and topography deviations
of about 100 nm were found.

7.  Conclusions

The emerging field of 3D-surface structuring by excimer laser processing was
reviewed. Starting with basic principles, various machining techniques were pre-
sented and applied to the fabrication of true 3D-microstructures. Under optimized
conditions, the surface accuracy of 3D-microelements was repeatedly improved
with roughness values as low as 10 nm (rms). Many examples demonstrate that
laser micromachining is capable of producing high quality 3D-topographies for
application in microsystem technology. The presented laser machined topographies
can also be used in replication and etch transfer processes. Therefore, laser 3D-
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Figure 23.  Cylinder lens transferred into silicon by reactive ion etching after mask fabrication by the
scanning contour mask technique.



machining stands on the cusp of modern applications in different fields of micro
technology.
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ABSTRACT: Microfabrication of transparent materials by laser processing is challenging due to the
high transparency of many materials of interest in the near ultraviolet (UV)-visible region. This chapter
gives the processing details of fused silica and other transparent materials by pulsed-laser irradiation
involving: (1) Direct excitation of transparent materials with high-intensity UV lasers, femtosecond
lasers, vacuum ultraviolet (VUV) lasers, and (2) Indirect excitation of the substrate by conventional
nanosecond pulsed lasers. The indirect-excitation method using laser-induced backside wet etching
(LIBWE) to etch transparent materials by laser ablation of an organic solution is described in detail.

1.  Introduction

Materials processing with lasers is effective for the microfabrication and surface
modification of various materials. Because of their good beam quality, laser beams
can be easily focused to the order of microns. Thus, micro-patterns of any shape
can be fabricated directly by scanning a focused laser beam or by using a photo-
mask and a projection system. The quality and throughput of laser processing is
influenced mainly by the laser parameters and properties of the target material.
Typical key parameters of the laser include wavelength, pulse-width, repetition
rate, pulse number, energy density, fluence, scanning rate, and ambient atmos-
phere. Optical, electronic, and thermal properties of the material also affect the
laser-material interaction and the resulting laser processing. The absorption coef-
ficient of the material at the wavelength of the laser is one of the most important
properties because it determines the degree of absorption of the laser beam by the
material.

On the other hand, dielectric materials such as fused silica, calcium fluoride,
and sapphire have excellent optical transparency and high thermal, chemical, and
mechanical stabilities. As a result, transparent materials, particularly fused silica,
are widely used to prepare optical components. Thus, microfabrication of transparent
materials is desirable in the fields of optoelectronics, micro-optics, and fiber-optics
technology. The fabrication of these materials by using mechanical and chemical
processes is, however, difficult due to the above-mentioned specific properties of
the materials. Furthermore, the excellent optical transparency of these materials
makes it difficult to employ microfabrication by laser processing.

To develop methods that overcome these difficulties, many studies on transparent
materials processing methods that use pulsed-laser irradiation have been performed.
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Figure 1 shows a conceptual classification of several methods, which can be broadly
classified as either direct interaction using a special pulsed laser or indirect inter-
action using a conventional pulsed laser. Direct irradiation involves photo-absorption
and processing with special lasers, such as high-intensity, nanosecond UV lasers
[1–3], femtosecond (fs) lasers [4–19], vacuum ultraviolet (VUV) lasers [20–24],
or a combination of multi-wavelength lasers [25–35]. However, microfabrication
of transparent materials can also be done with a conventional, nanosecond pulsed
laser by using an indirect excitation method in which laser ablation of another
material is used to excite a transparent substrate indirectly. Two such methods are
laser-induced plasma-assisted ablation (LIPAA), which involves laser ablation of
a metal target [36–42], and laser-induced backside wet etching (LIBWE), which
involves laser ablation of an organic solution [43–57]. 

In this chapter, a review of various methods for microfabrication of fused silica
and other transparent materials by pulsed-laser irradiation is given with emphasis
on the characteristics of the LIBWE process, which was recently developed by Niino
et al. [43–54].

2.  Microfabrication of transparent materials by pulsed-laser irradiation

2.1. Direct interaction between the substrate and the pulsed laser

Figure 2 shows a schematic for etching fused silica by direct irradiation with an
intense excimer laser, fs-laser, and an F2 laser. The bandgap of fused silica is about
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Figure 1.  Conceptual classification of transparent-materials microfabrication techniques that use
pulsed-laser irradiation.



9 eV, and thus photo-absorption in the near UV-visible region is negligible. To
process fused silica with a conventional nanosecond UV laser, the laser-material
interactions should consist mainly of two-photon absorption to overcome the large
bandgap. Therefore, a high fluence is required. 

Ihlemann et al. reported that the threshold fluence for etching fused silica with
a KrF excimer laser at λ = 248 nm, FWHM = 28 ns, was as large as 11 J cm–2 pulse–1

[1, 2]. Because this high threshold fluence requires a tightly focused laser beam,
only relatively small areas can be processed at a time, resulting in a low throughput.
Furthermore, obtaining a smooth, etched surface is difficult due to large thermal
damages.

Technologies for processing transparent materials with fs-lasers are developing
rapidly [4–19]. A typical fs-laser for material processing consists of a regenera-
tive amplified Ti:sapphire laser operating at λ = 780–820 nm, FWHM = 100–
200 fs, and repetition rate = 10 Hz–200 kHz. Because of the short pulse width,
the large irradiance necessary for multiphoton excitation can easily be achieved
by focusing the laser beam. Because the unfocused laser beam is not absorbed by
transparent materials, only a limited region irradiated by the focused laser beam
is selectively processed with the fs-laser. Thus, three-dimensional fabrication inside
transparent materials can be achieved.

Ashkenasi et al. drilled fused silica by using laser ablation with 120 fs pulses
at λ = 790 nm [4, 5]. Because focusing the fs-laser causes dielectric breakdown
in air, which affects the processing performance, the drilling was done in a vacuum.
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Figure 2.  Etching of fused silica by direct irradiation with a special pulsed laser.



A pulsed beam with an energy of 330 µJ pulse–1 was focused onto an area of
680 µm2, corresponding to a fluence of 49 J cm–2 pulse–1. This permitted drilling
a channel depth of 1 mm with 1600 pulses at a frequency of 160 Hz. Although
cracking occurred around the hole, the damage was less than that when either
picosecond or nanosecond lasers are used. 

Hirao et al. reported the fabrication of optical waveguides inside various types
of glasses [6–11]. Irradiation with focused fs-laser pulses disrupted the Si-O bonds,
generated defects, and increased the refractive index, thus enabling waveguide
formation.

By creating small periodically damaged regions inside silica glass with a spacing
comparable to the wavelength of the laser, Misawa et al. fabricated various types
of three-dimensional photonic crystals with an fs-laser [12–15]. The fs-laser-induced
damage was due to multiphoton excitation, which limited the laser-affected zone,
enabling this type of fabrication of sub-micrometer structures.

Another advantage of fs-laser beams is their excellent coherence. Kawamura et
al. used a two-beam holographic method with two fs-laser pulses to fabricate a
surface relief grating on fused silica with a spacing as small as 0.43 µm [16–18].
By interference of two fs beams, a periodic modulation of the laser intensity was
generated on the surface of the substrate, forming a grating with sub-micrometer
pitch, even smaller than the wavelength of the laser. This technique was applied
to many types of transparent dielectrics, such as sapphire, TiO2, ZrO2, LiNbO3, ZnO,
SiC, MgO, CaF2, and fused silica. Furthermore, two cross-superposed holographic
gratings were patterned by rotating the substrate by 90° between the first and second
irradiation. A variety of periodic nanostructures, from one-dimensional wire arrays
to two-dimensional arrays of holes or islands, were formed by changing the laser
energy and incident angle of the fs-laser beams [19].

In addition to fs-lasers, F2 lasers are also capable of processing fused silica.
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Figure 3.  Etching of fused silica by simultaneous irradiation with KrF and F2 laser beams.



The photon energy of an F2 laser is 7.9 eV at λ = 157 nm. Although the bandgap
of fused silica is about 9 eV, significant photo-absorption occurs at 7.9 eV due to
defect centers and the Urbach optical absorption tail [58]. Thus, F2 laser beams
are absorbed by single photon absorption and etching of fused silica can be achieved.
Because the transmission of the F2 laser beam is stopped by the absorption of O2

in the air, the optical path of the beam must be evacuated or purged with pure N2

gas. Herman et al. prepared a special chamber for F2 lasers that included a homog-
enizer and Schwarzschild optics, and successfully used this laser for microfabrication
of surface relief gratings and buried gratings on fused silica [20–24].

Sugioka et al. used simultaneous irradiation with a UV laser and a VUV laser
to achieve micropatterning of fused silica [25–35]. Figure 3 shows a schematic of
the typical system. The VUV laser beam generated transient defect centers, thus
promoting etching by the intense absorption of the KrF laser beam. Compared to
etching with the KrF laser alone, the throughput and etching equality were signif-
icantly improved.

Besides microstructuring, three-dimensional sculptures have been engraved by
focusing a pulsed laser inside a glass and forming small cracks at the designated
positions. These products are commercially available as ornaments and pendants
– so called “3D Laser Art Crystals”. Figure 4 shows an example.

2.2. Indirect interaction between the substrate and a conventional pulsed laser

2.2.1. LIPAA process
Sugioka et al. developed a method to etch transparent materials by using laser
ablation to generate plasma from a metal target, i.e. LIPAA process [36–42].
Figure 5 shows a schematic of the LIPAA process in which an excimer laser beam
is passed through a photo-mask, then focused with a lens, and finally irradiates a
metal target through a transparent substrate. 

The laser-induced plasma was generated from the metal target. This plasma,
together with the laser pulse, then attacked the backside of the transparent sub-
strate, thus etching the substrate with high efficiency. Metals that have been used
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Figure 4.  Three-dimensional sculpting inside a glass block.



as the target material include stainless steel, Ag, Cu, Ti, and Cr. The distance between
a metal target and the transparent substrate was typically 100 µm–1 mm, depending
upon the pressure of the ambient gas. Following the etching, a thin film of the
metal was deposited onto the etched region of the substrate, and this film could
be easily removed by cleaning with an HCl solution. A surface grating on the
fused silica surface, with a period of 1.06 µm and grating depth of 200 nm, was
fabricated by using 40 pulses of a KrF excimer laser at a fluence of 1.3 J cm–2 pulse–1

in a vacuum with a phase mask. The distance between the stainless steel target
and the fused silica plate was 200 µm [36]. 

Because a metal target absorbs UV, visible, and even near infrared (NIR) light,
the LIPAA process can also be done with a Q-switched Nd:YAG laser operating
at λ = 1064, 532, and 266 nm [37–41]. Micropatterning was achieved with a
photo-mask setup similar to the excimer laser setup shown in Figure 5. Microetching
of complex structures was possible by scanning a tightly focused beam of a
diode-pumped solid-state Nd:YAG laser operating at λ = 532 nm by using a
computer-controlled galvanometer mirror system. Character and picture engraving
on a fused silica plate without microcracks were typical applications demonstrated
by this technique [41, 42]. Prior to cleaning with acid, a thin metal film remained
on the etched region, and the color of the film could be adjusted by selecting the
metal target; for example, Cu for red and SiC for black. Thus, the LIPAA process
is useful in color marking and selective metallization of the glass.

In the LIPAA process, the etch rate strongly depends on the pressure of the
ambient gas. When the ambient N2 pressure was increased from 10–2 to 760 Torr,
the etch rate decreased by about 90% [38] due to the confinement and deactiva-
tion of the laser-induced plasma by the ambient N2 gas.

2.2.2. LIBWE process
The LIBWE process was recently developed for etching fused silica and other trans-
parent materials by using laser ablation of an organic solution [43–54]. Figure 6
shows a schematic of the LIBWE process used to etch fused silica. 

Organic molecules were chosen because they show strong absorption at the
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Figure 5.  Microetching fused silica by the LIPAA process.



UV laser wavelength yet are stable against UV laser irradiation. The organic
molecules were dissolved in either organic or aqueous liquids. A nanosecond-pulsed
UV laser beam irradiates the organic solution through a fused silica plate. UV
laser absorption by the fused silica is negligible, and the UV beam is transmitted
through the plate and strongly absorbed by the organic molecules. The laser energy
is consumed by rapid heating and vaporization of the solution, and the thermal energy
is transferred to the rear surface of the fused silica plate under high pressure, causing
etching. This etching condition is characterized by the structure and concentration
of the organic solution, the wavelength and fluence of the UV laser, and the number
of laser pulses.

Compared with other etching techniques, the advantages of the LIBWE process
are as follows:

• The fluence necessary for etching is less than 10% of the fluence needed for
direct etching with a conventional excimer laser. This enables the processing
of large areas by a single-step treatment, as shown in Figure 7.

• Etching is achieved in a single step, compared to conventional photolithog-
raphy methods that involve multiple, complex steps.

• Etching is achieved at atmospheric pressure; a vacuum system is not neces-
sary.

• The etched surface is free from cracks and debris.
• The etched surface is smooth, and the etch depth can be controlled on a

nanometer scale by adjusting the fluence and the number of laser pulses.
• The etching pattern can be varied with a mask projection technique.
• This method is applicable not only to fused silica but also to other transparent

materials, such as quartz crystal, calcium fluoride, sapphire, and fluorocarbon
polymer [46, 47].

More detailed characteristics of the LIBWE process are described in the next
section.

Closely related studies have been reported on etching of transparent materials
by laser ablation of inorganic solutions. Ikeno et al. reported drilling a fused-silica
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Figure 6.  Microetching of fused silica by the LIBWE process.



plate by ablation, using an NiSO4 aqueous solution with a pulsed Nd:YAG laser
operating at λ = 1064 nm [59]. The nickel ion strongly absorbs the NIR laser
beam, and heats the rear surface of the glass plate, resulting in thermal damage
and formation of a shallow hole. A hole 1.5-mm deep and 0.2 mm in diameter
was drilled by cumulative irradiation of Nd:YAG laser pulses. The etched surface
was rough and consisted of needle-like structures scattered radially, showing melting
and localized emission of ejected materials.

Shafeev et al. reported the etching of sapphire and fused silica by scanned irra-
diation of a focused copper-vapor laser beam (λ = 510 nm, FWHM = 10 ns, repetition
rate 8 kHz) [60–62]. They irradiated the beam through transparent substrates in
aqueous solutions of CrO3, FeCl3, and KMnO4, which have intense absorption at 510
nm. Upon etching of a sapphire substrate with an aqueous solution of CrO3 at a
fluence of 10 J cm–2 pulse–1, the etch rate was as high as 2 mm s–1, i.e., 0.3 µm
pulse–1, with a spatial resolution of 3 µm. After etching, an opaque film 30- to
40-nm thick was deposited on the etched surface consisting of CrO2, Fe2O3, and
MnO2 for aqueous solutions of CrO3, FeCl3, and KMnO4, respectively. An epi-
taxial film was deposited on the sapphire substrate, whereas an amorphous film grew
on the glass substrate. After the laser irradiation, there was a time delay of about
30 ms before the onset of etching. This delay corresponds to the film deposition
time, which assists laser absorption and enhances the etching of the substrate.
These observations suggest that the etching process proceeds according to the
following steps:

1. The laser beam is absorbed by the metal ions, leading to the growth of an
oxide thin film on the substrate.
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Figure 7.  Micropatterning of a large area on a fused-silica surface by the one-step LIBWE process.



2. The laser beam is strongly absorbed by the opaque thin film, causing heating
and removal of the thin film, followed by the removal of the surface layer of
the substrate.

3. Etching proceeds by repetition of steps 1 and 2.

3.  Microetching of transparent materials by the LIBWE process

3.1. Micropatterning of fused silica

By using a mask-projection technique, any fine pattern can be etched by the LIBWE
process. Figure 8 shows an image and cross-sectional profile of a grid pattern
observed with a confocal scanning laser microscope. The pattern was etched on a
fused silica plate by irradiation with a KrF excimer laser using an aqueous solution
of a naphthalene derivative. As a demonstration of the LIBWE process, an array
of 10 × 10 µm holes, each with a depth of 0.5 µm was etched on fused silica.
Each hole had well-defined sharp edges and a smooth bottom, and no cracks or
debris on the nearby surface of the etched area [50, 51]. The surface roughness in
the etched regions was about 30 nm, similar to that of the virgin surface within
the resolution of the confocal scanning laser microscope.

Using a fly’s-eye type homogenizer, micropatterning on a fused-silica plate was
fabricated on an area as large as 1 × 1 mm2 with a resolution of 1 µm by using a
single-step treatment. Figure 9 shows images of the fabricated 1-µm-scale grating
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Figure 8.  Microscopic image of a grid pattern etched on fused silica showing an array of 10 × 10
µm holes with a depth of 0.5 µm, and the cross-sectional profile along the black line. The sample
was irradiated with a KrF excimer laser using an aqueous solution of a naphthalene derivative. (Reprinted
from Figure 8 in [51] by permission from Springer Verlag.)



and grid patterns [52]. A surface relief grating with sub-micron pitch was fabri-
cated by applying a phase mask and a Schwarzschild objective [55]. 

By either scanning a contour mask or using a gray scale mask, three-dimen-
sional structuring on fused-silica surfaces can be fabricated with KrF excimer laser
irradiation by adjusting the distribution of the number of pulses. A concave cylin-
drical lens structure was fabricated on the surface of fused silica, as shown in Zimmer
et al., in this book [56].

3.2. Characteristics of the LIBWE process with various organic solutions

A variety of concentrated organic solutions were tested in the LIBWE process. Figure
10 shows the chemical structures of the organic molecules tested. Pyrene mole-
cules were chosen for testing because they show strong absorption at the wavelengths
of the excimer laser and are chemically stable to UV laser irradiation [43–49]. Pyrene
dissolves well in acetone, and therefore a concentrated solution could be used.
However, from an industrial-application viewpoint, comparison to volatile organic
solvents such as acetone, aqueous solutions are safer. Therefore, water-soluble pyrene
and naphthalene derivatives were tested because they showed strong photo-absorp-
tion at the wavelength of the laser [50–52]. Pure toluene, without additional organic
molecules, was also tested in the LIBWE process [53]. Toluene also shows strong
photo-absorption in the UV region, is cost effective for industrial applications,
and therefore fundamental research on laser ablation of toluene has also been
reported [63]. Toluene was therefore chosen as a suitable medium for testing and
understanding the mechanism of the LIBWE process.

Figure 11 shows the dependence of the etch depth on the number of pulses for
irradiation with a KrF excimer laser in a pyrene/acetone solution at a concentra-
tion of 0.4 mol dm–3. The etch depth was proportional to the number of incident
laser pulses, and the slope of the straight line gives an etch rate of 23.5 nm pulse–1

for the test conditions. A linear relationship was obtained for other organic solutions
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Figure 9.  Microscopic images of etched patterns on the surface of fused-silica plates fabricated with
a KrF excimer laser in an aqueous solution of a naphthalene derivative: (left) line-and-space pattern
(each line or space is 1 µm wide), (right) grid pattern with an array of 1 × 1 µm holes. (Reprinted
from Figure 5 in [52] by permission from SPIE.)



as well, showing that etch depth can be precisely controlled by the number of
laser pulses.

Figure 12 shows the etch rate in fused silica as a function of laser fluence for
various combinations of excimer laser beams and organic solutions. A linear rela-
tionship was observed for all combinations within the fluence range used. 

The etch rate ranged from about 3 nm to 40 nm per pulse for the pyrene/acetone
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Figure 11.  Etch depth vs. number of laser pulses on fused silica, for irradiation with a KrF excimer
laser at 1.1 J cm–2 pulse–1.

Figure 10.  Chemical structures of organic molecules tested in the LIBWE process.



solution of 0.4 mol dm–3 and for pure toluene, demonstrating that the etch depth
could be linearly controlled in the nanometer range by adjusting the laser fluence
and number of pulses. The threshold fluence was 0.19 J cm–2 pulse–1 for toluene
and 0.24 J cm–2 pulse–1 for the pyrene/acetone solution, both of which are 40 times
lower than that when etching was done with conventional KrF excimer laser ablation.
The etch rate for toluene was about 30% larger than that for the pyrene/acetone
solution, thus yielding a higher throughput for toluene. 

Low concentrations of pyrene and naphthalene derivatives in aqueous solutions
gave etch rates in the range of 0.05–0.1 nm pulse–1, two orders of magnitude
smaller than that for either toluene or pyrene/acetone solutions. However, for con-
centrated aqueous solutions of naphthalene derivatives, the etch rate increased rapidly
to about 1 nm pulse–1 with increased laser fluence, and the roughness of the etched
surface increased correspondingly [51]. By optimizing the solution concentration
and the laser fluence, switching from slow etching to fast etching was made possible
with an aqueous solution of the naphthalene derivative.

Besides using the KrF excimer laser at λ = 248 nm, etching fused silica with
the pyrene/acetone solution could be achieved with a XeCl excimer laser at λ =
308 nm [49]. Because the lifetime of the gas in XeCl lasers is several times longer
than that in KrF lasers, the use of a XeCl laser with the LIBWE process is desir-
able for commercial applications. Moreover, other lasers with different wavelengths,
such as Nd:YAG lasers, can be used in the LIBWE process. The etch rate obtained
by using the XeCl laser was half of that obtained by using the KrF laser. This is
due to the lower photon energy of the XeCl laser of hν = 4.0 eV, compared to
hν = 5.0 eV for KrF lasers, which activate a different excitation process in the organic
molecules. In addition to fused silica, etching of other transparent materials
was achieved with the LIBWE process by using a pyrene/acetone solution [46].
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Figure 12.  Etch rate vs. laser fluence on fused silica using various combinations of excimer laser beams
and organic solutions: (left) � toluene and KrF laser, � pyrene/acetone solution (0.4 mol dm–3) and
KrF laser, � pyrene/acetone solution (0.4 mol dm–3) and XeCl laser; (right) � aqueous solution of
pyrene derivative (0.8 mol dm–3) and KrF laser, � aqueous solution of naphthalene derivative (0.4
mol dm–3) and KrF laser.



Figure 13 shows the dependence of the etch rate on laser fluence for various trans-
parent materials upon irradiation with a KrF excimer laser using a pyrene/acetone
solution at a 0.4 mol dm–3 concentration. Similar to the relationship between laser
fluence and etch rate for fused silica, linear relationships were also observed for
quartz crystals, calcium fluoride crystals, and a UV-transparent fluoro-polymer
film (fluorinated ethylene-propylene copolymer: FEP). By extrapolating the straight
lines, the following threshold fluences for etching the various materials were esti-
mated: 0.24 J cm–2 pulse–1 for fused silica, 0.33 J cm–2 pulse–1 for quartz crystal, 0.74
J cm–2 pulse–1 for calcium fluoride, and 0.05 J cm–2 pulse–1 for FEP.

3.3. Mechanism of the LIBWE process

Figure 14 shows a schematic of the LIBWE process. When an excimer laser beam
irradiates an organic solution through a transparent material, most of the laser
beam is absorbed by the solution within the optical penetration depth, L ~ α–1, where
α is the optical absorption coefficient of the solution at the wavelength of the
laser. 

The calculated penetration depth of a KrF laser is about 0.7 µm for a
pyrene/acetone solution (0.4 mol dm–3), 8.9 µm for toluene, 0.5 µm for an aqueous
solution of the pyrene derivative (0.8 mol dm–3), and 7.9 µm for an aqueous solution
of the naphthalene derivative (0.4 mol dm–3). Thus, most of the laser energy is
deposited in a thin layer of the solution (≈ 1 µm) from the rear surface of the
transparent material. The energy is mainly consumed by heating it. In the estima-
tion of the maximum temperature of the solution at the threshold fluence, Tth

max,

Microfabrication of Transparent Materials 351

Figure 13.  Etch rate vs. laser fluence by irradiation of various transparent materials by using a KrF
excimer laser and a pyrene/acetone solution at a concentration of 0.4 mol dm–3.



two assumptions were made: (1) all the incident photon energy is converted into
heat, and the rate of thermal diffusion is slow compared to the duration of the
laser pulse, and (2) the vaporization of the solvent can not be ignored. Thus, Tth

max

can be calculated as [63, 64]:

Tth
max = T0 + αth Fth/ρC (1)

where T0 is the room temperature, Fth is the threshold fluence, and ρ and C are
the density and heat capacity of the solvent, respectively. Typical values of Tth

max

are on the order of 1000 K. The generated heat is transferred to the transparent
substrate and thus softens the surface. Because Tth

max is much higher than the boiling
point of the solvent, the solution vaporizes and creates high pressure. 

To quantify the pressure generated during the LIBWE process, time-resolved
imaging of laser-induced liquid ablation at the interface between the liquid and
the fused-silica plate was done by using a back-illumination technique [51–53].
Figure 15 shows images of laser ablation in toluene by KrF excimer laser irradia-
tion at a fluence of 1.6 J cm–2 pulse–1. A shock wave formed and propagated
hemispherically within 1 µs from the onset of ablation. Simultaneously, a flat
vapor bubble was generated and expanded to a hemispherical shape within 10 µs
(shown in Figure 15 as a dark shadow at the interface between the substrate and
the solution). The bubble reached a maximum size of 600 µm at 50 µs, and the vapor
gradually shrank about 150 µs after ablation. Measured initial velocities of the shock
wave and the vapor bubble were 1.4 km s–1 and 200 m s–1, respectively. 

The impact pressure of the liquid jet can be roughly estimated as [65, 66]:

P = ρ · c · Vjet (2)
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Figure 14.  The LIBWE process.



where ρ is the density of toluene, c is the acoustic velocity in toluene (ρ = 0.86 g
cm–3, c = 1300 m s–1 at 300K), and Vjet is the velocity of the liquid jet. Equation
(2) indicates that Vjet = 200 m s–1 corresponds P = 220 MPa [53]. For an aqueous
solution of the naphthalene derivative (0.4 mol cm–3), P ≈ 300 MPa [52]. The
high-temperature, high-pressure vapor bubble attacks the softened surface of the
transparent material, removing a cluster of SiO2 from the bulk substrate, and then
the cluster moves into the liquid. At the end of the laser pulse, rapid cooling occurs
in the laser-irradiated area, preventing thermal damage of the substrate.

4.  Conclusions

Figure 16 summarizes the characteristics of various methods used in the micro-
fabrication of transparent materials by using pulsed-laser irradiation. Although
current trends point towards using more recently developed lasers such as fs-lasers
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Figure 15.  Time-resolved images of laser-induced ablation in toluene at the interface with a fused-silica
plate. Images were acquired by using a back-illumination technique.



and F2 lasers, these lasers are still evolving, and therefore more testing is needed
before they can be used in industrial applications. On the other hand, conventional
nanosecond-pulsed lasers are also suitable for microetching transparent materials by
using sophisticated methods, such as the LIBWE process. By using the advan-
tages of each method, microfabrication of transparent materials by pulsed-laser
irradiation will be widely used in industrial processes, and will play an important
role in new technologies such as Micro-Electro Mechanical System (MEMS).
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Figure 16.  Characteristics of methods for microfabrication of transparent materials by pulsed-laser
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Argon lasers, 191, 255, 273 
ARPES, see Angle Resolved Photoelectron 

Spectroscopy 
Arrhenius coordinates, 122 
Arrhenius tail, 123, 137, 138 
a-Se, 254, 257, 258, 260, 261, 264–267, 270, 

278–280 
a-Si:H, 41, 43, 51, 53, 183, 201, 213–315, 223 
a-SiN: H, 201, 210–212, 222 
a-SiO, 201, 204, 205, 208, 210, 212 
Atomic layer epitaxy, 218 
Au, 190, 191, 255, 278, 279 
Auger decay, 206, 213 
Auger-stimulated mechanism, 215 
Avalanche ionization,150 

Back-illumination technique, 352, 353,  
Backside etching, 322, 356, 357 
Band gap, 27, 29, 34, 36–39, 41, 44, 49, 50, 57, 

63, 101,  104, 150, 174, 235, 255, 267, 271, 
272, 340, 341, 343, 356 

Band transport model, 57 
Bandgap, see Band gap 
Bandtailing, 37, 38 
Band-to-band absorption, 25, 34, 53 
Band-to-band transitions, 25, 34, 53 
Barium titanate (BaTiO3) crystal, 57, 63, 64, 84, 

93, 97, 119 
Barrier penetration, 268 
Beam coupling, 86, 88, 89, 93 
Beam diagnostics, 303, 304 
Beam fanning, 62, 89, 90 
Beam homogenizer, 303, 308 
Beam interference, 311, 322, 355 
Beam processing, 79, 201 
Beam profile, 77, 303, 325, 328, 329, 331 
Beer Lambert, 262 
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Bi12SiO20, 63, 65, 105, 115, 116, 119, 120 
Bi-directional link, 88, 92, 94 
Bi-excitons, 50 
Bifurcation boundary, 133 
Bio-organic materials, 255 
Bi-prism, 303 
Bird-wing phased conjugator, 88, 91 
Blazed grating, 326 
Bleaching, 140, 141, 255, 279 
Boltzmann kinetic equation, 32, 150 
Bond breaking, 122, 143, 215, 216, 305 
Bond exchange, 213, 215, 223 
Boron nitride films, 225, 242, 243, 246, 247 
Boundary conditions, 68, 126, 127, 136, 137, 

140, 143, 146, 147, 153, 268 
Bragg angle, 89, 102, 118 
Bragg diffraction, 79, 90 
Breathing period, 69, 71, 72, 76 
Breathing soliton, 70, 73 
Bridge phase conjugator, 88 
Broken bonds, 135, 136, 138, 141–143, 152 
Brownian motion, 254, 265, 268 
Bruggeman EMA, 206, 210, 215 
Bulk models, 121, 137, 139, 151, 152 
Bulk photothermal model, 135, 137, 143, 144, 

151 
Buried grating, 343 
Burstein-Moss shift, 37 

Calcium fluoride, 339, 345, 351 
Carbon allotropes, 281–283, 285, 287, 295, 298, 

299 
Carbyne, 281, 283, 291–293, 295, 298, 300 
Carrier mobility, 61, 101–104, 108, 113, 114, 

116, 119 
CCD camera, 74 
Cd, 254, 255, 264 
CdS, 254, 255, 261, 266, 279 
CDW, 2, 3, 5, 7–14, 18–22 
Ceramic films, 229 
CF4/O2 gas, 335 
Chalcogenide, 41, 254, 255, 277 
Characteristic exchange time, 145 
Characteristic thermal length, 127, 132 
Charge-carrier diffusion, 103, 104, 107, 115, 

117 
Charge-carrier grating, 51 
Charge-carrier injection, 101 
Charge-carrier lifetime, 102, 115 
Charge-carrier mobility, 61, 101, 104, 114, 116 
Charge density waves, 2 

Charge displacement, 101, 102, 104–108 
Charge pattern, 104 
Charge transport, 101–104, 106, 107, 116–120 
Chemical amplification, 267 
Chemical energy, 271 
Chemical inertness, 225, 229, 285 
Chemical laser processing, 139 
Chemical vapor deposition, 44, 218, 225, 226, 

229, 235, 282 
Chlorophyll, 255, 279 
Chromophores, 144, 150, 151, 153, 253–255, 

260, 267–269, 276 
Clusters, 182, 189, 192, 206, 253, 269, 316 
Coalescence, 257, 258 
Coherence length, 5, 16, 20 
Colloid, 171, 252–255, 257, 259, 263, 264,  

267–272, 275–280 
Colloid solution, 251, 253–255, 257, 259, 263, 

264, 268, 270, 271, 275, 278–280 
Color center, 212, 306 
Color marking, 344 
Compact film, 254, 257, 261 
Compaction, 212, 222 
Compensation, 32, 64, 71, 265, 280 
Compensation effect, 265, 280 
Compensation temperature, 265 
Complex refractive index, 25, 27, 28 
Complex relative permittivity, 25, 27, 28 
Compositional change, 205, 206 
Compound semiconductors, 63, 225, 280 
Confinement soliton, 65, 70–73 
Confocal scanning laser microscope, 347 
Conjugated reflectivity, 57, 63 
Conservation law, 122, 140 
Constructive interference, 317 
Continuous ablation, 309, 320 
Continuous random network (CRN) model, 209 
Contour mask, 308, 309, 312–315, 318, 320, 

323–330, 333, 335, 348 
Coordination number, 209, 213 
Copper-vapor laser, 346, 357 
Core electronic state, 201 
Corning 7059, 326 
Coulombic repulsion, 1, 216 
Coupled wave theory, 62, 63, 92 
Coupling transmission efficiency, 50, 90–94, 96, 

97 
Covalency, 213 
Coverage, 216, 264 
Cr, 64, 344 
Critical point, 130, 206, 214, 218, 222 
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CrO3, 346 
Cross-linking, 212 
Crystal orientation, 62, 70 
Crystallographic direction, 74, 76 
Cu, 190–193, 291, 344 
Cubic boron nitride films, 242, 247 
Cubic oxides, 63 
CV characterization, 171 
Cylinder lens, 302, 303, 326, 335 

Dangling bond, 212, 215, 218, 219 
Dark conductivity, 61, 62, 80, 84 
Darkening, 140, 141 
Debye screening, 61 
Defect annealing, 161, 166, 168–171, 174–179, 

181, 182, 189, 210, 226, 236, 244 
Degenerate four-wave mixing, 104, 105, 120 
Densification, 179, 213, 215, 223 
Dephasing of excitons, 44, 78, 86 
Depletion effects, 306 
Depletion layer, 270, 271 
Deposition chamber, 241, 294 
Deposition of thin films, 225, 246, 263, 277 
Depth of focus, 272, 274, 330 
Diamond, 27, 129, 242, 281–285, 287, 290,  

292–295, 299, 355 
Diamond-like carbon, 281, 284, 287 
Dielectric bilayers, 317 
Dielectric constant, 38, 42, 52, 53, 61, 109, 161, 

167,  168, 176, 179, 185–188, 210, 218 
Dielectric deposition, 183 
Dielectric mirror, 303, 317 
Dielectric permittivity tensor, 66, 67 
Diffraction, 3, 57, 64, 65, 69, 71–75, 79, 81–90, 

97, 102,  103, 118, 180, 206, 207, 229, 238, 
240, 272, 277, 291, 292, 298, 304, 307, 316–
319, 321, 322 

Diffraction angle, 292, 318 
Diffraction efficiency, 57, 85–88, 272 
Diffraction length, 75 
Diffraction optics, 304 
Diffraction regime, 79, 81, 84, 87 
Diffractive mask, 317, 318 
Diffusion, 57, 60, 61, 65, 80, 84, 92, 103–106, 

108, 109, 111, 112, 114–116, 119, 138, 154, 
157, 169, 189,  205, 208, 226, 229, 230, 
257, 258, 268–270, 305, 352 

Diffusion space charge field, 80 
Diffusion time, 105, 109, 111, 112, 114 
Diffusion transport, 3, 7, 8, 20, 32, 57,  

59–61, 63, 66, 101–107, 115–120, 147,  

170, 188, 190, 254, 265, 268, 269 
Digital information, 275 
Direct beam writing, 273 
Direct excitation, 339, 340 
Direct interaction, 340, 343 
Direct transition, 34–37, 150 
Direct writing, 277–280, 309, 330, 332 
Dispersion relations, 26, 27 
Dispersive charge transport, 117, 118 
Dithering, 316 
Donor, 57, 59, 61, 66, 101, 104–107, 109, 119 
Doping, 12, 31, 32, 37, 63, 85, 87, 90, 107, 116, 

201,  240, 251, 277 
Double phase conjugation (DPC), 57, 88–97 
Drift, 30, 57, 59–61, 64, 66, 101–105, 108–111, 

114–119, 203 
Drift mobilities, 101, 102, 119 
Drift transport, 57, 59–61, 66, 101–107,  

115–120 
Drift velocity, 109, 111, 114, 116, 117 
Dynamic grating, 63, 79, 88, 99 
Dynamic holography, 60, 103 
Dynamic interconnection, 57, 88, 95, 97 
Dynamic waveguide, 57, 64, 65, 97 

EDC, see Energy Distribution Curve 
Effective modulation ratio, 80 
Electric dipole, 212 
Electrical energy, 271 
Electrical resistivity, 6, 225, 230, 238, 240, 242, 

281,  285, 288 
Electrochemical potential, 270, 271 
Electroless plating, 190 
Electro-phonon interaction, 1, 2, 4, 7, 14, 22, 

145 
Electron affinity, 271 
Electron energy loss spectroscopy (EELS), 288, 

289 
Electron spin resonance, 212 
Electron storage ring, 201, 202 
Electron subsystem, 145 
Electron temperature, 146–148 
Electro-optic coefficient, 80, 81, 84, 87–90, 120 
Electro-optic effect, 80, 103, 107 
Electro-optic linear effect, 80, 103, 107 
Electro-optic tensor, 67 
Ellipsoid index, 67 
Elovich equation, 261 
Energy band gap, 39, 101, 104 
Energy Distribution Curve (EDC), 5 
Epitaxial film, 239, 346 
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Equilibrium concentration, 268 
Etch depth, 141, 142, 309, 314, 321, 324, 326, 

329, 345, 348–350 
Etch rate, 185, 193, 306–308, 311, 312, 317, 

322, 344, 346, 348–351 
Etch transfer, 301, 335 
Etching, 15, 117, 121, 141, 161, 166, 177, 186, 

189, 193–195, 202, 205, 212, 225, 261, 262, 
277, 280, 286, 301, 302, 305–308, 311, 317, 
319–322, 326, 335,  339–347, 350, 351, 354, 
356, 357 

Evaporation, 121, 122, 125, 126, 130, 132, 136, 
137, 146, 148, 153, 190, 205, 206, 209, 211, 
225–227 

Excimer complexes, 161, 162, 195 
Excimer lamp properties, 161, 165, 184, 188, 

193, 194 
Excimer lamp supply, 162, 164 
Excimer lamps, 161–167, 170, 182–184,   

187–189, 191–195, 199 
Excimer lasers, 125, 128, 137, 138, 156, 157, 

161, 162, 193, 195, 226–228, 230, 234–241, 
244, 277, 281–284, 288, 298, 301–305,  
307–309, 311, 324, 326, 332, 335, 340, 341, 
343–345, 347–352, 355–357 

Excimer spectra, 163 
Excitation, 4, 5, 7, 8, 14, 15, 22, 25, 29, 30, 33, 

34, 38, 46, 50, 54, 57, 60, 62, 101–111, 115–
120, 122, 162, 163, 167, 201, 209, 210, 213, 
215, 316, 351, 352,  255, 264, 267–271, 282, 
305, 339–342, 350, 356 

Excited states, 14, 15, 103, 118, 150, 151, 153, 
154, 178, 188, 253, 269, 357 

Exciton adsorption peaks, 44 
Exciton-phonon interaction, 44 
Explosive decomposition, 142 
Explosive vaporization, 121, 134 
Extended states, 39, 40, 42, 43, 53 
Extinction coefficient, 25, 26, 30, 31, 37, 142, 

211, 267 
F2 laser, 139, 340, 343, 354–356 
FeCl3, 346 
Femtosecond laser, 156, 246, 287, 298, 339, 355 
Fermi electron velocity, 147 
Fermi energy, 271 
Fermi liquid, 1, 4–7, 14, 22 
Fermi Surface, 3, 7–10, 13, 17, 20–22 
Ferroelectric oxides, 63 
Ferroelectric perovskite, 116 
Figure of merit (FM), 275, 276 
Filling factor, 309, 320 

Film crystallinity, 231, 238, 240 
Film growth, 190, 219, 232, 235, 243, 246, 252, 

254, 257, 260, 261, 263, 265, 271 
Film quality, 230, 234, 238, 239 
Film thickness, 139, 189, 201, 226, 228, 229, 

234, 243, 259–262, 264, 275, 285 
Fluence threshold, 121, 264, 275 
Fluence transition, 325, 329 
Fluorinated ethylene-propylene copolymer 

(FEP), 351 
Fluoro-polymer, 351 
Fokker-Planck equation, 150 
Footprint Mask, 302, 303, 325, 329, 331 
Formation soliton, 64, 65, 69, 73–75 
Fourier transform infrared spectroscopy (FTIR), 

170,  173, 176–178, 186, 189, 229, 237, 239, 
244, 246 

Fourth harmonic generation (FHG), 240, 356 
Four-wave mixing, 63, 88, 103, 118, 120 
Fowler-Nordheim (FN) tunneling, 175 
Fraunhofer diffraction, 304 
Free carrier attenuation coefficient, 30 
Free carrier density, 101, 102, 107, 111 
Free carrier lifetimes, 101, 102, 108, 109, 111, 

112, 115, 116 
Free carrier mobility, 101, 108, 113, 116 
Free electron laser (FEL), 281, 282, 295–299  
Frenkel excitons, 38, 39 
Frenkel pair, 209 
Frenkel-Wilson boundary conditions, 136, 137, 

141 
Fresnel reflection, 93, 204 
Fresnel’s equations, 29 
Fringe contrast, 80 
Fringe modulation, 84, 87  
Fringe pattern, 79, 80, 84 
Fringe spacing, 80 
Frozen hydrocarbon, 281–286, 295, 298, 299 
Fs-laser, 152, 281–283, 287–293, 298, 340–342, 

353 
FTIR, see Fourier transform infrared 

spectroscopy
Fused silica, 27, 306, 326, 327, 339–353,  

355–357 

Galvanometer mirror, 344 
Gas Phase Photodeposition (GPPD) processes, 

251 
Gauss equation, 109 
Gaussian beam, 69, 273 
Ge oxidation, 161, 162, 188, 189 
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Glass, 51, 98, 117, 120, 164, 165, 167, 185, 191, 
254,  264, 277, 278, 295–299, 306, 315, 319, 
326–328, 335, 337, 342–344, 346, 355–357 

Grating, 57, 59–63, 79–92, 97, 99, 102–104, 
110, 112, 118, 120, 147, 210, 272–274, 277, 
278, 280, 304, 311, 316–323, 326, 327,  
342-344, 347, 348, 355–357 

Grating period, 60, 61, 85, 87, 304, 316–318, 
320 

Grating temperature, 61, 112, 118, 120, 147, 
210, 320, 327 

Gray color-coding, 321 
Gray scale mask, 301, 308, 309, 313–315, 317, 

320–322, 324, 328, 329, 348 
Gray tones, 320, 322 
Growing rates, 259–261, 275 
Growth mechanisms, 260 
Gyration constant, 66, 67 

Hagen Rubens relation, 31 
Half tone mask, 315, 316 
Hardness, 225, 229, 230, 234, 239, 242, 243, 

245, 281, 285–287, 299 
Heat capacity, 126, 134, 146, 352 
Heat equation, 127, 131, 135 
Heavy carriers, 216 
HEBS, 315 
HeNe laser, 264 
Hologram, 104 
Holographic data storage, 103 
Holographic deposition, 256, 277 
Holographic grating, 103, 110, 278, 280, 342, 

355 
Holographic methods, 103, 342, 355 
Holographic Time of Flight (HTOF), 101,  

104–107, 111, 114–119 
Homoepitaxy, 216, 223 
Homogenizer, 303, 343, 347 
Hopping decay, 213 
HTOF, see Holographic Time of Flight 
Hybrid masks, 302, 309, 329 
Hydrodynamics model, 130, 158 
Hydrogen content, 286, 293 
Hydrogen-terminated defect site, 210, 215, 288 

Image amplification, 63 
Image processing, 304, 352 
Imaging, 256, 272, 278, 280, 304, 316, 318, 319, 

321,  352 
Imaging system, 272, 278, 318, 329 
Imidization, 187 

Impact ionization, 150 
Impact pressure, 352 
Impurity centers, 101, 107, 108 
Incubation, 254, 261, 262, 264, 265, 306, 307, 

311, 314, 326, 355 
Incubation period, 254, 261, 264, 265 
Incubation time, 261, 262 
Indirect excitation, 339, 340 
Indirect interaction, 340, 343 
Indirect transition, 34, 36, 37 
Induced birefringence, 67 
Inorganic materials, 278, 306, 324 
Insulating liquid cell, 74 
Inter-atomic separation, 40, 43 
Interband excitation, 101 
Interband relaxation process, 48 
Interband transitions, 18, 46, 101 
Interconnection, 57, 88–97 
Interconnects, 79, 89, 185 
Interference pattern, 57, 59, 60, 62, 79–81, 102, 

104, 107, 108, 110–118, 311, 319 
Interfering beams, 60, 61, 79, 81, 83, 84, 86, 256 
Interferometry, 79, 97, 139, 321, 324, 326, 328, 

331 
Intermediate asymptotic technique, 134, 157 
Intermediate threshold, 134 
Interpolation formula, 125, 134 
Intraband processes, 46 
Ionic crystals, 27, 29, 38, 55, 116 
Irradiation source, 252, 263 
Irradiation time period, 202, 259, 288, 289, 297, 

298 

K0.3MoO3, 2, 4, 9, 10, 13, 17, 18, 20–22 
Keldysh parameter, 150 
Kepler telescope, 303 
Kinetic experiments, 259, 261 
Kinetic investigations, 251, 260 
KMnO4, 346 
KNbO3, 63, 105, 116, 119, 120 
Kramers-Kronig relations, 29, 212 
KrF excimer laser, 137, 138, 234, 236–240, 244, 

283,  298, 341, 344, 347–352, 356 
Lagrange extinction coefficient, 142 
Langmuir Blodgett, 256, 257 
Large polarons, 116, 120 
Laser ablation, 121–123, 125, 127–130, 133–

135, 139, 142, 145, 146, 151–156, 225, 226, 
228, 230, 235–237, 239, 241, 246, 251, 280, 
283, 285, 294, 301, 302, 305, 307, 308, 317, 
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318, 320, 321, 323, 326, 330, 333, 336, 337, 
339-341, 343–345, 348, 350, 352, 355-357 

Laser ablation deposition, 225, 226 
Laser arrays, 355 
Laser beam, 57–60, 62, 74, 79, 82, 84, 85, 88–

92, 97, 102, 118, 139, 227, 228, 233, 240, 
256, 263, 264, 267, 273, 277, 284, 288, 291, 
294, 303, 307, 309, 311, 319, 322, 324, 326, 
330, 331, 339, 341–343,  345–347, 349–351, 
356 

Laser deposited films, 230, 234, 235, 242, 243, 
251, 277, 278, 281, 284 

Laser diode, 89 
Laser direct writing, 277, 278, 330, 332 
Laser etching, 280, 302, 305, 306, 308, 320, 322 
Laser Induced Forward Transport (LIFT), 251, 

278 
Laser intensity, 64, 137, 150, 153, 303, 323, 

329, 342 
Laser micromachining, 305, 320, 328, 335, 355 
Laser photodeposition writing, 273 
Laser processing, 156, 199, 276, 277, 282, 298, 

301, 312, 333, 335, 336, 339, 356, 357 
Laser pulse duration, 122, 147, 149, 227, 238 
Laser pulse shape, 125, 129, 145 
Laser pulses, 101, 116, 121–123, 125, 126,  

129–131, 133, 134, 145, 147–152, 154, 156, 
225–228, 230–232, 234, 236, 238, 239, 244, 
246, 283, 286, 302, 305, 307–309, 311, 314, 
320, 323, 324, 327, 328, 330,  342, 343, 
345, 346, 348-357 

Laser recrystallization, 251 
Laser scanning, 256, 329–331 
Laser workstation, 303 
Laser writing, 251, 265, 277, 278, 331, 332 
Laser-induced backside wet etching, 307, 339, 

340, 356, 357 
Laser-induced periodic surface structures, 307 
Laser-induced plasma-assisted ablation, 340, 

356 
Lattice temperature, 45, 46, 146–148 
LDW glass, 315, 337 
LIBWE, 307, 322, 339, 340, 344–352, 354, 357 
Light intensity, 62, 64, 66, 68, 80, 110, 140, 259, 

264,  265, 267–270 
Light intensity modulation, 110 
Light scattering, 84, 263 
LiNbO3, 63, 64, 191, 342 
Linear regression analysis, 210, 214 
LIPAA, 340, 343, 344 
LIPSS, 307 

Liquid jet, 352, 353 
Liquid phase, 19, 227, 231, 251, 253–257, 268, 

269, 275, 276, 278, 279 
Liquid Phase Photodeposition (LPPD), 251, 256, 

257, 269, 278 
Lithographic processes, 301 
Lithographic techniques, 319 
Lithography, 167, 253, 301, 315, 332, 338, 345 
Logarithmic growth, 261 
Lorentz-Lorenz relations, 212 
Low temperature epitaxy, 201 
Luttinger liquid, 4 

Machining techniques, 301, 302, 308–311, 319, 
327, 335 

Mask, 191, 192, 227, 230, 232, 253, 256, 272, 
273, 278, 279, 301–304, 308–333, 335, 337, 
339, 343–345, 347, 348 

Mass-loss kinetics, 137 
Master equation, 267, 269 
Material depletion, 267 
MDC, see Momentum Distribution Curve 
Mechanical stresses, 142, 144 
Metal nitrides films, 225, 229, 234, 241 
Metal target, 232, 234, 235, 340, 343, 344 
Metallization, 190, 255, 278, 279, 344, 357 
Metallo-organic decomposition, 191 
Metastable, 209, 225, 254 
Methanol, 281, 285, 288–290, 294, 298 
MgO, 28, 168, 230, 342 
Microcrystal, 227, 235, 238, 281, 291–293, 298 
Micro-Electro Mechanical System (MEMS), 

354 
Microetching, 344, 345, 347, 354, 357 
Microfabrication, 277, 338–340, 343, 353–357 
Micro-fluidics, 307, 319, 332, 333 
Micro lens array, 327 
Micromachining, 301–303, 305, 310, 319, 320, 

328, 335, 338, 355, 357 
Micro-optical, 302 
Micro-prisms, 308, 326, 333 
Micro-roughness, 326 
Micro structures, 55, 201, 280, 301, 307, 309, 

319, 321, 326, 327, 330, 335 
Microsystems technology, 319, 338 
Migdal theorem, 14, 22 
Migdal-Eliashberg, 5 
Mixing of diffraction orders, 79 
Mobility, 39, 40, 61, 63, 101–109, 113–117, 

119, 120, 234, 270, 277 
Mobility anisotropy, 103, 119 
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Mobility edge, 39, 40 
Mobility tensor, 103 
Modified scanning contour mask technique, 327 
Modulation, 7, 8, 11, 60, 62, 64–66, 79–82,  

84–87, 92, 96, 97, 102, 103, 105, 108–116, 
118, 272, 308, 342 

Modulation charge carrier density, 46, 102, 106, 
116 

Modulation index, 82, 84–86 
Modulation ratio, 80 
Modulation Transfer Function, 272 
Molybdenum, 9, 234 
Moments method, 125, 127–130, 137, 144, 147, 

155, 157 
Momentum Distribution Curve (MDC), 9, 20, 

21 
Morphology, 139, 179, 191, 193, 228, 240, 258 
Moving interface, 141 
Multi-beam coupling, 89 
Multiphoton absorption, 265 
Multiphoton excitation, 341, 342 
Multi-photon ionization, 150 
Multiphoton processes, 150 
Multi-photon transition, 150 
Multiple-wave mixing, 63 
Multiple-wavelength irradiation, 340, 356 
Mutual coherence, 88 
Mutually incoherent beam coupling, 57, 88–90, 

97 
Mutually pumped phase conjugation (MPPC), 

88 
N2O photodecomposition, 190, 191 
Nanocrystalline Si, 207 
Nanoparticles, 189, 254, 257, 279 
Nanoscopic particles, 268 
Naphthalene derivative, 347, 348, 350, 351, 353 
Nd:YAG laser, 190, 230, 232, 236, 237, 240, 

246, 281, 283, 344, 346, 350, 356 
Near-field imaging, 272 
Negative feedback, 268 
Nesting, 9 
NIR laser, 346 
NiSO4, 346 
Non-bridging oxygen hole center, 209 
Non-centrosymmetric materials, 101, 103, 104, 

110 
Noncentrosymmetry, 44, 101, 103, 104, 110 
Non-equilibrium, 122, 145, 162, 225, 263, 282 
Nonequilibrium molecular excitation, 122 
Nonlinear absorption, 93 
Non-linear anisotropic material, 66 

Non-linear material, 65, 79 
Non-linear mechanisms, 263 
Nonlinear recording, 79, 81 
Nonlinearity recording, 79, 81 
Non-radiative recombination, 50 
Nonradiative relaxation, 50, 150, 151 
Nucleation, 220, 223, 239, 242–245, 253, 265 
Numerical aperture, 272, 304 

One-photon process, 201 
Optical absorption, 25, 67, 140, 264, 266–268, 

285, 302, 305, 306, 343, 351 
Optical absorption coefficient, 140, 263, 285, 

302, 306, 351 
Optical activity, 57, 65–69, 71, 72, 77, 84 
Optical data processing, 326 
Optical elements, 264, 273, 274, 280, 304, 320 
Optical emission spectra, 288, 290 
Optical gap, 40, 41, 43 
Optical interference pattern, 108, 110, 112–114,  
Optical projection, 256, 272, 325 
Optical resolution, 304, 305 
Optical storage, 275 
Optical transparency, 339 
Optical waveguide, 77, 210, 342, 355 
Organic molecule, 275, 344, 345, 348–350, 357 
Organic solution, 339, 340, 344, 345, 348-351, 

357 
Organometallic solutions, 255, 256 
Oscillations, 30, 62, 63, 68, 111, 112, 114, 117, 

130, 133 
Oxide charge, 171, 174, 181, 189 
Oxygen activation, 201 
Oxygen photodissociation, 201 
Oxygen vacancy, 205, 209 
Oxygen-vacancy defect, 205 
Ozone, 167, 168, 178, 188, 194, 285, 288 

Parabolic growth, 260,  
Patterns, 57, 59–62, 79–81, 84, 102, 104–108, 

110–118, 161, 180, 181, 186, 190–192, 196, 
207, 232, 234, 256, 272, 273, 275, 277, 278, 
291–293, 303, 307,  309, 311, 314, 316, 319, 
324, 330, 332, 339, 342– 348, 356, 357 

Pd acetate, 190 
Pd nucleation, 193 
Peak temperature, 132 
Peierls, 1–4, 7–9, 11–13, 17–20, 22, 23 
Penetration depth, 127, 202, 351 
Periodic nanostructure, 342, 355 
Permanent grating, 355 
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Peroxylinkage, 209 
Peroxyradical, 209 
PET, see Polyethyleneterephthalate Phase 

conjugate,  
Phase conjugation, 57, 63, 88, 89, 91, 93, 94, 97, 

99 
Phase gratings, 79–83, 97, 273, 317, 318, 322, 

357 
Phase mask, 318, 344, 348 
Phase modulation, 79, 81 
Phase shift, 61, 62, 110, 317, 318, 321 
Phase-separation, 208 
Photoablation, 261, 262, 275, 280 
Photoactive media, 252, 263, 269 
Photoadsorption, 254, 259, 279, 280 
Photo-assisted processes, 170, 171 
Photobleaching, 279 
Photochemical ablation, 139 
Photochemical bond breaking, 122 
Photochemical modification, 141, 144 
Photochemical reactions, 139–141, 161, 201, 

210 
Photoconductivity, 61, 62, 80, 101, 103, 119 
Photoconversion, 267 
Photocopier, 102 
Photo-CVD, 167, 169–173, 175–177, 181–183 
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Photon flux, 161, 220, 261, 264, 293 
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Spectral efficiency, 266, 267 
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Spherical aberrations, 304 
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Step and repeat, 309, 320, 330 
Stimulated emission, 150, 151 
Stokes parameters, 76–78 
Stray light, 256 
Structural defects, 264 
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Sub-micrometer structure, 342 
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Sub-picosecond laser ablation, 145 
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Two-photon excitation, 341 
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