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Chapter 1
Introduction

Seymour Mauskopf and Tad Schmaltz

Just over 50 years ago, the National Science Foundation began to support “history
and philosophy of science.”1 In 1960, programs in history and philosophy of sci-
ence were begun at Princeton University and Indiana University. The phrase—and
its acronym, “HPS”—soon became current. The History of Science Society and
the Philosophy of Science Association began to hold joint annual meetings. All of
these developments certainly suggested the coming to interdisciplinary fruition of a
natural affinity between the two fields.

And yet, inspection of the interactions between the relatively new discipline of
the history of science and its more established philosophical partner belies, for the
most part, both the natural affinity and the interdisciplinary fruition. Reflecting on
his days as a history of science graduate student in the Princeton program in the
late 1960s, Kenneth Caneva flatly asserts, in his contribution to this volume: “I nei-
ther knew nor cared where the philosophers were.” From the philosophical side,
Ronald Giere, who had been a faculty member of the Indiana program, famously
characterized the yoking of history and philosophy of science as “a marriage of
convenience.”

Nevertheless, there remains a sense, perhaps nostalgic but perhaps also program-
matic, that there are natural affinities and promises of fruitful interactions between
these disciplines. The purpose of this volume is to explore the current relationships
between them. The fact that both Caneva and Giere are contributors to our discus-
sion is, itself, indicative of the interest among historians and philosophers of science
to pursue exploration of these relationships.

Fifty years ago, the history of science was coming into discernable existence as a
discipline both in this country and in the UK. There was, perhaps, a greater urgency
among historians of science for disciplinary identity than for philosophers of sci-
ence. After all, from the time of the Prior and Posterior Analytics of Aristotle, issues

1See Rossiter (1984) for the interesting and complex history of the genesis of NSF funding
programs.

S. Mauskopf (B)
Duke University, Durham, NC, USA
e-mail: shmaus@duke.edu

1S. Mauskopf, T. Schmaltz (eds.), Integrating History and Philosophy of Science,
Boston Studies in the Philosophy of Science 263, DOI 10.1007/978-94-007-1745-9_1,
C© Springer Science+Business Media B.V. 2012



2 S. Mauskopf and T. Schmaltz

in philosophy of science (formerly conceived as “natural philosophy”) have always
central to philosophical analysis. Before World War II, philosophers associated
with the Vienna Circle had already established a clearly delineated philosophical
perspective in “logical positivism.” This emphasized the importance of the task
of constructing a framework drawn from mathematical logic that would serve to
advance current empirical research in the hard physical sciences, especially physics.
Their framework entailed the analysis of completed systems of scientific knowl-
edge, not the genesis of such systems. Consequently, there was no reference to—or
particular interest in—history of science in this perspective.

If philosophy of science was comparatively well housed in philosophy, the same
could not be said for history of science vis-à-vis history. History of science had
virtually no purchase among historians. It had largely been pursued by scientists
and by philosophers (e.g. Ernst Cassirer), not historians. Even Alexandre Koyré,
the author of the Études galiléennes (Koyré 1939), which became the foundational
work in the modern historiography of science, was professionally a philosopher.
While not sundering ties to the historical profession, historians of science felt some
necessity to establish a distinct professional and institutional identity. For example,
the HPS Program at Princeton arose largely from Charles Gillispie’s desire to pro-
vide advanced training to students with a real commitment to history of science,
difficult to attract just through the history department at Princeton. On the other
hand, Gillispie’s initiative had little if anything to do with a felt need on his part to
associate with philosophers of science. Nor, in Gillispie’s account of the origins of
this program, did the distinguished Vienna Circle philosopher of science, Carl G.
Hempel, play any role in its formation (Gillispie 1999).2

Conversely, at Indiana University, the impetus from an HPS program did come
from a philosopher of science, but a rather dissident one, N. R. Hanson. Although an
American, Hanson came to Indiana after getting his D. Phil at Oxford and teaching
philosophy of science at Cambridge, where he and the historian of science A. R. Hall
constituted the teaching core of that HPS program in the early 1950s (Hall 1984).
Unlike the dominant logical positivists, Hanson was concerned with origins and
genesis of systems of scientific knowledge and, hence, with the history of science.
But Hanson was unusual in this respect among philosophers of science (Hanson
1958).3

Yet, if only in hindsight, some general parallels in perspectives between his-
torians and philosophers of science ca. 1960 can be perceived that might have
made the union of them not unreasonable. One was an “intellectualist” approach
(labeled “internalist” among historians of science). This was undoubtedly due to
the impact of Koyré’s studies of the Scientific Revolution on historians of science.
Perhaps reflecting his philosophical training, Koyré viewed this watershed episode

2Gillispie’s account is contained in a supplement of Isis with the title: “Catching up with the
Vision: Essays on the Occasion of the 75th Anniversary of the Founding of the History of Science
Society.”
3Hanson brought A. R. Hall and his wife, M. B. Hall to Indiana in 1961. He and they left Indiana
in 1963 but the program had been well launched and survived these losses.
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in strongly intellectualist terms, delineating it as “intellectual mutation,” in which
even experimentation played little or no role, much less social and cultural contexts.
This intellectualist approach was coupled with a strong guiding belief in scientific
progress, perhaps expressed with the most sophistication in Charles Gillispie’s The
Edge of Objectivity (Gillispie 1960). Intellectualist and progressivist perspectives
of science were certainly something historians and philosophers of science had in
common and, in the case of the formation of the Indiana program, the intellectu-
alist commonality, at least, was a positive factor.4 Moreover, in this volume, Jan
Golinski gives the intellectualist and progressivist perspectives contemporaneous
political contexts in anti-Nazism and anti-Communism.

And then came Thomas Kuhn’s Structure of Scientific Revolutions (Kuhn 1962).
This work attracted the attention of philosophers of science in a way that no pre-
vious work in the history of science had been able to do. Part of Kuhn’s attention
from philosophers of science was due to the fact that contemporaries in philoso-
phy had been developing somewhat similar approaches and perspectives to his own.
Hanson was one; Stephen Toulmin was another.5 But it was Structure of Scientific
Revolutions that brought philosophers of science to consider seriously the history
of science. There was now the thought in the work of philosophers such as Imre
Lakatos—which one cannot find in the work either of the logical positivists or of
their early philosophical critics—that historical studies could be used as a resource
for honing philosophical analyses of scientific change.

In his final extended interview, Kuhn claimed that he thought Structure “when
I got to it finally, as being a book for philosophers.”6 Although this retrospec-
tive assessment may have more to do with Kuhn’s own later self-refashioning as
a philosopher, certainly an important strand of Kuhn’s perspective in Structure was
the intellectualism of Koyré: Koyré’s name was in fact the first to be mentioned
in the book. The intellectualist strand in so ambitious a work as this no doubt
recommended it to at least some philosophers of science.

And, yet, there were two other strands that came to undermine the common-
ality (however implicit) in perspective that had existed between historians and
philosophers of science. The more important for this discussion was Kuhn’s turn
against the progressivist perspective.7 In the Introduction, he strongly set forth his
anti-progressivist perspective—perhap even more forcefully than he intended:

Aristotelian dynamics, phlogistic chemistry, or caloric thermodynamics . . .were, as a whole,
neither less scientific nor more the product of human idiosyncrasy than those current today.8

4See Grau (1999, S318).
5See Toulmin (1961).
6Zammito (2004, 53). In the same interview, Kuhn made an even more astonishing repudiation of
history of science: “philosophers and scientists are much closer to one another, because they all
come in being concerned about what’s right and wrong—not about what happened” (181).
7Kuhn’s consideration social and professional contexts was the second important component of his
historical view of scientific change. Under the influence of the hitherto neglected Polish scientist,
Ludwig Fleck, Kuhn gave important—if historically very general—place to scientific communities.
8Kuhn (1996, 2).
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As Kuhn made clear in the body of the text, scientific change had to be seen as
consisting not in smooth advance, but rather in epochs of paradigm-guided “nor-
mal science” punctuated by episodes of revolutionary paradigm change. Theory and
practice in a science in its post-revolutionary state were “incommensurable” with
the pre-revolutionary aspects of the same science. Given this new account of sci-
ence, it was impossible to delineate a steady, cumulative “advance” over time for
a science that went through a revolution. At the end of Structure, Kuhn pushed the
argument further, arguing that it was impossible to define scientific “progress” in
terms of closer and closer approximation to natural “truth.”

With the notable exception of Paul Feyerabend, philosophers who initially
embraced Kuhn’s view that the history of science could alter the philosophical
image of science nonetheless rebelled against the anti-progressivist implications of
Structure. Indeed, Kuhn himself subsequently equivocated over such implications.

In contrast, historians of science were taken by the anti-progressivist rhetoric
of Structure even as they tended to ignore Kuhn’s abstract schema of paradigms,
normal science and revolutions in their research. Part of their reaction may have
been influenced by the more general contemporaneous cultural turn from a positive
to a critical valuation of science in the 1960s and 1970s. Part was also a symp-
tom of the maturation of history of science as an historical discipline.9 Historians
of science had become more and more focused on the understanding passė scien-
tific enterprises for their own sake and in their own terms with as little concern
as possible with how they related—much less contributed—to contemporary sci-
entific understanding. Much of this had little or nothing to do with the impact
of Kuhn’s Structure.10 To employ a distinction used by a number of our authors,
history of science became irrevocably descriptive (and historicist), whereas philos-
ophy of science, even of those reacting favorably to Kuhn, remained normative (and
progressivist).

Kuhn’s anti-progressivist rhetoric had a more direct and overt influence on the
work of a group of sociologists, mainly British, who in the early 1970s introduced
a program they called “sociology of scientific knowledge” (SSK). SSK had eclec-
tic roots—the philosophy of Wittgenstein and sociology, anthropology and perhaps
Marxist historiography, among others. But it was the impact of Kuhn’s Structure that
proved critical. The Edinburgh formulation of SSK, termed the ‘Strong Programme’
by David Bloor and Barry Barnes, was grounded upon a number of methodological
principles. Most fundamental was the prescription that science be studied like any
other aspect of human culture, without regard to its truth value. Associated with
this was a second prescription, the “symmetry postulate.” Particularly important

9This, despite feelings of marginalization within the historical discipline. It should be pointed
out that the historical discipline itself changed profoundly in the 1960s and 1970s and did so in
directions that undercut its relationship to history of science and traditional intellectual history. The
major changes were away from elitist and Eurocentric history.
10Koyré’s approach had been very much in this vein and it was his careful attention to intellectual
context in late sixteenth century thought to the work of Galileo and Descartes that made his work
“foundational” for historians of science.
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methodologically in the analysis of scientific controversy, this postulate prescribed
that neither side of the controversy be assumed to have intrinsically superior
scientific merit or epistemic privilege.

These prescriptions could be seen—and were seen by their formulators—as
conclusions developed from Kuhn’s perspective on scientific change. What was
particularly influential in Kuhn was the view of science as involving the imprint-
ing of “paradigms” on the student through scientific training. In SSK this view was
transmuted into scientific “practices,” carried on and passed on by scientific “sub-
cultures,” with no one having methodological or epistemic superiority. Moreover,
the old talk of scientific “discovery” was to be replaced by talk of natural knowledge
“construction.” Historians of science increasingly saw their concerns as naturally
linked to the project in SSK of offering normatively neutral contextual explanations
of past and present scientific constructs.

If philosophers reacted negatively to Kuhn’s anti-progressivist stance, they con-
tinued to be influenced by Structure in others ways. For example, since the 1970s
there has been an increasing emphasis among philosophers of science on attention to
the details of work in specific scientific disciplines. In this way, philosophers were
taking seriously Kuhn’s injunctions against focusing on abstract scientific frame-
works that are disconnected from actual scientific practice. Moreover, there was a
turn away from the positivistic procedure of using physics as a model for a unified
account of science, and a concern to be sensitive to the fact that disciplines such as
chemistry and biology, as well as the social sciences, proceed in ways that differ
from physics.

One might think that these developments in philosophy of science would bring
this field closer to a history of science that stresses the value of narratives con-
cerning practices in particular sciences. However, there remain significant tensions
between the disciplines, as indicated by the emphasis among proponents of the
Strong Programme that their explanations in terms of social factors do not merely
differ from but also are intended to replace the normatively-charged evaluations in
philosophy of science. This sort of emphasis has prompted the suspicion among
many philosophers of science that any history of science informed by the Strong
Programme has little to contribute to their research.

Even so, there have been some signs that historians and philosophers of sci-
ence have become dissatisfied with this mutual estrangement of the disciplines.
There have been attempts to explore a rapprochement. For instance, a recent
issue of Isis devoted a group of essays to this topic from prominent scholars.11

Moreover, there has been a series of workshops—announced with the new acronym
‘&HPS’—intended to bring historians and philosophers of science together to dis-
cuss integrative strategies for studying science. These workshops are described as
guided by the conviction that “good history and philosophy of science is not just his-
tory of science into which some philosophy of science may enter, or philosophy of
science into which some history of science may enter,” but rather “work that is both

11“Focus: Changing Directions in the History and Philosophy of Science,” Isis 99 (2007): 88–134.
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historical and philosophical at the same time.”12 Several chapters of this volume are
in fact drawn from &HPS presentations (viz., those of Pietsch, Schickore, Rickles
and Fagan). This is not yet to declare success in the attempt to fully integrate history
and philosophy of science. In his contribution to this volume, for instance, David
Miller claims that the programs of the &HPS meetings and other similar confer-
ences generally reflect rather than bridge the disciplinary divide between intellectual
and social studies of science. However, there is at least a serious attempt to explore
whether this divide can be overcome.

To be sure, disciplinary differences, as well as the history of strife between his-
tory of science and philosophy of science, make integrated discussion difficult.
However, these differences are to a considerable extent artifacts of our practices, and
if the practices can change, then so too perhaps can the conception of the intellectual
landscape. The question is whether work can be produced that changes practices in
a way that makes disciplinary room for research that truly integrates history and
philosophy of science. Perhaps the best way to address this question is in the terms
in which Alasdair MacIntyre addressed the question of whether a work can be writ-
ten that shows that the achievements of philosophy must be judged in terms of its
history: “The only way to answer that question is by trying to write it and either
failing or succeeding” (Rorty et al. 1984, 47).

We propose in this volume to explore the problems and prospects for integrating
history and philosophy of science. The volume is divided into two main parts. The
first part comprises six general reflections on the development, present state and
future possibilities of an integrated HPS, whereas the second part includes six stud-
ies of the history and philosophy of particular scientific disciplines. Here the intent
is to provide concrete cases for testing the mutual relevance of the history of science
and the philosophy of science.

Jan Golinski opens the first part of this volume, on general reflections, with
an historicized (and externalist) diagnosis of the problems for integrated history
and philosophy of science. In particular, his proposal is that we are to understand
the different and conflicting appropriations of Kuhn’s work among historians and
philosophers in light of the political ideology of campaigns against Nazism and
Communism. The emphasis here is on the problems of overcoming the divisions
that Kuhn’s text has prompted between those who take epistemological consider-
ations to be central to the study of science and those who want to bracket such
considerations altogether.

As previously indicated, David Miller claims that there is currently a fundamen-
tal divide in “science history” between the “intellectual history of science,” which
focuses on scientific ideas and argument, and “social history of science,” which
focuses rather on the socio-cultural conditions of science. He argues that this disci-
plinary division is rooted in the historical fact that practitioners of science history
have had to decide whether to rely for institutional support on philosophy or history,

12From the website for the meeting of &HPS3 at the University of Notre Dame, at
http://www.nd.edu/~andhps/about.html.
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and thus have been forced to choose between an intellectual or a social perspective
on science. Drawing on this history of science history, Miller offers the conclusion
that science history can be unified only if it manages to break free of the hold of its
cognate disciplines.

Kenneth Caneva stresses the differences between philosophy of science and
the history of science, but not in terms of Miller’s intellectual/social dichotomy.
Rather, Caneva’s dichotomy is between the historians’ “time-bound particulars” and
the philosophers’ abstract and universal “timeless truths.” Moreover, he makes the
prima facie paradoxical argument that it is only the historians’ perspective that can
provide “epistemic warrant” for universalist claims of scientific objectivity. Caneva
ends with a critique of Kuhn’s later attempt to free philosophy of science from an
entanglement with the idiosyncratic details of the history of science.

In the fifth chapter, Ronald Giere offers his reflections on the 1973 review article
in which he emphasized the notion of HPS as involving merely a “marriage of con-
venience.” He notes that he was then concerned with a perceived dichotomy between
the two fields, similar to Caneva’s: the descriptive practice of history of science and
the normative aspirations of philosophy of science. He has since come to hold that
there is the possibility of a “naturalized” philosophy of science that draws norma-
tive conclusions from actual (and historical) scientific practice. But though this may
seem to allow for a more intimate relationship between history of science and phi-
losophy of science than a mere marriage of convenience, Giere himself cautions that
even naturalized philosophy of science tends to be presentist in its orientation, and
so not readily assimilated with any history of science that lacks such an orientation.

In the sixth chapter, Peter Dear emphasizes the role of SSK in fostering tensions
between the history of science and the philosophy of science. However, he suggests
that there are ways forward for HPS that focus on accounts of the history of philos-
ophy of science and on the project of “epistemography,” i.e., providing empirical
accounts of knowledge-practices. Dear also argues that both philosophy (history
of philosophy as well as philosophy of science) and history of science have a role
to play in constructing a genealogy that yields a better understanding of current
scientific practice.

In the final chapter of the first part, Wolfgang Pietsch attempts to illustrate the
importance of an historical perspective in the philosophy of science by considering
the thesis of the underdetermination of scientific theory. He contrasts the two ver-
sions of this thesis in the work of Pierre Duhem and W. V. O. Quine, and argues
that the superiority of Duhem’s version derives from the fact that it is drawn from
the history of science rather than from an ahistorical consideration of issues in
the philosophy of logic and language. In light of Miller’s discussion, one question
Pietsch’s argument raises is whether philosophy of science needs only intellectual
history of science, or whether a more social history of science has something to
contribute as well. Moreover, there is room to wonder whether Pietsch’s argument
is for an integrated history and philosophy of science, or whether Giere’s proposal
for collaboration without assimilation would suffice.

The second part of this volume, on particular case studies of the possibility of
an integrated history and philosophy of science, begins appropriately enough with
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Hasok Chang’s discussion of problems with the use of case studies. In particular,
Chang proposes that one reason for the difficulty of integrating history and phi-
losophy of science is that considerations of case studies have prompted either hasty
philosophical generalizations that distort the history or local histories devoid of gen-
eral philosophical import. In order to offer a way forward, Chang considers what
two episodes in the history of science can teach us about one proper methodol-
ogy for the use of case studies. The lesson of the first episode, from the history
of temperature measurement, is that scientific progress involves a kind of “epis-
temic iteration,” that is, a process of starting from imperfect assumptions and then
using results to refine and correct those assumptions. The second episode, from the
Chemical Revolution, teaches us that standard explanations of scientific progress
in terms of simplicity or predictive success fail, and that a new sort of explana-
tion is required. The alternative explanation Chang tentatively sketches involves the
relative success and coherence of a set of practices that Lavoisier initiated. Chang
takes the investigation of the two episodes to illustrate a procedure in which one
uses puzzles that the episodes raise for an existing philosophical framework to
develop a new framework that allows for a better historical understanding of the
episodes.

Theodore Arabatzis investigates the prospects of an integrated history and phi-
losophy of science by examining various cases of the scientific postulation of
“hidden entities” from the eighteenth to the twentieth centuries. In effect, Arabatzis
attempts a synthesis of the historical descriptive perspective, here deployed around
the issue of how theoretical entities get established in scientific practice and become
objects of scientific conviction, and the philosophical normative perspective regard-
ing the reality of such entities. In Abaratzis’s view, historical considerations tell
against a philosophical argument for realism concerning hidden entities that empha-
sizes simply their manipulability in experimental situations, whereas philosophical
considerations tell against defining such entities simply in terms of a particular
systematic theory concerning their nature. Arabatzis thus proposes an investiga-
tive program that deploys these different perspectives interactively to hone both
historical and philosophical understanding of scientific practice.

Jutta Schickore explores a seldom-studied aspect of scientific writing about
experiments: methods accounts. These are scientists’ own writings on information
and arguments concerning experimental techniques and procedures. She exam-
ines in detail an historical case, the methods accounts of the nineteenth-century
American neurologist S. Weir Mitchell on his experiments dealing with poi-
sonous snake venom. Schickore argues that Mitchell’s quite extensive writings on
his experimental methods had an historical context in the hostility of many in
the contemporaneous American medical community to medical experimentation,
then coming into ascendancy in nineteenth-century Europe. Mitchell was partic-
ularly concerned with experimental repetition (as contrasted with replication by
other experimenters) and with accounting for discrepancies that inevitably occurred
between his repetitions.

Schickore’s perspective on history and philosophy of science is sharply different
from, say, Abaratzis’s. Arguing that the fragmented and ever shifting natures of
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these fields preclude clear boundaries between them, Schickore is decidedly skepti-
cal about the prospects of “combining history and philosophy.” Rather, she appeals
to a more general, multi-perspective term, “metascientific analysis”, and utilizes
ideas from Peter Galison, Harry Collins, Jim Bogen and Alan Franklin to frame and
test her own analysis of Mitchell’s experimental accounts.

Dean Rickles also notes that there are deep differences between the perspectives
and projects of philosophers, historians and sociologists of science. The principal
difference is that philosophers tend to analyze either textbook accounts of “the fin-
ished products of science” or at best make rational reconstructions of how these
came to be, whereas historians and sociologists are concerned to investigate the
actual diachronic genesis and development of science, in which contextual and con-
tingent factors are at play. Rickles favors the latter approach but is also interested in
integrating it with philosophical analysis.

He argues that a good candidate for integrating philosophy of science with history
and sociology of science is found in the investigating the development of theories
of quantum gravity during the first two thirds of the twentieth century. Theories of
quantum gravity, themselves attempting to integrate the two fundamental yet dis-
parate domains of modern physics, general relativity and quantum mechanics, are
characterized by a number of interesting features. Firstly, there has been a variety of
different approaches to constructing such theories, the principal ones stemming from
the geometrical perspective of general relativity and from the perspective of quan-
tum mechanics and, later, particle physics. Moreover, these theories are basically
untestable; therefore, theory evaluation must rely on other considerations. In his own
analysis, Rickles focuses on “constraints” (Galison), which, in this case, are neces-
sarily theoretical. But they may also have historical and sociological dimensions;
different traditions and research communities will have different criteria regarding
proper constraints. Finally, there has as yet been no resolution to this development
through emergence of a definitive theory of quantum gravity. Therefore, the study
of its development is very much a study of “science in action” (Latour) rather than
of “finished products of science.”

The final two chapters focus on the more recent science of regenerative medicine,
and in particular on stem cell research. In her contribution, Jane Maienschein is con-
cerned to use historical study and philosophical analysis (a) to demonstrate the very
complex and tangled attempts to investigate, understand and utilize cellular regener-
ation and (b) to clarify concepts and perspectives and highlight possible promising
connections between them. In this way, she proposes that history and philosophy of
science can make “regenerative medicine research better.” Perhaps the most explicit
illustration of this improvement emerges from her philosophical challenge to the tra-
ditional reductionist (and deterministic) genetic “programming” metaphor for stem
cell transformation.

Whereas Maienschein is not especially concerned with the tensions between a
descriptive history of science and a normative philosophy of science, such tensions
are central to Melinda Fagan’s discussion of stem cell research. Using a strategy
that relates closely to that of Giere’s naturalized philosophy of science, Fagan pro-
poses a bridging of the descriptive/normative dichotomy by the deployment of what
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she terms a “social epistemology of scientific inquiry.” Such an epistemology is
grounded in complex and highly contingent social negotiations, but it avoids mere
“descriptivism” insofar as it employs a general notion of instrumental rationality
that concerns the “fit” of means to ends. Fagan attempts to illustrate the nature of
this social epistemology by focusing on the particular case study of the search for
the hematopoietic stem cell (HSC). She finds in the outcome of this episode two
components of “success”: an improved model (of the development and function of
the immune system) and new interfaces with research disciplines previously work-
ing independently (immunology and hematology). The nature of the success will
depend on contingent facts concerning the goals of the participants in a certain sci-
entific practice and the nature of their social negotiations. However, Fagan insists
that insofar as there is a shared goal and negotiated agreement among the scientists
concerned, one can speak of there being “objective knowledge” in that case.

References

Gillispie, Charles C. 1960. The Edge of Objectivity. Princeton, NJ: Princeton University Press.
Gillispie, Charles C. 1999. “Apologia pro Vita Sua.” Isis 90: S84–94.
Grau, Kevin T. 1999. “Force and Nature: The Department of History and Philosophy of Science at

Indiana University, 1960–1998.” Isis 90: S295–318.
Hall, A. Rupert. 1984. “Beginnings at Cambridge.” Isis 75: 22–25.
Hanson, N.R. 1958. Patterns of Discovery: An Inquiry into the Conception Foundations of Science.

Cambridge: Cambridge University Press.
Koyré, Alexandre. 1939. Études galiléennes, 3 vols. Paris: Hermann.
Kuhn, Thomas. 1962. Structure of Scientific Revolutions. Chicago, IL: University of Chicago Press.
Kuhn, Thomas. 1996. The Structure of Scientific Revolutions. 3rd edition. Chicago, IL: University

of Chicago Press.
Rorty, Richard, Jerome B. Schneewind, and Quentin Skinner, eds. 1984. Philosophy in History:

Essays on the Historiography of Philosophy. Cambridge: Cambridge University Press.
Rossiter, Margaret W. 1984. “The History and Philosophy of Science Program at the National

Science Foundation.” Isis 75: 95–104.
Toulmin, Stephen. 1961. Foresight and Understanding: An Enquiry into the Aims of Science.

Bloomington, IN: Indiana University Press.
Zammito, John H. 2004. A Nice Derangement of Epistemes: Post-Positivism in the Study of Science

from Quine to Latour. Chicago, IL: University of Chicago Press.



Part I
General Reflections



Chapter 2
Thomas Kuhn and Interdisciplinary
Conversation: Why Historians
and Philosophers of Science Stopped
Talking to One Another

Jan Golinski

Paradigm was a perfectly good word until I messed it up
– Thomas S. Kuhn

Thomas Kuhn’s work continues to reverberate through the fields of science stud-
ies more than a decade after his death. Nearly half a century since the appearance
of his seminal work The Structure of Scientific Revolutions (Kuhn 1962/1970), his
name still features in the titles and abstracts of papers by philosophers, sociologists,
and historians. We don’t have a comprehensive history of Kuhn’s influence in the
many academic disciplines that were touched by his work, though writings by Steve
Fuller, John Zammito, and others have painted parts of the picture.1 I am going to
draw on this work to explore an aspect of Kuhn’s legacy, namely his contribution
to the process whereby the history and the philosophy of science have largely gone
their separate ways in recent decades. As has been noted, historians and philoso-
phers of science began to speak of their fields as “married” to one another in the
1960s, at just about the point when it began to appear that they were heading for
a divorce.2 The divorce has in fact been announced many times since, though the
couple continues to cohabit in certain institutional locations. I see Kuhn’s role in
this process as a crucial but rather paradoxical one. On the one hand, Structure (as it
is conventionally abbreviated) was an explicitly interdisciplinary work, which did in
fact form a common reference point for historians, philosophers, and many others
in the humanities and the sciences. Many cross-disciplinary conversations took it
as their point of departure. On the other hand, however, scholars of different disci-
plines pursued its implications in quite distinct directions. In this respect, Kuhn’s

1Fuller (2000) and Zammito (2004) together provide the nearest thing available to an intellectual
history of Kuhn’s work and its influence on science studies. Fuller also provides some valuable
biographical information, and the autobiographical comments in “A Discussion with Thomas S,
Kuhn,” in Kuhn (2000, 255–323), are also valuable. An illuminating article, Andresen (1999),
indicates the possibility for more work along these lines. Philosophical studies of Kuhn include:
Bird (2000) and Hoyningen-Huene (1993).
2On the “marriage” and prospects for divorce, see Zammito (2004, 95–96).
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book encouraged historians and philosophers of science to stop talking to one
another, because it lent itself to quite divergent interpretations in the two disciplinary
communities.

What makes it particularly interesting to consider Kuhn in this connection is that
he had of course a great deal to say about discourse within—and across the bound-
aries between—disciplinary communities. His own analyses of how his work was
read show him reflexively applying some of his leading ideas of incommensura-
bility, paradigm-shifts, and so on. His theory of scientific change highlighted the
importance of the extra-disciplinary interloper who often shook things up, a role
Kuhn himself played. There were deep ironies here, and even a dimension of per-
sonal tragedy. Kuhn failed to win complete acceptance from the philosophers he
wanted to appeal to, he found himself popular with postmodern cultural theorists
and sociologists whom he despised, and he felt himself increasingly isolated from
historians as they made a generational shift of the kind he should have been able
to recognize from his own historical work. Nobody could blame Kuhn for feel-
ing bewildered and perhaps rather resentful about this. From an outsider’s point
of view, however, it could be that Kuhn’s own model of intellectual change does
offer us tools for analyzing the reception of his work among historians and philoso-
phers of science. I suggest that this is in fact so, provided we modify his model
to acknowledge the importance of context in shaping the concerns of disciplinary
communities. In other words, we can understand Kuhn’s legacy if we adopt the
framework of the sociologists of scientific knowledge who appropriated—and in
his view distorted—Kuhn’s ideas. Using this approach, we can see why Structure
did not attain paradigmatic authority within a single discipline, but rather became
a site of contested interpretations in various academic communities, its meaning
pulled in different directions by readers who approached it with different interests.

My claim then is that the context in which Structure appeared led different
groups of readers to emphasize different aspects of the text, hence amplifying
the disparities between them. For philosophers, the most crucial issue was that of
relativism, raised by Kuhn’s suggestion that different paradigms were “incommen-
surable.” Philosophers’ preoccupation with relativism—and issues such as truth and
rationality that were bound up with it—determined the interpretation of Kuhn in
philosophical circles. Historians, on the other hand, were more concerned with the
question of historical causality, specifically the matter of “internal” versus “exter-
nal” causes of scientific change. The divergent responses of the two groups can be
understood in terms of their different disciplinary interests, but they also shared a
common intellectual context in debates at the time about the politics of scientific
knowledge. Kuhn’s work emerged from a Cold War context in which the whole
notion of a social dimension of science was highly politicized.3 This common

3The importance of the Cold War context in Kuhn’s work is emphasized by Fuller (2000, esp.
1–37). Although I have learned a lot from Fuller, readers will be able to discern that I do not share
his overall interpretation of Kuhn, which portrays him as an ideological foot soldier in a Cold-
War campaign to shield science from critical examination. Instead, I see aspects of the ideological
context of the times as having shaped the readings of Kuhn’s work in sometimes contradictory
and paradoxical ways, and often against his own inclination. The various contemporary readings
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context informed the readings of Kuhn by both philosophers and historians, different
though those readings were from one another. Such a situation has many historical
precedents. Historians are familiar with other cases of rich and original texts that
offered themselves to widely divergent interpretations in the intellectual contexts
in which they were read. Consider Newton’s “General Scholium,” read by some
in the eighteenth century as Anglican orthodoxy and by others as Arian heresy; or
Darwin’s Origin of Species, which some readers interpreted as theistic and others
as atheistic in its implications for divine design; or Einstein’s 1905 paper on spe-
cial relativity, which seemed to some readers perfectly consistent with the idea of
an electromagnetic ether and to others to have disposed conclusively of that notion.
In each of these cases, the ambiguities of the text were amplified by its serving as
the nexus of different interest groups, each of which was inclined to interpret it in
accordance with its own aims.4

This was also the situation with Kuhn’s Structure. Among the many ideas that
the text offered to its different constituencies of readers, the one that particularly
stirred philosophers was the supposed “incommensurability” between paradigms.
This raised the specter of relativism, which had been associated since the 1930s
with totalitarianism of the fascist or communist varieties. Kuhn was accused of
reviving the threat of science’s subjection to political domination or irrational “mob
psychology.” For Karl Popper especially—the presiding genius of postwar philos-
ophy of science—this was anathema. Popper emerged in the postwar period as a
leading anti-Marxist philosopher; he was particularly concerned by the threat posed
by totalitarianism to the freedom of scientific inquiry. This made his ideas pop-
ular in the climate of Cold War thought, in which scientific individualism was
prized as an aspect of Western freedom.5 In this climate, relativism was seen as
a tool of totalitarianism, and Popper’s antipathy to totalitarian regimes sharpened
his response to what he perceived as Kuhn’s dangerous flirtation with relativism.
As David Hollinger explains, “Popper spoke for a generation that saw the world
almost lost to a regime that distinguished Aryan physics from Jewish physics, and
almost saved by a regime that distinguished proletarian science from bourgeois sci-
ence” (Hollinger 1995, 452). To Popper, Kuhn’s doctrine of incommensurability
was an instance of “the myth of the framework,” which held that beliefs could not
be criticized from a standpoint outside the framework within which they occurred.

of Kuhn’s Structure reflect the multiple interests of its readers, and do not require us to suppose,
as Fuller does, that Kuhn’s work was largely vacuous and unworthy of serious attention. Nor do
I share Fuller’s view that Kuhn’s influence constituted a malign force shaping the whole field of
science studies. As I shall indicate, I see Kuhn as having little positive influence on philosophers
and almost none (directly) on historians. His most significant influence within science studies was
mediated by sociologists, whose reading of his work he specifically repudiated.
4On Newton, see Stewart (1996), Snobelen (2001). On Darwin, see Young (1985), Moore (1979).
On Einstein, see Warwick (1992, 1993).
5The intellectual historian Peter Novick has written: “one cannot reduce Popper’s philosophy to his
struggle against Marxism, but that concern permeated all his work”—including, I would suggest,
his response to Kuhn (Novick 1998, 298). See also Hacohen (2000, 530–34).
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This he denounced as, “in our time, the central bulwark of irrationalism” (Popper
1970, 56). To reduce scientific theories to merely one cultural framework among
others was to “psychologize” or “sociologize” them, in Popper’s view, thereby sur-
rendering the freedom of objective scientific reason. Kuhn’s vision of the history of
science as a succession of incommensurable paradigms threatened to insinuate the
ominous Marxist doctrine that scientific beliefs were products of fundamental social
or political interests.

Popper’s criticisms of Kuhn dominated the conference organized by his col-
league Imre Lakatos in London in 1965. Lakatos had quite a different relationship
to Marxism than Popper’s, as a recent book by John Kadvany has shown (Kadvany
2001). In fact, Lakatos’s debt to Hegel’s thought—mediated by Hungarian Marxist
philosophy—made him much more willing than Popper to draw philosophical
implications from the history of science. Lakatos was quite receptive to the histori-
cist character of Kuhn’s work, and went on to incorporate elements of a historical
perspective in his own methodology of scientific research programs. He recog-
nized the justice of Kuhn’s claim, in the opening lines of Structure, that the history
of science posed a fundamental challenge to philosophical accounts of scientific
rationality. However, it is also telling that Lakatos vehemently rejected Kuhn’s
supposed relativism, which he claimed reduced scientific debate to the level of
“mob psychology.” He labeled as “irrationalism” the claim that paradigms could
not be compared from an independent standpoint. Lakatos charged that Kuhn had
endorsed, albeit unwittingly, the “credo of contemporary religious maniacs (‘student
revolutionaries’)” (Lakatos 1970, 178, 93).

A similar concern with the threat of relativism was manifested at the second
major conference on philosophical implications of Kuhn’s work, at Urbana, Illinois
in 1969. That conference, and the volume that emerged from it, consolidated a
shift of the debate onto the grounds of the semantics of scientific language. Kuhn
was interpreted, as Frederick Suppe explained, as a philosopher of worldviews or
Weltanschauungen (Suppe 1977, 135–51). His suggestion that the different world-
views arising in the course of scientific development were incommensurable was
taken to mean that terms used in one framework could not be fully translated into
those used in another. Several philosophers took up this question of the meanings
of the language used in different theoretical frameworks and the possibility of accu-
rate translation between them. As Zammito explains, “the philosophical reception
shifted everything Kuhn had been saying into the key of philosophy of language”
(Zammito 2004, 66). It was in these terms that the issue of relativism was couched
in the subsequent debate between Kuhn and his philosophical critics.

The underlying anxiety about the dangers of relativism had deep roots in the
philosophical tradition; it had arisen in the twentieth century in connection with
arguments about history and anthropology, as well as those about science.6 Popper
had earlier attacked its manifestation in the Copenhagen Interpretation of quantum

6On the previous history of arguments over relativism, see Herbert (2001), Smith (2006, 18–45),
Novick (1988, 133–67, 281–319).
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mechanics, targeting especially Niels Bohr’s supposedly “subjectivist” account of
the reality of physical phenomena. But, in the Cold War era, relativism was partic-
ularly associated with political totalitarianism, paradoxical though that connection
might seem. The link began to be made in the 1930s, when many liberal intellectu-
als accused political extremists of the Left and the Right of employing a relativist or
subjectivist model of knowledge. Liberal observers charged that extremist regimes
had denigrated the autonomy of science in order to insinuate their own ideologi-
cally biased theories, such as Nazi racial eugenics or Soviet Lysenkoism. In 1938,
the sociologist Robert K. Merton wrote that, “totalitarian theorists have adopted the
radical relativistic doctrines of Wissenssoziologie as a political expedient for dis-
crediting ‘liberal’ or ‘bourgeois’ or ‘non-Aryan’ science.”7 In Merton’s view, the
work of the Hungarian sociologist of knowledge Karl Mannheim had lent itself to
this totalitarian appropriation. The suggestion was often reiterated in the years after
World War II, in part under the influence of Popper’s widely-read work, The Open
Society and Its Enemies (1945), which traced the totalitarian tendencies of Marxist
thought to its ancient roots in the philosophy of Plato. Popper criticized Marx for
his “historical relativism in the field of ethics,” the claim that moral standards were
not absolute but dependent on historical circumstances. For Marx, the inevitabil-
ity of the coming socialist revolution provided the only foundations necessary for
moral judgment. Similarly, according to Popper, epistemological relativism in the
field of sociology of knowledge was licensed by Marxist claims that future histori-
cal change could be predicted.8 George Orwell was one of those who seized upon
the link between authoritarian politics and the deployment of moral and epistemo-
logical relativism. In 1946, he attacked the Marxist crystallographer J. D. Bernal for
making moral judgments on the sole basis of loyalty to Stalin’s Soviet Union, so that
“we must alter our conception of right and wrong from year to year, and if necessary
from minute to minute” (Orwell 1970, 4:186).9 In Orwell’s novel Nineteen Eighty-
Four (1949), the totalitarian regime displays its relativist attitude by shamelessly
manipulating historical and other facts without regard for their truth. The tendency
of Communist governments to suborn objective science to political ends contin-
ued to be widely commented upon in the postwar debate over Lysenkoism. Western
observers during the Cold War years noted that relativism was a convenient doc-
trine for totalitarian regimes that aimed to subjugate individual scientists to specific
social or political priorities.

This context appears to have shaped philosophical criticisms of Kuhn by Popper
and his followers. Kuhn’s suggestion that different paradigms could be incommen-
surable with one another roused anxieties about relativism that had been heightened
by the political disputes of the preceding decades. In this situation, the whole issue

7Merton, “Science and the Social Order” (1938), quoted in Novick (1988, 289). On Merton’s
interpretation of Mannheim, see Kaiser (1998).
8Popper (1945, 2:187–211). On Popper’s work in this connection, see Hacohen (2000, 512–13),
Novick (1988, 298–99), Anderson (1992, 60–65, 71–72).
9On Bernal, see Brown (2005).
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of the social dimension of science was philosophically and politically contentious.
As Hollinger has shown, even the notion that science was the product of a commu-
nity was resisted in the United States from the 1930s through the 1950s, because
it was associated with Marxist and socialist demands for planning of scientific
research (Hollinger 1990). Leading American advocates of public investment in
science, such as Vannevar Bush (vice-president of MIT and author of Science—The
Endless Frontier [1945]), argued that the best rate of progress would follow from
individual scientists being given the maximum freedom to pursue their research.
After World War II, the freedom of science—understood as the entitlement of indi-
vidual researchers to support without governmental or ideological direction—was
upheld as part of anti-Communist propaganda. The theme was articulated, for exam-
ple, by the Congress for Cultural Freedom, which was supported with funds from
the CIA. In July 1953, the Congress sponsored a conference on freedom in science
in Hamburg, with concluding remarks delivered by the Hungarian physical chemist
Michael Polanyi. Polanyi, who was emerging as a leading public philosopher and
anti-Marxist intellectual at this time, stressed that science must be allowed to flour-
ish without any sort of planning or managerial direction.10 Kuhn in fact incorporated
some of Polanyi’s points about scientists’ tacit skills that could not be managed by
outsiders. That being so, it no doubt surprised Kuhn to find himself criticized by
philosophers for opening the door to relativism and “mob psychology.” It was one
thing, apparently, to argue that politicians and bureaucrats could not understand sci-
ence well enough to direct it; it was quite another to propose that different groups of
scientists could sometimes find themselves unable to understand one another. The
latter claim aroused the ire of the philosophers, much to Kuhn’s chagrin. He spent
many subsequent years refining and qualifying his doctrine of incommensurability
to try to address their concerns.11 Toward the end of his life, he voiced his revulsion
at prevailing relativistic attitudes that had appropriated and (in his view) misread
his work.12 The image of Kuhn in his last years was of an unwitting pioneer of
postmodernism, a reluctant prophet embarrassed by the honors paid to him by the
unashamed relativists who followed in his wake.

Among historians, Kuhn’s work was received in the context of a rather differently
configured debate. The central questions concerned historical causation, specifically

10Polanyi had criticized Bernal and other Marxists since the late 1930s for subordinating science to
social ends and denying its autonomy as a search for truth. See Scott and Moleski (2005, 174–75).
For Polanyi’s influence on Kuhn, see Fuller (2000, 139–49).
11Kuhn’s most important statement on the topic after Structure was “Commensurability,
Comparability, Communicability” (1983), in Kuhn (2000, 33–57). See also Zammito (2004,
52–89), Hoyningen-Huene (1993, 206–22). Zammito notes that Kuhn’s acceptance that the prob-
lem of incommensurability was basically a linguistic issue, as asserted by such philosophers as
Dudley Shapere and Israel Sheffler, was ultimately self-frustrating. It is hard to avoid the reflec-
tion that the debate that resulted was an instance of sustained mutual incomprehension, if not
of ultimate linguistic incommensurability, between Kuhn and his philosophical interlocutors. His
continued struggles to resolve the issues at stake suggest, however, that Kuhn was reluctant to
acknowledge this.
12See especially Kuhn’s lecture at Harvard University in 1991: “The Trouble with Historical
Philosophy of Science,” in Kuhn (2000, 105–20).
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whether scientific developments were understood to be influenced only by factors
in the intellectual realm or whether broader social forces had an effect. This also
was a highly politicized question in the period from the 1930s to the 1960s because
of the challenge posed by Marxist theories in which the intellectual superstructure
was determined by the economic base of society. Historians of science had become
aware of the Marxist approach to their subject since the appearance of a Soviet
delegation, including Boris Hessen and Nikolai Bukharin, at an international con-
ference in London in 1931.13 The paper Hessen delivered on that occasion, which
purported to expose the “social and economic roots” of Newton’s Principia, became
a touchstone of the Marxist outlook, hailed by some as a pioneering effort in the new
social history of science while being roundly denounced by many established schol-
ars. On this issue, Kuhn trod a careful line that largely circumvented criticism from
the historians who were hostile to Hessen’s approach. He took the precaution of
specifically discounting “external” social influences on the content of science. Such
influences, he remarked, could not outweigh the technical factors that led to crisis
and subsequent revolution in a paradigm. In the “mature” sciences, external factors
had only a very marginal influence, and, Kuhn declared, “issues of that sort are out
of bounds for this essay” (Kuhn 1962/1970, 69).

Kuhn’s use of the vocabulary of “internal” and “external” factors relied upon
an already longstanding tradition in history and sociology of science, which has
been surveyed by Steven Shapin (Shapin 1992). The terminology seems to have
been introduced by Merton, who was working on the sociology of science since
the 1930s and well aware of its political implications. Merton shared the general
antipathy to relativism among Western liberals, linking it (as I have mentioned)
directly to totalitarianism. But he also found a way to conceptualize the social
dimension of science while saving it from the taint of Marxism. He did this by
articulating the distinction between internal and external factors in scientific devel-
opment. External factors were allowed to influence the rate of progress but not its
direction or the content of scientific ideas. In 1942, Merton proposed his famous
four norms, supposedly the overarching values prevalent in the scientific commu-
nity: universalism, communism, disinterestedness, and organized skepticism. The
suggestion drew upon ideas about the scientific “code” or “ethos” that had been cir-
culating in anti-fascist polemics from the late 1930s.14 Although one of these norms
was initially labeled “communism” (with a small c)—later diplomatically renamed
“communalism”—his proposal kept at bay the suggestion, by Marxists such as
Hessen and Bernal, that scientific ideas were determined by social or economic
conditions. Merton frequently emphasized that totalitarian societies did not nurture
the norms that ensured the growth of science. But external factors were allowed to
be influential only to a limited extent: ethical or religious values could encourage

13On the London conference and its impact, see Werskey (1988, 138–49), Mayer (2004).
14Robert K. Merton, “The Normative Structure of Science” (1942), in Merton (1973, 267–78).
See also Mendelsohn (1989), Hollinger (1983). Peter Novick has noted that Merton’s original
explanation of the coincidence between scientific norms and the values of a democratic society
specifically criticized only Nazi Germany. When the exposition was revised in 1949, criticisms of
the Soviet Union were added. See Novick (1988, 296–97 fn. 28).
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or discourage the growth of scientific knowledge along its predetermined path, but
could not affect the content of scientific theories. To admit that would be to indulge
the outlook that Merton saw as characteristic of totalitarianism.

Merton’s model of science was reflected in Kuhn’s Structure, in the image of
a scientific community that was singularly autonomous from more general social
influences. In a “Postscript” added to the second edition of his book in 1969, Kuhn
attempted to resolve some of the ambiguities of his core notion of paradigm. He
differentiated what he called “philosophical” from “sociological” meanings of the
term, distinguishing the exemplary achievements that guided scientific work from
the communities whose property they were. Merton and his followers, he said, had
catalogued the sociological markers of scientific identity, but these were quite inde-
pendent of the actual scientific knowledge produced by members of the community.
Science was necessarily an autonomous social enterprise, and its proper history was
thus largely an internal one.15 This conception reflected the influences that shaped
Kuhn’s own training in the history of science, including those of James B. Conant,
the Harvard president who invited him to teach the subject, of Alexandre Koyré,
the Russian émigré whose antipathy to Marxism was expressed in his foundational
work in the discipline in the 1940s, and of the philosophically-minded historians
whose work Kuhn read, including Hélène Metzger and Émile Meyerson.16 From
his wide and largely unguided reading, Kuhn derived his model of science as devel-
oping under the auspices of a series of worldviews or Weltanschauungen. He grafted
onto this a model of the social dimension of science, largely derived from Merton,
in which scientific communities were believed to be substantially insulated from the
forces in society at large.

In excluding external factors, Kuhn’s model was broadly consistent with the pre-
vailing conception of the history of science in the Cold War years, especially in
the United States and Britain. In the US, an indicator of the prevalence of internal-
ism was Charles Gillispie’s influential survey, The Edge of Objectivity (1960).17

Internalism in the history of science went along with an emphasis on individu-
alism in contemporary science, in what Hollinger calls the Kulturkämpfe of the
postwar period.18 Gillispie, for example, criticized the interpretation of Chinese sci-
ence by the historian Joseph Needham, which tied its historical development to the

15Kuhn (1962/1970, 174–210). See also Kuhn (2000, 286–87), where Kuhn records that he saw his
own work as “pretty straight internalist” and was surprised when Alexandre Koyré congratulated
him for having brought together internalist and externalist approaches.
16On Conant, see Fuller (2000, 150–226), Kuhn (2000, 275–76, 282–89). See also Fuller (2000,
60–70 (on Koyré), 392–97 (on Meyerson)), Chimisso (2001), Dennis (2003), Porter (1986).
17Introducing a new edition of his text in 1990, Gillispie acknowledged that the discipline of
history of science had shifted in the intervening years to embrace a more externalist outlook, a
shift that he ascribed to the leftist cultural movements of the 1960s and 1970s. See Gillispie (1990,
xiv–xv, xvi–xvii, xx–xxi).
18Hollinger (1995). See also Dennis (2003), who points out that Henry Guerlac at Cornell
represented an alternative approach, open to consideration of external influences on scientific
development and anticipating some of what followed after Kuhn.
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prevailing social conditions. To Gillipsie, Needham’s Marxist sympathies had led
him to “an abject betrayal of the autonomy of science, and a surrender of the mea-
sure of independence which it has won for scholarship and thought” (Gillispie 1957,
176). Likewise, Conant, discussing the contemporary situation, hailed scientists as
exemplars of the value of individual freedom and said nothing about inequalities of
resources or authority within their communities. A similar outlook prevailed among
historians of science in Britain, where Anna Mayer has shown how, in the late
1940s, “Anti-Marxism formed a defining feature of the process by which the image
of scientific work as a disinterested journey of the mind came to be institutional-
ized” (Mayer 2000, 41). In Cambridge, for example, under Herbert Butterfield’s
leadership, the social vision associated with Hessen and Bernal before the war, and
represented locally by Needham, was excluded from the new Department of History
and Philosophy of Science.

In this respect, Kuhn’s synthesis did not challenge historians’ prejudices, but
it did present them with a rather indigestible mix of ideas. His general picture of
scientific development was not resisted by historians as fiercely as it was by philoso-
phers, but his scheme of historical periodization found very few disciples. To use
Kuhn’s own terms of analysis, one could say that at least some philosophers were
provoked to a crisis by the revolutionary implications of his work, but that his-
torians who might have been looking for a new research paradigm failed to find
one. Having sketched a very large-scale narrative of the development of science, he
failed to convert scholars who were generally moving toward smaller-scale histori-
cal studies. They were familiar with the idea that revolutionary change sometimes
occurred in the sciences, but “The Scientific Revolution” of the sixteenth and sev-
enteenth centuries—which Koyré had helped establish as a foundation stone of the
discipline—did not seem to fit the Kuhnian model.19 Notwithstanding the pedagogi-
cal roots of Kuhn’s own historiographical awakening in his teaching for the General
Education program at Harvard, no one attempted to write a Kuhnian textbook of the
history of science. It probably did not help his standing among historians that Kuhn
largely turned his attention to interactions with philosophers for the remainder of his
professional career. Toward the end of his life, he said that he had never really seen
himself as a historian of science, notwithstanding his distinguished monographs on
Copernicanism and on the early history of quantum physics (Kuhn 2000, 276).

There was, nonetheless, much that was historiographically innovative in Kuhn’s
Structure. Most readers understood that he had presented scientists not as
autonomous individuals but as subject to what M. D. King called “a system of
traditional authority” (King 1980, 103). This opened the door to consideration of
the operations of power within scientific communities, a potential realized in the
work of the Edinburgh school in the 1970s and early 1980s. The philosopher David
Bloor and the sociologist Barry Barnes articulated a new approach to the sociology
of science on the basis of Kuhn’s work, and this in turn proved influential among
historians. Bloor and Barnes picked up particularly on the Wittgensteinian elements

19Porter (1986).
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in Kuhn’s account of paradigms. Kuhn had talked of paradigms as irreducible to
sets of propositions or rules, crediting the point to a suggestion by the philoso-
pher Stanley Cavell, his colleague in the Harvard Society of Fellows and then at
Berkeley.20 Paradigms were envisioned as exemplary problem solutions, models for
ways of looking at the world that did not contain specific instructions for how they
should be applied. This made them consistent with Wittgenstein’s understanding of
language, in which words do not have their meanings inherent within them. As the
meaning of language is determined only by its use in particular settings, so the appli-
cation of paradigms is worked out only in the course of the process Kuhn had called
“normal science.” To the Edinburgh school, it was Kuhn’s notion of normal science
that seemed to be the revolutionary feature of his work, rather than the theory of
revolutions as such. Normal science was thought to be governed by models of prac-
tice in which theoretical concepts, methods, techniques, and so on, were implicit but
not fully explicated. The models were applied to new situations not by a process of
logical deduction valid in all times and places but by a kind of judgment that was
tied to local circumstances and what Wittgenstein called a “form of life.” Science
thus appeared less as the paragon expression of human reason, and more as a form
of culture comparable to many others.21

The Edinburgh school’s recovery of the Wittgensteinian aspects of Kuhn had
a further payoff. Viewing paradigms along the lines of Wittgenstein’s “language-
games” or forms of life suggested that the relevant social units of science were
relatively small groups that shared a particular form of practice. This offered a
way to conceive of the social dimension of science without invoking the notori-
ous “external” factors. Bloor and Barnes were intrigued by Kuhn’s interest in the
groups that formed around a particular experiment or instrument, for example the
eighteenth-century “electricians” who explored the phenomena of the Leiden Jar.22

Such groups would be expected to be narrower than scientific disciplines, and cer-
tainly narrower than the population of all professional scientists studied by Merton
and his followers. Kuhn was suggesting the importance of studying smaller-scale
groups whose social identity was bound up with allegiance to a specific model
of practice. These subcultures were not to be defined in the traditional “external-
ist” terms of scientific institutions or disciplines, but in terms of their particular
way of doing science. With this kind of analysis, the members of the Edinburgh
school hoped to show that social relations penetrate to the very core of scientific
practice.

Bloor and Barnes presented themselves as building a new kind of sociology of
scientific knowledge on the foundations supplied by Kuhn. Their interpretation of
Kuhn reflected the considerable attention accorded to Wittgenstein in British aca-
demic philosophy, sociology, and anthropology at the time. Under the philosopher’s
posthumous influence, the social sciences were being encouraged to free themselves

20On Cavell, see Kuhn (2000, 297).
21Barnes (1982, 1985), Bloor (1983, 1991).
22Kuhn (1962/1970, 18–19). See also Barnes (1982, 120–26).
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from the dominance of the natural sciences and configure themselves as independent
interpretive disciplines.23 In the work of the Edinburgh school, sociology took on
the ambitious agenda of studying science itself; and, although Kuhn himself found
the Edinburgh appropriation of his work distasteful, it issued in important work
by sociologists and subsequently by historians. The focus on scientific subcultures
paid off in the controversy studies, initiated by the sociologist Harry Collins in the
mid 1970s, and triumphantly applied to historical episodes by Steven Shapin and
Simon Schaffer in Leviathan and the Air-Pump (1985), and by Martin Rudwick
in The Great Devonian Controversy (also 1985). These studies exploited Kuhn’s
Wittgensteinian insight that, in disputes between paradigms, “incompatible modes
of community life” were at stake.24 The controversy studies showed that funda-
mental, usually implicit, values and assumptions come to the surface in prolonged
disputes. Participants in controversies were found to articulate normally unspoken
stipulations about method, about the expertise or reliability of their colleagues,
about the propriety of their ways of collaborating or communicating, and so on.
Rather than simply about facts, these disputes seemed to be about how research
should be organized, or in general how science should be carried on. Studies of
controversies provided a key to unlock the forms of life that constitute scientific
practice. Thus, the response by sociologists and historians to the incommensurabil-
ity between paradigms that Kuhn had highlighted was not to shun it, but to embrace
it as an instrument that could lay bare the social dimension of science.

In order to do this, the analyst of scientific controversies had to maintain a stance
of strict neutrality between the disputing parties. Here again, the Edinburgh school
led the way methodologically. They did not shy away from relativism; in fact,
they enshrined it as a principle of the field that became known as the Sociology
of Scientific Knowledge. The stone that the philosophers had rejected became the
keystone of a new approach. In Bloor’s articulation of what he called the “Strong
Programme,” relativism was axiomatic; it was adopted on pragmatic or utilitarian
grounds rather than established by philosophical argument.25 Elsewhere, Barnes and
Bloor ridiculed the notion that relativism opened the way to totalitarianism, claim-
ing this was a prejudice of the political Right and what they scornfully labeled “the
Cult of Rationalism.”26 Relativism was actually a strategic necessity for the social
study of science, because all claims to knowledge had to be treated as equally in
need of explanation in essentially the same sociological terms. Scientific belief was
to be explained in the same manner as all other beliefs, with philosophical evalua-
tions of its rationality or validity having no part to play. The Sociology of Scientific
Knowledge, to which the Strong Programme gave rise, accepted relativism in this
axiomatic role. To a large degree, this stopped the conversation with philosophers,

23Shapin (1995, esp. 294–98), Zammito (2004, 124–26).
24Collins’s case-studies of scientific controversies were later collected in Collins (1985). See also
Shapin and Schaffer (1985), Rudwick (1985), and Kuhn (1962/1970, quote on 94).
25Bloor (1991, 3–23, 157–61, 175–79).
26Barnes and Bloor (1982, 47).
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who could not set aside evaluative questions so casually. But it did so in a way
that was enabling for historians and sociologists, who could go about their business
without being diverted by epistemological considerations.

This, then, was how Kuhn contributed to a split between historians and philoso-
phers of science that has deepened in recent decades. It is not surprising that he
reflected, toward the end of his life, that there seemed to be no single field of
history and philosophy of science, but rather two fields with their own distinctive
interests.27 For Kuhn himself, a historical model that emphasized the insularity of
scientific subcultures and the discontinuities in their experience over time raised
a set of philosophical problems that he found profoundly engaging. Most histori-
ans, however, accepted certain features of the model without troubling about the
philosophical implications. For them, Kuhn’s significance lay in pointing the way
to a more comprehensive historicization of scientific practice, the bringing under
scrutiny of a range of topics that had not previously been subject to historical
research. These included the social mechanics of disciplinary communities and
institutions, the roles of instrumentation and laboratories, the functions of rhetoric
in scientific texts, and so on. Underlying this program of study was a stance of
pragmatic relativism. Historians simply accepted as scientific knowledge whatever
appeared as such in the context under investigation; they declined to demarcate or
prioritize according to predetermined criteria of what made for good or bad science.
This move, made axiomatic in Bloor’s “symmetry postulate,” opened the way for a
rich field of empirical investigation.28

For sociologists and historians, this seemed like a liberation, but for philosophers
it left many crucial questions unanswered. Philosophers had interpreted Kuhn’s
work in an entirely different way and therefore had different ideas about what it
led to. Looking back, they took quite another view of the developments that had
followed Kuhn’s appearance on the scene. John Zammito’s A Nice Derangement
of Epistemes (2004), reflects the outlook of those who see a great deal of unfin-
ished philosophical business surrounding Kuhn’s work and its reception. He notes
that Bloor and Barnes continued to mount philosophical defenses of their relativist
outlook, acting in effect as philosophers even as they claimed to have transcended
philosophy in favor of a new kind of sociology of science.29 Bloor proclaimed
that sociological investigations were now “the heirs of the subject that used to
be called philosophy”; but doing so did not free him from prolonged entangle-
ment in disputes with philosophers (Bloor 1983, 182–84). Noting this, Michael
Friedman charges the proponents of the Strong Programme with a cavalier atti-
tude to philosophy, a pretense that deep philosophical issues can be tossed aside
by appeal to empirical research and a superficial relativist stance. Friedman claims
that Bloor misinterpreted Wittgenstein, as he misinterpreted Kuhn, to provide war-
rant for this approach. In Friedman’s view, the Strong Programme’s ambition to

27Kuhn (2000, 315–16).
28Bloor (1991, 7, 175–79).
29Zammito (2004, 137–50).
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replace philosophy with a successor discipline can only be seen as a peculiar kind
of philosophical hubris (Friedman 1998).

Zammito and Friedman signal the possibility of quite different interpretations
of Kuhn’s work than those that prevailed in the late 1960s and 1970s. Kuhn might
with some justice assert that Bloor and Barnes had misunderstood him, as indeed
Wittgenstein or W. V. Quine might claim that their fundamental philosophical argu-
ments had been misinterpreted by the Edinburgh school. Such correctives can be
salutary if they point to overlooked resources in texts that have generally been read
in just one way. Perhaps a different reading of Kuhn could suggest possible grounds
on which historians and philosophers of science might re-engage with one another?
Philosophers are entitled to point out that the historians’ stance of pragmatic rela-
tivism constitutes an implicit philosophical position that has often been embraced
without sufficient justification. On the other hand, however, whatever scope there
is for re-engagement between historians and philosophers of science will have to
acknowledge the fundamental movement toward historicization that Kuhn intro-
duced into science studies. This movement has now acquired its own historical
inertia. There is no way back to the time before Kuhn’s intervention. His sonorous
words at the opening of Structure still hold good: taking history seriously challenges
all preconceived ideas of the nature of science. It calls into question any assertions
that presuppose the unity of science across time and space or its singularity as a cul-
tural phenomenon. The move cannot be undone, even if the arguments for it do not
have quite the force of logical compulsion. Future conversations between historians
and philosophers will have to continue to be built on the realization that science is
fundamentally a historical phenomenon.

That being so, it seems to me that judgments that Bloor and Barnes misinter-
preted Kuhn or Wittgenstein are largely beside the point. The whole history of
Kuhn’s reception could be said to be a history of misinterpretations, albeit highly
consequential ones. And this itself indicates some of the limitations of the historio-
graphical concepts he bequeathed us. Structure did not become a paradigmatic text,
or at least not in the way Kuhn wished. It did provoke a crisis among some philoso-
phers, who were obliged to confront the implications of historicism for their models
of scientific rationality, as Lakatos for example tried to do. Other philosophers kept
their distance from historical studies and continue to do so, paying little attention
to Kuhn or anyone who followed in his wake. Among historians, the text provided
a welcome degree of legitimacy for their enterprise but no acceptable scheme of
periodization. The book was too schematic, too oriented toward making a general
philosophical argument, to provide a model of historical practice. Historians were
in any case tending toward smaller-scale case-studies, away from the sweeping his-
torical panoramas that had previously been demanded for pedagogical purposes.
Moving in this direction, they learned some significant lessons from the Edinburgh
reading of Kuhn. The sociologists did not accept Structure as a paradigmatic text any
more than philosophers or historians did, but they creatively appropriated it in line
with their own preoccupations and against the author’s wishes. The situation can be
understood in the terms that the Edinburgh school itself introduced in their some-
what strained interpretation of Kuhn. A text does not establish a paradigm by its
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own self-conferred authority; rather it is ascribed authority insofar as it can be read
(or misread) to accord with the interests of a community. Thus, factors that Kuhn
himself would have been inclined to label “external” impinge upon the interpreta-
tion of a text. Even an intellectual community that has acquired its own paradigm
cannot be insulated from broader social forces.

For Kuhn personally, the lesson of the limits of his own historiographical
paradigm was a hard one to learn. In his last recorded reflections on his career, a
series of interviews conducted in Athens in October 1995, a few months before his
death, he was still trying to control the interpretation of his work.30 I think of these
interviews as “Kuhn’s Last Tape,” in which, like Krapp in Samuel Beckett’s play,
he continually edits the tape of his own life, periodically rewinding to insert a clar-
ification he should have made earlier and fast-forwarding to put down a marker for
something he wants to say later. The aim throughout is to get everything in order
and say it all clearly, so that nothing can be misunderstood. It is a Sisyphean task,
of course, and one heavily laden with pathos, since the reader knows that this was
Kuhn’s last public pronouncement. It compounds the sense of tragedy attached to
Kuhn’s career, notwithstanding the brilliance of his intellectual accomplishment,
that his last work saw him trying in vain to assert his authority over a text that had
long since escaped his attempts to stipulate its meaning.
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Chapter 3
The History and Philosophy of Science History

David Marshall Miller

Past science is studied from two perspectives. The intellectual history of science,
which focuses on the development of ideas and arguments, and the social history
of science, which focuses on the development of science as a social undertaking
within its broader contexts, are both alive in the academy. Nevertheless, these two
approaches do not interact very well, and the field of science history is bifurcated
along these lines. Indeed, intellectual and cultural historians of science tend, basi-
cally, to ignore one another. They have different training, different aims, different
audiences, and often different institutional homes. Intellectual historians of science
tend to be conversant with philosophers, social historians of science associate with
mainstream historians, but they do not often discourse with each other. In turn, this
has led to remarkable naïveté on each side regarding the work of science historians
across the disciplinary fence.

This disciplinary divide is signaled by the two dominant “brands” of science
history. On the one hand, scholars focusing on social history constitute the major-
ity of “History of Science” (HOS) graduate programs, which are often housed
within History departments, where socio-cultural approaches likewise predomi-
nate.1 One can include scholars of “STS” (“Science and Technology in Society”
or “Science and Technology Studies”) in this group, though STS comprises soci-
ological studies of science more broadly. On the other hand, scholars of “History
and Philosophy of Science” focus on intellectual history of science and are usually
aligned with Philosophy departments, at least in practice if not explicitly. There
are also many scholars in philosophy departments who examine the intellectual
history of philosophy, including natural philosophy. The study of science history
thus breaks down into an HOS approach on one side and an HPS approach on
the other.

1It is important to note that “History of Science” is not identical to the academic study of past
science. To avoid confusion, I use ‘science history’ for the latter.
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I should note that I am describing, in overly general terms, methodological
approaches to science history. Caveats abound. For one thing, the brands I describe
here often, but not always, line up with the institutional names of departments and
programs. HPS-style scholars can be found in “History of Science” departments,
and vice versa. For instance, the Science and Technology Studies department at
University College London maintains a heavy HPS cast, while the History and
Philosophy of Science department at Indiana includes both HOS- and HPS-type
scholars. Moreover, my overly general characterization does not capture all scholars
working on science history. There are “straight” intellectual historians, for example,
who are as skeptical of philosophy as they are of social history. I will try to locate
their work in the intellectual landscape below.

The division of science history into two dominant brands has never been com-
fortable, and what started off as problematic has only gotten worse. There have
been several attempts to redress the situation over the years, and a recent spate of
conferences has revisited the issue. These meetings have lamented the failure of
integration between intellectual and cultural history of science in particular and the
history and philosophy of science more generally, though I will argue below that
the conflation of these questions is part of the problem. Nevertheless, the confer-
ences and their participants have reflected the strict disciplinary divides they sought
to overcome.2 To speak only of meetings I have attended, the program at the March
2007 conference at Duke, titled “Do Historians and Philosophers of Science Have
Anything to Say to Each Other?” and the basis of the present volume, consisted pri-
marily of professional historians of science—HOSers. Meanwhile, the “Conference
in Integrated History and Philosophy of Science” at the University of Pittsburgh
in October 2007 featured mainly historically-inclined professional philosophers—
HPSers. In both cases, there was a remarkable amount of confusion and even disdain
regarding the aims and activities of the other camp, which was not sufficiently rep-
resented. These conferences illustrate in microcosm the general recognition that the
disciplinary boundaries between historically- and philosophically-inclined studies
of past science should be broken down. But they also show the level of miscompre-
hension about where those boundaries lie, and thus the total lack of consensus as to
how one should reconcile the two sides of the discipline. There is almost universal
agreement that there is a problem, and nearly universal disagreement about what the
problem is. HOS and HPS, it seems, have completely lost track of one another, to
the point of not knowing where each other are.

I share the opinion that the entrenched distinction between intellectual and social
history of science is deleterious to science history. A brief perusal of the history

2Symposia at meetings of the Philosophy of Science Association in 1970 and 1992 are representa-
tive. See Ruse (1992), Steinle and Burian (2002). More recent events also include “Do the history
of science and the philosophy of science have a future together?”, University College London, June
2006, and “Do the History of Science and the Philosophy of Science Have Anything to Say to Each
Other?”, Florida State, March 2008 (which shared no speakers with the similarly titled Duke con-
ference). There have also been two subsequent conferences on “Integrated History and Philosophy
of Science” (colloquially known as &HPS) in 2009 (at Notre Dame) and 2010 (at Indiana). Another
is scheduled for 2012 in Athens.
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and philosophy of the discipline reveals that the distinction is not native to science
history. It was imposed from without as science historians sought institutional and
intellectual refuge in Philosophy and in mainstream History. These allied disciplines
then co-opted science history to their own ends, rending the field. The distinc-
tion, moreover, is pernicious since it does not derive from past science. By leading
scholars to focus on one aspect of the object of study, the distinction artificially
closes off legitimate routes of inquiry. Disciplinary prejudices blind the scholar
to important interactions between the intellectual and the social that are clearly
and unproblematically present in actual past science. Nevertheless, the distinc-
tion persists. It is continually reinforced by the training and practice of science
historians.

The situation calls for critical self-reflection. Science historians need to iden-
tify the disciplinary boundaries that separate them as a first step toward overcoming
them. It will be helpful, in particular, to situate the historical study of science in
its historical and philosophical context. By recognizing the intellectual and social
bases of their practices, scholars will be able to recognize where they stand in
the disciplinary landscape and where others stand in relation to them—how they
are separated and how they are continuous. This mapping of the field as a whole
should at least engender a discussion that spans the discipline and will perhaps lead
to the kind of interaction and cooperation that has been lacking heretofore. Both
HOS and HPS approaches are necessary for a proper understanding of past sci-
ence, and better dialogue between them would make scholarship more effective and
more productive. Science historians will need to renegotiate the boundaries of their
own discipline in order to integrate the segregated approaches and counteract the
divisive, extrinsic demands of Philosophy and History. The divisions between HOS
and HPS may be ultimately irreconcilable, but we should at least understand why
this is so.

In the interest of the self-criticism I advocate, I admit that I am trained as an intel-
lectual historian of science in the HPS mode, and I bear the prejudices and biases
pertaining thereto. What follows will surely be a product of those presuppositions
and may therefore strike my audience as odd or ill-founded, especially since I am
likely representative of a minority view.3 If so, I welcome criticism, since it will
illuminate and evince defenses of the otherwise tacit prejudices of both sides. The
resulting discussion would be precisely the kind of reflective criticism and rene-
gotiation that I aim to promote. From my limited, individual perspective, I cannot
foresee the ultimate consensus, if any, that may be reached by the discipline as a
whole, and I am not advocating one brand of science history over another. If I am
against anything, it is the unreflective adherence to the norms of the HPS and HOS
brands that I think is all too common.

3HOS is by far the more common approach. To give one crude measure, of the fifty-nine American
graduate programs listed on the History of Science Society’s website, only two are separate HPS
departments (Indiana and Pittsburgh) and only three more are listed as HPS “programs” (Notre
Dame, Texas-Austin, and Montana State). Indiana, Pitt, and Notre Dame are excellent, well-
respected programs, but Rachel Laudan’s assertion that HPS-style historians of science are an
“endangered species” still rings true (Laudan 1992).
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3.1 A History of Science History

Scholarly disciplines are bounded by disciplinary prejudices. One must accept the
presuppositions of a field in order to be counted as a member of it. Graduate
training is intended to inculcate such assumptions, and the sublimation of founda-
tional questions is the mark of a mature scholar. Of course, disciplinary prejudices
are necessary, since the phenomena under scrutiny are simply too hoary to make
sense of without them. The rules and methods of the discipline allow the scholar
to filter out the subject of their interest from everything else. Disciplines dif-
fer because they focus on different aspects of phenomena—they use different
biases. By the same token, though, scholars do not often scrutinize the founda-
tional assumptions of their work. This makes it difficult to adjust methods and
aims once a discipline has matured and foundational questions have been settled.
Scholarly interest is understandably directed outward, not back on the scholar’s own
practice.

In most cases, disciplinary biases are not problematic, since disciplines tend to
either spontaneously grow up around their subjects, cleave themselves off of parent
disciplines, or combine the methods of existing disciplines. These developments are
organic, occurring in the course of the dialectic between scholars and the phenom-
ena they study. The disciplinary prejudices that emerge are natural, in the sense that
they are motivated by and appropriate to the objects of study,4 generating coher-
ent and productive scholarly programs. However, when the disciplinary prejudices
are awkward and uncomfortable, as in science history, one must question them to
diagnose and resolve the problem. For instance, we can examine the history of the
history of science in order to figure out how science history came to be divided into
two distinct parts.

The history of science history has been told before,5 but it bears repeating, at
least in very broad outline, since it begins the process of self-reflection that is ulti-
mately necessary to reconcile and reconstitute the field. Making their traditions
explicit helps scholars of both HOS and HPS to recognize their activity in rela-
tion to that of the other brand. In particular, the history of the discipline and its
separate brands partly explains the accidental and artificial nature of the prejudices
afflicting its current practice. One finds that what began as an organic discipline
came to be co-opted by Philosophy and mainstream History, and therefore became
beholden to their extrinsic concerns. The disciplinary prejudices dividing HOS from
HPS are, in this sense, artificial, since they did not arise from the history of science
itself. The discomfort felt by scholars in the field is, in part, a recognition of this
artificiality.

In the Enlightenment, natural science was held as the epitome of human
accomplishment. Newton’s achievements demonstrated the highest measure of illu-
mination, and all the other disciplines sought to emulate the example. Thus, science

4For a more substantial biological metaphor for science historiography, see Machamer (1994).
5For example, Christie (1990), Cohen (1994), Kragh (1987), Nickles (1995).
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history of a sort was practiced within various fields by those aiming to establish their
disciplines as “sciences” in the style of mechanics. The histories produced were
whiggish, since the point was to emphasize the inexorable progress made toward
certainty, not the actual development of a discipline, with all its sidetracks and red
herrings. Hence the “historical” chapters of science textbooks and the biographies
of “great men” typical of eighteenth and nineteenth century science history. Joseph
Priestley’s histories of electricity and optics and Charles Darwin’s historical intro-
duction to the Origin of Species are tokens of this type.6 Hence also the work of
William Whewell, whose study of the “inductive sciences” was meant to show their
progressive consolidation of knowledge.

In its original form, science history was also naturally associated with
Philosophy, since the main interest was epistemological: the eventual establish-
ment of sure knowledge. Whewell, for instance, thought of himself as primarily
a philosopher, and his History of the Inductive Sciences was part of the philosoph-
ical project expressed by his Philosophy of the Inductive Sciences. The naturalness
of this association can also be seen in the strong effects philosophy, especially pos-
itivism, had on the natural sciences themselves around the turn of the twentieth
century in the work of scientist-philosophers like Mach, Poincaré, Einstein, and
Reichenbach.7 Out of this whiggish, positivist, intrascientific tradition emerged the
first professional historians of science, most notably George Sarton and Alexandre
Koyré. Sarton, originally trained as a mathematician, lionized Poincaré, whose por-
trait he put on the frontispiece of the first issue of Isis in 1913. Koyré’s graduate
work was in philosophy and mathematics, some of which he pursued at Göttingen
under Husserl and Hilbert.

Meanwhile, mainstream History had been divided by the effects of nineteenth-
century work by Hegel and Marx. Like their Enlightenment predecessors, Hegel
and Marx believed in the progress of human history, but they evaluated progress
differently. Hegel held it was an essentially intellectual phenomenon; Marx thought
it was essentially material. So, for Hegel, the benefit of science was its ability to
produce knowledge. For Marx, it was the ability to produce things.8 The earliest
incarnation of science history was naturally linked to the Hegelian approach, since
it located progress in the approach toward certainty—i.e., in the intellectual realm.
As we shall see, though, it is this initial difference of perspective, endemic to main-
stream History, not science history, that laid the groundwork for the divisions that
afflict science history today.

In the early twentieth century, the Hegelian and Marxist accounts of human
progress became associated with broad political movements. Hegelianism was per-
verted into nationalism, which stressed allegiance to and the progress of a national
idea, and from there into fascism. Marxism was folded into socialism and thence
communism. The resulting ideological tensions soon came to be reflected in the way

6Christie (1990), Kragh (1987).
7Feigl (1970) also makes this argument.
8Christie (1990, 12).
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science history was studied.9 The Second International Congress for the History
of Science, held in London in 1931, was a pivotal moment. The conference con-
sisted mainly of intellectual historians with nationalist tendencies, but the seven
delegates from the Soviet Union made a deep impression arguing the Marxist point
of view. For them, science was a socially conditioned human practice, responsive
to “external,” non-intellectual factors. Famously, Boris Hessen gave a talk reduc-
ing Newton’s science to the material and economic problems of his time, class, and
so on. Though this was serious and striking historiography, it was also Soviet pro-
paganda, and Moscow’s embassy in London furiously translated and published the
delegation’s papers as Science at the Cross Roads within ten days.10 Sympathetic
scholars, like J. D. Bernal, Joseph Needham, and Edgar Zilsel, were converted to
the Soviets’ approach, and the event marked the beginning of the widely recognized
“externalist” study of science history. The traditional Hegelian “internalism” contin-
ued to prevail, however, and externalism remained relatively marginal. Nevertheless,
the Hegelian-Marxist split had injected itself into science history, partly as a result
of global politics.

In mainstream History, Marxism eventually penetrated much deeper, almost to
the complete exclusion of intellectual approaches, which were driven off into other
fields, such as political science. This was especially true after the rise and ulti-
mate self-immolation of fascism up through World War II and the holocaust, which
tainted Hegelian-style intellectual history with vapors of totalitarianism and moral
turpitude. Even today, intellectual historians in general struggle to find a place
in History departments, where they are seen as conservative, old-fashioned, and
vaguely sinister. Science history, however, was a special case. The field proved resis-
tant to the general historiographical trend, precisely because science itself, insofar
as it makes claims to rationality and truth, resists complete reduction to material or
social considerations such as economy, race, class, and gender.11

Such resistance was a mixed blessing. On the one hand, science history was left
outside the practical and institutional pale of mainstream historical studies and thus
relegated to minority, outsider status. On the other hand, intellectual historians of
science found a welcoming reception by the Western conservative establishment
after the war, which sought to use science history to explicitly counter the Marxism
infiltrating the humanities. Science history was also seen as a way of encourag-
ing student interest in science, and thus formed an essential part of a Cold War
curriculum designed to promote the American scientific excellence that would over-
come the Soviets. The notion of a Scientific Revolution, coined and popularized by
Koyré, was also useful in demonstrating a kind of revolution that did not involve
violence or, for that matter, the overthrow of a capitalist system. Moreover, science

9As one might expect from their intellectual predilections, Sarton and Koyré had right-wing polit-
ical inclinations. They were nationalists and anti-Marxist. Koyré, a white Russian who emigrated
during the revolution, was particularly fervent in this respect.
10Cohen (1994), Young (1990, 80–84).
11Laudan (1990, esp. 51).
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history fit with the broader cultural excitement about the power and profits of science
and technology.12 Altogether, then, these intellectual and cultural factors led to the
first substantial institutionalization of science history. History of science programs
(sometimes entitled “History and Philosophy of Science,” reflecting the involve-
ment of philosophers, though not yet representative of the HPS mode) were set up,
usually by science faculties, at Harvard, Princeton, Columbia, Oxford, Cambridge,
Leeds, Sydney, Melbourne, and elsewhere.13 Thus, science history found an institu-
tional home, but it was a home apart from and in opposition to mainstream History.
This Hegelian, intellectual tradition of science history remained dominant through-
out the 1950s and early 1960s. The “internalist” stalwarts successfully defended
the discipline from a few “externalist” critiques, which were dismissed as “a bit
Marxist.”14

Everything changed with the publication of Thomas Kuhn’s Structure of
Scientific Revolutions in 1962. Kuhn himself was a typical, scientifically-trained,
philosophically-inclined, intellectual historian of science. In Structure, Kuhn tried
to give an intellectual account of scientific change, but his argument located sci-
entific knowledge in the “paradigm”—a communal entity consisting of shared
concepts, practices, problems, and specialized languages. In a move Kuhn neither
foresaw nor approved of, Structure seemed to warrant a reduction of science to a
socio-culturally constituted paradigm.15 Kuhn’s theory also raised the specter of
radical incommensurability, which threatened the very notion of scientific objec-
tivity, especially in the hands of Kuhn’s Berkeley colleague, the philosopher Paul
Feyerabend. Hence, Structure weakened science history’s traditional defense against
socio-cultural materialist reductions, the appeal to the fundamental rationality and
objectivity of science itself. Soon enough, Marxist-style historians had taken over
and assimilated science history into History departments proper. In some ways, this
was quite welcome, since science history could now call on the resources of main-
stream History. “Conservative” intellectual historians, however, were once again
driven out of the “History of Science” as practiced in the universities.

Besides its Kuhnian justification, the turn toward a more sociological approach
to science history found political motiovation in the New Left.16 Older Marxists

12Mayer (1999).
13There were precursors. At University College London, a Department of History and Method
of Science was founded in 1921–1922 and renamed History and Philosophy of Science in 1938.
George Sarton had helped establish the Harvard Committee on Higher Degrees in the History of
Science and Learning in the 1920s, and Harvard began granting PhDs in History of Science in
1936 (Bennett 1997; Cohen 1984; Hall 1984; Kuhn 1984; Smeaton 1997).
14Henry Guerlac reported this as a colleague’s response to his own work (Guerlac 1977, 36). Cohen
speculates that the colleague was Koyré (Cohen 1994, 561n168). More damaging to “internalism”
were critiques from other intellectual historians, like Frances Yates, who challenged the presump-
tion of a well-defined rational “science” apart from other cognitive, but “irrational,” activities, such
as magic (Hesse 1970; Turner 1990).
15Whether Kuhn’s work actually warrants this move is still a point of vigorous debate.
16Porter (1990, 41).
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had thought—in the Enlightenment style—that science was on their side. Science
would provide the material culture needed for the post-revolutionary utopia. By the
1950s and 1960s, though, science had become part of the conservative, capitalistic
establishment. In the view of the New Left, science was used to impose social norms
and was therefore anti-democratic. Of course, this view was not entirely mistaken.
The early to mid-twentieth century enthusiasm for race hygiene and eugenics is only
one case in point. The social historians also had more recent examples of science’s
sometimes objectionable role in the military-industrial complex, such as nuclear
weapons, MIT’s Draper Laboratory, the Tuskegee Experiments, DDT, and so on. In
order to undermine the establishment, they had to disparage science and reduce its
social role. This made social historians, to some degree, anti-science. They sought
to emphasize the social mechanisms by which scientists come to accept beliefs, and
they downplayed the significance of the “objective” features of science, including
its intellectual content and its predictive and explanatory power. Here, the social
historians found allied interests amongst sociologists of science, descended from
the work of Robert K. Merton. Merton’s study of scientific values and institutions
fit well with the study of paradigms, since the former help determine the latter.17

The conquest was as complete as it was sudden. In the 1950s, the internalists
held the upper hand. By 1968, the so-called “internalism-externalism debate” had
been declared over. The end of the debate did not represent a compromise so much
as a sound defeat of the internalists, who ceded the field and the brand name to
the externalist approach. Programs in “History of Science” were converted to the
externalist approach, or even into STS programs outright. That the “internalism-
externalism debate” is now outdated (and that it is gauche to revisit the issue) is
evidence of total victory—there are simply too few internalists left in “History
of Science” to make a stand. In fact, the very meaning of “internalism” itself has
changed. In current usage, it often signifies the socio-cultural interactions within sci-
ence, as opposed to science’s interactions with the wider socio-cultural sphere. But
even this would have been considered “external” on the earlier meaning of ‘inter-
nalism,’ which referred to a historiographical approach focused on the internal logic
of scientific progress.18 Internalism in this older sense has been practically effaced
from “History of Science” as it is presently conducted. We should not confuse the
practical victory of the Marxist-style externalists for rational propriety, though. The
state of play does not mean the distinction is or ever was dissolved. The internalists
have simply moved on.

Though no longer considered part of “History of Science” proper, intellectual
science history found a ready reception amongst philosophers. Since the 1920s, the

17The alliance was somewhat ironic, though, since Merton himself was fiercely anti-Marxist and
intended his work to show, like his predecessor Weber’s, the essential importance of Western, cap-
italistic, and individualistic values for the development of science. Merton claimed that “external”
factors could affect the rate and not the course of scientific development, which was determined
only by its internal logic, but later Marxist-style historians claimed him for their purposes (Shapin
1992, 336–37; Young 1990, 83).
18Compare, for example, Cohen (1994) or Hesse (1970) to Shapin (1992).
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logical positivists and, later, the analytic philosophers descended from them, had
strived to protect their discipline from the same sort of political impositions that
had injected themselves into History. The early logical positivists of the Vienna
Circle of the 1930s, for instance, were especially concerned to show that Philosophy
could achieve transcendent validity and value. Recalling Enlightenment attitudes
and inspired by recent mathematical and scientific achievements (e.g., Einstein’s
relativity theory and the formalization of mathematics by Russell and Whitehead),
these philosophers held science to be a model of the transcendent objectivity they
sought for themselves. They tried to turn philosophy into science, eschewing non-
empirical “metaphysics,” on the one hand and seeking out the methods that make a
discipline scientific, on the other.

At first, this program was pursued “logically”—through a priori reasoning. By
the middle of the century, though, it was accepted that the so-called linguistic
turn had failed. Famously, philosophers could not even establish criteria by which
“science” could be distinguished from metaphysics or pseudoscience. Kuhn and
Feyerabend, along with Imre Lakatos, Norwood Russell Hanson, and Stephen
Toulmin, were part of a generation of philosophers who sought to base their analy-
ses of science on its actual past and present practice. In their work, Hegelian-style
intellectual history of science offered both raw data and proving ground for philo-
sophical models of rationality. Their calls for empirical studies of science led to a
cooperation with the holdouts of the “right wing” of science history, which led to the
establishment or reinvention of a handful of HPS departments and programs across
the globe around 1970, thereby initiating the modern HPS brand. It must be noted,
however, that these historically-interested philosophers primarily sought to use his-
tory for philosophical insights, but denied that history per se contained anything of
philosophical significance. Even Lakatos, one of the most vocal supporters of the
cooperation of Philosophy and science history, advocated “rational reconstructions”
of science—science as it “should have happened”—and relegated the reporting of
historical facts to footnotes.19

After Kuhn, science history has developed along the two distinct paths that sep-
arate the discipline today. In HOS/STS, the first sustained movement was Social
Constructivism (or “Social Structure of Knowledge”), which first flourished in the
1970s with work by David Bloor and Barry Barnes. The social constructivists took
the reduction of science to social mechanisms to a radical extreme (following a
similar development in mainstream History), arguing that scientific knowledge is
entirely constituted by social interactions.20 Social constructivism itself has lost
much of its impetus, but similar trends remain powerful amongst science histori-
ans of the HOS variety. Foucault, whose views are widely influential, emphasized
the relations between power and “knowledge”—including scientific knowledge.
Another dominant tendency, partially inspired by a move towards narrative in

19Hanson (1962), Lakatos (1971). See also Kuhn (1977).
20In fact, Barry Barnes has argued that the historian is best served if she is completely ignorant of
the beliefs held by the scientists she studies (Barnes 1990, 71).
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mainstream History and exemplified by Shapin and Schaffer, is to study scientific
practice in very particular geo-temporal contexts, to the exclusion of transcendent
considerations.

The point of this brief history is that science history resisted the general trend
of History during the twentieth century, since it was traditionally and constitu-
tionally aligned with the Hegelian-style intellectual history falling out of favor
in light of world events. The work of Kuhn and its surrounding counter-culture
atmosphere then undermined the very features of science that science historians
had used to organically develop and defend their own scholarship. Never very
large and still relatively young, the field was cut intellectually and institution-
ally adrift, open to the imprecations of more established disciplines, particularly
History and Philosophy, that co-opted science history to their own purposes. This
has led to a bifurcated field, resting uncomfortably between History and Philosophy,
where different practitioners identify more with their institutional peers than with
each other.

3.2 Philosophy of Science History

The situation would be unproblematic if science history’s cognate disciplines could
cooperate. Science history would then be a natural overlap, in the way that, say,
biochemistry bridges biology and chemistry. Painting with a broad brush, the trouble
is that mainstream History and Philosophy are inherently at odds with one another.
While both disciplines have legitimate affinities and interests in science history, they
end up exerting centrifugal forces that artificially pull the discipline further apart.

Especially in the English-speaking world, Philosophy sees itself as a normative
discipline in that it, broadly speaking, studies epistemic norms and examines argu-
ments in order to figure out how beliefs should lead to each other. The aim is to
understand the nature of human reasoning (of all kinds).21 Science has a remark-
able power to produce convincing claims about the world. Philosophers are intrigued
by this argumentative power, and they seek to isolate the forms of argument—the
rational method—by which science achieves its epistemic efficacy. Science history,
therefore, provides a store of arguments with which philosophers can construct and
evaluate their models of rational behavior. They look to science history as a way to
determine which epistemologies “work” and which do not.

History, on the other hand, sees itself as a descriptive discipline. The aim is to
get as close as possible to past events and figure out the conditions and motors of
human activity. Science is interesting because of its importance amongst human
practices, especially in the Western Tradition, where scientific activities, products,

21A simple description of Philosophy is difficult, and exceptions to my two-sentence definition are
common. Still, I think this view of the general slant of the field holds. For instance, this character-
ization captures the many philosophers who see themselves as merely describing (as opposed to
prescribing) norms, as in naturalized epistemology.
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and values are central. Science has a remarkable power to affect the conditions of
human existence, and historians seek the sources and effects of this power.

These disciplinary self-conceptions rest, in turn, on antithetical presuppositions.
Philosophers (for the most part) presume that there is an absolute measure of ratio-
nal conviction against which different epistemological methods can be measured,
regardless of socio-cultural context. A good argument, most philosophers would
contend, justifies its conclusion independently of the particular material and social
conditions under which it is formulated. In philosophy, therefore, past arguments,
including scientific ones, are shorn of any non-cognitive or even non-rational con-
text. It makes perfect philosophical sense, for instance, to compare the views of two
authors widely separated in time or to ask for an earlier author’s possible response
to a later author (e.g., how would Descartes respond to Newton?).22

Historians dismiss all of this as a “positivist” delusion. The assumption of a tran-
scendental measure of argumentative “success” is unfounded. The failure of the
demarcation project itself shows that one cannot decide a priori what counts as
“rational” or “scientific.” Arguments are always conditioned by their social and
material context. Their power to engender belief depends, in part, on who makes
them and to whom they are made.23 Even the basic determinations “science” and
“rational” must be contextualized in a particular time and place; the more detailed
the contextualization, the better. In particular, there is no reason whatsoever to
exclude non-cognitive factors as irrelevant. (Indeed, given the old Marxist prejudice
against intellectualism, historians are likely to emphasize non-cognitive factors over
cognitive ones.) The philosophers’ preoccupation with the intellectual realm threat-
ens to anachronistically distort the historical account. The philosophers’ pursuit
of rationality, says the historian, fails to say anything definitive about the essen-
tially contextualized human condition. Hence, the philosophical study of science is
ill-founded and uninteresting.24

To philosophers, meanwhile, historians commit a logical fallacy of their own
by presuming the failure to describe transcendental rational norms entails that such
norms do not exist. Historians, therefore, adopt a philosophical position for which no
sustained argument is offered. It is impossible to study anything, history included,
without some a priori framework by which phenomena are made meaningful. All

22A partial exception can be made for feminist philosophy and related studies of “science and
values.” These areas do acknowledge the effects of social values on reasoning and science, though
the morals drawn are often still normative: how reasoning and science should respond to external
values.
23See Laudan (1990), Shea (1983), Thackray (1970a).
24To be fair, philosophers of science themselves have recognized the failure of the universalizing
project. As a result, they have turned to more specific studies of particular disciplines (viz. the
philosophy of physics, the philosophy of biology, and so on). While this sort of philosophy of
science remains preoccupied with the normative and transcendent features of science, it is more
sensitive to specifics of practice and argument. On the other hand, historians are generally unaware
of these philosophical developments, so their conception of “philosophy of science” is often an
outdated caricature—which is all the more reason to encourage dialogue.
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observations are theory-laden, and it is the historians who are overly “positivist”25

in their insistence that anachronism can and must be avoided.26 Philosophers also
see no profit in complete contextualization and they are not interested in antiquar-
ian description for description’s sake. They want the payoff for their own, always
present-day, essentially rational selves. Hence, the historical study of science is
ill-founded and uninteresting.

Of course, both sides are, basically, right.27 Within their respective disciplines,
though, historians and philosophers are entitled (and expected) to ignore such crit-
icisms and hold up their basic presuppositions as regulative ideals around which to
organize their inquiry. After all, these prejudices grew up organically within those
disciplines, and they effectively shape scholarly discourse into something manage-
able. History is meant to study the conditions of human experience, Philosophy
is meant to study human reason, and both perform their functions well. However,
the science historians now operating in the midst of these disciplines are forced
to make an impossible choice. To be an accepted scholar within one discipline or
the other, they must either place an inordinate focus on the cognitive and universal
aspects of science and minimize the contingent and contextual, or they must con-
textualize away the very universal claims that give science its special socio-cultural
status and mark it out as a distinct human activity. In other words, science historians
face the “barren antithesis”28 of studying science without history or history without
science. Both approaches are risible. They completely vitiate the intensions of the
scholarship. HPSers are left with a gross misunderstanding of scientific reasoning,
and HOSers fail to recognize the primary motor of scientific activity. Still, far too
many authors capitulate. One is frequently frustrated by attempts to make sense of
a scientific episode without any reference to its historical context or to describe a
historical context without making any sense of the science it surrounds. As Larry
Laudan has put the point: “Many have evidently concluded that the only alternative
to the disembodied history of scientific ideas is a lobotomized history of scientific
institutions.”29

The other distinctive features of HOS- and HPS-style scholarship derive from
the prejudices and practices of History and Philosophy. In very broad generalization,
science historians of the HOS stripe today tend to be trained as historians, not as sci-
entists, which is to say they tend to be socio-cultural historians like their mainstream
History peers.30 They lean toward a deflationary view of science as just another
human activity without any universal pretensions. The heartland of HOS/STS is

25The overlapping but different connotations of this pejorative further signify the incommensura-
bility between the philosophical and historical worldviews.
26Baltas (1994), Burian (2003), Nickles (1995, esp. 151–55).
27See, for further discussion Burian (1977), McMullin (1970).
28Thackray (1970b).
29Laudan (1990).
30HOSers, in my experience, sometimes excuse their focus on socio-cultural factors by pleading
ignorance about the actual workings of science, which forms a sort of “black box” at the center of
the institutions and activities they study. However, this does not excuse the general lack of interest
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post-war twentieth-century science, where funding structures, collaborations, and
technological outputs exemplify the socio-cultural entanglements of the scientific
enterprise.31 Socio-cultural historians also favor “thick” explanations that include
all relevant causes, including the “little losers” of science—those whose contribu-
tion was minor or even completely forgotten. Hence, HOSers, like their mainstream
historian peers, favor books as the measure of scholarly contributions. These tend
to be written for a non-scientific audience, and HOSers often find themselves pitted
against scientists in the culture wars, since scientists see the relativism embodied in
their contextual approach as a threat.32

On the other side, HPS has been largely co-opted by the disciplinary concerns of
Philosophy more generally. Hence, intellectual historians of science today tend to
be trained as philosophers, and to share the anti-historical prejudices of that dis-
cipline. They seek to construct transcendent models of scientific reasoning and
anachronistically ignore the contingent, “irrational” factors in the development of
science. HPSers focus on periods in which intellectual progress is most on display
and the intellectual contributions of individuals is clearest. Thus, they concentrate
on the scientific revolution and turn-of-the-twentieth-century physics. For the same
reason, they also tend to focus on the “big winners” of science whose work was
the most influential or “successful.” Also, HPSers often write only for the benefit
of their philosophical peers or interested scientists, without trying to reach a gen-
eral audience. They focus on particular epistemological issues and write papers.
And so on.33

To me, all these divergent tendencies in a discipline that is ostensibly about one
thing—past science—are evidence that the disciplinary biases by which History
and Philosophy distinguish themselves do not answer to any clear distinctions
in past science itself.34 The thing we call “science” lies at the intersection of
ideas and society. It is a complex set of human practices that occur in a social,

in trying to understand, even to a small degree, scientific reasoning. Such interest, by contrast, is
expected amongst intellectual historians and philosophers of science.
31I should note that HOS-type historians, following Shapin and Schaffer, have recently applied
socio-cultural historiography to the scientific revolution. Westman and Biagioli, for instance, apply
institutional analysis to the work of Galileo. The burgeoning interest in the history of renaissance
and early-modern alchemy, astrology, and magic represents a similar trend. Though these were
originally treated quite intellectually in the hands of Yates, Dobbs, Newman, Principe, and oth-
ers, the pseudo-scientific status of these activities has allowed more recent authors to downplay
the intellectual content of historical episodes. Also, the field of readership studies in mainstream
History has allowed HOSers to focus on the conveyance of ideas, rather than ideas themselves.
These trends might be considered an offensive maneuver, since they threaten to expel intellectual
science historians from areas where they have hitherto enjoyed preeminence. On the other hand,
these trends might be an opportunity for increased dialogue and cooperation. I fear the former and
hope for the latter.
32Turner (1990).
33In a keynote paper at the &HPS1 conference, Peter Machamer listed over twenty such
distinctions separating philosophy and history of science. See also Richards (1992).
34I do not mean to prejudge the issue as to whether there is any well-defined thing called “sci-
ence.” For the time being, let the term signify an actors’ category—“science” is whatever is called
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cultural, and material context. It has its institutions, its resources, its products, its
traditions, it communities, its power relations, its values, and so on. But almost
uniquely amongst human activities, science is also an argumentative discipline that
makes claims to transcendent, objective truth. The scientific enterprise is a won-
derfully efficient producer of accepted truths about the world. Science, in itself,
has always chugged along quite happily both as intellectual endeavor with preten-
sions to universality and as socially conditioned cooperative enterprise. Scientists
respond to a wide range of influences, some obviously cognitive, some obviously
socio-cultural or material, and many in between. Moreover, they are unconcerned
with Cartesian distinctions between their mental and physico-socio-cultural states
or Reichenbachian distinctions between the “context of discovery” and the “con-
text of justification.” It might be impossible for them or anyone else to say how
cognitive and social factors interact (they may even deny such interaction), but
it is clear that they do, just as it is clear that scientists operate without separat-
ing epistemic contexts. It is therefore possible and, indeed, necessary to study all
these aspects of scientific activity in conjunction, without privileging one or the
other, according to the peculiar demands of the scientific enterprise itself. Importing
the prejudices of History and Philosophy into science history has caused science
historians to ignore fruitful paths of inquiry and artificially constrained their nar-
ratives. Science history is pulled to the extremes when it should naturally seek the
middle.

For all of the forgoing reasons, I am deeply pessimistic about attempts to “marry”
or “integrate” the history and philosophy of science.35 I am also, with Steven
Shapin, suspicious of eclectic historiography of science that aims to be part inter-
nalist and part externalist.36 The broader disciplines are simply too much at odds
with one another. Though they may occasionally have something to say to one
another, they will mainly turn their backs on one another. For the most part, they
already have.37 I am more optimistic about the possibility of a unified science his-
tory, though the two brands cannot be reconciled as long as they remain beholden
to the conflicting prejudices and practices of the cognate disciplines in which they
are ensconced. Philosophy is too anti-historical and History is too anti-intellectual
for HOS and HPS as presently constituted to meet on common ground. Science
history must reconcile its distinctions on its own terms, as an integrated unity with

‘science’. I suspect that there is more to it than that, but this is one of the many questions I seek to
open for discussion.
35See Feyerabend (1970), Kuhn (1977), McMullin (1970). I am more optimistic about the program
recently expounded by Mary Domski and Michael Dickson (following Michael Friedman), which
calls for a “reinvigoration” of a pre-Kuhnian (actually, Cassirer-ian) “synthetic approach” (Domski
and Dickson 2010).
36Shapin (1992). See Nickles (1995), Steinle and Burian (2002) for such suggestions.
37Historians almost never reach out to philosophers. Philosophers are a little more circumspect,
but proposals for dialogue with History usually amount to calls for the culling of History for philo-
sophical ends, not a sincere interest in doing responsible history. See, e.g., Burian (1977), Hull
(1992).
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its own disciplinary bounds. Science historians should loosen the bonds of History
and Philosophy and make their discipline anew, in dialogue with past science
itself.38

3.3 Mapping the Field

One way to begin the unification of science history is to attempt to map the field
as it now stands. This will allow us to formalize many of the distinctions between
different kinds of science history, as well as encourage reflection, discussion, and
discourse by allowing scholars to locate and defend their positions in relation to one
another. If we seek to set up a big tent, a map will help us figure out where to pitch
it, or at least have a coherent argument about where to pitch it.

As a start, I propose a representation of the historiography of science along two
axes suggested by the historical and philosophical discussion above. There are many
other ways of representing the field, but I think these axes offer a tidy way of con-
straining the discussion, since they seem to be both orthogonal and comprehensive.
That is, a scholar’s position along one axis does not determine his position along
the other, and every historiographical approach in the field can be uniquely located
somewhere in the space defined by the axes. I put forward these axes tentatively,
however. They are meant merely as a starting point for discussion, not the last word.
I welcome disagreement, since it forces us all to reflect on the nature of our own
scholarly project, and it is precisely this reflexivity that will lead to compromise.
Also, by plotting the field of science history on these axes, it becomes clear that
intellectual and socio-cultural histories are continuous with one another. The dis-
ciplinary prejudices that separate them are more or less arbitrary boundaries on
a homogeneous landscape. There may be reasons to accept them, but such rea-
sons need to be clearly articulated and defended, since they do not follow apparent
“natural” distinctions.

The first axis has to do with the causal role of intellectual and non-intellectual
factors in the production of scientific knowledge. One can think of this axis as
expressing a pseudo-numerical ratio between socio-cultural, external factors and
intellectual, internal factors. The extreme internalist (at “0”) denies any causal
efficacy to socio-cultural context in the development of science. On this view, sci-
ence develops entirely according to its own internal logic, via purely intellectual
exchanges amongst its practitioners, as if they were all part of a single mental pro-
cess. Moving away from this extreme, one allows more and more significance to
socio-cultural, material, and institutional conditions, until one reaches (at “infinity”)
the extreme externalist, who believes that scientific reason is purely epiphenomenal,
floating on top of the non-intellectual context surrounding scientific activity that is
solely responsible for any change.

38On the other hand, I would reject calls to let the two brands go their separate ways. See Pinnick
and Gale (2000), Strasser (2005).
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The second axis concerns the temporal telos or aim of scholarship. At one
extreme is the view that history is meant to reconstruct the past “as it really was.”
Extreme temporalists thus seek to immerse themselves in the past, with all of
its twisting complexity, frighted by the specter of anachronism at every turn and
hermeneutically circling ever closer to historical fact. At the other end of the scale
are the extreme presentists, who study history in order to instruct the present or
even the transcendent. These authors write from an anachronistic point of view and
comfortably relate past events to their own concerns and interests, to the point of
“rationally reconstructing” the past in their own image.

It seems that most, if not all, distinctive features of various historiographies can
be read off from their position on this map. That is, one’s position on the map deter-
mines the kind of scholarship one produces. For instance, internalists will base their
work more on primary sources than externalists; presentists will be more interested
in generalization than temporalists; and so on. As we have seen, HOS tends toward
temporalist externalism, while HPS leans toward presentist internalism. There are
those toward the off poles, however. For instance, most scientists who write history,
many pre-Kuhn historians of science, and “straight” intellectual historians exem-
plify temporalist internalism.39 Meanwhile, many authors write externalist histories
with presentist punchlines (viz. “The story of . . . and how it changed the world”),
which can also be said of many popular science writers outside academe.40 There
are also any number of positions between the extremes. The axes, after all, are spec-
tral, not binary, and since they are orthogonal, there is no position on the map that
can be ruled out on a priori grounds. It remains for science historians to work out
what part of the map they want to stake out for themselves.

3.4 A Hopeful Conclusion

Given the paradigmatic differences and institutional pressures acting on the HOS
and HPS brands of science history, it is not altogether surprising that science histo-
rians have widely divergent views about what kinds of scholarship their discipline
includes. Nor is it surprising that each brand of historian is remarkably ignorant
regarding the methodology and aims of the other brand. Entrenched disciplinary
prejudices have created insularity, lack of communication, an absence of coopera-
tion, and even disdain. Meanwhile, those trying to mediate between the camps or
operate in the middle ground gain recognition from neither side. Nevertheless, there
is a feeling on both sides, I think, that something is wrong, both in their separation
from one another and in their uneasy allegiances with other disciplines.

The prejudices dividing the discipline are actually accidental impositions, born
in mainstream History and then extrinsically enforced when science history sought

39As exemplars of this type, I have in mind Jed Buchwald, William Newman, Mordechai Feingold,
Peter Dear, Nicholas Jardine, and (in more general history) Quentin Skinner and Jonathan Israel.
40Peter Galison’s How Experiments End and Stephen Johnson’s popular The Ghost Map are
examples, respectively (Galison 1987; Johnson 2006).
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institutional and intellectual relationships with the more established disciplines of
History and Philosophy. This led to the artificial segregation of the field into its HOS
and HPS brands. Yet science history is neither Philosophy nor mainstream History. It
has disciplinary demands of its own, stemming from the peculiar nature of science
itself. If we are to begin respecting those unique demands, we need to seriously
evaluate our own various approaches in our own specialized discipline. To reiterate,
my aim here is not to advocate one historiographical position over another. There
may be good reasons for emphasizing cultural factors over intellectual ones and vice
versa. My point, rather, is to encourage science historians to explicate the reasons
why they choose certain historiographical approaches over others. One should not
adhere to disciplinary biases that are not appropriate to the object of study, even if
they are the methodological dictates of a “home” discipline. Science history should
be defined as a separate discipline in its own right, something both HPS- and HOS-
like, from which morals for History and Philosophy can be drawn, but which does
not serve the sole purpose of producing such morals.

I have argued that science historians should question the historical and philo-
sophical prejudices they have used to define the divergent strands of their discipline.
Admittedly, this is a somewhat dangerous proposal, since it leaves science historians
without a clear understanding of what their discipline is, at least for the time being.
It also threatens to undermine the institutional support HOS and HPS have received
from History and Philosophy. On the other hand, the proposal is not very radical.
It only concerns the emphasis placed on certain factors and aims in the production
of scholarship, with the suggestion that the degree of emphasis be left indetermi-
nate. There are features of science history that remain uncontroversial. One would
expect universal agreement that the discipline is concerned with the description and
explanation of past science, which is itself the human enterprise of describing and
explaining natural phenomena.41

Above all, we can fall back on a basic aim of science history: the descriptions
and explanations we produce should be plausible. They should at least seem wor-
thy of refutation, if not convincing outright, to fellow practitioners. If this is our
aim, we will seek intellectual causes where they seem important and necessary and
socio-cultural factors where they seem important and necessary, without a priori
expectations favoring one kind or the other. In an adequate account, each step of
historical development will seem plausible. The skilled reader will understand how
and why things happened as they did, and the plausibility of the explanation will be
determined by past events, not by its instantiation of disciplinary norms. There will
be some latent anachronism, of course. Just as the strength of arguments depend
on their time and place, the plausibility of an account partially depends on its his-
torical context. That is to be expected, since the only way to make sense of the
past is to “fuse our horizon” with that of historical events. Just where such fusion

41The particulars of this definition might be open to dispute. For instance, depending on one’s
point of view, it might or might not include human interventions in natural phenomena through
technology and medicine. Ultimately, the scope of the discipline should be another point open for
discussion.
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should take place—close to the past or close to the present—is another matter for
negotiation. The communal evaluation of plausibility, meanwhile, implies the need
for venues and outlets open to the questioning of disciplinary bounds. The fact that
cross-disciplinary scholarship is usually refereed by a scholar in one camp or the
other, and therefore according to one set of entrenched biases, only redoubles the
present difficulties.

The looseness of the plausibility constraint forces a science historian sincerely
interested in constituting a coherent, cooperative discipline to be reflexive. Scholars
need to be continually conscious of what it is that they are doing, even as they do
it. One way to do this is to apply the methods of the study to the study itself, so
that one is always calling oneself to account to oneself. One should defend not only
the plausibility of the histories one produces, but the plausibility of the production
of those histories, and let this defense be made consciously and publicly, subject to
the observation and criticism of one’s peers. The account of the account is just as
important as the account itself. Of course, this point is nothing new. Reflexivity is
a common denominator in arguments for most scholarly methodologies. Moreover,
the best and most interesting scholarship is always the best and most interesting
precisely because it is consciously reflexive in the sense I suggest. Indeed, conscious
and explicit critical attention to the presumptions underlying responsible scholarship
is what accounts for such work’s ability to shape disciplines.42

I have tried to practice what I preach to some extent in the present essay—
producing an historio-philosophical account of the way science historians do and
perhaps should behave. In particular, I have tried to pay heed to both intellectual and
socio-cultural factors in the development of our discipline, without privileging one
over the other. Luckily, there are many other models to follow. Among recent work,
I can draw particular attention to Hasok Chang’s Inventing Temperature, which
conscientiously and explicitly combines HOS and HPS approaches into something
he calls “Complementary Science.” Chang also shows how self-critical reflection
leads to progress in science through a process of “epistemic iteration.” To my
mind, this is reflexive evidence that a reflexive approach is natural in the study of
science.43

Ultimately, science historians will need to renegotiate the boundaries of their
discipline so that their disciplinary prejudices are more organically suited to the his-
torical study of science and not so beholden to the demands of mainstream History
and Philosophy. It will require a considerable period of consensus building, and it is
impossible to predict how the discipline will be constituted beforehand. I hope the
present paper forms a starting point for negotiation, even by eliciting dissent.44

42See Laudan (1990).
43Chang (2004). This estimation is not just mine. Inventing Temperature is a work of science
history that shared the prestigious Lakatos Award for books in Philosophy of Science.
44This paper grew out of discussions with Bruno Strasser and was greatly improved by comments
from Jutta Schickore, Andrew Janiak, and the editors of this volume. All error, overstatement, and
ignorance is my own.
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Chapter 4
What in Truth Divides Historians
and Philosophers of Science?

Kenneth L. Caneva

Let me begin with a little personal history and two anecdotes.
I entered Princeton’s graduate program in the History and Philosophy of Science

in the fall of 1967. The program embraced students formally enrolled in either the
history or the philosophy department. We on the history side were neither required
nor especially encouraged to take philosophy courses, and very few of us did. Nor
did we see many philosophers in our history of science seminars. The director of
the program, Thomas Kuhn, rarely offered a philosophy of science seminar but was
heavily involved on the history of science side. Kuhn’s office and those of the other
history of science professors were together in a separate building housing the pro-
gram headquarters. That was also where our seminars were held. I neither knew
nor cared where the philosophers were. Although nominally in the history depart-
ment, and required to have a history minor, we historians of science were a group
largely apart from the larger number of “straight” historians, as we called them.
We had our own study room in Firestone Library where most of us gathered on a
regular basis. My impression was that the philosophers of science were fully inte-
grated into the larger philosophy department. In other words, as far as we history of
science folks were concerned, the ostensible Program in History and Philosophy of
Science was in effective reality a program in the history of science. There was almost
no contact between the parts, let alone fruitful interaction. And no one seemed to
care. When I think back on the situation, I suspect a tacit but strong attachment
to a preoccupation with fostering a proper professional identity may have played a
key role.

Let me make clear at the outset that, since the earliest years of my post-doctoral
career, I’ve studied with great interest and great profit many of the leading his-
torically oriented philosophers of science: Popper, Lakatos, Toulmin, Feyerabend,
Laudan, Shapere, Nersessian, Nickles, Longino, and (of course) Kuhn. My intel-
lectual development would have been very much impoverished if I hadn’t. But I
otherwise don’t regularly read philosophers of science, and tend to find their work
off-putting when I do. They’re other.

K.L. Caneva (B)
University of North Carolina at Greensboro, Greensboro, NC, USA
e-mail: klcaneva@uncg.edu

49S. Mauskopf, T. Schmaltz (eds.), Integrating History and Philosophy of Science,
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I don’t believe that this sense of otherness stems from the fact that historians
of science have become increasingly “externalist” by leaving behind “an ‘internal-
ist’ approach that focuses on the logic of scientific development.”1 For one thing,
that’s not what “internalist” means to many of us whose work might be so tagged.
It means privileging the science, and bringing in any and all relevant considerations
that contribute to an understanding of the development, meaning, and implications
of that science. It’s thoroughly contextualizing, but not “constructivist” in the sense
of “focus[ing] on economic, political and cultural influences.” Nor can it rightly
be called “internalist” insofar as its practitioners don’t spend much time trying to
define boundaries of inside and outside: its province is everything that affects what
a scientist does or thinks.

Which brings me to my anecdotes. At some point during my graduate student
days it struck me that although we history of science students had devoted ourselves
with full energy to the study of the history of science, we’d never given much atten-
tion to the question of what science is. The very question seemed irrelevant to what
we were doing. Who cared—except maybe Charles Gillispie—whether Lamarck’s
work was bona-fide “science” or not? But of course demarcationist philosophers of
science from Popper on down have cared very much what counts as “science.”

On another vividly remembered occasion, probably sometime during my second
year at Princeton, I registered a feeling of inferiority vis-à-vis the philosophers—
never mind I scarcely knew them. After all, they were interested in truth, while
we historians only told stories on the basis of arcane information drawn from old
books. Years later I had a corrective epiphany, when I realized that it was in fact
we historians who more directly deal with truth, while philosophers just want to be
right, or at least unassailable.

Which brings me to my announced theme: What in truth divides historians and
philosophers of science?

Is truth about the world—the world of science, if you will—found in the particu-
lars of science as it has actually been done and as revealed by historians of science,
or in a philosophically vetted abstraction from that historical reality? The history of
science—especially in many of its postmodernist STS incarnations—is often seen
as hostile both to the authority of science and to any notion of truth. Nevertheless,
I would urge that the authority of science—and if not the absolute truth, then at
least the substantial groundedness of its claims—is better grounded in the his-
tory of science than in the philosophy of science. Tom Nickles is one of the few
philosophers of science to reject the notion that historicism entails epistemic rela-
tivism: “While the vagaries of history may seem to favor relativism, history can also
provide a laboratory for establishing consilience and robustness.”2 Pace Gillispie

1The words quoted in this paragraph all come from the statement announcing the theme of the
conference at which this paper was read, entitled “Do Historians and Philosophers of Science
Have Anything to Say to Each Other?” held at Duke University, 23–24 March 2007.
2Nickles (1992, 118, n. 2) discussed in Caneva (2005, 259). Another is Theodore Arabatzis, whose
work succeeds uncommonly well in integrating historical and philosophical perspectives; see, in
the present connection, Arabatzis (1996, 407, 2002, 114, 123, 2006, 8, 23, and chapter 9, passim)
(the first two of which are discussed in Caneva (2005, 247, n. 312, 249, n. 322)).
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and Plato, truth lies rather in the historicity of becoming than in the rationality of
being.3

Kuhn opened the first section of The Structure of Scientific Revolutions, headed
“Introduction: A Role for History,” with a ringing manifesto: “History, if viewed
as a repository for more than anecdote or chronology, could produce a decisive
transformation in the image of science by which we are now possessed.”4 As
everyone knows, Kuhn quickly lost control over the image of science that peo-
ple took from reading Structure, an image that was decidedly relativist even as
Kuhn himself steadfastly, if illogically, tried to distance himself from the charge of
relativism.5

As Kuhn moved away from the framework of Structure, he reconceptualized his
chief problems so that their solution lay not in the details of the history of science
but in logical analysis and analogical modeling. “The trouble with the historical phi-
losophy of science” was, in Kuhn’s 1991 critique by that name, “that by basing itself
upon observations of the historical record it has undermined the pillars on which the
authority of scientific knowledge was formerly thought to rest without supplying
anything to replace them.”6 In a curious way he seems to have adopted the view-
point that in Structure he invoked to explain scientists’ inclination to suppress the
historical context of science: “More historical detail, whether of science’s present
or of its past, or more responsibility to the historical details that are presented, could
only give artificial status to human idiosyncrasy, error, and confusion.”7 Tellingly,
his response was to turn (again) from history to a properly recast general philo-
sophical account of science in order to defend its epistemological authority.8 He
seemingly did not see how to ground the authority of science on its actual history.9

It’s not the devil but the savior that lies in the details.
We historians deal with time-bound particulars, and our truths lie in those par-

ticulars. In contrast, philosophers seek timeless truths from which the historical
particulars have been distilled off. What I would urge is that the proper context
for the grounding of scientific knowledge claims be seen precisely in its history,
in the route by which scientists have come to accept what they do. It’s usually
been for very good reasons, reasons necessarily at many points brought into con-
tact with what can only sanely be regarded as constraints from the physical world.
Philosophical analysis may clarify, but it cannot authorize.

Let me be clear. I don’t mean to suggest at all that defending the authority of
science be the universal or necessary goal of the history of science. That’s certainly

3See Caneva (1991) for an autobiographical elaboration of this issue.
4Kuhn (1962, 1) = Kuhn (1970, 1).
5Kuhn seems quickly to have forgotten his assertion in the second edition of Structure that “I
cannot see how the relativist loses anything needed to account for the nature and development
of the sciences” (Kuhn, 1970, 207). See Caneva (1998) for a discussion of ways to reinterpret
relativism in a way that serves to ground the established findings of science.
6Kuhn ([1991]1992, 18) = Kuhn (2000, 118).
7Kuhn (1962, 137) = Kuhn (1970, 138).
8Kuhn ([1991]1992, 10, 14–15, 18) = Kuhn (2000, 111–12, 115–16, 118–19).
9This paragraph is taken from Caneva (2000, 116–17).
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not what I do. My point here pertains to the relationship between the history and the
philosophy of science insofar as they address epistemological issues.

Of course the knowledge that counts as scientific has properly been shorn of
all particularities of person, place, and time. That’s what its touted “objectivity,”
its universal validity, principally consists in. The loss of historical particularity as
one shifts one’s attention from the process of production to the finished product
nicely parallels the loss of “career line” Kuhn identified as accompanying the shift
of attention from particular named individuals to generalized and abstract “natural
kinds” in dealing with the problem of reference: “When one makes the transition
from proper names to the names of natural kinds, one loses access to the career line
or lifeline which, in the case of proper names, enables one to check the correctness
of different applications of the same term. The individuals which constitute natural
families do have lifelines, but the natural family itself does not.”10

Insofar as philosophy deals with natural kinds, it cuts itself off from any ground-
ing in the actual historical course of events. The product of historical work is a
narrative of events, either descriptive or explanatory; the product of philosophical
analysis is a schema, either descriptive or normative. The historical unconnected-
ness of that schema is supposed to be a mark of its universality, of its objectivity.
But unconnected objectivity is a mirage. Popper’s objective “third world” is perhaps
the best example of philosophers’ mystification of the question of knowledge.

Nor have historians ever been enthusiastic about the historical applicability
of Popperian demarcationism and falsificationism. Indeed, in their recent book,
Making Modern Science, Peter Bowler and Iwan Morus assign special significance
to historians’ rejection of falsificationism: “Here was the point at which the history
and philosophy of science began to part company. It seemed to many historians that
the more they studied the actual behavior of scientists, the less it fit the idealized pic-
ture of the scientific method that the philosophers were devising.”11 More generally,
historians can’t live with overly precise concepts, whereas the name of the game in
philosophy is precisely to make sharp distinctions, to establish precise criteria. At
the same time, we historians know full well the extent to which scientists great and
small have had to make do with less than precise concepts, less than precise criteria,
and they’re the ones, after all, who have produced the putative knowledge we lesser
beings are scrambling to make sense of.

A closely related issue concerns the proper language, the proper conceptual
armamentarium with which to render the past. We’re rightly enjoined to use actors’
categories lest we distort their context of understanding, their context of meaning.
But our understanding must in the end be rendered in terms of categories meaning-
ful to us. Has anyone ever attempted to produce an intelligible account of (say) the
replacement of the phlogiston theory by the oxygen theory without a retrospective
clarification in terms of what was really going on in chemists’ laboratories? There

10Kuhn ([1977]1979, 411) = Kuhn (2000, 199). This paragraph is adapted from Caneva (2000,
105–106, n. 69).
11Bowler and Morus (2005, 9).
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is a Bohrian complementarity between the two interpretive strategies: both are nec-
essary for an adequate understanding of the past, but they can’t be fully deployed
simultaneously. This necessary complementarity opens up a space for the fruitful
interaction of historians and philosophers of science by dehistoricizing some aspects
of historians’ understanding.

I can’t take it upon myself here to pass in review the many scholars whose work
embodies de facto such fruitful interaction. We historians and philosophers of sci-
ence don’t in fact work within non-communicating paradigms, even if an element of
incommensurability hangs over our respective notions of where truth lies. In some
ways the difficulty with establishing a fruitful dialogue is less an intellectual or con-
ceptual problem than a matter of audience and focus. In surveying the literature on
scientific discovery, I was struck not only by the relatively small role historians of
science have played, but also by the extent of the non-intersection of the philosoph-
ical, sociological, and historical literature even when that work was clearly relevant
to researchers in other disciplines.12 To be sure, most philosophical work on dis-
coveries has dealt with concepts and theories, whereas what scientists are usually
famous for discovering are phenomena, laws, and entities, which are more in line
with what historians concerned with discovery look at. Yet there nevertheless seems
to me to have developed a much more sophisticated understanding of the erstwhile
dichotomous enterprises of discovery and justification precisely on the basis of fruit-
ful interaction between historians and philosophers of science.13 To put it somewhat
simply, philosophers have clarified these concepts in conjunction with historians’
increasingly sophisticated stories. Perhaps most importantly, few people now see
the matter in terms of a presentation-then-evaluation model, but rather recognize
that what eventually gets accepted is ongoingly transformed in an extended process
of vetting.

Insofar as the history of science is dominated by “externalist” and “construc-
tivist” approaches, as characterized earlier, I see little prospect, and indeed little
reason, for any meeting of the minds. However, insofar as the history of science
places the science at the center of its attention, then there is common territory on
which to pitch our respective tents. I personally have always seen the history of
science as an especially promising way of getting at fundamental epistemological
and ontological questions: What do we know and how have we come to know it?
What’s real in the world? What kinds of entities do we suppose—do we allow—to
exist there? These are, of course, also deeply philosophical questions. What divides
us is where we seek answers: in the particulars of the history of science, or in a
sanitized abstraction from all particulars. Historians deal with real people in real sit-
uations. For us, there is no generic knower; there are only particular concrete people
who would see and judge things otherwise if their experiences had been otherwise.14

12This was especially striking with regard to the abundant—and good—work of Thomas Nickles;
see Caneva (2005, 253–54).
13Exemplary of this work is that of Theodore Arabatzis (1996, 2002, 2006).
14This sentence is adapted from Caneva (1998, 340).
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Philosophers typically imagine scientists as decision-making algorithms. In my own
work I’ve been repeatedly struck by how much can change without scientists making
a lot of conscious decisions, let alone Kuhnian commitments. Our images of what
the typical scientist actually does are often very far apart. In which case, maybe we
don’t have anything to say to each other.

But not so fast. Let me throw out one more topic of potential joint interest where
fruitful interaction might be possible: the meaning of terms and the meaning of
meaning. Although I don’t have any philosophically sophisticated understanding of
these issues, a lot of what I’ve done as an historian has been to tease out meanings
and track their changes.15 And for me as an historian, the meaning of a term comes
from the connections and associations supplied by the ensemble of its occurrences,
whereby it is of the utmost importance not to assume that a clear concept must lie
behind a term. While important developments are taking place, the opposite is rather
the case. I must leave to the judgment of philosophers whether they see anything of
use to them in this approach to a common problem.

In this context I would remark that Kuhn’s never instantiated attempt to iden-
tify a “lexicon” which precisely defines the terms of an erstwhile paradigm is
exceedingly unlikely to bring clarity to the history of science, whatever service
it might do to Kuhn’s increasingly dehistoricized notion of incommensurability.16

The inappropriateness of trying to identify such a lexicon, especially during cre-
ative periods of scientific change, stems from the fact that important terms don’t
necessarily have precise meanings, and that that imprecision facilitates the intro-
duction and eventual acceptance of new categories. I’ve illustrated this elsewhere
with regard to Mayer’s and Colding’s understanding of “force” and with regard
to the collective transformation of Seebeckian thermoelectricity and Ørstedian
electromagnetism.17

The complex contextuality of meaning—relating on the one hand to the mean-
ings assigned by an individual scientist, on the other to ostensibly community-
sanctioned meanings—suggests another place where historians and philosophers
might fruitfully engage each other. Insofar as it is generally accepted that scien-
tific knowledge claims are advanced by individuals—however much the statements
expressing those claims become modified à la Ludwik Fleck in their transit through
a collectivity of interacting individuals—it is also generally accepted that scien-
tific knowledge claims qua scientific knowledge must acquire a depersonalized,
community-sanctioned status. It seems to me that this essential epistemological tran-
sition is little understood by either historians or philosophers of science, and that its
elucidation properly concerns both camps.18

15Most thematically, with regard to “force,” in (Caneva 1993 and Caneva 1997[1998]).
16See Kuhn ([1986]1989).
17Caneva (1993, 1997[1998], 2005). Among many annoying misprints in the last-named, one is
serious: in the last line of the first paragraph on p. 258, the words “Ørstedian electrodynamics”
should be “Ørstedian electromagnetism.”
18This issue was discussed in Caneva (1998).
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Part of its solution will entail a reconceptualization of what one might usefully
mean by “objectivity.” As I’ve argued elsewhere, the notion of objectivity typically
connotes something abstract and universal, truth independent of particular people or
circumstances; in a word, unconnectedness. But a knowledge claim is quite literally
unintelligible outside of communally constituted fields of meaning, nor can it be
tested or judged independently of communally sanctioned tests and standards of
judgement. It is properly the history of science that exhibits the epistemic warrant
of a scientific knowledge claim, precisely by returning to awareness the processes by
which it was and continues to be created.19 Such epistemic warrant has an essential
and constitutive diachronic element, the route by which we got to where we believe
what we do.20 In this view, neither our personal views nor the grounding of scientific
knowledge can be honestly or adequately rendered in purely synchronic terms.

The question here is whether philosophers of science will be happy with such
historical relativizing of a concept ostensibly not bound by personal and apparently
contingent circumstances. Yet this kind of relativism should be seen as less threat-
ening when one recognizes that the things to which scientific knowledge is relative
are broad and deep intellectual, social, and instrumental connections, repeatedly
scrutinized, challenged, defended, and modified.21

Historians for the most part accept as true the world validated by modern science,
but don’t usually make an issue of it. Phlogiston isn’t real, miracles can’t happen,
and disembodied spirits don’t exist. In this regard we historians might profit from a
dose of philosophical skepticism, were it not for the fact that self-styled skeptics are
typically among the most uncritical defenders of orthodox ontologies.22

On the other hand, the professional skepticism of many contemporary historians
of science, a standoffishness with regard to the truth claims of contemporary sci-
ence, is often a professional sham. Capturing the spirit of our times, Bowler and
Morus observed that “[n]owadays, any history that treats the past as a series of
steppingstones toward the present—and assumes that the present is superior to the
past—is called Whig history.”23 But of course we all believe that our cosmology is
better than Aristotle’s precisely by being closer to the truth of things, and insofar as
history succeeds in being an explanatory narrative of events, it must be guided by
some endpoint in its story even as it need not assume any inevitability of the path
historically traveled.

Let me close with a few further remarks about Kuhn. Although Kuhn was
probably the most influential historically minded philosopher of science—or philo-
sophically minded historian of science—of the past 40 years, neither his work nor
his pronouncements shed much light on our topic. Indeed, to the frustration and
annoyance of his critics, he always insisted that he tried to keep his philosophical

19This and the prior two sentences are taken from Caneva (1998, 329).
20This point is taken from Caneva (1998, 341).
21This sentence is taken from Caneva (1998, 331).
22See Caneva (2001[2007]) for an analysis of a range of related issues.
23Bowler and Morus (2005, 2).
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and historical work separate. Indeed, in the last few decades of his life he showed
almost no concern that his philosophy of science be controlled by any history of
science.

One might have expected some kind of enlightenment with regard to the coher-
ence of the Kuhnian enterprise from the paper he delivered in 1968 on “The
Relations between the History and the Philosophy of Science”—revised in 1976 for
publication in The Essential Tension—but in fact what we’re mostly presented with
is how different those separate enterprises are in general. The history of science and
the philosophy of science have, we are told, different goals: for the former, a nar-
rative that seeks to understand particular past events; for the latter, the discovery of
timeless general truths about science.24 Moreover, “in philosophy of science, there
is no role for the multitude of particulars, the idiosyncratic details, which seem to be
the stuff of history,” while “there is an autonomy (and integrity) of historical under-
standing” that resists reduction to general formulas.25 In the end, Kuhn saw little of
value for the historian of science in the literature of the philosophy of science proper,
but urged philosophers of science to exploit historical accounts as sources of prob-
lems and data grounded in the details of actual scientific practice. In the event, Kuhn
the philosopher of science wished to free the understanding of scientific knowledge
from dependence on the multifarious particulars that ground an historical account-
ing.26 I maintain that that’s precisely the wrong way to go, a way that impoverishes
both the history and the philosophy of science.
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Chapter 5
History and Philosophy of Science:
Thirty-Five Years Later

Ronald N. Giere

5.1 Introduction

I must begin by thanking the editors of this volume, Tad Schmaltz and Sy
Mauskopf, for inviting me to reflect on my views of the changing relationship
between the history of science and the philosophy of science since publication of
my review article, “History and Philosophy of Science: Intimate Relationship or
Marriage of Convenience” (Giere 1973).1 Of course, not only has the relation-
ship between these two fields changed; my views of the relationship have also
changed.

5.2 The Problem of Normativity

I was hired ABD in 1966 in the Department of History and Philosophy of Science
at Indiana University. Founded in 1960, it was the first department of its kind in
the United States. So, from the very beginning of my career, I was daily confronted
with the fact that I was not in a philosophy department but an HPS department.
I could not avoid reflecting on relationships between the two disciplines. By the
time I arrived, the founder of the department, and a staunch advocate of a close
relationship between the two disciplines, Russ Hanson, had departed for Yale. There
was no such advocate left among the remaining faculty members. The “and” in HPS
was just a conjunction. This separation was physically marked by the fact that all
the historians’ offices were on one side of the hall and the philosophers’ offices on
the other. The only attempt at combining the two disciplines was in the curriculum.
All first year graduate students were required to take a two-semester survey in both

1As a sidelight, I should mention that my choice of the marriage metaphor might have been
influenced by the fact that I was at that time in the midst of a divorce.
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the history of science and the philosophy of science.2 But there was no connection
between the two surveys. The history survey was a chronological presentation of the
whole history of science from the fourth century BCE to the end of the nineteenth
century CE. In these early years, the philosophy of science survey consisted of one
semester on scientific explanation and one semester on confirmation. All students
ended up as either historians of science or philosophers of science, but all ended up
knowing more about the other discipline than the faculty.

It was in this context that I approached a review of a volume of Minnesota Studies
in the Philosophy of Science entitled: Historical and Philosophical Perspectives of
Science (Stuewer 1970).3 The volume had papers by both historians and philoso-
phers of science, but no one seriously faced what seemed to me the crucial issue.
How can a normative philosophy of science be reconciled with a descriptive history
of science? If, as Kuhn had suggested, history of science can serve as evidence for
philosophical claims about science, we have a circle. Before one can use the his-
tory of science as evidence one needs a philosophical account of what constitutes
evidence. So the epistemology of science must precede any use of the history of
science as evidence for philosophical claims.4 And this problem follows after the
obvious prior question of how factual claims could ever be evidence for normative
claims. I returned to my philosophical work on the foundations of probability and
statistics.

5.3 Naturalism

It was a decade before my views on this subject underwent any radical revision.
Among the influences on my thinking in the early to mid 1980s were interactions
with the social psychologist and philosopher, Don Campbell, and encounters with
the then new sociology of science as well as the emerging cognitive sciences. In
any case, the result was that I came to the conclusion that the philosophy of science

2HPS at Indiana is solely a graduate department. Although some undergraduate courses are taught,
there has never been an undergraduate major. That was part of the agreement with the Philosophy
Department when HPS was founded.
3This review was personally commissioned by the then editor of BJPS, Imre Lakatos, over drinks
in London. He had some very definite instructions on what the review should say. I don’t remember
what they were, but, in any case, I did not follow them.
4It is worth recalling that Hanson’s view of HPS prominently featured the idea that philosophers
should help historians assess the validity of arguments offered by historical figures for various
hypotheses, given the evidence available at the time (Hanson 1962). Standards of validity, however,
are arrived at independently of any historical facts. While acknowledging that judgments of the
weight of evidence are not necessarily deductive, he did not much concerned himself with debates
over the best inductive methods then going on among such major figures as Carnap, Reichenbach,
and Popper, who (initially) advocated a pure deductivism. I owe these notes on Hanson’s views to
Matthew Lund (2010).
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should be transformed into something like the theory of science. That is, philoso-
phers should be in the business of constructing a theoretical account of how science
works.5 Philosophical claims about science would then have the status of empirical
theories. In short, the philosophy of science should be naturalized.6 This means,
among other things, giving up pretensions to finding autonomous standards for the
practice of science.

But what about the problem of circularity that had so bothered me earlier? That
charge assumes that there is an a priori way of determining what a good scien-
tific argument should be. If one gives up that assumption, then one can investigate
the reliability of various methods for judging scientific claims using other methods
which, in turn, depend on some prior empirical claims. To take an especially clear
and simple example, we can explain theoretically why, when testing the effective-
ness of some treatment, randomized designs are better than prospective designs. The
latter require that the experimental and control groups be matched for a set of known
variables. A randomized trial in effect controls, probabilistically, for all variables,
known and unknown. It presumes, however, that one already has very good evidence
that the method for randomizing is sound.

Here one is more or less forced to embrace aspects of Pragmatism, particularly
the idea that there is no foundational method. Rather, inquiry always beings with
the beliefs one has. In that context, anything can be questioned, but not everything
at once. And there has to be a reason to question claims hitherto accepted, such as
conflict with new data. Science is to be valued not only for the theories it has given
us, but also for the methods it uses to modify old theories and establish new ones.

It is also possible to recover a form of normativity. Our theories of how science
works are normative in the same way other scientific theories are normative, namely
in a conditional rather than categorical form. If one wants to get a rocket to the
moon, then one should rely on classical mechanics. We know it works well for that
purpose.

It must be stressed that a naturalized philosophy of science is not descriptive
in a simple-minded way, just describing the gross behavior of scientists in every-
day categories. Rather, it is theoretical in the way most sciences are theoretical. It
seeks to uncover underlying processes in the practice of science. Thus, for example,
during the last several decades, many philosophers of science have investigated the

5This applies only to what is called the “general” philosophy of science. The philosophy
of the special sciences should be treated separately. This work is sometimes done within an
autonomous philosophical framework, such as logic. It is also sometimes done in the scientists’
own frameworks, in which case it is automatically naturalized.
6I announced this program in my 1985 paper, “Philosophy of Science Naturalized” (Giere 1985).
The title was obviously modeled on Quine’s “Epistemology Naturalized” (1969), although I was
little influenced by Quine. In fact, I came up with the title first and then hurried to write a paper to
go with it since others were sure to come up with the same idea. Indeed, shortly before the paper
came out, Don Campbell telephoned me to suggest we write a paper together with just that title. I
sheepishly informed him that my paper with that title was forthcoming.
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nature and role of models in science. The concept of a model provides a theoretically
richer way of understanding scientific practice than just blanket notions of “theory”
and “observation.” Most recently, various notions of modeling have proven fruitful
for understanding the growing role of computer simulations in science (Winsberg
2010).

Finally, of course, a naturalized philosophy of science is fully compatible with
the history of science which, by its nature, is a naturalistic study of past science and
scientists. Nevertheless, in spite of a historical turn among some philosophers of sci-
ence, few, if any, thought that the philosophy of science could be wholly assimilated
into the history of science.

5.4 Cognitive Science and the Sociology of Science

If one is going to naturalize the philosophy of science, to what is it to be natural-
ized? At the time there were two obvious candidates: the cognitive sciences and
the sociology of science. I leaned toward the cognitive sciences, and the subtitle of
Explaining Science (Giere 1988) was “A Cognitive Approach”. But I never regarded
these options as exclusive. On the contrary, I assumed that a comprehensive theory
of science would have to include elements of both. Much of the book was organized
around the two categories of representation and judgment, both major topics in the
cognitive sciences. On the representation side, I emphasized the use of models. On
the judgment side, I urged understanding scientific inference not as a kind of logic
but as decision making, with individuals and groups of scientists deciding which
hypotheses provisionally to accept or reject.

My reason for emphasizing the cognitive over the social was the latter’s rejec-
tion of any form of scientific realism. Realistic talk among scientists was not to be
taken at all literally. And there are no standards for scientific reasoning. In rejecting
these views I was in agreement with most philosophers of science. But I was also
more sympathetic to the new sociology of science than most philosophers because
it emphasized the role of scientists, that is, agents, in the production of scientific
knowledge. I had already concluded that a naturalized philosophy of science, like
most history of science, should focus on the activities of scientists (Giere 1989). I
thus explicitly rejected he positivist attempt to objectify scientific representation in
terms of semantic relations between symbols and the world, and scientific judgment
in terms of logical relations among statements.

Meanwhile, historians of science were busy assimilating the new sociology of
science. They were prepared for such assimilation since the field of history as a
whole had for some time been moving in the direction of social history. At that
time, this was thus a much more natural match for historians of science than the
philosophy of science. The change in the history of science was quite rapid. By the
end of the century, a stalwart supporter of history of science as intellectual history
sadly admitted to me that “they have won,” the “they” being either social historians
of science or sociologists of science.
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5.5 History of Science, Philosophy of Science,
and Sociology of Science

In many ways, Science and Technology Studies (STS) is the natural successor to
History and Philosophy of Science (HPS). Its major components are the History
of Science and Technology, the Philosophy of Science and Technology and the
Sociology (also Anthropology) of Science and Technology. Both the History of
Technology and the Sociology of Technology are well developed; the Philosophy
of Technology less so. The explicit inclusion of technology is significant because
the connections between technology and the rest of society are much tighter than
those between science and the rest of society. From the standpoint of the culture at
large, it is probably more important that we understand the workings of technology
than the workings of science. Nevertheless, I will focus on science, mainly because
I have had little engagement with studies of technology.

In many ways, my current views of the relationship between the history of sci-
ence and the philosophy of science are similar to what they were at the beginning. In
particular, I still think these are different disciplines with different goals and meth-
ods. The goal of a naturalized philosophy of science is to construct a theory of how
science works. It need not assume, however, that science has worked the same way
throughout its history. But, as a matter of fact, the philosophy of science is quite
present oriented. Historians of science seek to tell us something about how particu-
lar historical episodes large and small, unfolded. They rarely try to construct general
theories of science, even ones focused on a particular historical period. The differ-
ent methods of naturalized philosophy of science and history of science are suited
to their respective goals.

On the other hand, and already noted, relations between the history of science
and the sociology of science are much closer. It may be difficult to tell the dif-
ference between a work in the social history of science and one in the historical
sociology of science. But some sociologists of science also construct theories of sci-
ence, sometimes ones intended to be all inclusive. The many works of Bruno Latour
provide a prominent example. And the sociologist of science, Andy Pickering
(1995), has tried to subsume all of STS under the umbrella of cultural studies. I
have always viewed sociological theories of science as complementary to a gen-
erally naturalized philosophy of science, and the cognitive study of science in
particular.7

The main difference in the relationship between the history of science and the
philosophy of science since I began is that, whereas there used to be almost no inter-
action between the two fields, there is now considerable interaction. No longer do
philosophers of science write about black ravens and the shadows of flagpoles. Their
examples are taken from real science, both contemporary and historical. Sometimes
philosophers of science do their own history of science.

7The foremost advocate of the cognitive study of science (Nersessian 2005), has recently attempted
to cross the divide between cognitive and social studies of science, coming from the cognitive side.
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For a naturalized philosophy of science, Kuhn’s suggestion that the history of sci-
ence can provided evidence useful to the philosophy of science can be realized. But
the evidential relationship here is not especially crisp. There are no crucial experi-
ments to be had. It is more a matter of developing a general interpretive framework
to understand scientific activities, past or present. Not all interpretations are equally
good, of course, but the criteria for judging differing frameworks are multiple.

Unfortunately, the interaction tends not to be symmetrical. Many philosophers
would like to think that the concepts they are developing can be useful to historians
in their approach to understanding historical episodes in science. But the presump-
tion that what philosophers say is irrelevant to the work of historians of science
seems still strong. And, indeed, a few decades ago even historically minded philoso-
phers of science were busy constructing theories of “methodology” with the aim of
showing that the development of science is “rational” or “progressive.”8 Historians
were wise to reject these ideas.

My hope for the future is that, as the philosophy of science becomes more thor-
oughly naturalized, this side of the relationship between history of science and
philosophy of science will improve. Again, the distinctions between theories and
models, and the general importance of models in science, would seem to provide
good candidates for deployment by historians of science. Whether they will take up
such ideas remains to be seen.

For me, the big question remains: How are we humans capable of knowing such
things as that we ourselves are the product of millions of years of organic evolution
and billions of years of the physical evolution of the universe? That, of course,
is a philosophical question, but it requires a scientific answer, to which all of us,
historians, philosophers and sociologists of science, can contribute.
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Chapter 6
Philosophy of Science and Its Historical
Reconstructions

Peter Dear

Philosophy of science without history of science is empty;
history of science without philosophy of science is blind.
– Imre Lakatos1

6.1 History and Philosophy of Science

The title of this chapter alludes, of course, to a famous article by Imre Lakatos,
“History of Science and Its Rational Reconstructions.” It is also meant to invoke
the title of another celebrated article, itself teasingly resonating with Lakatos’s, by
Steven Shapin, “History of Science and Its Sociological Reconstructions” (Shapin
1982). Both Lakatos and Shapin wanted to talk about how best to do the history
of science, but my own intention is not to tell people how to do the philosophy of
science. However, I do value the disciplinary intersection of “history and philosophy
of science” (HPS); consequently, my subject is what I think HPS used to be about,
and what it could still offer us.

Lakatos’s basic point, rather like Kuhn’s in Structure of Scientific Revolutions,2

was that the history of science cannot be studied without some theory of what con-
stitutes science itself. For him, a theory of science was necessary to enable the
historian to say anything meaningful.3 There is clearly a basic logical truth here:
if an historian of science cannot say what science is, then how can he identify his
own subject-matter so as to study its history? (Whether it follows that an elabo-
rated theory of science is therefore required is another matter.) One of the implicit
assumptions of Lakatos’s view is that science is essentially a cognitive enterprise,

1Lakatos (1971, 102) (the tag echoes Kant, of course). Cf. versions of the same aphoristic statement
in Hanson (1962, e.g., 580).
2Kuhn (1970, 207).
3Hanson’s rather different point, in his (1962), was that the philosopher should use solid historical
scientific cases as starting points for analysis, for both heuristic and pragmatic reasons.
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a way of making knowledge of the sort that can be represented adequately by
truth-statements about the world. For most anglophone philosophers of science, this
assumption is probably still generally accepted. But historians of science, whether
at the time or now, were reluctant to embrace Lakatos’s vision of HPS, with philos-
ophy leading history by the hand. Quite what were the characteristic questions for
historians of science, in contrast to those of the philosophers, is somewhat unclear,
since their work still focused at that time on the history of ideas; perhaps it would
not be incorrect to say that, at some level, they wanted to trace how modern scien-
tific ideas had come into being, where the philosopher of science wanted to know
why those modern ideas were justified (the assumption usually being that they were
justified).

Conflicts of interest were there, incipiently, from the outset, and were basically a
problem of academic disciplines. Disciplines not only have their own subject mat-
ter, but they also have their own problems and ways of addressing them; their own
ways of doing things.4 If HPS seemed a good idea in the 1950s, it was because it
apparently had a single subject matter. But it was surely not clear that history and
philosophy had the same way of doing things; that they saw their common sub-
ject matter, science, in the same way, or raised the same questions about it. William
Whewell is sometimes seen as a founder of HPS,5 but he wrote well before the estab-
lishment of a professionally entrenched specialty called “philosophy of science.”
Philosophy there was, but not philosophy of science, and by the 1950s the latter
was much more mature than was a professional “history of science.” So the advent
of HPS was spearheaded by philosophers of science; the “Harvard Case Studies in
Experimental Science,”6 the International Encyclopedia of Unified Science,7 and
the work of Norwood Russell Hanson and Thomas Kuhn, were what HPS meant by
the 1960s, rather than the important historical studies of such as Richard Westfall or
Charles Gillispie.8

Nowadays, a case might be made that professional roles have reversed: where
once philosophers were taken to lead historians in setting the agenda and ques-
tions for HPS, contemporary philosophers of science who look to history do so
by following the lead of historians; many philosophers of science are now histo-
rians of the philosophy of science. The online discussion board HOPOS, “History
of Philosophy of Science,” has been well established for many years, and there is
a considerable associated coterie of philosophers who specialize in the history of
early-modern philosophy, from Descartes to Kant, and who hold regular regional

4Cf. on related themes Shapin (1992).
5Yeo (1994), Fisch and Schaffer (1991).
6The individual pamphlets began appearing in 1948, collected in Conant (1957).
7An abortive project of logical empiricism promoted by Otto Neurath that began publishing in 1938
and ended unfinished in 1969; its sections (bibliographically awkward but published by Chicago
University Press) included Thomas Kuhn’s Structure of Scientific Revolutions (1962) as well as
other sections that fell far from the ambitions of the Vienna Circle in the 1930s.
8British parallels could also be cited: Mary Hesse, Gerd Buchdahl, and Cambridge HPS rather than
A. Rupert Hall, for example.
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conferences. Perhaps the chief movers in this endeavor are Daniel Garber and
Roger Ariew, both specialists in Cartesianism. A leading Kant scholar, Michael
Friedman, contributed an essay to a recent number of Isis as part of a set on the
topic “Changing Directions in the History and Philosophy of Science.”9 Of the
four pieces, two were by philosophers of science, Friedman and Alan Richardson,
and the solution offered by the philosophers to the conundrum of HPS was, in
effect, to turn their share of the acronym into the History of the Philosophy of
Science; the HOPOS formula. Richardson’s essay is called “Scientific Philosophy
as a Topic for History of Science,”10 while Friedman’s “History and Philosophy
of Science in a New Key,” refers at the end to “the relationship between the his-
tory of science and (the history of) the philosophy of science.”11 In effect, both
authors concede an intellectual priority to historical enterprises. Changing directions
indeed.

My own intellectual roots lie in HPS of the Cambridge sort in the 1970s. It can
be difficult to break away from those fundamental perceptions of what the point
of studying science from a scholarly perspective actually is. When the intellectual
dynamic of the “philosophy” part of the complex gave way for some of us in the
1980s to that of the “sociology of scientific knowledge” (SSK), it provided a new,
but by no means unrelated, meaning to studying the history of science. This new
meaning relied fundamentally on many of the assumptions from the philosophy of
science that had formed integral parts of HPS, since those were the targets that
SSK attacked (many would say in sometimes strawman form).12 SSK was therefore
exciting; it was transgressive and idolatrous. It was also the context for Shapin’s
explicitly normative “History of Science and Its Sociological Reconstructions” in
1982, which made no bones about expelling Lakatos (and, by implication, philoso-
phers of science generally) from the history of science. Not all historians of science
applauded, especially in the United States; the idea of sociology of scientific knowl-
edge evidently felt to them rather too ideological and doctrinaire. HPS had seemed
to promise that studying the history of science would enable greater insight into
what this special kind of knowledge called science was all about—a glimpse of the
transcendental, in a way; and aspirations to a philosophical profundity implied by
HPS flattered that idea. SSK, by contrast, seemed rather too mundane and reduction-
ist for any such project, and even, in some cases, a little Marxist. Nonetheless, some
of us found SSK liberating. It seemed to turn the historian’s ways of doing things
into effective means of answering versions of longstanding philosophical questions
without having to defer to the philosophers: you didn’t have to explain why one
theory was better than its predecessors, you gave a local, socially-rooted account

9“Focus: Changing Directions in the History and Philosophy of Science,” Isis 99 (2007), 88–134.
10Richardson (2007).
11Friedman (2007, quote on 134).
12The work of David Bloor in the 1970s was central to the philosophical assaults of SSK, together
with that of Barry Barnes and Harry Collins; see for a neat summation of some central arguments
(Barnes and Bloor 1982). Historians of science in Britain began to engage with it from about 1980
onwards, while Anglophone philosophers of science reacted soon thereafter.
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of why particular groups of people at particular times preferred it.13 Normativity
turned into a philosopher’s conceit that historians of science, following the new
sociologists, could sneer at. So much for HPS, it appeared.

But of course philosophy of science still haunted the SSK-inspired historians,
hidden by the guise of its opposition. Among other things, relativism was pro-
claimed as a central badge of SSK, which gave people lots of harmless entertainment
for several years, and which on occasion involved a good deal of moralizing by some
philosophers.14 That moral outrage seems a bit more moderated now, particularly in
the wake of the more recent “science wars,” in part because of a strong empha-
sis on making a distinction between methodological and epistemic relativism.15

Methodological relativism has been pushed for quite a while now by Harry Collins
and is subscribed to by several other contributors to a 2001 essay-collection that
Collins edited with Jay Labinger, called The One Culture? (Labinger and Collins
2001). The idea is that the social researcher or historian simply proceeds, when
studying some aspect or passage of scientific activity, as if the knowledge-claims
made by the participants were neither true nor false in an absolute sense; truth or
falsity of the claims made cannot therefore be used as elements in an understanding
or explanation of what happened. However, no inference is to be drawn from this
methodological stance as to any commitment to epistemic relativism, wherein the
knowledge-claims would be seen as necessarily having no absolute truth or falsity
independent of the individuals or groups who adhere to them.

Methodological relativism seems to have been a fairly effective means of
deflating the moral outrage of those scientists or science-enthusiasts who bris-
tled at the idea that scientific truth-claims might not be absolutely true in a
context-independent sense (although a clear-cut demarcation between methodolog-
ical and epistemic relativism might not be so easy to establish “absolutely”. . .). But
something of the sort, whether one calls it methodological or pragmatic relativism—
devoted to the science-studies scholar’s avoidance of taking sides over truth-claims
about the natural world—seems to be in practice a fairly stable solution for the time
being. An objection to this trick, however, has been made by the sociologist Andy
Pickering, in a review of the Labinger/Collins collection (Pickering 2001). Pickering
made the point that the representatives of science studies in the book were not them-
selves representative of the entire sweep of approaches that make up contemporary
science studies. However, this seems to leave unaffected the idea that the distinction
between methodological and epistemic relativism is useful to pretty much everyone
in the field—even if some people might not always want to make it (ideological
critiques of science sometimes eschew relativism entirely, for instance).

13Thus Collins (1985, 145–48), even claimed to offer a generally applicable “sociological
resolution of the problem of induction.”
14A good exemplar is Brown (1984). Later serious engagements with SSK by philosophers include
Friedman (1998).
15A good deal of science-wars intemperance may be found in Gross and Levitt (1994), Koertge
(1998).
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6.2 Epistemography and Historical Explanation

Do such considerations elevate SSK, or some other form of science studies, to the
status of a kind of successor discipline to HPS? Or, alternatively, is HPS itself
flexible enough to take on board some of the central techniques and ambitions of
science studies? There are various points of possible rapprochement between them,
and between the history and the philosophy of science themselves, but the issue of
relativism is surely a part of the mix that needs to be placed under arrest.

My own contribution to the Labinger/Collins collection was an attempt to argue
that pretty much everyone doing “science studies” takes a certain core aspect of
their endeavor for granted, one that relates directly to the methodological/epistemic
distinction in relativism (Dear 2001). Insofar as all science-studies scholars, of what-
ever kind, necessarily rely at various times on providing accounts of what science or
scientists are, or do, in some circumstance or other, then this unavoidable element
of purported naturalistic description of science should be seen as the irreducible
core of all science-studies work. To emphasize that dimension, and to underline
the difference between it and assertions about the validity or invalidity of particu-
lar scientific knowledge-claims, of the kind that might offend scientists, I suggested
that the core of science studies should be seen as “epistemography”—the attempt to
give an empirical account of knowledge-practices. This seems to be a useful prag-
matic stance to take, even despite the obvious objection that one person’s empirical
account might be somebody else’s distorted misrepresentation; or some objection
based on the “theory-ladenness of observation.” The idea is that all science-studies
scholars are, as at least part of their work, attempting to present a true account of
some aspect of science. That attempt, rather than the possibility of ultimate success,
is a crucial moral component of all work in science studies.

“Epistemography” thus adopts a moral stance that can position itself quite effec-
tively against the impression that science studies sometimes appears to undermine
the trustworthiness and truth-production capacity of the sciences themselves. Much
like methodological relativism, the notion of epistemography confronts dismissals
of science studies that embody a kind of moral outrage deriving from a view of sci-
ence that sees it as a transcendental sort of human activity. After all, most people
think twice these days before openly basing their position on transcendence.

Furthermore, an epistemographical approach still allows particular pieces of
work in science studies—such as studies in the history of science—to be vigor-
ously challenged on grounds that the epistemography is wrong or fallacious, or that
the arguments built with it are invalid in some way; science-studies scholars do that
to one another all the time, “relativism” notwithstanding.

This issue recalls a striking point once made by David Bloor concerning negative
reactions to SSK: he drew parallels between criticisms of his “Strong Programme
in the Sociology of Knowledge” and those made in the mid-nineteenth century of
Higher Criticism of the Bible and research on the history of church doctrines (Bloor
1988). Turning religious doctrines into historically explicable positions, as Higher
Criticism did, was seen by some as supplanting the sanctity of those doctrines with
something less exalted: they no longer seemed to be genuine religious doctrines,
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because they no longer owed their existence to the sanction of God. Similarly, said
Bloor, giving sociological explanations for scientific beliefs is often seen as under-
mining them, because those beliefs will no longer owe their existence to the sanction
of a transcendent Nature. Bloor’s observations underline the degree to which the
enterprise of epistemography has no interest in issues of transcendence.

One of the features of an epistemographical enterprise is that it possesses, if only
implicitly, a sense of temporality. The abandonment of Mertonian-style structural-
functionalist explanations in understanding the actual enterprises of science surely
implied an equal abandonment of the timelessness implied by Mertonian assump-
tions about the essential nature of science as a social activity—sociologists of
science such as Merton himself, or Joseph Ben-David,16 never worried very much
about what they meant by the word “science”; they knew it when they saw it. So
the epistemographical core of science studies really implies taking on board fully
temporalized understandings of history. Studies of the past should do more than
just treat historical episodes as mere “case-studies” located in some kind of “vir-
tual present, which is what I think a lot of sociological studies in the SSK tradition
have often done (with honorable exceptions such as Shapin and Schaffer’s Leviathan
and the Air-Pump (Shapin and Schaffer 1985)). What virtual-present, case-study
approaches tend to lose by discarding a true temporal dimension in their accounts
is a certain form of meaning itself: meaning made by time. A commonplace of
cultural-historical analysis is that the meanings of ideas or actions in any particular
time and place are dependent on what counts as “normal” in that time and place; but
the “normal” contains such a plethora of inter-relations, connotations, and ineffable
complexities that they cannot really be understood in broadly structural terms (the
typical form of SSK accounts), but only temporally or narratively.17

Other ways of talking about time within science studies include Bruno Latour’s
notion of “making time,” used most effectively in The Pasteurization of France, and
Pickering’s attempt at a new metaphysics of time, in his talk of “temporal emer-
gence” in passages of scientific work.18 Each approach expresses, in very different
ways, the notion that time is a constitutive element of events, not just a back-
drop against which things occur. But oddly, neither of these ways of talking about
time has really caught on in science studies. Epistemography itself can be seen as
necessarily historicist, in the sense that its accounts must be heavily contextual-
ist, but even more in the sense that it makes passage through time a constitutive
element of understanding knowledge and its making. However the enterprise is car-
ried out, and whether or not done by people with an academic training in historical
scholarship, the making of knowledge through time is an inseparable part of an
epistemographical enterprise.

16In particular, Ben-David (1984).
17See, for more on cultural history of science, Dear (1995). The narrative understanding of his-
toriographical temporality is classically discussed in White (1978), explicitly applied to works in
the history of science in Clark (1995). One (non-invidious) example of an SSK-inspired historical
case study in a “virtual present” would be Ashmore (1993).
18Latour (1988, esp. 49–52), also Latour (2004, 188–94), Pickering (1995).



6 Philosophy of Science and Its Historical Reconstructions 73

None of this is intended to say that, somehow, historians have always “got it
right”; one of the glories of historical scholarship is the difficulty of laying down
precise rules about how to do it. In fact, precisely what is and is not illegitimate
in talking about the history of science is, I think, a major issue for science studies
in general, despite the current lack of attention to it. The principal challenge, once
more, concerns the category “science” itself: since philosophers gave up on finding
any straightforward demarcation criteria by which to give it a decontextualized, uni-
versal definition, historians of science, particularly of the pre-modern period, have
found it increasingly difficult to establish that the things they like to investigate
necessarily have much to do with the modern category “science” at all—because
that modern category is itself unclear. HPS with an ambiguous “S,” just like sci-
ence studies that is unsure of what science is, seems to reorient its central concerns
around precisely this question of what the field’s subject matter is; and there, even
epistemography will be inadequate to provide answers.

Stephen Gaukroger has long been an exemplar of the HPS scholar, particularly
on the old Cambridge model. His most recent book, The Emergence of a Scientific
Culture (Gaukroger 2006), with its claims to providing a sweeping historical view
and even invoking, in its title, the presumptive and ambiguous word “culture,” pro-
vides a valuable opportunity to consider what kind of scholarship that HPS model
produces. One of the book’s most striking aspects is that it shows Gaukroger as
a philosopher; in effect, he writes disciplinarily as a philosopher. The very ways
in which he sets up his topics and problematics are very much along the lines
of his classic Explanatory Structures: explication and conceptual analysis of his-
torical texts (Gaukroger 1978). The virtues of Gaukroger’s work resemble those
of Alexandre Koyré’s: although both scholars, with all their differences, are each
enormously rewarding to read, neither represents what historians of science do
nowadays. Koyré’s and now Gaukroger’s enterprises recall Kuhnian precepts on
reconstructing the intellectual coherence of alien scientific enterprises; a hermeneu-
tic endeavor that stops when everything seems to click. That’s an enormously
stimulating experience, to do for oneself or to read a masterly account devised by
somebody else, but it leaves too much hanging. To the historian of science nowa-
days, it often seems like a propaedeutic enterprise, one that may clarify part of what
the historian wants to understand or explain, but which doesn’t itself do that job.
This is where SSK got its foot in the historian’s door 30 years ago.

Gaukroger’s work does a lot more than reconstruct “explanatory structures”; he’s
a philosopher in the sense in which historians of philosophy such as Dan Garber,
Roger Ariew, or Tad Schmaltz are philosophers, producing historically situated,
intellectual-contextual history of philosophy, or history of science. This enterprise
itself, however, can still be seen as something subtly different from the work of
many historians of science. One of the great maxims of SSK held that one should
not account for people’s ideas by reference to other ideas; on this view, ideas don’t
causally generate new ideas. Instead, one was to seek socio-cultural explanations
or understandings of why these sorts of people would have preferred those sorts of
ideas. In practice, of course, this was an unapproachable goal; any account, whether
concerning contemporary or past science, will always smuggle in assumptions about
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how a particular idea unproblematically implied another, and so on. Nonetheless,
if an explanatory question concerning beliefs comes front-and-centre, many his-
torians of science, in keeping with that general perspective, will now look for
something from an ontological realm distinct from that of ideas: institutional con-
siderations or cognate cultural practices, for example. That recent tendency has
perhaps moved the history of science farther away from much philosophy of
science.

6.3 Time and Philosophy of Science

In understanding science as an historical enterprise, philosophy has more to offer
than simply “philosophy of science” in the sense of epistemology. The philosophy
of history is itself important, in making sense of how to engage with the mak-
ing of an enterprise, an endeavour, or a body of knowledge over time, as with
the work of Latour and Pickering, or aspects of Hans-Jörg Rheinberger’s work
(Rheinberger 1997). But the most obvious and immediate intersections are with the
work of Thomas Kuhn and Michel Foucault. Each, with differing presuppositions
and audiences, attempted to stabilize his objects of study while also allowing tem-
poral movement in historical accounts: in Kuhn’s case, the stability of paradigms,
or “disciplinary matrices,” punctuated by “scientific revolutions”; in Foucault’s,
stable, all-encompassing “epistemes” separated chronologically by mysterious
“ruptures.”19 Each theorist was in some sense a structuralist, and that anthropo-
logical approach directly or indirectly helped to render their ideas approachable
and attractive to many. But those who did not find such approaches attrac-
tive balked precisely at the stop-motion view of science as a knowledge-making
enterprise.

Latour’s views, to the extent that they can be fixed and characterized, themselves
drew explicitly on anthropological models, but rather than emphasizing the “cogni-
tive content” of successive quasi-stable structures in looking at the temporal paths
of science, he has looked at the stability of the processes of science. In propos-
ing to place a moratorium on talk of “theories” when interpreting science, in his
Science in Action (Latour 1987), he implicitly criticized the construct “theory” in
science-studies itself: “As soon as a divide is made between theories and what they
are theories of, the tip of technoscience is immediately shrouded in fog. Theories,
now made abstract and autonomous objects, float like flying saucers above the rest
of science, which by contrast becomes ‘experimental’ or ‘empirical’. . .. Doing a
history of scientific ‘theories’ would be as meaningless as doing a history of ham-
mers without considering the nails, the planks, the houses, the carpenter and the
people who are housed, or a history of cheques without the bank system.”20 Much
less tangibly than hammers, theories are presented by Latour as abstractions with

19Kuhn (1970), Foucault (1973).
20Latour (1987, 241–43, quote 242).
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no real ontological status (especially given that Latour is here denying the ontology/
epistemology dichotomy itself). Conversely, his position also eschewed the very cat-
egory of “cognitive content,” since the “cognitive” has no role in this play; there are,
instead, knowledge-claims, statements that can be made stronger or weaker as they
are bandied about “in action.”

Latour’s provocations and insights were salutary, and rapidly gave rise within
science studies, including the history of science, to an emphasis on “science as
practice.”21 Although the term “practice” quickly became overused and somewhat
evacuated of content, its original purpose was to refocus the study of science away
from “ideas” and onto “what scientists do” (or “did”). It thereby took the focus away
from the epistemic character of science; this was no longer its interesting feature,
the reason for paying attention to science in the first place. Instead, science was
interesting as a social and cultural institution.

But it would be hard to be a philosopher of science if one had no interest in
science-as-epistemology; indeed, an alternative interest in science as a social and
cultural institution would mean that one would not be a philosopher at all, but a
sociologist or anthropologist. Perhaps the most relevant shift in the philosophy of
science since the rise of SSK was a much increased focus on so-called “naturalistic”
approaches in the philosophy of science, involving the examination of “science as
she is practiced” instead of more prescriptive or normative reconstructions of sci-
entific work. While Lakatos’s “rational reconstructions” have sometimes given way
to applications of Bayesian logic, in general philosophers of science are much more
concerned with understanding what scientific practitioners do and have done, and
how best to make sense of it. That surely brings work in the philosophy of science
into the arena of the history of science, but the question then remains as to what
the relationship might be between the questions asked by the philosopher and those
asked by the historian.

Sometimes philosophy of science of the more “naturalistic” kind seems to be
done on an implicit assumption that scientists clearly know what they’re about,
so a close study of them will reveal the immanent wisdom behind their work—
otherwise, why bother studying them? To some extent this is a long-standing
tradition: figures like William Whewell were engaged in that sort of enterprise, fit-
ting historical accounts to a broad normative methodological picture of science so
as to have each support the other (again, perhaps echoes of Lakatos, too). Another
dimension of “naturalistic” philosophical study of science is interventionist work
on contemporary science, where the prime example would be evolutionary biol-
ogy, where philosophers of science such as Michael Ruse and Elizabeth Lloyd
involve themselves in ongoing scientific debates, applying philosophical acumen
to what one might call natural-philosophical arguments.22 Nancy Cartwright and
recently Ron Giere are among those who have focused especially on this “natural-
philosophical” dimension of the philosophy of science, in a tradition reminiscent

21Notably, Pickering (1992).
22Ruse (2006), Lloyd (2005).
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(and, in Cartwright’s case, more than reminiscent) of Aristotle.23 This second enter-
prise is the least disturbing to historians of science, perhaps; whereas the first, to
the extent that it involves on at least some implicit level notions of proper procedure
or legitimate “method” in science as the quarry to be chased down, goes against
the grain of most historians, who have long since abandoned the idea that there
is any such thing as a real, timeless “scientific method”: Paolo Rossi attributes to
Alexandre Koyré a paraphrase of Napoleon on strategy, that scientific method is
easy; it’s the application that’s hard.24

6.4 Epistemic Themes as a Commonality in HPS

These issues surrounding the possibility of a revivified HPS are especially difficult
for historians of the pre-modern period, because of the aforementioned problems
of the very word “science.” A radically different way of posing the question may
help to resolve the difficulties, however, and serve to integrate with a newer HPS
sensibility. We have always tended to consider the history of science as being about
the development and establishment of particular ideas about nature, and the ways
in which people have gone about doing those things. But there are other ways of
addressing the past of science, which I would like to consider briefly from my own
recent work.

The first approach I really owe to my Cornell colleague Mike Lynch. In his
Scientific Knowledge and Ordinary Action, Lynch discusses ways in which eth-
nomethodology can contribute things of value to the social studies of science. In
particular, he argues that much of what we study when we look at scientific prac-
tice is the elaboration and deployment of a host of specific epistemic themes that are
reiterated constantly in scientific discourse; themes such as observation, description,
replication, testing, measurement, explanation, proof (Lynch 1993, esp. 280, 300).
A focus on epistemic themes, reminiscent of Raymond Williams’s focus on key-
words (Williams 1976), is an attractive way to describe much of what the domain
of science studies tries to do. For the history of science, the approach is a way of
relating together the diverse array of subjects and time-periods that field tries to
address. Since hardly anyone tends to claim nowadays that there really is a sin-
gle, essential kind of thing called “Science,” a focus on recurrent epistemic themes
indicates how it might be possible to examine comparable problematics over a con-
siderable sweep of history—even despite the likely absence of a transhistorical
constancy underlying them. The history of science can readily be approached by
combining Lynch’s epistemic themes with a Foucauldian notion of genealogy25;
this amounts to a conception of history that eschews the treatment of the past

23Cartwright (1989), Cartwright (1992), Giere (1999), Giere (2006), these latter representing a
move away from the author’s earlier cognitivism.
24Rossi (1982, 5).
25Classically exemplified in Foucault (1997).
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from a perspective of anthropological strangeness in favor of historical investigation
oriented towards understanding better the kinds of cultural and intellectual prac-
tices that we’re possessed with in the present. And in that enterprise philosophical
concerns and analysis must play an essential role.

Reason and rationality have been major epistemic themes in the sciences, mathe-
matics, natural history and various other knowledge enterprises for many centuries;
but at the same time, it would obviously be ahistorical to imagine that “reason”
has always been the same thing. But it is clearly an appropriate subject for inves-
tigation as an epistemic theme of the kind discussed by Lynch.26 For the longest
time (about three centuries), it’s been usual to speak of philosophical approaches
in the seventeenth century as falling into two main camps, the “empiricist” and
the “rationalist.” Attempts in the seventeenth century to draw sharp battle-lines
between the two were often vigorous, especially among English “empiricists” such
as Locke and Boyle. However, self-styled empiricists or not, seventeenth-century
philosophers all spoke of “reason” as a central component of knowledge-generation.
“Experience” meant using one’s senses to learn new things, but it also involved
thinking about those new things; “reason” had to do with that appropriate way of
thinking.

Most practical uses of the term “reason”, or else “rational”, and their cognates
in this period did not subject it to much interrogation, any more than is usually
done nowadays; philosophers in most circumstances talked as though everyone
knew perfectly well what such terms meant, and as though these obvious terms
always represented something good. Lexicographically, the Latin term “ratio”, like
its vernacular equivalents, had many senses in different disciplinary contexts, such
as mathematics, logic, metaphysics, or physics. In the context of logic, reason was
explicated in terms of deductive, inductive, analogical, probable, or demonstrative
kinds, in various combinations.27 At the same time, actual uses of the term or its
cognates seldom came with explicit indications of which relevant sense of the term
“reason” they meant to invoke; it was presumably supposed to be evident from
context, or else functionally ambiguous—like language in general.

One celebrated locus in which the word “ratio” appears is a comparatively
unpublicized one in modern scholarship, because it’s usually rendered into mod-
ern languages as something other than “reason”: this is Francis Bacon’s talk about
“method.” Rather notoriously in Baconian scholarship, Bacon does not use the
perfectly contemporary word methodus, or “method,” to label what’s usually trans-
lated that way; instead, his term, usually translated as “method,” in the “Great
Instauration” or the New Organon is via et ratio. Bacon’s famous method is a via,
in other words, a way of going about things, and in this phrase “via et ratio” we
can see that same sense incorporated into Bacon’s sonorous periods, using the word

26I have also considered the epistemic theme of “intelligibility” from this same perspective in Dear
(2003).
27See, for examples, Goclenius (1613, 954–59), Micraelius (1662, 1200–202), cf. Chauvin
(1713, 555).
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“ratio” itself. And this might suggest that “reason” is here for Bacon a way of going
along.28

One way of “going along” that was highly prized in the seventeenth century,
as well as since, concerns inferential procedures in mathematics. Deductive proofs
were the gold standard in seventeenth-century mathematics, and they require, in
good Euclidean style, the step-wise movement from one set of statements to a new
statement that the previous ones were held to imply. But there were those who failed
to see those sorts of movements as unproblematic. There was no difficulty in actu-
ally performing them (except perhaps for sceptics), but understanding what justified
them was another matter.

Descartes’s Rules for the Direction of the Mind, from the 1620s, analyzes
deductive inference, much as had Aristotle, down to its fundamentals. Rule 10 char-
acterizes the procedures of syllogistic logic as a model for disciplined reasoning,
but then criticizes them for being too rote. His point is effectively psychological:
syllogistic logic makes reasoning so automatic that the mind fails to pay attention
to what it’s doing. Logicians prescribe precepts that supposedly govern human rea-
son, “in which the conclusions follow with such irresistible necessity that if our
reason relies on them, even though it takes, as it were, a rest from considering
a particular inference clearly and attentively, it can nevertheless draw a conclu-
sion which is certain simply in virtue of the form.” That way lies the risk of
being taken in by sophisms, whereas by contrast “the cleverest sophisms hardly
ever deceive anyone who makes use of his untrammeled reason.”29 Reason appears
here as something that precedes formal argumentation, rather than being captured
by the precepts of formal argumentation. Instead, it involves what Descartes calls
“intuition.”

“The self-evidence and certainty of intuition is required,” says Rule 3, “not only
for apprehending single propositions, but also for any discourse whatever. . .. Take,
for example, the inference that 2 plus 2 equals 3 plus one: not only must we intu-
itively perceive that 2 plus two make four, and that 3 plus one make four, but also
that the original proposition follows necessarily from the other two.”30 This kind of
intuition, moving from one set of statements to the next, is a kind of seeing: you just
see that the conclusion follows.31

Deductive reasoning is grounded, for Descartes, in primitive intuition: irreducible
leaps from one statement to the next that you just have to see, and in a more capa-
cious sense, a trained capacity to encompass an entire deductive sequence as a single
intuitive perception. In that sense, the core of deductive reasoning was anything but
mechanical. Even deduction was not simple deduction.

Blaise Pascal, like Descartes, spoke of formal reasoning with reference to the
“natural light,” which enables us to obtain certainty in something like geometry

28Cf. Silverthorne’s translation “way and method” in Bacon (2000, 22).
29Descartes (1996, 10: 405–406); translated in Descartes (1985–1991, 1: 36).
30Descartes (1996, 10: 369); modified from Descartes (1985–1991, 1: 14–15).
31The analogy is explicit in Rule 9, Descartes (1996, 10: 400–401).
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even despite the impossibility of defining and proving every element of the requisite
starting principles. In the Pensées, Pascal describes the matter compendiously:

The knowledge of first principles—space, time, motion, and numbers—is as firm as any of
those that our reasoning gives us, and it is on this knowledge of the heart and instinct that
reason must rely and must base all its discourse. The heart feels that there are three spatial
dimensions and that numbers are infinite, and reason then demonstrates that there are no two
square numbers of which one is double the other. Principles are felt, propositions are proved,
and both with certitude, although by different ways—and it is as useless and ridiculous for
reason to demand of the heart proof of its first principles before willingly accepting them as
it would be ridiculous for the heart to demand of reason a sentiment of all the propositions
that it demonstrates in order to be willing to accept those. This powerlessness ought only to
serve to humiliate reason. . . but not to undermine our certitude.
(Pascal 1963, 512 col.II (L110; my translation))

One might say that, for Pascal, “reason” is more of a human practice than a
transcendent route towards truth.

“Reason” as an epistemic theme is historically a rather flexible resource, a means
of coercion and persuasion. One of the advantages of examining early-modern
discussions of such modern categories and philosophical shibboleths is that those
discussions often tell us a great deal about what we’ve unwittingly accepted as
moderns—such as disciplined inner conviction as a mark of truth.

I want to finish by outlining another way of addressing science historically. This
also comes from particular understandings of the early-modern period, and comes
closest to a genealogical approach, in Foucault’s sense of a non-teleological his-
torical emergence of the present. As historians of science increasingly confront the
question of what, for any given period, should count as “science” in the first place,
it behooves them to consider the kinds of categories and practices that went into
the creation of the cultural category “science” as it emerges, according to general
consensus, by the nineteenth century.

Early-modern engagements with formal knowledge of nature, and especially the
employment of new uses of the term “natural philosophy” in the seventeenth cen-
tury, seem to show a movement towards an uneasy accommodation between, on
the one hand, natural philosophy in its classical sense of a contemplative branch of
philosophy, and on the other hand an endeavour aimed at practical utility and instru-
mental application. That accommodation was facilitated by the development from
the seventeenth century onwards of an explicit, theorized kind of experimental prac-
tice that could link claims about the nature of the world to instrumental techniques
for exploiting it. But the accommodation never truly clicked; it never became truly
“natural”—even though it was routinely represented as if it was.

A crucial paradox seems to be at stake here: to the extent that people ever since
the eighteenth century have tended to understand “science” as being fundamen-
tally “natural philosophy”—contemplative understanding of the world—then the
nineteenth-century’s category of “applied science” can be regarded as something
that emerges unproblematically from natural philosophy taken as “pure” science.
But complementarily, to the extent that people since the eighteenth century have
understood “science” to mean, fundamentally, “instrumentality”—the capability of
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utilitarian, operational control of nature—then to that extent the status of natural
philosophy is simply that of a set of accounts of nature, belief in the truth of which
is justified by the very fact of their discursive implication in the instrumental work
itself. Those alternatives have been two distinct ways of representing what “science”
is, but they have not generally been clearly distinguished from one another. Instead,
there has been an implicit relationship of bootstrapping between them, each support-
ing the other by virtue of only one of them being attended to at a time. If both the
natural-philosophy view and the instrumentality view are interrogated side-by-side,
however, the circularity and non-necessity of their mutual support becomes evident.
And according to my argument, this situation, one that modern science has directly
inherited from early-modern traditions, incorporates what one can see as the basic
ideology of modern science.32

The Indiana University Department of History and Philosophy of Science asks
the question on its website “What is History and Philosophy of Science?” Its answer
begins with this statement: “Studies take many different forms, all with the common
aim of understanding how science works.”33 The careful ambiguity in that descrip-
tion is crucially important in light of the ideology just outlined: what is meant by
the phrase “how science works”? What are its implications—that science “works”
because of its instrumental efficacy? Does this mean that science is just a set of tech-
niques? Or does it mean that science successfully discovers truths about the natural
world? Genealogically, historically, perhaps we can say that it should mean both at
once. Such an analysis, and a tracing-out of its meaning and implications, would
indeed be a fitting endeavour for HPS.

References

Ashmore, Malcolm. 1993. “The Theatre of the Blind: Starring a Promethean Prankster, a Phoney
Phenomenon, a Prism, a Pocket and a Piece of Wood.” Social Studies of Science 23:
67–106.

Bacon, Francis. 2000. The New Organon, edited and translated by Lisa Jardine and Michael
Silverthorne. Cambridge: Cambridge University Press.

Barnes, Barry, and David Bloor. 1982. “Relativism, Rationalism and the Sociology of Knowledge.”
In Rationality and Relativism, edited by Martin Hollis and Steven Lukes, 21–47. Cambridge,
MA: MIT Press,.

Ben-David, Joseph. 1984. The Scientist’s Role in Society: A Comparative Study. Chicago, IL:
University of Chicago Press.

Bloor, David. 1988. “Rationalism, Supernaturalism, and the Sociology of Knowledge.” In
Scientific Knowledge Socialized, edited by Imre Hronsky, Márta Fehér and Balázs Dajka,
59–74. Dordrecht: Kluwer.

Brown, James R., ed. 1984. Scientific Rationality: The Sociological Turn. Dordrecht: D. Reidel.
Cartwright, Nancy. 1989. Nature’s Capacities and Their Measurement. Oxford: Clarendon Press.

32This argument is pursued at greater length in Dear (2005); these themes also run through Dear
(2006).
33http://www.indiana.edu/~hpscdept/ (accessed May 15, 2008).

http://www.indiana.edu/~hpscdept


6 Philosophy of Science and Its Historical Reconstructions 81

Cartwright, Nancy. 1992. “Aristotelian Natures and the Modern Experimental Method.” In
Inference, Explanation and Other Frustrations, edited by John Earman, 44–71. Berkeley, CA:
University of California Press.

Chauvin, Étienne. 1713. Lexicon philosophicum, Facs. rpt. 1967. Dusseldorf: Janssen.
Clark, William. 1995. “Narratology and the History of Science.” Studies in the History and

Philosophy of Science 26: 1–71.
Collins, H.M. 1985. Changing Order: Replication and Induction in Scientific Practice.

London: Sage.
Conant, James Bryant, ed. 1957. Harvard Case Histories in Experimental Science, 2 vols.

Cambridge, MA: Harvard University Press.
Dear, Peter. 1995. “Cultural History of Science: An Overview, with Reflections.” Science,

Technology, and Human Values 20: 150–70.
Dear, Peter. 2001. “Science Studies as Epistemography.” In The One Culture? A Conversation

About Science, edited by Jay A. Labinger and Harry Collins, 128–41. Chicago, IL: University
of Chicago Press.

Dear, Peter. 2003. “Intelligibility in Science.” Configurations 11: 145–61.
Dear, Peter. 2005. “What Is the History of Science the History Of ? Early Modern Roots of the

Ideology of Modern Science,” Isis 96: 390–406.
Dear, Peter. 2006. The Intelligibility of Nature: How Science Makes Sense of the World. Chicago,

IL: University of Chicago Press.
Descartes, René. 1985–1991. The Philosophical Writings of Descartes. Translated by John

Cottingham, Robert Stoothoff, and Dugald Murdoch, 3 vols. Cambridge: Cambridge University
Press.

Descartes, René. 1996. Oeuvres de Descartes, edited by Charles Adam and Paul Tannery, 11 vols.
Paris: J. Vrin.

Fisch, Menachem, and Simon Schaffer, eds. 1991. William Whewell: A Composite Portrait. Oxford:
Clarendon Press.

Foucault, Michel. 1973. The Order of Things: An Archaeology of the Human Sciences. New York,
NY: Vintage Books.

Foucault, Michel. 1977. Discipline and Punish: The Birth of the Prison. Translated by Alan
Sheridan. New York, NY: Pantheon.

Friedman, Michael. 1998. “On the Sociology of Scientific Knowledge and Its Philosophical
Agenda.” Studies in History and Philosophy of Science 29: 239–71.

Friedman, Michael. 2007. “History and Philosophy of Science in a New Key.” Isis 99:
125–134.

Gaukroger, Stephen. 1978. Explanatory Structures: A Study of Concepts of Explanation in Early
Physics and Philosophy. Atlantic Highlands, NJ: Humanities Press.

Gaukroger, Stephen. 2006. The Emergence of a Scientific Culture: Science and the Shaping of
Modernity 1210–1685. Oxford: Oxford University Press.

Giere, Ronald N. 1999. Science Without Laws. Chicago, IL: University of Chicago Press.
Giere, Ronald N. 2006. Scientific Perspectivism. Chicago, IL: University of Chicago Press.
Goclenius, Rudolph. 1613. Lexicon Philosophicum, Facs. rpt. 1964. Hildesheim: Olms.
Gross, Paul R., and Norman Levitt. 1994. Higher Superstition: The Academic Left and Its Quarrels

with Science. Baltimore, MD: The Johns Hopkins University Press.
Hanson, Norwood Russell. 1962. “The Irrelevance of History of Science to Philosophy of Science.”

The Journal of Philosophy 59: 574–86.
Koertge, Noretta, ed. 1998. A House Built on Sand: Exposing Postmodern Myths About Science.

Oxford: Oxford University Press.
Kuhn, Thomas S. 1970. The Structure of Scientific Revolutions, 2nd edition. Chicago, IL:

University of Chicago Press.
Labinger, Jay A., and Harry Collins, eds. 2001. The One Culture? A Conversation About Science.

Chicago, IL: University of Chicago Press.



82 P. Dear

Lakatos, Imre. 1971. “History of Science and Its Rational Reconstructions.” In PSA 1970. Boston
Studies in the Philosophy of Science, vol. viii, edited by Roger C. Buck and Robert S. Cohen,
91–108. Dordrecht: D. Reidel.

Latour, Bruno. 1987. Science in Action: How to Follow Scientists and Engineers through Society.
Cambridge, MA: Harvard University Press.

Latour, Bruno. 1988. The Pasteurization of France. Translated by Alan Sheridan and John Law.
Cambridge, MA: Harvard University Press.

Latour, Bruno. 2004. Politics of Nature: How to Bring the Sciences into Democracy. Translated by
Catherine Porter. Cambridge, MA: Harvard University Press.

Lloyd, Elisabeth A. 2005. The Case of the Female Orgasm: Bias in the Science of Evolution.
Cambridge, MA: Harvard University Press.

Lynch, Michael. 1993. Scientific Practice and Ordinary Action: Ethnomethodological and Social
Studies of Science. Cambridge: Cambridge University Press.

Micraelius, Johannes. 1662. Lexicon philosophicum, 2nd edition Stettin, Facs. rpt. 1966.
Dusseldorf: Janssen.

Pascal, Blaise. 1963. Oeuvres complètes, edited by Louis Lafuma. Paris: Éditions du Seuil.
Pickering, Andrew, ed. 1992. Science as Practice and Culture. Chicago, IL: University of Chicago

Press.
Pickering, Andrew. 1995. The Mangle of Practice: Time, Agency and Science. Chicago, IL:

University of Chicago Press.
Pickering, Andrew. 2001. “Sociology vs. Science: The War Drags On.” Review of Labinger and

Collins, ed., The One Culture? Physics World 14:45–46.
Rheinberger, Hans-Jörg. 1997. Toward a History of Epistemic Things: Synthesizing Proteins in the

Test Tube. Stanford, CA: Stanford University Press.
Richardson, Alan. 2007. “Scientific Philosophy as a Topic for History of Science.” Isis 99: 88–96.
Rossi, Paolo. 1982. “The Aristotelians and the Moderns: Hypothesis and Nature.” Annali

dell’Istituto e Museo di storia della scienza di Firenze 7: 3–28.
Ruse, Michael. 2006. Darwinism and Its Discontents. Cambridge: Cambridge University Press.
Shapin, Steven. 1982. “History of Science and Its Sociological Reconstructions.” History of

Science 20: 157–211.
Shapin, Steven. 1992. “Discipline and Bounding: The History and Sociology of Science as Seen

Through the Externalism-Internalism Debate.” History of Science 30: 333–69.
Shapin, Steven, and Simon Schaffer. 1985. Leviathan and the Air-Pump: Hobbes, Boyle, and the

Experimental Life. Princeton, NJ: Princeton University Press.
White, Hayden V. 1978. Tropics of Discourse: Essays in Cultural Criticism. Baltimore, MD: Johns

Hopkins University Press.
Williams, Raymond. 1976. Keywords: A Vocabulary of Culture and Society. New York: Oxford

University Press.
Yeo, Richard. 1994. Defining Science: William Whewell, Natural Knowledge and Public Debate in

Early Victorian Britain. New York, NY: Cambridge University Press.



Chapter 7
The Underdetermination Debate: How Lack
of History Leads to Bad Philosophy

Wolfgang Pietsch

7.1 Introduction

Over the course of a century, the debate on underdetermination has produced an
abundance of versions of the thesis that evidence does not uniquely determine
scientific theories. Almost everybody agrees that some weak transitory under-
determination is a historical reality while several strong renderings are clearly
implausible. Thus, the real challenge of the debate consists in formulating the under-
determination thesis in a way that strikes the right balance between the extremes.
Such a formulation reaches beyond the trivial observation that theories are underde-
termined if relevant evidence is missing. It should be methodologically useful both
for the working scientist and for the historian of science while evading the common
objections.

We will show in this essay that as a guideline to a philosophically viable con-
ception of underdetermination the historical perspective proves to be essential.
Conversely, attempts at an ahistorical formulation of the thesis will lead to a dis-
torted notion of underdetermination that is open to all kinds of objections. The
story will rely on a simplified construal of the debate on underdetermination in the
twentieth century. It will contrast the views of Pierre Duhem and W. V. O. Quine,
respectively the most prominent proponents of a historical and an ahistorical ren-
dering of underdetermination. We will show that the common objections against
underdetermination are fatal only to Quine’s version. Thus, in this case historical
ignorance indeed led to bad philosophy.

Ultimately, the underdetermination thesis should be able to make sense of those
episodes in the history of science, where a situation of underdetermination was diag-
nosed by at least some of the leading scientists involved. Examples are plenty, of
which I will mention three. One that is much discussed concerns the transition from
Euclidean to non-Euclidean physics at the turn from the nineteenth to the twenti-
eth century. There was a fairly short period, when several of the leading geometers
and physicists of the time, including Hermann von Helmholtz, Henri Poincaré, and
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Albert Einstein, held the choice between the different axiomatizations of geome-
try to be of conventional nature, each axiomatization corresponding to a different
formulation of the laws of physics (e.g. Helmholtz 1870; Poincaré 1902; Einstein
1921). The demand for simplicity of those laws would somewhat narrow down
sensible choices of the axiomatization of geometry.

Another often-cited example is the equivalence between wave and matrix
mechanics in the early years of quantum theory as pointed out in particular
by Erwin Schrödinger: “Considering the extraordinary differences between the
starting-points and the concepts of Heisenberg’s quantum mechanics and of the the-
ory which has been designated ‘undulatory’ or ‘physical’ [. . .] it is very strange
that these two new theories agree with one another with regard to the known
facts, where they differ from the old quantum theory. [. . .] That is really very
remarkable, because starting-points, presentations, methods, and in fact the whole
mathematical apparatus, seem fundamentally different” (Schrödinger 1926, 45). As
Schrödinger stresses, matrix mechanics emphasizes the discontinuous nature of
matter, while wave mechanics emphasizes the continuous aspects. Consequently,
wave mechanics is naturally formulated in terms of differential equations, while
matrix mechanics introduced its own peculiar algebraic language into physics. As
in most historical cases of underdetermination, the exact interpretation of this sit-
uation has been quite controversial both among the scientists directly involved
and later on among historians and philosophers of quantum theory (Muller 1997;
Perovic 2008).

While a considerable philosophical literature exists on the equivalence of matrix
and wave mechanics and even more on the conventionality of geometry, another
pertinent example has evaded almost completely the attention of modern philoso-
phers of science.1 Underdetermination occurs in the transition from Newtonian
action-at-a-distance theories to field theoretic formulations in classical physics, most
notably in the case of electrodynamics (Pietsch 2010). Reading Maxwell’s Treatise
on Electricity and Magnetism, nothing short of being the Principia for classical elec-
trodynamics, most modern readers will be surprised that a large part of the preface is
devoted to an analysis of the relation between Faraday’s field electrodynamics and
the action-at-a-distance electrodynamics of Coulomb or Ampère. Maxwell empha-
sizes the equivalence of both theories, not only in terms of empirical adequacy, but
also of non-empirical epistemic criteria: “In a philosophical point of view, more-
over it is exceedingly important that two methods should be compared, both of
which have succeeded in explaining the principal electromagnetic phenomena, and
both of which have attempted to explain the propagation of light as an electro-
magnetic phenomenon, and have actually calculated its velocity, while at the same
time the fundamental conceptions of what actually takes place, as well as most
of the secondary conceptions of the quantities concerned, are radically different”
(Maxwell 1873, xii).

1Complaints about an alleged lack of examples are quite frequent in the literature (e.g. Norton
2008, 25). However, the fact that the underdetermination in classical electrodynamics has barely
been discussed suggests that examples were searched for in the wrong place and that there are
many more to be unearthed from the history of science (see also Section 7.3, item iv).
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My criteria for formulating the “correct” version of the underdetermination the-
sis are of pragmatic nature: that it is of methodological importance for actual
scientific theorizing and that it proves a useful tool for reconstructing certain
episodes in the history of science. Of course, it should also evade all objections
that have been raised against the thesis. With an eye on actual scientific prac-
tice both in its historical and methodological dimensions, the underdetermination
thesis that we will embrace will be largely in Duhemian spirit. By contrast, the
logical and linguistic remarks in Quine’s rendering will turn out largely irrelevant
to our formulation of the thesis. Basically, the historical version of underdeter-
mination that we are eventually going to defend is the following: In the history
of science, especially of physics, one repeatedly encounters situations where sev-
eral theories are equally strong in terms of their empirical consequences and with
regard to epistemic virtues but rely on different metaphysics that provide the sci-
entists with different instructions what to do next and what to expect from nature.
There are no convincing reasons to exclude the possibility of such situations in the
future.2 None of the known objections is fatal to this formulation of the underde-
termination thesis, while it nevertheless holds important implications for scientific
method.

Section 7.2 will provide an overview of the most important versions of the under-
determination thesis. In Section 7.3, we will compare Duhem and Quine’s versions
of underdetermination and link the differences to their respective attitudes towards
the history of science. The attitude towards history can also serve as a guideline
for detecting further differences beyond those that are usually discussed in the lit-
erature. In the next step of the argument, it will be pointed out in Section 7.4 how
the neglect of historical perspective has been detrimental to the underdetermination
thesis since the common objections are fatal only to the ahistorical view. Section 7.5
will briefly summarize from the literature the two most important arguments in
favour of the underdetermination thesis and point out their weaknesses. Concluding
from Sections 7.4 and 7.5 we are confronted with a stalemate, where neither the
arguments for nor those against underdetermination turn out ultimately convincing.
Section 7.6 will try to ameliorate this situation by searching for further arguments
in support of underdetermination that are informed by the historical perspective.
We will show that denying underdetermination can seriously hinder progress in cer-
tain instances of the evolution of science. Also, denying underdetermination leads
to an implausible conception of scientific theories, in which conventional elements
can be unequivocally separated from non-conventional elements. The relevance of a
historical perspective for thinking about scientific method will be briefly addressed
in Section 7.7.

2We leave open the question if future evidence can decide between competing approaches. The
issue is somewhat overrated since in the historical context one often finds disagreement about
which assumptions are central to a framework and which are merely auxiliary. Still, given that the
different approaches have all proved fruitful in the past, it is plausible that some core assumptions
can be upheld no matter what evidence comes up. Otherwise, the previous successes of the various
frameworks would seem a miracle.
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7.2 Underdeterminations

More than a century after the publication of the Aim and Structure of Physical
Theories, Duhem’s opus magnum on the methodology of physics, the often-heated
debate concerning underdetermination is difficult to disentangle. Various render-
ings of the underdetermination thesis are around and more than once critics have
pointed out that some fairly uncontroversial version is being defended while far-
reaching conclusions are then drawn from another much more dubious version
(e.g. Laudan 1990, 324). Conversely, defendants of underdetermination might argue
that all objections concern only some distorted rendering of the underdetermination
thesis, while the real thing stays undefeated. In this vein, we will argue in this paper.

In any case, it is crucial to distinguish the different versions of the underdetermi-
nation thesis that have been proposed in the literature. The common denominator in
all of them is that in some manner evidence underdetermines theory. Various claims
result from specifying the three central concepts, i.e. underdetermination, evidence,
and theory. The most fundamental distinction concerns the methodological tool-
box by which underdetermination is established—resulting in two generic types
of underdetermination (Laudan 1990): deductive underdetermination, sometimes
also referred to as Humean underdetermination, and ampliative underdetermina-
tion. In case of the former, underdetermination is established by means of a pure
hypothetico-deductive method, where theories are evaluated solely on the basis of
their observable, deductive consequences. By contrast, ampliative underdetermi-
nation takes into account further criteria. Thus, ampliative underdetermination is
deductive underdetermination plus underdetermination with respect to X, where X
might be some non-empirical epistemic virtues like simplicity, fruitfulness, scope or
consistency.3 For genuine inductivists, X would incorporate sophisticated inductive
methods, e.g. eliminative induction or Bayesian probabilism.

Another distinction arises when specifying the extent of evidence that is taken
into account. Most importantly, do we refer to the actual evidence in a specific his-
torical context, or to all possible evidence, i.e. all observation statements implied by
a theory. Both approaches have been proposed in the literature: the former goes by
the name transient underdetermination, the latter is often called permanent under-
determination (Stanford 2009; see also Sklar 1975, 380–81). In the first case, the
underdetermination predicament usually goes away when further evidence accu-
mulates; in the second, no evidence can decide between rival theories. Sometimes,
transient underdetermination is taken to imply that there necessarily exists a piece of
evidence which will decide between competing approaches. We will not require that.
In our usage of the terms, a case of transient underdetermination, i.e. with respect
to actual evidence, can also constitute a case of permanent underdetermination, i.e.
with respect to possible evidence.

3A comment on notation: To adequately mirror the distinction between deductive and amplia-
tive underdetermination, I distinguish between empirical adequacy and non-empirical epistemic
virtues.
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Transient underdetermination has recently been examined extensively in the
work of Kyle Stanford (2001, 2006, 2009). Stanford has formulated a novel
epistemic challenge to scientific method, his so-called problem of unconceived
alternatives, which might also be termed the problem of recurrent transient under-
determination. His claim is that underdetermination can be a challenge to realism
not only if it is permanent but also if it is transient, while recurrent. If there
continue to be currently unthought-of alternatives even to our best-established the-
ories then underdetermination clearly constitutes a challenge to scientific realism.
According to Stanford, the history of science provides ample evidence that the threat
of unconceived alternatives is real.

Finally, one can distinguish versions of underdetermination by specifying what
exactly one understands by theory. A conservative proponent of underdetermi-
nation will insist on some, however fuzzy dividing line between observation
statements, theoretical hypotheses, and analytic statements. Given this assump-
tion, underdetermination concerns only some esoteric “isles” of interconnected
theoretical hypotheses in abstract scientific theories. By contrast, a more radical
proponent might deny any meaningful distinction between observation statements,
theoretical hypotheses, and analytic statements. From this perspective, one will
quickly conclude that not only some restricted areas, but all our knowledge is
underdetermined. While familiar from the literature, these brands of underdeter-
mination have not yet been given concrete names. We will call them isolated and
ubiquitous underdetermination. Further distinctions have been proposed, but the
mentioned three are the most important ones or at least the most relevant for our
purposes.

Following this systematic exposition let us now locate Duhem and Quine on this
matrix. For this purpose we rely on Duhem’s The Aim and Structure of Physical
Theory, especially chapter IV of part one,4 and on Two Dogmas of Empiricism,
the locus classicus for Quine’s version of underdetermination. Duhem turns out a
careful advocate of ampliative underdetermination taking into account both non-
empirical epistemic virtues, which he summarizes as economy of thought, and
inductive methods, whose effectiveness he criticizes. To account for actual the-
ory choice in cases where rational criteria fail, Duhem proposes his theory of
good sense. For him, theories are evaluated according to empirical adequacy, non-
empirical epistemic virtues and inductive support. He clearly leans toward transient
underdetermination in that he generally considers the historical context with a spe-
cific situation of evidence. This can be most clearly perceived from the fact that all
his examples are drawn from the history of science, especially from physics. Finally,
he clearly endorses isolated underdetermination by denying that phenomenologi-
cal sciences like physiology are affected by underdetermination at all. According
to Duhem, underdetermination concerns only theoretical hypotheses in advanced
(“symbolic”) scientific theories.

4The better-known chapter VI of part two is much less telling about Duhem’s stance concerning
underdetermination.
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Quine is in many ways more radical than Duhem. He is also less clear about what
his views really are, at least in the influential (Quine 1951). For example, he wavers
between deductive and ampliative underdetermination. Still, most of his examples
indicate that he has the deductive rendering in mind, e.g. when he writes: “Even a
statement very close to the periphery [of the web of knowledge] can be held true in
the face of recalcitrant experience by pleading hallucinations or by amending certain
statements of the kind called logical laws” (Quine 1951, 43). Clearly, underdeter-
mination is established here in terms of observable deductive consequences only.
This impression is also supported by his radical denial of the analytic-synthetic dis-
tinction, rendering both epistemic virtues and inductive methods revisable and thus
ultimately incapable of deciding between competing approaches. In principle, for
Quine even deductive logic is open to revision, leading to an extreme relativism
where everyone can claim whatever pleases him. Detailed discussions of scientific
method are remarkably absent from Quine’s main writings on underdetermination
(i.e. 1951 and 1975). There is no critique of inductive methods and nothing compara-
ble to Duhem’s theory of good sense.5 At least from his most explicit formulations,
the reader gains the impression that Quine (1951) leans toward the more radical
options of permanent underdetermination (“Any statement can be held true come
what may”; 43) and ubiquitous underdetermination (“The totality of our so-called
knowledge or beliefs, from the most casual matters of geography and history to
the profoundest laws of atomic physics or even of pure mathematics and logic, is a
man-made fabric which impinges on experience only along the edges”; 42).

7.3 Chasing Duhem, Fleeing Quine

In this part of the argument we will show how the main differences between Duhem
and Quine’s versions of underdetermination derive from their respective stances
toward history. We will dub Duhem’s viewpoint the historical and Quine’s the
logical rendering of underdetermination. Even a superficial comparison between
Duhem’s The Aim and Structure and Quine’s Two Dogmas of Empiricism reveals
the fundamentally different perspectives. Duhem’s text is rich with examples from
the history of physics, while Quine—“indifferent as Americans often are concerning
history” (Vuillemin 1979, 598)—indulges in fundamental considerations of logic
and language that remain detached from any historical reality of science. Of course,
this corresponds to their philosophical heritage: Duhem was a working physicist and
an acclaimed historian of physics, while Quine was a logician and philosopher of
language.

It is quite straightforward why someone with the historical interests of Duhem
should impose careful and sensible limitations on the underdetermination thesis.

5Quine elsewhere discusses the epistemic virtues simplicity, familiarity, scope, and fecundity
(1955). However, his elaboration remains rather detached from scientific practice mixing examples
from everyday life with some superficial expositions of examples from physics.
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Summarized from the last section, the main issues that distinguish Duhem’s account
from Quine’s are6: (i) the limited extent of holism; (ii) that only theories involving
symbolic representations are affected; (iii) the invocation of good sense to account
for actual theory change; (iv) that the thesis is illustrated by means of historical
examples; (v) that the thesis is framed in terms of actual evidence pertaining to a
specific historical situation; (vi) that complete empirical equivalence is not nec-
essarily required, but rather equal strength in terms of empirical adequacy and
non-empirical epistemic virtues like simplicity, fruitfulness or coherence; (vii) that
underdetermination has immediate implications for the methodology of physics.

Let us now point out in a somewhat tedious exercise, how each of these differ-
ences can be traced back to Duhem’s historical and Quine’s logical outlook. (i) A
crucial distinction concerns the extent of holism that underpins the underdetermi-
nation thesis. Confirmational holism means the idea that scientific hypotheses are
not vulnerable to experiments in isolation, but only as a group (Duhem 1991, 183–
88). Whenever a prediction turns out wrong, there is considerable ambiguity which
hypotheses to abandon. In the words of Duhem, “the validity of [the scientist’s]
conclusion is as great as the validity of his confidence [in the accuracy of all other
propositions he has used in addition to the examined hypothesis]” (185). While
Duhem advances a holism that is restricted to limited groups of hypotheses within
physics, Quine’s holism comprises everything from mathematics and logic to the
purely phenomenological sciences: “The unit of empirical significance is the whole
of science” (Quine 1951, 42).

How is this difference connected with the presence or absence of historical per-
spective? While it may in principle be true that all knowledge is connected via logic
and mathematics, the implications of Quine’s holism are far too unrealistic for any
serious scientist or historian of science to accept. A physicist at CERN formulat-
ing a hypothesis about the Higgs boson will hopefully never be worried by the fact
that you are reading my paper in this very moment, although these two statements
are in principle connected via the laws of logic. An astronomer concerned with
the mechanics of the solar system will hopefully never dare to question the princi-
ples of mathematics, if he finds Mercury to behave unexpectedly. Quine’s unlimited
holism bears no insight as to why, in the past, certain hypotheses were rejected and
others kept.

By contrast, Duhem’s holism is historically accurate. It is a historical truism
that unexpected experimental results in physics never lead to prompt and unani-
mous conclusions by the scientists involved. Rather, “[n]o absolute principle directs
this inquiry, which different physicists may conduct in very different ways with-
out having the right to accuse one another of illogicality” (Duhem 1991, 216).
Often dissenters remain who do not accept the consensus reached by the major-
ity. While Quine’s holism can account for the existence of dissenters in principle, it
is inaccurate about where, when, and to what extent dissent surfaces. For example,

6The differences between a Quinean and a Duhemian rendering of underdetermination are
addressed in among others (Vuillemin 1979; Ariew 1984; Quine 1986; and Gillies 1993).
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unexpected trajectories of Mercury will never produce dissenters concerning the
principles of deductive logic. Duhem’s holism can account for that, Quine’s cannot.

(ii) Somewhat relatedly, Duhem restricts the range of underdetermination to the-
ories that involve symbolic representations and do not reason directly on facts.
Accordingly, only mature theories involving an abstract mathematical layer that is
not accessible to direct observation are affected by underdetermination. Only when
observation requires sophisticated scientific instruments, we encounter the kind of
theory-ladenness that eventually leads to holism and underdetermination. Thus,
underdetermination will occur in physics but not in physiology (Duhem 1990, 180).
By contrast, Quine (1951) famously frames his discussion in an outright denial of
the analytic/synthetic distinction per se, which for him constitutes one of the dogmas
of empiricism. He thus renders the distinction between theoretical and observational
statements, between symbolic representation and statements of facts largely mean-
ingless. To be fair, Quine does introduce a distance-measure indicating how far away
a statement is from the sensory periphery (1951, 43). But his wording suggests that
for him the distinction between observation statements and theoretical hypotheses
is only a matter of degree and not of qualitative nature. It therefore cannot yield the
conceptual basis for restricting underdetermination to specific areas in the web of
experience.

It is not difficult to connect this difference with Duhem’s interest and Quine’s
disinterest in the history of science. Someone interested in a historically adequate
account of physical methodology must allow for a distinction between observational
and theoretical statements that is sufficiently robust to ground qualitative differ-
ences between them. From the pragmatic, historical point of view it would just be
outrageous to treat in the same manner highly abstract theoretical statements, e.g.
concerning the properties of quarks and strings, and pure observation statements
like “The needle of my measuring device points to 5”. Contrary to Quine, this is not
just a matter of degree.

(iii) The historical fact that in spite of underdetermination most physicists even-
tually agree on the implications of experiments is accounted for by Duhem’s theory
of “good sense”. It has sometimes been suggested that good sense should be under-
stood entirely in terms of inductive methods and of non-empirical epistemic virtues.
Such an interpretation must be rejected since Duhem insists that good sense is not
rationally reconstructable; rather, it refers to “reasons which reason does not know”
(1991, 217), “that confused collection of tendencies, aspirations, and intuitions”
which cannot be further analysed and which cannot be rigorously formulated (104).
Presumably, Duhem is aware of the large gap between actual practice in physics
and toy models of scientific inference as discussed in philosophy of science. While
Duhem acknowledges the utility of inductive frameworks, his holism points to the
ambiguities of these frameworks and to subjective elements involved.

Duhem’s account of good sense, as unsatisfying as it may be, is historically accu-
rate, since it accounts for the eventual convergence of opinions, while nevertheless
acknowledging that there is no universally accepted inductive method in physics and
that leading scientists like Einstein have repeatedly stressed the power of intuitions
and creativity in the development of scientific theories. On the other side, it is not
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surprising that Quine with his lack of interest in history does not come up with a
concept comparable to good sense.

Issues (i)–(iii) are frequently cited in comparisons between Duhem and Quine
(e.g. in Gillies 1993). However, once it is understood that the historical perspective
is crucial, further differences can be detected which are otherwise easily overlooked.
(iv) One rather obvious aspect concerns the choice of examples that are used to
illustrate the underdetermination thesis. Duhem’s examples are all taken from the
history of physics, while (Quine 1951) starts an unfortunate chain of examples that
are construed from existing theories involving redefinition of terms, abandonment of
logic, hallucinations and the like: Brutus may not have killed Caesar, if “killed” hap-
pened to have the sense of “begat” (36); an allegedly failed prediction can be held
true if pleading hallucination or changing the laws of logic (43).7 None of these
“examples” will convince working scientists that underdetermination actually con-
stitutes an interesting epistemological problem with relevance for scientific practice.
Admittedly, Quine’s examples have an advantage as well, in that they can be con-
structed starting from our currently best theories. By contrast, Duhem’s examples
are today largely outdated—in fact most of them already were in Duhem’s days.
Working with Duhem’s examples, one could argue that underdetermination is only
a problem for science in its immature stages—irrelevant to our modern theories. So,
why didn’t Duhem worry? Presumably, he was illustrating a methodological point
about certain epistemic situations that can arise in the evolution of physics. Implicit
in his choice of examples is the claim that such situations may always recur in the
future. This shows Duhem to be one of the ancestors of Stanford’s recurrent transient
underdetermination leading to the problem of unconceived alternatives (Stanford
2001, 2006, 2009).

(v) Another obvious consequence from the historical perspective is that under-
determination must be considered with respect to the actual evidence in a specific
historical context. For the historian the most interesting situations are those, where
theories are equally confirmed by past evidence but through different metaphysics
provide different research programs for the future. By contrast, Quine insisted on
rendering underdetermination in terms of possible evidence, abstracting from a spe-
cific historical situation: “natural science is empirically under-determined [. . .] not
just by past observation but by all observable events” (Quine 1975, 313). Duhem’s
historical viewpoint is largely indifferent concerning the question if some future
evidence might decide between competing approaches. Plausibly, given the com-
mitment and the ingenuity of the scientists involved, the approaches are often
potentially equivalent with regards to future evidence.

(vi) In actual historical contexts, one should not expect exact empirical equiva-
lence between rival theories, not even with respect to past evidence. For example,

7Quine (1975) later corrects his stance and denies that these are genuine examples of underde-
termination (cp. also Laudan 1990, 332–35). He demands that underdetermination “needs to be
read as a thesis about the world” (1975, 324) concerning theories that are “equally sustained by all
experience, equally simple, and irreconcilable by reconstrual of predicates” (328). By that time,
however, Pandora’s box was already open.
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different approaches will deviate from each other in the periphery, the domain
of application may be somewhat different, or they will differ with regard to the
accuracy with which they can describe certain phenomena. In actual historical con-
texts, competing theories will be largely on a par in terms of epistemic virtues and
inductive support, but they won’t necessarily be empirically equivalent. By contrast,
Quine prefers the logically clean formulation of empirically equivalent theories with
respect to possible evidence. In general, actual history fails to provide such rivals.

(vii) Finally, there is a difference in aim: Duhem’s historical perspective mir-
rors an interest in scientific method that can already be deduced from the title Aim
and Structure of Physical Theory and that is lacking in Quine’s account. If Duhem
succeeds in making sense of certain historical episodes by employing the under-
determination thesis, this will also reveal the function of underdetermination for
the methodology of physics. In this way, historical case studies of underdetermina-
tion can provide methodological insights that are relevant for contemporary physics
as well.

In summary, we have seen in this section that all differences between Duhem’s
and Quine’s renderings of underdetermination can be traced back to an interest or
lack of interest in the history of science, respectively.

7.4 All Objections Refuted

In the next step of the argument we will now show that the familiar objections
against underdetermination from the literature are fatal only to Quine’s logical
rendering of the thesis and not to Duhem’s historical formulation. The historical
perspective thus turns out essential for formulating a defensible version of the under-
determination thesis. Conversely, the lack of historical perspective has opened up
the underdetermination thesis to easy criticism. Two objections are usually given
particular weight: the argument from an impoverished account of scientific method,
which has most prominently been voiced in Larry Laudan’s influential Demystifying
Underdetermination (1990, 346), and the identical rivals objection (Norton 2008;
cf. Quine 1975; Magnus 2003; Frost-Arnold and Magnus 2009). We will briefly
discuss some further objections against the underdetermination thesis that play a
more minor role in the literature: Grünbaum’s point that there is no general argu-
ment proving the existence of alternative theories, Laudan and Leplin’s claim that
empirical equivalence is contextual, and finally the objection from scientific import.

According to the identical rivals objection, in many alleged cases of underdeter-
mination we are actually dealing with different formulations of one and the same
theory. John Norton puts it in the following way: “The very fact that observational
equivalence can be demonstrated by arguments brief enough to be included in a jour-
nal article means that we cannot preclude the possibility that the theories are merely
variant formulations of the same theory” (2008, 17). The proponent of the histori-
cal rendering need not be worried since a closer look reveals that this attacks only
the logical version of underdetermination. First, Norton evokes equivalence with
respect to possible evidence rather than actual evidence. Also, he requires only that
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both theories are observationally equivalent and not that they are on a par regarding
non-empirical epistemic virtues. Finally, good examples of historical underdetermi-
nation are decidedly those that cannot be demonstrated—in full detail—within a
journal article. Rather, such rival approaches differ in all important aspects, in par-
ticular ontology, mathematical framework as well as experimental practices (cp. the
quotes by Schrödinger and Maxwell in the introduction). As Stanford rightly points
out genuine examples of underdetermination require “the sort of difficult concep-
tual achievement that demands the sustained efforts of real scientists over years,
decades, and even careers” (2006, 15)—an achievement that cannot be laid out in a
few paragraphs.

The crux of evaluating the identical rivals objection lies in the quest for good
criteria, in which situations we are dealing with variant formulations of theories and
in which we are not (Magnus 2003). Norton’s somewhat ingenious suggestion—
referring to the possibility of formulating the equivalence within a journal article—is
quite helpful as a first guess, but clearly fails as a reliable criterion. Quine proposes
as a criterion that the theories can be translated by means of a reconstrual of predi-
cates, i.e. essentially by a redefinition of terms (1975, 320). However, this is neither
necessary nor sufficient. It is not sufficient, since it ensures only empirical equiv-
alence but not equivalence with respect to epistemic virtues. It is not necessary,
since even in reformulations sometimes interesting shifts in meaning can occur. For
example, a remarkable shift in the fundamental ontology occurs when Euclidean
geometry is reformulated in non-Euclidean terms. It is not altogether clear why we
should speak of equivalent theories in this case (Magnus 2003, 1258).8

While there may not be a universal criterion for the identity of theories, the his-
torical perspective can provide some insights. Genuine cases of underdetermination
are those in which the theories are potentially equivalent in terms of their empir-
ical consequences but also with regard to epistemic virtues, but where they differ
enough to provide the scientists with different outlooks on the world suggesting dif-
ferent research programs. In summary, the identical rivals objection does not expose
serious problems of the underdetermination thesis, but disqualifies those ahistori-
cal examples where the competing accounts are easily mapped onto each other, in
particular Quine’s suggestions referring to redefinition of terms, hallucination and
the like.

Taking examples from the history of science also immunizes the underde-
termination thesis against the second main objection, namely that the underde-
termination thesis allegedly presupposes an impoverished hypothetico-deductive
account of scientific method. This objection belongs to the standard repertoire of
arguments against underdetermination and has been most prominently voiced in
(Laudan 1990, 346). Laudan correctly emphasizes that deductive underdetermina-
tion does not warrant ampliative underdetermination. The underlying claim is that

8Magnus (2003, 1263) suggests that there is a sufficient condition for non-identity of theories,
namely empirical inequivalence. However, this criterion falls prey to Laudan and Leplin’s point
about the contextuality of empirical equivalence to be discussed below.
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underdetermination is usually established on the grounds of observable deductive
consequences only, leaving aside all the wonderful inductive tools belonging to
more sophisticated accounts of scientific method. Surely, deduction cannot tell us
which of the several assumptions that enter into the derivation of a false predic-
tion is wrong. However, sophisticated inductive accounts like eliminative induction
or Bayesian probabilism are supposedly able to provide such advice, or so the
objection goes.

It is certainly correct to criticize the lack of detailed discussions of induc-
tive methods in most arguments for underdetermination. Still, the objection does
not succeed against the historical rendering of underdetermination that we are
defending here. Most importantly, if the historical examples would really fall
prey to this objection, it would imply that scientists like James Clerk Maxwell,
William Thomson, or Erwin Schrödinger—all of whom acknowledged underde-
termination at some point—worked with an impoverished scientific method. This
would clearly be an absurd consequence given that the work of such leading
physicists should provide role models for scientific method. We can therefore con-
clude that the objection from an impoverished account of scientific method does
not affect the historical rendering of underdetermination while strongly discredit-
ing the strict logical rendering which indeed relies on equivalence of observable
consequences alone.

Of course, several accounts of induction exclude underdetermination to some
degree, as for example (Laudan 1990, 332) and (Norton 2008, 29–32) show in
some detail. But both seem to be fighting windmills here, at least if one assumes
Duhem to be one of the targets. Nowhere in The Aim and Structure does Duhem
claim that when a prediction turns out wrong, we are given free choice, which of the
assumptions to abandon that entered the derivation of the prediction. Rather, Duhem
admits that often scientists will readily agree on this issue. He also credits induction
with a fruitful role for scientific inference: “induction may indicate to some extent
the path leading to certain hypotheses” (1991, 259). The essential disagreement
between Duhem and critics of underdetermination like Norton consists not in the
fact that one allows for inductive methods and the other does not. Rather, Duhem is
much more sceptical than Norton concerning the reach of induction: “[n]o system of
hypotheses can be obtained by experimental induction alone” (ibid.). Duhem offers
a general critique of inductive methods, examining Newton and Ampère’s claims
that they deduced their theories uniquely from experience (190–200). While critics
of underdetermination often seem to imply that scientists’ choices are always ratio-
nally reconstructable in terms of inductive methods, Duhem insists that there are
elements involved which defy a full rational reconstruction. Such elements Duhem
subsumes under his notion of good sense.

We are now on much more elusive grounds. Eventually, an opponent of under-
determination would have to show that (i) induction as used in physics is indeed
fully formalizable, and also (ii) that the various inductive methods always lead to
the same results in the same situations, or alternatively that only one of these induc-
tive methods is correct. Furthermore, he would have to prove (iii) that there are no
subjective elements involved in the inductive process which could easily destroy
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any consensus between scientists, e.g. he would have to exclude such accounts of
induction as subjective Bayesianism.

Neither Norton nor Laudan’s survey of inductive methods establishes any of this.
In the end, there is a large gap between showing that some toy models of scientific
inference do not exhibit underdetermination and establishing that underdetermina-
tion is not an issue for real science. That scientific inference in the real world is a
much trickier business can be deduced from the fact that no working scientist has
ever been able to come up with a full-fledged account of scientific method. And
those that have tried to develop a universal inductive method like Francis Bacon or
John Stuart Mill have eventually been ridiculed for their alleged naiveté. Also, some
of our most esteemed scientists like Albert Einstein have repeatedly stressed the role
of intuitions or even of a decisively creative element in the development of physical
theories.

Still, the objection from an impoverished account of scientific method exposes
a weakness in the holist argument for underdetermination which is embraced both
by Quine and by Duhem and which will be discussed in more detail in the next
section. It constitutes therefore an objection against one of the main arguments
in support of underdetermination rather than against the underdetermination thesis
itself. Certainly, undermining an argument for a thesis does not necessarily refute
the thesis. In the same vein, Laudan acknowledges that there may be ampliative
underdetermination even though “[t]he fact that a theory is deductively underde-
termined [. . .] does not warrant the claim that it is ampliatively underdetermined”
(1990, 346).

This point turns out closely related to an objection against underdetermination
that has been voiced prominently by Adolf Grünbaum. He stresses that from the
impossibility of an experimentum crucis one cannot deduce the necessary exis-
tence of alternative formulations: “Duhem cannot guarantee on any general logical
grounds the deducibility of O [empirical findings] from an explanans constituted by
the conjunction of H [empirical hypothesis] and some revised non-trivial version R
of A [auxiliary assumptions]” (Grünbaum 1960, 75). Granted, but neither can one
exclude the existence of alternative formulations. Grünbaum’s argument seems to
imply a stalemate between proponents and opponents of underdetermination.

Let us briefly address some further worries that have sometimes been voiced
against underdetermination but which once again turn only on the logical render-
ing. The notion of empirical equivalence, which is central to the logical view, has
rightly been criticized by Laudan and Leplin, who argue in an influential paper
that empirical equivalence is “both contextual and defeasible” (1991, 454). Indeed,
judgments of empirical equivalence have sometimes been revoked, when the con-
text changed. For example, while in the end of the nineteenth century Euclidean and
non-Euclidean geometry were deemed empirically equivalent, many hold today that
physical geometry has been empirically proven to be non-Euclidean. As pointed
out in the last section, underdetermination requires the commitment of the scientists
to develop competing frameworks in a way that they remain empirically equiva-
lent. Thus, the contextuality of empirical equivalence is just a further argument for
rendering underdetermination with an eye to the historical context.
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Another objection that is frequently voiced by working scientists could be termed
objection from scientific import. If fully equivalent theories existed, then science
would not lose much if we just chose an arbitrary one and discarded all others.
Maybe underdetermination with full empirical equivalence would still be interest-
ing for the metaphysician, who could learn from underdetermination that different
metaphysics are able to account for the same observations. According to this view,
underdetermination could serve as a mine for arguments in favour of or against
metaphysical realism while the working scientist would just shrug his shoulders and
reply that the debate is of little import for the practice of science. However, this
picture is mistaken about the notion of empirical equivalence that we have just seen
to depend on the continuous commitment of the scientists. It also misconstrues the
role of metaphysics for science. Metaphysics is not irrelevant for scientific research;
rather it serves as a necessary and indispensable guideline for the inductive business
of science. It leads the scientist to consider what theoretical problems to tackle next
or which experiments to do.

In the example of underdetermination between field theory and action at a dis-
tance in classical electrodynamics, each perspective had its merits linked to the
specific metaphysics of the approaches. The field ontology led to the discovery of
many phenomena that concern the “medium” between charges and currents, for
example the theories of dielectrics and diamagnetism (Faraday) or the unification
of optics with electrodynamics (Maxwell). On the other hand, the action-at-a-
distance ontology proved fruitful for finding the Newtonian force laws governing
electrostatics and magnetostatics (Coulomb) or the unification of electrostatic and
electrodynamic interaction (Weber). Progress in electrodynamics would have been
seriously hampered by an exaggerated dogmatism concerning ontology as well as
by an outright denial of underdetermination in scientific method.

In summary, underdetermination is really about equally strong theories with dif-
ferent metaphysics that provide the scientist in a specific historical context with
different instructions what to do next and what to expect from nature. If this his-
torical perspective on underdetermination is presupposed then none of the known
objections from the literature is fatal to the underdetermination thesis.

7.5 “Arguments” for Underdetermination

The plausibility of the underdetermination thesis suffers less from the objections
leveled against it, which were shown not to be very persuasive, but from the
weakness of the arguments for it (cf. Norton 2008, 21–26). In the following we
will outline both Duhem and Quine’s defense of underdetermination. Both authors
rely heavily on confirmational holism. A second strain of arguments for underde-
termination is of (meta-)inductive nature enumerating examples. Finally, a third
strain will be developed in the next section. There, we will argue that a denial
of underdetermination leads to a crippled account of scientific method. We will
show that in essential periods of scientific evolution at least some scientists must
acknowledge underdetermination (as Maxwell and Schrödinger in the quotes from
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the introduction) while a universal denial of underdetermination would seriously
block progress. Also, we will show that a denial of underdetermination implies an
unrealistic conception of scientific theories, misconstruing the roles of conventions
and research ideals.

The most widely accepted argument for underdetermination relies on confirma-
tional holism. It can be found clearly articulated in the argument against crucial
experiments of Duhem’s Aim and Structure (1991, 183–90). According to Duhem,
in abstract sciences like physics it is impossible to test hypotheses without the help
of auxiliary assumptions, which usually include the basic tenets of several physical
theories. For instance, a hypothesis about the nature of light can be verified or fal-
sified only by presupposing some core assumptions of optics, thermodynamics, and
mechanics that are used in the construction of the respective scientific instruments
and in the design of the experimental set-up. Consequently, the test of a hypothesis
is only as good as the confidence in those other tenets. In principle, one can always
hold on to any hypothesis and in the case of recalcitrant evidence blame some of the
auxiliary assumptions. As Duhem states provocatively physicists could for example
have saved the particle nature of light in spite of Foucault’s experiment, if they had
only attached some value to this task (187).

The holist argument also builds the backbone of Quine’s defense of underdeter-
mination. The locus classicus is Two Dogmas of Empiricism, in which he famously
attacks the analytic/synthetic distinction as well as the reductionist claim that state-
ments can be confirmed or disconfirmed in isolation. This leads him directly to
confirmational holism, from which underdetermination is then derived. According
to Quine, changing a statement in the interior of the conceptual net of a theory can
always be compensated by other adjustments in the interior, leaving the edge of
the net, representing the empirical results of the theory, unchanged. Of course, this
involves the assumption that such compensatory adjustments are always possible for
which a rigorous argument is missing. In a later essay, Quine points out that mature
scientific theories always encompass extra “stuffing” which is not determined by the
infinite conjunction of relevant observation statements. Even by the best standards
of rationality, a certain freedom of choice remains implying underdetermination
(1975, 324).

While the holist argument is widely accepted, it clearly relies on a purely
hypothetico-deductive method and therefore only establishes deductive underdeter-
mination, i.e. identity of the observational consequences (cf. the argument from an
impoverished account of scientific method in the last section). Regarding the more
interesting ampliative underdetermination, the argument can provide good reasons
neither for nor against it (Laudan 1990, 346). Unfortunately then, there seems to be
no shortcut to establishing ampliative underdetermination.

Do we have to resort to the (meta-)inductive justification of underdetermination
on a case-by-case basis? Proponents of underdetermination should point out a suffi-
cient number of examples in order to conclude that underdetermination is something
everyone should worry about. By contrast, opponents of the thesis would have to
show that these examples are few and that the few are trivial or belong to imma-
ture theories. In any case, the inductive argument for underdetermination (if it is to
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establish ampliative underdetermination) involves detailed historical studies, a pro-
found knowledge of the respective sciences and is in general beyond the reach of
a single philosophy paper. Another weakness of inductive justification is that it can
establish underdetermination in general only for the narrow realm of the special sci-
ence from which the examples are taken. Given the vast differences in outlook and
methodology, it is not clear why an inductive justification in, say, biology should
immediately carry over to physical theories.

Ultimately, the inductive argument results once again in a stalemate between
opponents and proponents of underdetermination, where one side will claim that
there are a large number of examples for underdetermination and the other side
will deny these examples on a piecemeal basis. Proponents will produce historical
evidence that theories will always be troubled by underdetermination. Opponents
will try to establish that mature theories are not implicated. Given the difficulties
in determining what exactly a mature theory is, the prospects of both an induc-
tive justification or a piecemeal confutation of underdetermination are rather dim.
Godfrey-Smith (2008) has pointed out a related symmetry of arguments for and
against underdetermination, where supporters will claim that there are always sev-
eral theories that can account for a given body of evidence, while opponents will
respond that for every two rival theories there always exists some piece of evidence
that can discriminate between them.

Taking stock, the holist and the inductive arguments do not provide sufficient
grounds for establishing the more interesting ampliative underdetermination.

7.6 Arguments from History and Scientific Method

In the previous two sections we have detected a lack of good arguments for and
against underdetermination. The common objections turned out either to be directed
against a misconstrued version of the thesis or to concern only arguments for the
thesis. On the other side, neither the holist nor the inductive argument proved par-
ticularly strong for establishing underdetermination. Thus, we are confronted with a
situation, where the arguments are neither strong enough to establish nor to discount
the underdetermination thesis.

In view of this situation, the present section will be devoted to developing
additional arguments in order to make a more convincing case for underdetermi-
nation. The main trick will consist in a change of perspective away from treating
underdetermination as a crucial argument in the realism-antirealism debate towards
considering the implications of underdetermination for scientific method. I will
present arguments to the effect that denying underdetermination leads to a crip-
pled scientific method. First, a methodology excluding underdetermination would
hinder progress in crucial episodes during the evolution of science. Second, a
denial of underdetermination would imply an implausible role for conventions
and research ideals in scientific theories. These methodological arguments for
underdetermination are all informed by the historical perspective.
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7.6.1 Underdetermination and Scientific Progress

In this section, we argue that progress in science would be seriously hindered if
some scientists would not allow for underdetermination. Throughout the history of
science we encounter repeatedly episodes where leading scientists have acknowl-
edged underdetermination—as in the quotes by Maxwell and Schrödinger from the
introduction. We will see that their attitude contributed considerably to the progress
in their respective scientific discipline.

First of all, proponents of underdetermination are in a good position for inte-
grating virtues of competing programs. Their creative work in building coherent
theories is much facilitated by the fact that they have at their disposal a plethora
of possibly useful analogies between rival approaches. By contrast, an opponent of
underdetermination will insist on there being only one true theory, rendering point-
less any elaboration of analogies between different programs. If only one of the
approaches eventually tells the true story and if by consequence all other programs
are wrong, why should one expect scientific progress from developing competing
programs in parallel and adapting them to each other. Even if a combination of sev-
eral programs will turn out the correct theory, the elaboration of analogies should not
be helpful since where one theory is right the other(s) must necessarily be wrong.
Thus, accepting underdetermination is a necessary premise for fruitfully exploiting
analogies between competing programs.

Furthermore, establishing underdetermination is a helpful manoeuvre to facilitate
the transition between different paradigms during a scientific revolution. It enables
a comparably smooth and undogmatic paradigm change that allows proponents of
unsuccessful approaches to save face to a certain extent. After all, given underdeter-
mination, the acceptance of a new paradigm does not render wrong what someone
once believed in and preached to students.

Let us illustrate these considerations by means of the rivalry between action-
at-a-distance and field electrodynamics (Pietsch 2010). The acknowledgment of
underdetermination allowed William Thomson and James Clerk Maxwell to develop
analogies between both frameworks and thereby contribute to progress in electro-
dynamics. As an example, the electric potential φ and the vector potential A were
developed to be effectively employed in both programs, while however designating
different things. In field theory they describe the state of a continuous entity, while in
action at a distance they describe the relation between particles. As Olivier Darrigol
writes: “Thomson forged multi-purpose concepts that transcended cultural barri-
ers and individual theoretical preferences [. . .] Physicists conversant with French
[action-at-a-distance] electrostatics could easily express the potential in terms of
electric fluid densities. The followers of Faraday’s views, if any, could draw the lines
perpendicular to the equipotential surfaces and call them force lines” (2000, 136).
Also, the eventual transition from the dominant action-at-a-distance paradigm to the
outsider view of Faraday would have been much more difficult without a previous
demonstration of some equivalence between the approaches. Similar arguments can
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be given for almost any case of historical underdetermination, e.g. Schrödinger’s
assessment of equivalence between matrix and wave mechanics.

If physicists like Maxwell or Schrödinger had not acknowledged underdetermi-
nation, they would have dogmatically insisted on their preferred formulation—as
admittedly many scientists did in the same situation, for example Faraday on the
field view or Heisenberg on matrix mechanics. Nobody would have invested in
developing the links between the different approaches and thus a split in the scien-
tific community would most probably have ensued and would have taken up much
intellectual esprit in essentially pointless debates. In short, if noone would have been
prepared to take the stance of underdetermination, progress in physics would have
been seriously hindered.

Admittedly, these considerations do not establish that scientists should necessar-
ily and always endorse underdetermination. Rather, a scientific method excluding
underdetermination might have its heuristic merits as well, as for example Kuhn
emphasizes: “[The] invention of alternates is just what scientists seldom undertake
except during the pre-paradigm stage of their science’s development and at very
special occasions during its subsequent evolution. So long as the tools a paradigm
supplies continue to prove capable of solving the problems it defines, science moves
fastest and penetrates most deeply through confident employment of those tools. The
reason is clear. As in manufacture so in science—retooling is an extravagance to be
reserved for the occasion that demands it” (1996, 76). In a sense, we are confronted
with two different modes of conducting scientific research, one allowing for and the
other denying underdetermination. Each has its respective merits and therefore its
raison d’être. However, if the possibility of underdetermination is excluded in total,
progress in science will at some point be severely hindered.

7.6.2 Conventions and Underdetermination

An intimate relationship between conventional elements in scientific theories and
the underdetermination thesis has been pointed out by several authors (e.g. Brown
1989, 50–56). Conventions are not determined empirically but rather by pragmatic
considerations, they are in many ways relative to us who decide on them. Thus, there
exists no unique, correct choice for conventions. Since, broadly speaking, different
choices of conventions yield different theories, scientific theories are underdeter-
mined with respect to these choices. An argument for underdetermination results,
if we can show that scientific theories contain non-trivial conventional elements
leading to non-trivial underdetermination.

For the opponent of underdetermination, two different responses to this argument
are feasible. First, he could argue that scientific theories do not necessarily contain
conventional elements.9 Second, he could claim that the kind of underdetermination

9Brown’s conventionalist twist has been criticized in Okasha (2000, 289–90), on the grounds that
conventionalism is “just one possible response—and one which, with the exception of Poincaré,
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that results from conventional choices is trivial in the sense that it can easily be
detected and isolated. To counter these rejoinders, we will now show that every
scientific theory necessarily contains conventions, e.g. in the units of measurable
quantities, in fundamental constants and in symmetries and invariances, and that it
is far from trivial to determine conventional elements within scientific theories.

Over the course of history, metrology as a scientific discipline (not meteorology!)
has involved some of the finest minds in science. Metrology is concerned with mea-
suring in general; it is the science that defines the basic units of all those quantities
necessary for the description of the physical world. In every major country there
is at least one large research institution that is exclusively concerned with metrol-
ogy, e.g. the National Institute of Standards and Technology in the United States or
the Physikalisch-Technische Bundesanstalt in Germany. No doubt, metrology deals
mainly with conventions, e.g. that we measure length with meters, time with sec-
onds, mass with kilograms etc. In a way, the existence of metrology institutes with
a large scientific staff and with enormous budgets is already proof that the fixing of
conventions is far from trivial.

There is obviously no shortage of conventional elements in scientific theories,
at least when they incorporate measurable continuous quantities. It is beyond ques-
tion that scientific theories are underdetermined with respect to the choice of the
fundamental units of those quantities. For example, physical geometry is underdeter-
mined with respect to the choice of foot or meter as the fundamental unit of length.
Of course, an opponent of underdetermination will be quick to point out that such
underdetermination is trivial and therefore cannot have the profound methodological
implications that we attributed to the underdetermination thesis.

Everything depends on the question if conventional elements can always be iden-
tified and isolated as easily as in the case of meter vs. foot. If so, then the opponent
of underdetermination can rightly claim that the choice of units only leads to triv-
ial examples. However, the prospects of such an endeavour seem rather dim. After
all, the conventional choice of a measure for a continuous quantity does not always
concern a trivial factor between different units as in: 1 meter = 3.28 feet. One can
imagine much more complicated relations, for example a length measure being a
complex function of the position. This possibility cannot be ruled out a priori for
reasons of simplicity. After all, whichever measure one regards as fundamental, the
other is complex in relation to it.

As first pointed out by Hermann von Helmholtz (1870), the physical equations
have to be adjusted in order to compensate for different choices of spatial measure.
Thus, when we consider more complicated choices, the conventional element can-
not be easily isolated and separated from presumably non-conventional elements
like the fundamental laws. Indeed, the very formulation of the fundamental laws
depends on the exact choice of measure. Eventually, a spatial measure should be

has usually appealed more to philosophers than to scientists”. This is historically incorrect.
Geometric conventionalism was in various shades accepted by a considerable number of leading
physicists at the turn from the nineteenth to the twentieth century—among them (von Helmholtz
1870; Einstein 1921).
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chosen that renders the physical equations as simple as possible. Consequently,
the underdetermination due to conventional elements is limited by considerations
of simplicity. However, simplicity is a far too malleable concept to fully rule out
underdetermination arising from the choice of spatial measure.

An illustration of the complex issues involved in the choices of measures for
physical quantities can be found in Hasok Chang’s admirable book Inventing
Temperature. Chang terms epistemic iteration the complex process how a reliable
measure for temperature is constructed in parallel with scientific progress in the
theory of heat. Chang’s historical case study provides extensive evidence that the
choice of measure for fundamental quantities cannot be isolated from the theory
itself, that conventional elements cannot be isolated from non-conventional ele-
ments. Certainly, Chang does not embrace a “simplistic type of conventionalism”
which would allow for arbitrary choices of measures. Rather, considerations of
simplicity narrow down the choices. However, it is highly unlikely that simplic-
ity can single out a unique true theory. In any case, no convincing argument has ever
been given in that respect. The sophisticated conventionalism of Poincaré is closely
related with the coherentism advocated by Chang. While arbitrary choices of con-
ventions are ruled out, there is no ultimate empirical or epistemic justification for
the choice of measures for fundamental physical quantities (Chang 2004, 223).

Fundamental constants also involve conventional elements that are often tied to
the choices of measures of fundamental quantities. Fundamental constants provide
another example how difficult it is to determine the boundary between conventional
and empirical elements further establishing that conventions cannot be easily iso-
lated and that therefore underdetermination resulting from conventional choices is
not trivial. Consider the velocity of light c. The exact status of this constant con-
tinues to be debated. Following the establishment of special relativity, some have
held c to simply result from the erroneous assumption that space and time are
distinct concepts. Rather, we supposedly live in a unified space-time where space
and time should be measured with the same units and consequently the velocity
of light should be one. Others have questioned this viewpoint insisting on the con-
ceptual distinctness of space and time. Then, the velocity of light is of much more
pronounced empirical nature, for instance it may even undergo change over time.10

There are further somewhat less tractable conventions in scientific theories.
Consider for example the three quantities force F, mass m, and acceleration a con-
nected via Newton’s relation F = ma. Several interpretations are feasible. First,
we could interpret the equation as providing a definition for one of the quantities
F, m, or a. In this case only two of the quantities are independently measurable.

10A variable speed of light has been proposed in various physical contexts, most notably in cos-
mology. For example, Arnot (1941) suggests it to account for the Hubble expansion, a possibility
discussed also by Popper (1940). In the more modern literature, a varying speed of light has been
proposed to solve various problems of big bang theory, for example the flatness, the horizon, and
the cosmological constant problems (e.g. Barrow 1999). The literature on changing natural con-
stants in physics is rich and controversial. Over the years it has involved some of the finest minds
in science; cp. for example Dirac’s widely-discussed suggestion of a varying gravitational constant
(1937).
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Whichever two we take to be fundamental depends on a conventional choice that is
not necessitated by empirical facts. This being an ontological convention concerning
attributes of fundamental entities, we are thus led to ontological underdetermination.
Essentially, the underdetermination of action-at-a-distance and field electrodynam-
ics is a sophisticated case of such an ontological underdetermination that results
from a reformulation of the corresponding physical theory and a different choice
about what is considered fundamental and what is not. Second, we could inter-
pret the equation F = ma as an empirical law connecting three quantities that are
independently measurable. However, it is a tricky question how one can establish
that there exist independent measurement procedures for quantities connected by
a deterministic law. As of today, there seems to be no common agreement on the
exact status of F = ma, whether it is an empirical law or a definition and, in case
of the latter, which quantity is being defined. Once again, the boundary between
conventional and empirical elements is quite blurred.

A further argument for the existence of non-trivial conventional elements in sci-
entific theories can be based on symmetries and invariances. Every invariance of a
scientific theory directly implies a conventional choice. Once again, trivial exam-
ples are readily available. Homogeneity of space implies the conventional choice of
the origin of the coordinate system in physical geometry. Isotropy of space implies
the conventional choice of the direction of the axes of the coordinate system. Gauge
invariance in classical electrodynamics implies a certain conventional choice of the
potentials φ and A. Lorentz invariance in the theory of relativity implies the conven-
tional choice of the reference system, i.e. the velocity of the observer. The historical
fact that invariances and symmetries have often been debated, or that invariances
that were long thought trivial have eventually been drawn into question, as left–
right mirroring in particle physics, points to the fact that the conventions implied
by symmetries and invariances are not trivial in the sense that they can be easily
isolated.

In general, the structure of the bare theory itself does not allow us to determine
which parts are conventional and which parts are empirical. Rather, we also have
to take into account how propositions are treated by the people working with them.
Often, a proposition becomes a convention only if it is treated as such. This is the
reason why without detailed historical stories like Chang’s exposition of the “inven-
tion” of temperature, the argument for underdetermination based on conventions
cannot be explicated.

7.6.3 Research Ideals and Underdetermination

If one allows that the broader metaphysical world-view can influence scientific
theorizing and if metaphysical pluralism is accepted in the sense that several
world-views are possible, then underdetermination is a plausible consequence.
Metaphysical propositions which exert influence on scientific theorizing will be
called research ideals in the following.

Consider as an example the issue of determinism vs. indeterminism, i.e. the ques-
tion whether every event is determined by events prior to it or not. Arguably, this is
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not an empirical question. After all, to prove determinism one would have to show
that every event is determined by some other events prior to it. Given the finiteness
of our experience, such an endeavour is surely impossible. To prove indetermin-
ism one would have to show that there are events which are not fully determined
by prior causes. Given that there are arbitrarily many candidates for such prior
causes and again the finiteness of our experience, indeterminism cannot be estab-
lished either. Only if further restrictions are admitted, e.g. locality, determinism and
indeterminism become empirically distinguishable.

Different choices of research ideals can eventually lead to underdetermination.
For example, the choice between determinism and indeterminism lies at the root
of the underdetermination between orthodox non-relativistic quantum theory and
Bohmian mechanics, the former based on an indeterministic and the latter on a
deterministic metaphysics. Other cases of underdetermination originating in dif-
ferent choices of research ideals are readily available, e.g. concerning the choice
between a fundamentally discrete or a continuous nature of matter. The underdeter-
mination between field and action-at-a-distance electrodynamics falls broadly into
this category. As (Schrödinger 1926, 45) points out, matrix and wave mechanics also
originate in different conceptions of matter, the former stressing the discontinuous
and the later the continuous aspects.

An opponent of underdetermination would have to deny the role sketched for
research ideals in this section. He would either have to question that metaphysics
exerts an influence on science or claim that there is only one correct metaphysics.
Both standpoints are implausible if judged from the history of science.

7.7 Conclusion

The historical perspective provides a reliable guide to formulating the underdeter-
mination thesis. It helps to avoid some common distortions of the thesis which have
in the past opened it up to the usual objections. If history is taken as a guide then
underdetermination will automatically be construed in a way that it can account
for certain episodes in which underdetermination was explicitly acknowledged by
leading scientists. The historical perspective will also allow to comprehend in which
ways acknowledging underdetermination can enable scientific progress. In this way,
underdetermination turns out a powerful tool both for the historian to make sense of
certain episodes in the history of science and in the hands of the working scientist
to enable progress in certain contexts. In a slight variation of a well-known quote by
Duhem11 we conclude that to give the history of underdetermination is at the same
time to make a (methodo-)logical analysis of it.12

11“To give the history of a physical principle is at the same time to make a logical analysis of it”
(Duhem 1991, 269).
12I thank the editors of this volume, Tad Schmaltz and Seymour Mauskopf, for helpful comments
and criticism. I am also grateful to Mauricio Suárez for suggestions on an earlier version of this
article as well as to audiences at EPSA09 in Amsterdam and at &HPS2 in Notre Dame.
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Chapter 8
Beyond Case-Studies: History as Philosophy

Hasok Chang

8.1 The Trouble with Case-Studies, and the Active
Philosophical Function of History

What can we conclude from a mere handful of case-studies? This has been a vex-
ing question for integrated history and philosophy of science (HPS). The field of
HPS has witnessed too many hasty philosophical generalizations based on a small
number of conveniently chosen case-studies. This was seen as detrimental to phi-
losophy and history both. On the philosophical side, case-studies may end up as
empty gestures parading as evidence confirming one’s pre-existing biases about the
nature of science and its methods. At best what we get is “grand conclusions by
induction from absurdly small samples”, in Richard Burian’s words (2001, 388).
The deeper problem, as Joseph Pitt (2001, 374) put it, is that “if philosophers wish
to use historical cases to bolster their positions, then . . . we will have to figure
out how to relate the history to the philosophical point without begging the ques-
tion.” On the historical side, even philosophically sympathetic historians despaired
of the oversimplifications that philosophers were apt to make of complex histori-
cal material through the case-study approach. John Hedley Brooke’s complaint is
typical and apt (1981, 257): “When the circumstances and the problems were so
complex, the isolation of a single philosophical or methodological point as the key
to an adequate explanation must lead to a distortion of emphasis.” I believe that the
neglect to clarify the nature of the history–philosophy relationship in case-studies
has contributed decisively to a widespread disillusionment with the whole HPS
enterprise.

Emblematic of this disillusionment is Thomas Kuhn. He had a particularly sharp
reaction against Imre Lakatos’s explicit treatment of history as testing-ground for
philosophical theories of scientific method, with his predilection for rational recon-
structions of history. Against Lakatos’s dictum (1971, 91) that “history of science
without philosophy of science is blind”, Kuhn retorted (1971, 143): “What Lakatos
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conceives as history is not history at all but philosophy fabricating examples.” But
how did Kuhn, who thought that even science did not have paradigm-independent
facts, assume that historical facts could be discerned without a philosophical frame-
work? Kuhn’s answer, given five years later: “The historian’s problem is not simply
that the facts do not speak for themselves but that, unlike the scientist’s data, they
speak exceedingly softly. Quiet is required if they are to be heard at all.” (Kuhn
1980, 183) Kuhn argued that history of science and philosophy of science had fun-
damentally different goals, and therefore “no one can practice them both at the
same time” (1977a, 5). All this is quite ironic coming from the man who seemed
to cross the history–philosophy boundary so freely, and whose work was probably
more responsible than anyone else’s for encouraging the drawing of philosophical
conclusions from historical cases. Wasn’t it Kuhn who had uttered these famous
words as the very first sentence of The Structure of Scientific Revolutions (1962, 1):
“History . . . could produce a decisive transformation in the image of science by
which we are now possessed”? Perhaps, as pioneers often do, he felt that he had
unleashed a Frankenstein, and the tone of his latter-day condemnation of “historical
philosophy of science” is consistent with this interpretation (Kuhn [1991] 2000).
Kuhn did agree, of course, that philosophy of science should ultimately be informed
by some knowledge of scientific practice (historical or contemporary). But he never
specified a clear method for the history–philosophy interaction, and without such a
method we are condemned to the dilemma between making unwarranted general-
izations from historical cases and doing entirely “local” histories with no bearing on
an overall understanding of the scientific process.

In attempting to transcend this dilemma, I believe that the first thing we need
to do is to see if we can get beyond an inductive view of the history–philosophy
relation, which takes history as particular and philosophy as general. Of course we
cannot get away from inductive thinking entirely, but it is instructive to try seeing the
history–philosophy relation as one between the concrete and the abstract, instead of
one between the particular and the general. Abstract ideas are needed for the under-
standing of any concrete episode, so we could not avoid them even if we only ever
had one episode to deal with. We cannot understand scientists’ actions, not to men-
tion judge them, without considering them in abstract terms (such as “confirmed”,
“coherent”, “observation”, “measurement”, “explanation”, “simple”, “novel”, “self-
interested”, “curiosity-driven”, “collective”, “honest”, “open-minded”, etc.). Any
concrete account requires abstract notions in the characterization of the relevant
events, characters, circumstances and decisions. If we extract abstract insights from
the account of a specific concrete episode that we have produced ourselves, that
is not so much a process of generalization, as an articulation of what was already
put into it.1 To highlight this change of perspective, I prefer to speak of historical
“episodes” rather than “cases”. When we have an episode of The Simpsons, or Buffy

1It may even be an act of self-analysis, in case the episode was initially narrated without a good
awareness of the abstractions that guided its construction.
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the Vampire Slayer, or what have you, the episode is not really a case or an exam-
ple of whatever the general idea of the show might be. Rather, the episode is a
concrete instantiation of the general concepts (the characters, the setting, the type
of events to be expected, etc.), and each episode also contributes to the articula-
tion of the general concepts. To be sure, this analogy is very imperfect, but it does
express something relevant about the relation between concrete historical episodes
and abstract philosophical conceptions.

Philosophers will be pleased but not surprised to hear that abstract conceptions
are necessary for the telling of history. The more novel idea I would like to propose
here concerns the opposite direction of dependency—doing history can help our
philosophizing, even as we refrain from making crude inductions. When there are
no ready-made philosophical concepts through which a given historical episode can
be properly understood, the historian needs to craft new abstract philosophical con-
cepts. This necessity should not be resisted or avoided, but actively embraced as a
great intellectual opportunity. Instead of sitting back and complaining that existing
philosophical frameworks are inadequate for understanding real history, historians
can actively engage in the creation of new philosophical ideas through their concrete
investigations. If the historians won’t do it, philosophers can jump in. Regardless of
the official affiliation of the scholars involved, we will have history and philoso-
phy being done at the same time, in spite of Kuhn’s verdict on the impossibility
of this enterprise. History-writing can be a very effective method of philosophical
discovery.

Once an abstract idea has been generated, it needs to show its worth in two differ-
ent ways. First of all, its cogency needs to be demonstrated through further abstract
considerations and arguments. This is where philosophy takes up the reins again,
to examine carefully what has been generated through historiographical necessity.
If the abstract idea is deemed to be cogent in itself, then its range of applicability
needs to be checked. This can only be done by trying to the framing of various other
concrete episodes, with history in the driving seat again. An abstraction becomes
general only when it has been applied widely. Successful application functions
as confirmation, but without the presumption of universality in what is confirmed.
This is consistent with Burian’s view on how a bottom-up approach to case-studies
can contribute to the establishment of “regional standards” rather than “universal
methodologies or epistemologies” (Burian 2001, 400).

I will illustrate these claims through two investigations in HPS from my own
recent work. In both cases, I am not going to present significant new content that
is not already in my other publications, but I do hope to present some significant
new reflections on the existing material. This also raises a question of reflexivity,
already noted by Brooke and Burian: how can we use case-studies to show how to
go beyond case-studies?! I hope my answer will be clear as I go on: it is through
wrestling with these concrete studies that I crafted my abstract insights about the
history–philosophy relation, as the existing ideas concerning that relation did not
seem to be helpful.
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8.2 Temperature Measurement and Epistemic Iteration

8.2.1 Circularity and Reliability in Measurement

The first episode comes from my work on the history and philosophy of temperature
measurement (Chang 2004, esp. chapter 2). When I started this project, I was think-
ing about the theory-ladenness of observation, and the question of how observations
can be justified despite theory-ladenness without falling into a vicious circularity.
Having got tired of trying to explain quantum physics to people who didn’t really
want to know,2 I wanted to deal with simpler scientific material. I thought, temper-
ature would be nice, since it is a fundamental physical concept that everyone has
some sense of. At least everyone knows how to use a basic thermometer.

Does something as simple as an ordinary mercury thermometer rely on the-
ory? Yes: The key assumption is that mercury expands uniformly (or, linearly) with
increasing temperature. Think about how simple thermometers are made. We take a
glass tube partly filled with mercury. We put it into freezing water, see how far the
mercury comes up, and mark that point 0; we put it into boiling water, and mark the
position of the mercury column 100; then we divide up the interval evenly to make
a scale, calling the halfway point between zero and hundred “50”, and so on. So
what we assume is that when the temperature is exactly 50◦C, the mercury comes
up exactly to the halfway point. But is that true? Table 8.1 shows some simple data
from the mid-nineteenth century, which illustrates why practicing scientists would
have worried about this philosophical-sounding problem. What this table shows is
that thermometers filled with different liquids will differ very seriously in the mid-
dle of the scale, even if they are graduated to agree exactly at the fixed points. How
can we tell which one is correct?

A good physicist will think that assumptions about the behavior of thermometric
fluids should of course be tested by experiment. So we take some data, and make a
plot of the volume (height) of mercury against temperature, and see if the points lie
on a straight line. But how would we get the temperature values, unless we already
had a thermometer we can trust, which is exactly what we don’t have yet? We could

Table 8.1 Comparison of
thermometers filled with
different liquids

Mercury (◦C) Alcohol Water

0 0 0
25 22 5
50 44 26
75 70 57

100 100 100

Data from Lamé (1836, 1: 208)

2For instance, Chang (1995) addressed these concerns as they pertain to energy measurements in
early quantum physics; almost exactly the same issues are played out in temperature measurement,
as discussed in Chang (2004, chapter 3).
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try using a different kind of thermometer to take the temperature values, but then
we would have to ask how we know that thermometer to be correct. Alternatively,
we could try to make a theoretical argument about whether mercury expands lin-
early or not, but that would require a detailed theory of thermal physics, which we
would, in all likelihood, have to test by experiments that involve the measurement
of temperature.

Like a good philosopher, I made an abstract and precise formulation of the
problem:

(i) We want to measure quantity X;
(ii) If quantity X is not directly observable, we infer it from another quantity Y,

which is directly observable.
(iii) For this inference we need a law that expresses X as a function of Y.
(iv) But the form of this function cannot be discovered or tested empirically,

because that would involve knowing the values of both Y and X, but X is the
unknown variable that we are trying to measure.

I called this “the problem of nomic measurement” (Chang 2004, 59, 89–90). The
precise formulation of the problem made me realize two things: first, it must
be a general problem pertaining to nearly every attempt to justify a method of
measurement; second, there was no apparent solution to it!

So I was about to give up. Then it occurred to me: “But they have done this!”
Scientists today do know exactly how mercury expands with temperature (and they
tell us that the expansion is far from linear). Someone, sometime, must have figured
out how to solve the problem, and the least I could do was to go and look at the actual
history to learn how it was done. So I began to look up the history of thermometry,
in which I became immersed for nearly a decade. Clearly, right from the start I
approached this history with a philosophical problem in mind. But I did not go in
with a particular philosophical view (hypothesis, even) to confirm, or refute. Rather,
I went to the history with an unresolved philosophical question, with a necessarily
open mind about what answers I might find. This is a mode of work consonant
with Burian’s response to Pitt: “case studies, properly deployed, illustrate styles of
scientific work and modes of argumentation that are not well handled by currently
standard philosophical analyses” (Burian 2001, abstract, 383).

Looking deeper into the history at first deepened my philosophical puzzle rather
than resolve it. Every trail I followed into the past looking for the moment of rational
foundation of thermometry seemed to lead into a thicket, not a clearing. I couldn’t
find any satisfactory foundationalist answers on how thermometers were validated,
which is what I was after. Some scientists did propose foundationalist solutions,
but they were all duly shot down by other scientists. For instance, Jean-André De
Luc’s “method of mixtures” seemed to offer a solution: mix up freezing water (at
0◦C by definition) and boiling water (at 100◦C by definition) in the ratio of a:b
by weight; and the resulting mixture should be at [b/(a+b)]◦C, and whichever ther-
mometer indicates that temperature is correct (see Chang 2004, 60–68, 93–94 for
details). With this method De Luc nearly generated a consensus on the foundations
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of thermometry, but then his critics eventually pointed out that his method assumed
that the specific heat of water was constant, which was a groundless assumption.
Worse than that, it was impossible to test that assumption of constant specific heat,
without reliable temperature data. De Luc’s critics destroyed his solution, without
offering a better one.

What became clear through such examples was the failure of foundationalism,
which was the basic philosophical framework with which I began this work, with-
out even realizing that clearly. Now, with my limited philosophical imagination, I
thought that if foundationalism did not work, then the fallback position could only
be coherentism. Quine’s web of belief and Neurath’s boat beckoned, as I drowned
in the historical mess. But I also found that the primary literature I was looking
at clearly conveyed a sense of progress in thermometry, which could not easily be
captured in straightforward coherentism in which the only validation of a proposi-
tion comes from its logical consistency with other propositions we believe. I had
a great difficulty in making sense of this historical episode, as long as my under-
standing was limited by the philosophical framework defined by the opposition
between foundationalism and coherentism. My limited philosophical imagination
was stuck in a false dilemma: justification is by a self-evident foundation, or it is
merely circular.

8.2.2 Epistemic Iteration and Progressive Coherentism

I managed to get out of that impasse by crafting the idea of “epistemic iteration”.
The concept of iteration allowed me to see that the circularity in question was more
like a helix, in which scientists began by presuming the validity of an untested mea-
surement method, starting a process of inquiry which eventually doubled back on
itself to refine and correct its own starting assumptions. Epistemic iteration is a
process in which we create successive stages of knowledge, each building on the
preceding one, in order to enhance the achievement of certain epistemic goals, such
as precision, consistency, scope, explanatory power, simplicity, and so on. We do
not start with indubitable facts, or unrevisable axioms. Instead, we start with a sys-
tem of knowledge that we recognize as imperfect or even faulty, which is used for
its own improvement. No fixed algorithm tells us how to proceed. But we have the
impetus and constraints provided by the epistemic values and aims that we adopt.
(The idea of epistemic iteration is explained fully in (Chang 2004, chapter 5); I will
only provide an introductory summary here.)

Inventing the concept of epistemic iteration helped me capture the historical
development of thermometry more sensibly. First, people started with sensation,
assuming that the feeling of hot and cold corresponded to high and low tempera-
tures. Then they created “thermoscopes”, by finding certain materials that seemed
to expand and contract reliably as things felt hotter and colder. Thermoscopes
extended the observable temperature range, and they were also more sensitive than
human sensation. When thermoscopes were well enough established, they also
began to correct sensations, as people ceded epistemic authority about temperature
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to these simple machines: so you might say “I feel colder but the mercury is not
moving—I must be getting a fever.” And so on. This kind of refinement and self-
correction happened again when people made numerical thermometers starting from
thermoscopes, by attaching scales to them.

The making of numerical thermometers led to further iterative improvements.
Although there never was any indubitable reason for believing that any particular
thermometric substance expanded uniformly, various numerical thermometers were
made, each on the presumption of uniformity, and eventually those that did not
return self-consistent numbers were rejected; Victor Regnault’s work in the 1840s
was crucial in that development. The most self-consistent thermometric fluid turned
out to be air, and the readings of air-thermometers provided the basis for William
Thomson’s thermodynamic theory and the Joule–Thomson experiment, with the
results of which the physicists corrected the air-thermometer used for that very
experiment. In this whole process there was progress without a firm foundation,
in terms of increasing precision, consistency, and scope of the measurements.

So, that was the origin of my ideas about epistemic iteration, born out of his-
toriographical necessity. The next step was to examine, develop and apply these
ideas more broadly. As I do not have the space to go through the details of the doc-
trine of “progressive coherentism” that I developed (see Chang 2007), I will just
show you a metaphorical picture of it (Fig. 8.1). I mentioned my disillusionment
with foundationalism. The traditional foundationalist picture of building knowledge
on a firm ground does not work, since there is no such thing in empirical science

Fig. 8.1 The
progressive-coherentist
metaphor of building on a
round earth
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corresponding to that firm ground. But foundationalists have actually been sitting
on the perfect metaphor for the kind of ideas I want to express—we only have to
remember that the earth is not flat. In real construction, we don’t build upward on a
flat earth, but outward on a round earth; that is how the metaphor has to work, too.
There are no fixed points and no up-and-down in the universe. We build on the earth
not because it is firmly fixed anywhere, but because it is a large and dense body that
attracts other things, and we happen to live on it.

I have found this framework of progressive coherentism quite useful in thinking
about other historical episodes, so at least to my own mind it has proven its broad
applicability. The clearest applications are to other cases of nomic measurements. A
number of other system in which numerical precision is improved also seem to rely
on a process of epistemic iteration. I have also briefly indicated how progressive
coherentism applies to the development of chemical analysis (Chang 2007, section
4). Even instances of scientific revolutions could be illuminated by seeing them
in progressive-coherentist light, since new paradigms do build, partly and at least
initially, on the empirical basis of the older paradigms that they replace.

8.3 The Chemical Revolution: Pluralism and Systems
of Practice

8.3.1 The Chemical Revolution as a Puzzle

The second episode I want to discuss is the Chemical Revolution. This comes from
current research that will be incorporated into my forthcoming book, titled Is Water
H2O? This was research born out of teaching. I covered the Chemical Revolution
quite routinely in my classes, but always had to leave it as a puzzle yet to be
explained. The more I myself learned about it, the less I could convince myself
that there were good enough reasons for a clear majority of chemists to go over to
Lavoisier’s new chemistry. As a quick reminder for the incredulous, here is one very
simple case which illustrates how the two theories could explain the same range
of phenomena equally well. This is the case of the composition of water.3 What
everyone agreed on was the observation of the following reaction:

Vital air + Inflammable air → Water

Lavoisier interpreted this as a straightforward proof that water was a compound:

Oxygen + Hydrogen → Water

3Priestley maintained his preference for the phlogiston theory until his death, and it is quite telling
that his last stance was a book titled The Doctrine of Phlogiston Established and That of the
Composition of Water Refuted, published in 1803. By that time, most others had converted to
Lavoisier’s theory.
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Isn’t this enough to refute the phlogiston theory, which held that water was an ele-
ment? Not so, as there is a coherent alternative interpretation based on phlogistonist
ideas (advanced by Cavendish and Priestly):

Dephlogisticated water + Phlogisticated water → Water

And there are many other similar instances of empirical equivalence between the
two theories.

So how do we explain the mass-conversion of late eighteenth-century chemists
to the Lavoisierian doctrine? It is possible that scientific change happens due to
rhetoric, interests, ideology or fashion, but I think in this case those factors give only
a partial explanation. Yes, it was Joseph Priestley in Britain that led the resistance
to the new “French chemistry”, but this was the same Priestley who was hounded
out of his native land for his support of the French Revolution, the same revolution
that would two years later guillotine Lavoisier. And so on. The contextual picture
is very complex, and will not give us a simple explanation of anything. (In this day
and age, we might have to say: when external explanations are insufficient, we must
invoke internal ones.) In any case, as philosophers we may well want to retain the
question of whether the decisions that the past scientists took were scientifically
justified or not.

Elsewhere (Chang 2009, 2010) I have argued in some detail that none of the stan-
dard philosophical criteria show sufficiently that the phlogiston theory was clearly
inferior to the oxygen theory. Just to summarize the outcome here: it is not the
case that the phlogiston theory was in the end refuted by empirical evidence while
Lavoisier’s theory was not. It is, for one thing, not the case that the phlogiston the-
orists had to assign negative weight to phlogiston (only a very few did). The idea
that the phlogiston theory lacked empirical adequacy compared to Lavoisier’s the-
ory does not stand up to scrutiny, even in Philip Kitcher’s (1993) very subtle version
of it. Perhaps the most common and fatal failure in the standard discourse is the
ignoring of the many empirical problems that Lavoisier’s theory had. It is also not
the case that Lavoisier’s theory was inherently simpler than the phlogiston theory,
despite Andrew Pyle’s (2000) sophisticated defence of this idea. Even Pyle’s ver-
sion of the argument is ultimately founded in the sense that the phlogiston theory
unnecessarily complicated things by postulating the existence of an unobservable
and redundant substance, namely phlogiston; this argument ignores the fact that
Lavoisier also had to postulate just such a substance, caloric, which he proudly put
at the head of his table of simple substances.

I think the best integrated-HPS work we have on this subject is still Alan
Musgrave’s paper of 1976. Musgrave starts by rejecting some old misconceptions
(1976, 182–86), anticipating the difficulties of the later works just cited, too. But I
don’t believe Musgrave’s own story works, either. His Lakatosian answer proposes
that the crucial factor was the comparative progressiveness of the two competing
research programmes. It was rational for chemists to abandon the phlogiston pro-
gramme because it stopped making successful new predictions and only resorted to
ad hoc hypotheses. Musgrave maintains (1976, 205): “Between 1770 and 1785 the
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oxygen programme. . .developed coherently and each new version was theoretically
and empirically progressive, whereas after 1770 the phlogiston programme did
neither.” But Musgrave himself states (1976, 199): “While Lavoisier was failing,
Priestley was having great success with the 1766 version of phlogistonism. . .. the
most impressive experiment of all came in early 1783.” This was the confirmation
of the phlogistonist prediction that a calx would be reduced to metal by heating in
inflammable air. To support the Lakatosian argument, then, we need to find suc-
cessful novel predictions that Lavoisier made around 1783 or later. Where are these
predictions? Musgrave doesn’t tell us. Was he thinking of the prediction that the
oxidation of inflammable air (hydrogen) would produce an acid?4 Or the predic-
tion that muriatic (hydrochloric) acid would be decomposed into oxygen and the
“muriatic radical”, which even appears in Lavoisier’s list of elements?

8.3.2 Epistemic Pluralism

Faced with these philosophical failures, I started looking for a different framework
for understanding the Chemical Revolution. The most promising one seemed to be
theory-choice on the basis of epistemic values, as implicit in Kuhn’s Structure of
Scientific Revolutions but articulated more clearly in his later paper “Objectivity,
Value Judgment, and Theory Choice” (1977b). My preliminary conclusion in those
terms was that the opposing camps of chemists did uphold different epistemic val-
ues. For example, Priestley had an ideal of completeness in recording and explaining
every little thing happening in his lab (which he achieved by twisting his theory if
necessary), while Lavoisier pursued clean and elegant theoretical uniformity. There
was a clear trade-off between these two values, as Kuhn said we should often expect.
So it makes sense that many people followed Lavoisier in pursuing uniformity, while
some remained with Priestley in maintaining a stronger respect for all the messiness
and particularity of phenomena. There was no compelling objective argument that
uniformity was more important (or truth-conducive) than completeness. And so on.

If I had stopped there, the payoff from this case-study would have been a small
vindication of the Kuhnian view on scientific change against the more traditional
view that theory-change in science occurs (or should occur) only for reasons that all
good scientists can commonly accept. That would have been a reasonable enough
outcome, but I was left with a strong sense of unfinished business. Having studied
the Chemical Revolution in depth and detail, my feeling was that if dissenters like
Priestley dissented because they had different yet respectable values, that dissent
should have been allowed, even fostered. If the phlogiston theory had its own distinct
merits, it should have been kept. But it’s not that I thought Lavoisier’s theory should
not have been developed and adopted. They should have both lived. That was the
new insight that the case of the Chemical Revolution had finally forced upon me
a full-fledged pluralism that says multiple theories should have been kept, not a

4Again, Musgrave himself points out this failed Lavoisierian prediction, and how long he had
struggled with it (1976, 199–200).
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petulant relativism that just says whichever theory would have been just as good
or bad.

Thus I found that an immediate implication of the Kuhnian conclusion on the
Chemical Revolution went against a central assumption in Kuhn’s philosophy of
science, which has been shared by most of his enemies, and had been accepted
implicitly by myself. This assumption is monism. Kuhn maintained (as a matter of
both fact and ideal) that in the normal state of science there was one paradigm dom-
inating any given discipline. When normal science goes into a crisis this dominance
is challenged, and when there is a revolution the dominant paradigm is overthrown
and replaced by a new paradigm, which then enjoys its own era of monopolistic
dominance. One paradigm or the other must win in the revolutionary struggle, even
if there aren’t unequivocally good reasons for the winner to win; that is the way it
is, and that is the way it should be.

Rejecting this monist assumption and adopting a pluralist framework of analy-
sis has improved and enriched my account of the Chemical Revolution, presented
in full in Chang (forthcoming, chapter 1). Pluralism is of course not an entirely
new idea (and epistemic iteration, too, has been a common enough idea, in various
guises), but I believe that it has never seriously been articulated in the context of the
historiography of the Chemical Revolution. Freed from the monist straightjacket,
my puzzle about the dominance of Lavoisier now receives a new framing as a ques-
tion about the failure of pluralism. Both epistemic and social factors are smoothly
incorporated into the story of the triumph of Lavoisierian dogmatism, with myself
as the historian reserving the right to retrospective dissent. Within a pluralist frame-
work it is also easier to make sense of the wide variety of reactions to the rise of
Lavoisier, of the various forms that each theory could and did take, and of the inter-
actions between the two theories and their variations. Moving beyond that stage of
work, I have also made a full articulation of pluralism in science and its merits (ibid.,
chapter 5), and I look forward to the task of applying a pluralist framework to the
study of other historical episodes.

8.3.3 Systems of Practice

Thinking about the Chemical Revolution has led me to another major philosophi-
cal innovation, which is to take systems of practice instead of theories as units of
epistemic appraisal. Thoughts related to this had bubbled up in my mind on various
occasions, but it was the Chemical Revolution episode that made them crystallize. I
have already mentioned how I departed from the traditional model of theory-choice
in which different theories vie for the title of one exclusive truth, in favor of one
in which theories are appraised in terms of various epistemic values. Setting truth
aside, as an inoperable aim, I wanted to learn how to make sense of how scien-
tists actually make theory-choice. Therefore considering various kinds of success
rather than the ultimate truth, I also came to see that it was not theories in them-
selves, but what one did with theories that was successful or unsuccessful—and, of
course, that success came not only in the realm of theory but also in the realm of
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experiment, instrumentation, modeling, simulation, and many other activities. Each
of these epistemic activities has a distinct kind of aim, and can be assessed in rela-
tion to how successful it is in meeting its own aim. So it becomes necessary to
consider how various epistemic activities fit coherently together with each other, to
form a scientific system of practice (or, a system of knowledge). This is similar to
a Kuhnian paradigm (in the sense of “disciplinary matrix” rather than “exemplar”),
but I refrain from using the term “paradigm”, both because Kuhn did not specify
how different elements of it came together, and also because there are strong monist
connotations to the Kuhnian term due to his assumption of the monopoly that a
paradigm does and should enjoy in normal science.

To be more precise: an epistemic activity is a coherent set of mental or physical
actions (or operations) that are intended to contribute to the production or improve-
ment of knowledge in a particular way, in accordance with some discernible rules
(though the rules may be unarticulated). It is important to keep in our view the
aims that scientists are trying to achieve in each and every situation. The pres-
ence and operation of an identifiable aim (even if not articulated explicitly by the
actors themselves) is what distinguishes actions and activities from mere physical
happenings involving human bodies. Common types of epistemic activities include
measurement, detection, prediction, hypothesis testing, etc. When we start think-
ing of scientific work as a collection of activities, an immediately obvious thing is
the sheer variety in the types of epistemic activities that scientists engage in. Here
is a partial list of types of epistemic activities: describing, predicting, explaining,
hypothesizing, testing, observing, detecting, measuring, classifying, representing,
modelling, simulating, synthesizing, analyzing, abstracting, idealizing.

Epistemic activities normally do not, and should not, occur in isolation. Rather,
each one tends to be practiced in relation to others, constituting a whole system. A
scientific system of practice is formed by a coherent and interacting set of epistemic
activities performed with a view to achieve certain aims. It is the overall aims of
a system of practice that define what it means for the system to be coherent. For
instance, Lavoisier created a system of chemistry whose main activities included
making various chemical reactions involving gases, tracking chemical substances
through weight-measurement, classifying compounds according to their composi-
tions, and analyzing organic substances by combustion. The overall aims of this
system included determining the composition of various substances, and explaining
chemical reactions in terms of the composition of the substances. The coherence of a
system goes beyond mere consistency between the propositions involved in its activ-
ities; rather, coherence consists in various activities coming together in an effective
way toward the achievement of the aims of the system. Coherence comes in degrees
and different shapes, and it is necessarily a less precise concept than consistency,
which comes well defined through logical axioms.

It may seem difficult to make a sharp distinction between epistemic activi-
ties and systems of practice, and this is intentional. When I distinguish higher
and lower levels of description, that is only relative and context-dependent. Each
epistemic activity is in itself a system of activities. For example, the combustion-
analysis of a chemical substance consists of various simpler activities, such as
burning, the absorption of combustion-products using other chemicals, weighing,
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and percentage-calculations. And even those component activities in themselves
consist of other activities (the act of weight consisting in the placing of samples
and weights on balance-pans, reading the number off the scale, etc.). In each sit-
uation in which we study a body of scientific practice, I am proposing to call the
overall object a system; when it is desired that we should study more closely dif-
ferent aspects of that system, we can analyze the system into different subordinate
activities, without implying a reductionist metaphysics in which a system is made
by a simple addition of various activities which do not really have any connection
with each other.

At least in the Anglophone traditions, philosophical analyses of science have
been unduly limited by the common habit of viewing science as a body of proposi-
tions, focusing on the truth-value of those propositions and the logical relationships
between them. This has led to the neglect of experimentation and other non-verbal
and non-propositional dimensions of science in philosophical analyses. Many his-
torians, sociologists and philosophers have pointed out this problem, but so far no
clear alternative philosophical framework has been agreed upon to provide a lan-
guage for fuller analyses of scientific practice. In an attempt to make improvements
on this situation, the first step to take is to go beyond talking about theories and
theory-choice, while not neglecting the theoretical dimension of science.

I have only just begun to articulate this way of analyzing science (see Chang,
forthcoming, chapter 1, section B1.1). There is still much philosophical work to do
in examining the cogency of the concepts of epistemic activity and system of prac-
tice. I expect to be able to draw much useful inspiration from pragmatist philosophy,
among other sources. However, I have already begun to apply these abstract ideas to
frame further historical episodes, starting with chapters 2 and 3 of the forthcoming
book. There seems much promise in this direction.

8.4 Concluding Remarks

I started by problematizing the common use of historical case-studies in relation to
philosophy of science. And then I tried to illustrate one particular mode of history–
philosophy interaction, which can be schematized as follows:

Existing philosophical framework

� Historiographical puzzle: an episode that is difficult to understand� Search for a new philosophical framework� Better understanding of the episode, in the new philosophical framework� Further development of the new philosophical framework� Application of the new framework to other episodes

We start with an existing philosophical framework, and find historiographical
puzzles, namely episodes that are difficult to describe and understand. In attempts to
find an apposite description of these episodes, historians can generate new concepts
and ways of thinking that philosophers may not come up with from their entirely
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abstract work. And then philosophers can take up the new abstract ideas generated
through the historical work, and develop and apply them further. In this business it
is difficult to say whether a given investigator is working as a historian or a philoso-
pher, but that is just the point. Contrary to Kuhn, I think this process works out
best if the historian and the philosopher is the same person doing both at the same
time. Now, it may be objected that good philosophers should be able to come up
with good philosophical ideas without the help of historiographical stimulus, but in
reality I think abstract philosophical thinking has not been very effective in gener-
ating ideas that are useful for the analysis of scientific practice. And at any rate, I
do not see anything wrong with getting help where we can, rather than insisting on
restricting the source of our ideas.

There is also a mirror-image of this process, in which philosophy helps history:
Existing historiography

� Philosophical puzzle: a set of putative actions/decisions by past scientists that
does not make sense� Search for better historiography� Removal of philosophical puzzle� Empirical work to complete new historical account� Reflections on other related history

This is a reminder that when there is a tension between history and philosophy, it is
not always philosophy that is to blame, or at least not entirely. (This is similar to how
a conflict between theory and observation does not necessarily mean that the theory
is incorrect.) In fact, I believe that such correction of history through philosophical
puzzlement is also necessary in the case of the Chemical Revolution (see Chang
2010).

I believe that both of these processes have already been at work in much of the
best research in integrated HPS, and I hope that my articulation will help them
continue in more conscious, thorough and methodologically sound ways. Finally, I
would like to close by placing these processes into a broader framework of history–
philosophy interaction. Table 8.2 summarizes what I have worked out so far.

Table 8.2 Modes of history–philosophy engagement

Mode of engagement History gives philosophy Philosophy gives history

Necessary Subject matter (“philosophy of
science without history of
science is empty”)

Conceptual framework (“history of
science without philosophy of
science is blind”)

Critical Counter-examples Detection of implausibility
Heuristic New concepts for better

understanding of puzzling
episodes

Discovery of new historical facts
to remove philosophical puzzles

??? (“other things”)
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There are at least three modes of history–philosophy engagement. First, they
are indeed necessary for each other, history giving philosophy its very subject mat-
ter, and philosophy providing the necessary conceptual framework. Then there is
the critical function that history and philosophy can serve for each other. And
what I have addressed in this paper is mainly the heuristic function. My table, just
like Francis Bacon’s list of “instances meeting in the nature of heat”, ends with a
bunch of question-marks, or, “other things” (Bacon 2000, 111). That is my way of
indicating that we are at the start, not at the end, of our business.5
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Chapter 9
Hidden Entities and Experimental Practice:
Renewing the Dialogue Between History
and Philosophy of Science

Theodore Arabatzis

9.1 Introduction

The voluminous literature on the relationship between history of science and
philosophy of science has been one-sided—occupied for the most part with the sig-
nificance of the former for the latter. Historically oriented philosophers of science
have viewed the history of science as a repository of empirical material for test-
ing philosophical theories of scientific rationality or scientific change. Historians of
science, on the other hand, have often doubted the “pragmatic value” of the phi-
losophy of science (Buchwald 1992, 39). Even philosophically inclined historians,
such as Thomas Kuhn, have denied the relevance of “current philosophy of sci-
ence . . . for the historian of science” (Kuhn 1977, 12).1 The widespread skepticism,
among historians, about the historiographical utility of philosophy of science may
have been reinforced by some philosophers’ forays into history of science, which
were blatantly insensitive to the categories of historical actors (see, for instance,
Lakatos 1970). Be that as it may, philosophy of science, as I have argued else-
where, may enrich historiography by scrutinizing the philosophical underpinnings
of historiographical categories and choices (Arabatzis 2006a). When I advocate a
philosophical historiography of science I do not, thereby, recommend the importa-
tion of ready-made philosophical positions into historiography. Rather my point is
that an engagement with certain philosophical issues and debates may deepen his-
torical analysis. If none of the available philosophical positions can do justice to
the complexities of the historical record, then philosophically inclined historians of
science should develop their own historiographically-driven philosophy of science.

1I should note that this asymmetry is primarily a feature of Anglo-American history and philosophy
of science. In France, on the other hand, history of science has had a much stronger connection
to philosophy of science, as testified to by the work of Georges Canguilhem and Michel Foucault.
For this point, I would like to thank Bernadette Bensaude-Vincent and Henning Schmidgen.
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In the process, they may come up with novel philosophical insights (cf. Chapter 8
by Chang, this volume).

Let me present very briefly two examples from my previous work that illustrate
in a concrete manner what I have in mind. The first concerns scientific discov-
ery (see Arabatzis 2006b). The apparently descriptive statement “X discovered Y”
involves an epistemic judgment, namely that the evidence mustered by X was suf-
ficient to establish Y’s existence. Furthermore, the concept of scientific discovery
has a realist flavor: if something is discovered then it is ipso facto real. Thus, by
employing scientific discovery as a historiographical category, one runs into the
issue of scientific realism. In order to narrate a discovery-episode historians would
profit from taking into account the complexities of that issue. To identify the object
of a discovery and those who were responsible for it calls for conceptual analysis,
on top of empirical research. The point of such an analysis should be, in my view,
to chart a neutral ground that is shared by realists and anti-realists alike and, thus,
to enable the narration of discovery episodes that would be equally acceptable to
both groups.

My second example concerns the philosophical issue of conceptual change and
its implications for choosing the subject of a historical narrative. If concepts evolve
and cease to refer to the same entities, as Kuhn and Feyerabend have famously
argued, then, prima facie, they are not good candidates for historical subjects. The
fluidity of scientific concepts seems to preclude the possibility of framing coher-
ent historical narratives around them. Quentin Skinner has made this point in no
uncertain terms:

as soon as we see there is no determinate idea to which various writers contributed, but only
a variety of statements made with the words by a variety of different agents with a variety
of intentions, then what we are seeing is equally that there is no history of the idea to be
written. (Skinner 1969, 38)

In my work on the history of the electron I tried to address Skinner’s challenge,
as regards the history of scientific concepts. To that effect I have drawn upon the
considerable philosophical literature on conceptual change in science. In the process
I hope I have shed new light on some of the philosophical issues involved. It would
take me too far astray to present, even in outline, this literature and my own take
on it.2 For our purposes here, the important point is the relevance of a philosophical
issue to a historiographical problem.

In this paper I want to investigate further the prospects of integrated history and
philosophy of science, by examining how philosophical issues concerning experi-
mental practice and scientific realism can enrich the historical investigation of the
careers of “hidden entities”, entities that are not accessible to unmediated obser-
vation. Conversely, I will suggest that the history of those entities has important
lessons to teach to the philosophy of science. Thus, my aim is to indicate some
ways in which the dialogue between history and philosophy of science could be
renewed.

2I refer the interested reader to (Arabatzis 2006a).
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9.2 Why Use the Term “Hidden Entities”?3

Let me start with a comment on my choice of terms. I have chosen the term
“hidden entities” instead of other more familiar terms, such as “unobservable
entities” or “theoretical entities”, for the following reasons. First, I wanted to
avoid the thorny issues surrounding the observable-unobservable distinction. This
distinction immediately invites questions about the boundary between the observ-
able and the unobservable and about its epistemic significance. Forty five years
ago Grover Maxwell argued that it is not possible to draw a sharp dividing line
between the observable and the unobservable realms and, therefore, the distinc-
tion in question lacked any epistemological and ontological significance (Maxwell
1962). This issue has been debated by philosophers of science ever since, espe-
cially after Van Fraassen reinstated the distinction and placed it at the centre of
his constructive empiricist epistemology. The advantage of using the term “hid-
den”, in this respect, is that we leave open the possibility of the hidden becoming
disclosed.

Second, I have also avoided the term “theoretical entities”, even though I used
it elsewhere, because it conveys the misleading impression that hidden entities
do not transcend the theoretical framework in which they are embedded. In fact,
these entities are trans-theoretical objects, which cut across different theories or
even entire disciplines. Several philosophers of science have stressed their trans-
theoretical character. On the one hand, philosophers such as Nancy Cartrwright and
Ian Hacking have emphasized the synchronic dimension of the trans-theoretical
character of hidden entities. Witness Cartwright’s remark concerning “the elec-
tron, about which we have a large number of incomplete and sometimes conflicting
theories” (Cartwright 1983, 92). On the other hand, philosophers such as Dudley
Shapere and Hillary Putnam have pointed out the diachronic dimension of the
trans-theoretical character of hidden entities, that is, the fact that these entities are
usually the objects of consecutive scientific theories. Furthermore, the term “theo-
retical entities” undervalues completely the fact that many of the entities in question
become experimental objects that are investigated in the laboratory, often without
any guidance from a systematic theory about their nature.

Of course, I could have used other terms, such as “inferred entities” or “hypothet-
ical entities”. For the period in which my work has focused so far (the late nineteenth
and early-twentieth centuries) the terms “hidden” or “invisible” entities have the
additional advantage that they denote a category of historical actors, atomists and
anti-atomists alike. Heinrich Hertz, for instance, pointed out in his posthumously
published Principles of Mechanics (1894) that “the form of the atoms, their connec-
tion, their motion in most cases—all these are entirely hidden from us” (Hertz 1956,
18). The lack of direct epistemic access to those characteristics of atoms, however,
did not diminish Hertz’s long-time conviction in the atomic constitution of matter

3I have borrowed this term from the title of an international laboratory for the history of science
organized by the Dibner Institute in June 1998.
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and in the possibility of determining some of the hidden properties of atoms (e.g.,
their size) experimentally (cf. Lützen 2005, 46, 55–56).4

Another well-known advocate of the atomic theory, the French experimental
physicist Jean Perrin, described the aim of science in these colourful terms:

In studying a machine, we do not confine ourselves only to the consideration of its visible
parts . . . We certainly observe these visible pieces as closely as we can, but at the same time
we seek to divine the hidden gears and parts that explain its apparent motions.

To divine in this way the existence and properties of objects that still lie outside our ken,
to explain the complications of the visible in terms of invisible simplicity, is the function of
the intuitive intelligence which, thanks to men such as Dalton and Boltzmann, has given us
the doctrine of Atoms. (Perrin 1916, vii)

Furthermore, according to Perrin, the line between the visible and the invisible
may shift as a result of technological developments (ibid.). As a matter of fact,
he strived throughout his career to lift the veil that hided molecular reality and to
render molecular motions visible (see Nye 1972, 54; Bigg 2008).

Anti-atomists also employed a similar terminology. In an impassioned advo-
cacy of “energetics” Pierre Duhem claimed that its principles “do not aspire at
all to resolve the bodies we perceive or the motions we report into impercepti-
ble bodies or hidden motions” (Duhem 1913/1996, 233). In stark contrast to the
“neo-atomists”, he thought that the hidden realm behind the phenomena is not
epistemically accessible (ibid., 238; cf. Nye 1972, 166).

As a final example, consider Henri Poincaré’s response to the popular fin-de-
siècle view that the history of scientific theories resembles a heap of “ruins piled
upon ruins” (Poincaré 1905, 160; cf. Nye 1972, 35–38). He argued that the prima
facie plausibility of that view derived from neglecting to attend to the proper aim of
scientific theories. The aim in question, according to Poincaré, is not to reveal the
hidden objects that give rise to physical phenomena, because “Nature will hide for
ever [those objects] from our eyes” (Poincaré 1905, 161). Rather, the aim of theo-
rizing is to discover “The true relations between these real objects”. These “are the
only reality we can attain” (ibid.). Furthermore, the discovery of these relations is
an enduring achievement that will not be undermined by the subsequent develop-
ment of science. Thus, Poincaré’s relational realism makes possible to salvage the
continuity and permanent value of scientific knowledge.

Notwithstanding the popularity of the term “hidden” among historical actors, in
our constructivist age this term may have some objectionable overtones, suggesting
a pre-existing reality waiting to be disclosed. I think, however, that one may adopt
a distinction between a hidden and a manifest realm, while remaining neutral in
metaphysical disputes concerning the nature of reality.

4It should be noted that in the Principles of Mechanics Hertz used the term “hidden” mainly in
connection with mass. The introduction of “hidden masses” served a theoretical purpose, namely
to dispense with the notion of force. I would like to thank Giora Hon for pointing out to me the
nuances of the term “hidden” in Hertz’s text.
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9.3 A Glance at the Role of Hidden Entities in the History
of the Physical Sciences: The Historical Roots
of a Philosophical Problem

The explanation of phenomena by postulating hidden entities has been a significant
aspect of the sciences, at least since the seventeenth century. Think, for instance,
of the central tenet of the mechanical philosophy, namely that the fundamental
constituents of the world are imperceptible material particles in constant motion.
Those particles were introduced for explanatory purposes, to accommodate various
phenomena within a mechanical framework. Descartes, for instance, attempted to
account for magnetic attraction by postulating screw-shaped particles, “which in
passing through the pores in magnets and iron, drive the air from between the two
and cause them to move together” (Westfall 1977, 37). In the following centuries
we witness a multiplication of hidden entities, many of which were introduced for a
similar reason, that is, to accommodate, within a mechanical framework, phenom-
ena that were not easily susceptible to mechanical explanation. In the eighteenth
century, for example, subtle fluids were posited to make mechanical sense of phe-
nomena, such as electricity and magnetism, which seemed to involve action at a
distance. Those imponderable fluids were supposed to be self-repelled and attracted
to matter, which they permeated. By the end of the eighteenth century they had
proved their fertility and promised to offer a unified quantitative framework for
investigating electricity, magnetism, light, heat, and combustion (Heilbron 1993).
Similarly, in the nineteenth century the “luminiferous” ether was put forward to
incorporate light within a mechanical framework. The subsequent development of
field theory led to a unification of light with electromagnetic processes and an iden-
tification of the optical and the electromagnetic ether. By the last quarter of the
nineteenth century, the prospects of understanding a dazzling variety of disparate
phenomena as manifestations of a hidden mechanical medium seemed bright indeed
(Cantor and Hodge 1981).

Furthermore, the mechanical tradition was reinforced by the postulation of
another hidden entity, the atom, which was originally invoked by John Dalton in
response to problems in meteorology and chemistry. In the latter its main functions
were to simplify, systematize and explain empirical regularities, such as the laws
of definite and multiple proportions. It was soon appropriated by physicists, who
employed it to develop a successful mechanical account of heat as a form of motion.
Throughout the century, however, many scientists thought of atoms as dispensable
fictions and the question of their ontological status remained open (Gardner 1979;
Chalmers 2009; Rocke 2010). In the early-twentieth century the atomic debates
were finally resolved, mainly as a result of Perrin’s experimental investigations
of Brownian motion which provided striking evidence in favor of the existence of
atoms. The subsequent development of microphysics led to a real explosion in the
number of the hidden constituents of matter, ranging from electrons to quarks.

This brief and impressionistic historical sketch indicates that hidden entities have
often (always?) been introduced for explanatory purposes. Some of them (e.g., the
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subtle fluids) were subjected to experimental investigation, whereas others (e.g.,
the ether) were resistant to experimental detection. Thus, entire domains of the-
oretical and experimental practice have been structured around hidden entities.
This fact alone would suffice to render these entities historiographically significant.
Furthermore, they are puzzling from a philosophical point of view. Several of them,
notwithstanding their explanatory fertility, turned out to be fictitious. Phlogiston,
caloric, and the ether, to mention the most salient cases, are no longer recognized
as real entities. For this reason, perhaps, the philosophical literature concerning hid-
den (“unobservable”/“theoretical”) entities has focused on the problem of scientific
realism, that is, on the grounds that we have for believing in their existence.

Among the origins of this problem is the so-called underdetermination of theory
by evidence, namely the fact that there can be more than one hypotheses or theories
that are compatible with the phenomena. This problem had been discussed since
antiquity. The introduction and proliferation of hidden entities, however, made it
more intractable. Any inductive generalization faces “horizontal” underdetermina-
tion, but with the hypothetical postulation of entities “underneath” the phenomena
one has to worry also about “vertical” underdetermination.5

9.4 Bypassing Underdetermination: Cartwright
and Hacking on Entity Realism

There have been various attempts to come to terms with the problem of underde-
termination. The one I will discuss here was put forward by Ian Hacking, who
tried to bypass this problem by focusing on experimental practice and the spe-
cific mode of causal reasoning that is employed in that practice. A similar view
has been adopted and further developed by Nancy Cartwright. Instrumentation and
experimentation, in Hacking’s and Cartwright’s view, can provide, under certain
circumstances, unmediated (largely theory-free) access to the hidden reality behind
the appearances. Hacking has argued that the manipulation of hidden entities in
the laboratory compels us to be realists about them. The uses of hidden entities as
investigative probes and as engineering tools leave little room for doubting their
existence. Hidden entities cease to be hypothetical when we succeed in manipulat-
ing them. For instance, the reality of electrons is beyond reasonable doubt, since
we have devices with which we can spray them. In Hacking’s seductive words, “if
you can spray them, then they are real” (see Hacking 1983, 22ff.). Of course, it may
turn out that our theoretical representations of electrons and their properties are mis-
taken, but it is highly unlikely that electrons will turn out to be fictitious. Cartwright
concurs:

I agree with Hacking that when we can manipulate our theoretical entities in fine and
detailed ways to intervene in other processes, then we have the best evidence possible
for our claims about what they can and cannot do; and theoretical entities that have been

5I borrow these terms from (Worrall 2000).
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warranted by well-tested causal claims like that are seldom discarded in the progress of
science. (Cartwright 1983, 98)

This version of realism, as many commentators have pointed out, faces several
difficulties.6

9.5 Problems of Entity Realism: A Role for History of Science

Perhaps the main difficulty is that Hacking begs the question by assuming “what is
under dispute”, namely that we can spray electrons (cf. van Fraassen 1985, 298).
The identification of an act of laboratory manipulation with the spraying of elec-
trons cannot be the premise of an argument purporting to demonstrate the existence
of electrons.7 To put it another way, our confidence in the existence of electrons
must precede our claim that in a certain laboratory setting we manipulate electrons
(cf. Seager 1995, 467–68). Of course, “manipulation” is a success term—we cannot
manipulate something that does not exist (cf. Nola 2002, 5). Perhaps that is why
Hacking calls his “conclusion . . . obvious, even trifling” (Hacking 1983, 146). The
real question, though, concerns the identity of the objects we manipulate.

I will call this difficulty “the manipulation of what?” problem: before we invoke
manipulability as a demonstrative principle, we need to identify the entity that
we manipulate. There are experimental situations, however, where we manipulate
something without knowing what kind of thing we manipulate. For instance, in
the last quarter of the nineteenth century several physicists manipulated cathode
rays, experimental objects that were produced in the discharge of electricity through
gases at very low pressure.8 The identification of cathode rays with electrons at the
end of the nineteenth century revealed that the earlier manipulations of cathode
rays had been, in fact, manipulations of electrons. Prior to that identification, how-
ever, the physicists who manipulated cathode rays did not know what kind of thing
they manipulated. Hacking has claimed that “from the very beginning people were
less testing the existence of electrons than interacting with them” (Hacking 1983,
262). Actually, people were interacting with electrons well before they even sus-
pected their existence. Thus, manipulability, by itself, cannot establish the existence
of, say, electrons, as opposed to cathode rays or an “I know-not-what” something
(cf. Achinstein 2001a, 412; Boon 2004, 229).

To put it another way, the “material realization”9 of an experiment can be compat-
ible with a plurality of descriptions (and theoretical interpretations) of what is going
on in the experiment. Since the material realization of an experiment underdeter-
mines its theoretical interpretation, the question “What entity is being manipulated

6See, for instance (Arabatzis 2001; Elsamahi 1994; Gross 1990; Morrison 1990; Reiner and
Pierson 1995; Resnik 1994).
7See the illuminating discussion in (Suárez 2008, 154).
8For a concise history of those objects see (Arabatzis 2009a).
9The term is from (Radder 1995, 69).
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in the experiment in question?” cannot be answered merely on the basis of the
experimental operations performed by the experimenter. The epistemic gap from
our manipulations of “apparent” entities to the existence of hidden entities can only
be bridged by our representations of the hidden world.

And this brings me back to the problem of underdetermination. One would expect
that theoretical explanations as well as entity-based explanations of phenomena face
equally this problem. Nancy Cartwright, however, has argued that there is an asym-
metry in these two kinds of explanation. Only entity-based explanations are exempt
from underdetermination:

We can infer the truth of an explanation only if there are no alternatives that account in an
equally satisfactory way for the phenomena. In physics nowadays, I shall argue, an accept-
able causal story is supposed to satisfy this requirement. But exactly the opposite is the case
with the specific equations and models that make up our theoretical explanations. There is
redundancy of theoretical treatment, but not of causal account. (Cartwright 1983, p. 76)

The problem here, as I see it, is that Cartwright assumes that the current absence of
alternatives implies the absence of alternatives period. One could very well conceive
of the existence of two or more causal accounts of the same phenomena, based on
the existence of altogether different entities. After all, in the history of the sciences
there have been such cases—for instance, a phlogiston-based and an oxygen-based
account of combustion (Arabatzis 2001, S534; Carrier 1993, 401–03). I don’t see
how this possibility could be excluded (cf. Clarke 2001, 719; Gelfert 2003, 248).
Actually, a proponent of “experimental realism”, Mauricio Suárez, has admitted this
possibility. According to Suárez, “We arguably once had causal warrant for phlo-
giston but no longer do.” And Priestley “was led by his prior belief in phlogiston
to interpret all his experimental manipulations as providing grounds for the nonre-
dundant role of phlogiston in the explanation of combustion” (Suárez 2008, 156,
157). This is exactly right, but, pace Suárez, I think that the phlogiston case under-
mines entity realism, by showing that the non-redundancy of entity-based causal
explanations may be just a temporary feature of our knowledge. Even if, at a given
stage of scientific development, we lack more than one causal explanation of certain
phenomena, the future development of knowledge may bring to light “unconceived
alternatives”.

I have argued, so far, that the putative manipulation of a hidden entity is not a
sufficient criterion for establishing its existence. Is it a necessary one? In response
to his critics, Hacking has recognized the variety of standards of proof, in addition
to manipulability, that are brought to bear, within scientific practice, on the existence
of hidden entities.

My experimental argument for entity realism may imply a sufficient (epistemological) con-
dition for holding that an entity exists. But it does not imply a necessary condition. There
may be many kinds of evidence that an entity exists. I hold only that manipulationability is
the best evidence. (Hacking 1995/1996, 540)

Thus, manipulability should not be interpreted as a necessary condition for belief
in the existence of a hidden entity. A difficulty remains, however: within scientific
practice manipulability is sometimes (often?) not considered the “best proof” or the
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“best evidence” in favour of an entity (Gelfert 2003; Massimi 2004; Morrison 1990).
So if we applied Hacking’s criterion we would, sometimes, end up accepting entities
that are contentious among the relevant experts or even admitted to be fictitious. In
other words, the criterion may recommend ontological commitment even in cases
where the scientific community has not unambiguously decided in favour of the
existence of an entity.

Cartwright’s exclusive emphasis on causal inference faces the same problem.
Consider her account of

the radiometer, invented by William Crookes in 1853. It is a little windmill whose vanes,
black on one side, white on the other, are enclosed in an evacuated glass bowl. When light
falls on the radiometer, the vanes rotate. It was . . . agreed that the rotation is due to the action
of the gas molecules left inside the evacuated bowl. . . . in 1879 James Clerk Maxwell, using
the kinetic theory of gases, argued that . . . differential heating in the gas produces tangential
stresses, which cause slippage of the gas over the surface. As the gas flows around the edge,
it pulls the vanes with it.
. . .

The molecules in Crookes’s radiometer are invisible, and the tangential stresses are not the
kinds of things one would have expected to see in the first place. Yet, . . . I believe in both. I
believe in them because I accept Maxwell’s causal account of why the vanes move around.
(Cartwright 1983, 5–6)

As with Hacking’s manipulability criterion, the problem here is the anticipation of
the verdict of the scientific community. Molecules remained controversial entities
till the beginning of the twentieth century. Apparently, many physicists and chemists
were not (and, I think, should not have been) swayed by Maxwell’s causal account
of the radiometer’s function to believe in molecules. The moral of this case is that
philosophers of science should not anticipate (or even supplant) the judgements of
the scientific community by oversimplifying the issues at stake. Rather they should
attend to the multitude of theoretical and experimental practices that are brought
to bear, over extended periods, on the existence of hidden entities. Philosophy of
science has to accommodate the complexity of its subject matter. To that effect,
history of science has an indispensable role to play.

9.6 Towards a Historiographically Adequate
Philosophical Attitude

It is clear, to my mind at least, that manipulability cannot get around the hypo-
thetical status of hidden entities. Is there a philosophical attitude towards those
entities that can do justice to their history? Among other things, we have to do
justice to the historical fact that important scientists believed passionately (and, I
think, for good reasons) in entities that turned out to be fictitious. We have to under-
stand, in epistemic terms, how it was possible, or even reasonable, for a physicist of
J. J. Thomson’s caliber to claim in 1909 that “The ether is not a fantastic creation of
the speculative philosopher; it is as essential to us as the air we breathe” (Thomson
1909, 267). In the same vein, we should be able to fathom Lord Kelvin’s belief that
“We know the luminiferous ether better than we know any other kind of matter in
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some particulars. . . . we know more about it than we do about air or water, glass
or iron” (Kelvin 1904, 10–11). By immersing ourselves in the theoretical, instru-
mental, and experimental practices of past scientists, in their “virtual reality” as it
were (Seager 1995), it becomes possible to understand the plausibility, coherence,
and success (relative to the then current epistemic standards) of their beliefs. Thus,
it will occasion no surprise that the scientists in question developed an, often strong,
conviction in the reality of their objects of study. At the same time, however, the
fact that some of those objects have perished motivates us to distance ourselves
from the ontological commitments of the historical actors. Thus, the attitude I am
recommending drives a wedge between immersion in a worldview (and a set of
practices) and belief in the hidden entities associated with it. It has some parallels
with Husserl’s epoché, an attitude of abstention from ontological questions. I will
call it “attitude of ontological bracketing”.10

9.7 Sidestepping the Problem of Realism

The attitude of ontological bracketing does not amount to antirealism. The realism
issue concerns the proper epistemic attitude towards contemporary science, whereas
the attitude I’m recommending is directed towards the scientific past. To extend the
scope of this detached attitude to present-day science, one would have to show that
contemporary science is epistemically on a par with past science. Furthermore, the
aim of ontological bracketing is to sidestep the normative aspects of the problem
of realism and focus on issues which, though related to it, have a predominantly
descriptive and interpretative character. I will touch upon three of those issues:

First, there is a descriptive counterpart to the normative philosophical prob-
lem. How do the scientists themselves become convinced that a hidden entity is
real? Although I hesitate to give a simple answer to such a complex question,
I would stress two factors that are important in this respect: The first factor has
to do with theory. The empirical adequacy, the explanatory power, and the fertil-
ity of the theory positing a hidden entity are usually considered among the most
important reasons for believing in its existence.11 The second factor is related
to experiment. The over-determination of a hidden entity’s properties in different
experimental settings is often an important reason in favour of its existence. For
example, in the late nineteenth century the charge to mass ratio of the electron was
determined by different methods and in different kinds of experiments: on cath-
ode rays, on ß-rays, on thermionic emission, and in spectroscopy. The approximate
agreement of the results obtained convinced many physicists that electrons were real
entities (see Arabatzis 2006a). Another prominent example concerns the resolution

10I would like to thank Mitchell Ash for pointing out the similarities between Husserl’s ontolog-
ical attitude and the historiographical-cum-philosophical stance I am trying to articulate. Cf. (van
Fraassen 1980a, 81).
11The importance of these values of theory appraisal for the realism debate has been stressed by
Ernan McMullin. See, for instance (McMullin 1984).
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of the atomic debates in the early twentieth century. Perrin’s convergent multiple
determinations of Avogadro’s number, on the basis of very different experimental
procedures, tipped the scales in favor of the existence of atoms.12

The second issue concerns the role of experimentation on hidden entities in the
construction of their representations. How do scientists infer the characteristics of
such entities by experimenting on them? Here I will draw on two philosophers:
Pierre Duhem and Norwood Russell Hanson. As Duhem argued, a hidden entity
is associated with a constellation of effects: an electric current, for instance, “may
manifest itself not only in mechanical effects but in effects that are chemical, ther-
mal, luminous, etc” (Duhem 1954, 151). What we need to understand in specific
cases is how these different effects are held together as manifestations of a single
entity.13

Furthermore, we need to understand how specific characteristics are attributed to
those entities. Hanson’s remark that “The idea of . . . atomic particles is a conceptual
construction ’backwards’ from what we observe in the large” is particularly helpful
in this respect (Hanson 1963, 47). When an experimentally produced phenomenon
is attributed to a hidden entity, the characteristics of the phenomenon that are of
interest to the scientist(s) must be linked with the putative properties and behaviour
of the entity in question. As Cartwright has put it, echoing Hanson’s idea,

Given our general knowledge about what kinds of conditions and happenings are possible in
the circumstances, we reason backwards from the detailed structure of the effects to exactly
what characteristics the causes must have in order to bring them about. (Cartwright 1983, 6)

For instance, in late nineteenth-century spectroscopy the phenomena observed in
the laboratory had three salient characteristics: the frequency, intensity, and polar-
ization of spectral lines. Once spectral lines were attributed to a hidden entity, the
electron within the atom, their characteristics had to be linked with the properties
and behaviour of that entity. The frequency, intensity, and polarization of spectral
lines were correlated with the frequency, amplitude, and direction of vibration of the
electron within the atom. In that way, experimentally obtained information guided
the articulation of the representation of the electron.

A related question concerns the measurement of hidden entities. Since the late
nineteenth century various properties of hidden entities have been measured, the
mass and charge of elementary particles being among the most prominent. How is
it possible to measure something that is hidden? The process of measurement in
this case is very similar to Newton’s “deduction from the phenomena”. Given the
hypothesis that an entity exists and that it is subject to certain laws, it is possible to
use experimental results to fill in the blanks in the description of the entity. Thus,
the measurement of hidden entities can be represented as “the continuation of the-
ory construction by other means” (van Fraassen 1980b, 673). Again, one sees the
potential significance of philosophy of science to history of science. Philosophical

12See (Nye 1972, 160ff). This episode has been the subject of divergent philosophical analyses.
See, for instance (Cartwright 1983; Salmon 1984; Achinstein 2001b; van Fraassen 2009).
13For a preliminary attempt to answer this question, see (Arabatzis 2006a).
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views about the character and function of hidden entities may stimulate and enrich
historical analysis.

We should grant, I think, that theory is crucial for the experimental investiga-
tion of hidden entities. We should still ask, however, whether these entities qua
experimental objects have any independence from their theoretical representations.
In other words, do they have a life of their own? I think that they do, and this is
an insight of lasting value in Hacking’s and Cartwright’s “experimentalism” that
is borne out by the history of hidden entities. A substantial part of our knowledge
of them derives from experiment and is, in an important sense, independent from
theory. First, it is often the case that scientists are involved in exploratory experimen-
tation on hidden entities, without being guided by a full-fledged theoretical account
of their nature (Clarke 2001, 711; Steinle 1997, 2002). That was the case, for exam-
ple, in experimentation on cathode rays during the last quarter of the nineteenth
century (Hiebert 1995). Furthermore, experimentally determined properties of hid-
den entities are often incorporated into very different theoretical representations of
them. Scientists who may disagree about the ultimate nature of those entities may
come to agree about their experimentally determined properties. Those properties
may, in turn, become essential for identifying their carriers in different experimen-
tal settings. For instance, J. J. Thomson in England, Walter Kaufmann in Germany,
and Paul Villard in France had very different ideas about the ultimate nature of cath-
ode rays. Thomson identified them with subatomic particles; Kaufmann represented
them as ether waves; and Villard believed that they were charged hydrogen particles.
All of them, however, agreed on the value of their mass to charge ratio.14 Finally, the
existence of conflicting theoretical representations of a hidden entity does not nec-
essarily call into question its identity in experimental contexts. For example, in the
early twentieth century several incompatible accounts of the shape and structure of
the electron were put on the table. Those accounts led to different predictions about
the velocity dependence of the mass of the electron. Walter Kaufmann’s experiments
on β-rays (high speed electrons) were set up to resolve that issue. What is signifi-
cant for my purposes is that the entities experimentally investigated by Kaufmann
were taken, by all parties in the dispute, to be the common referent of the divergent
theoretical representations of the electron (see Arabatzis 2009b; cf. Galison 1997,
812–13).

9.8 Concluding Remarks

To conclude, I hope I have showed that our understanding of hidden entities and
their role in experimental practice can be enhanced by adopting an integrated
historical-cum-philosophical approach. On the one hand, philosophical reflection
on the problem of entity realism has a lot to gain by examining historically how
those entities were introduced and investigated. On the other hand, the historical

14See (Arabatzis 2004; Lelong 2001).
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analysis of the careers of those entities may profit from philosophical reflection on
their existence and their role in scientific practice.
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Chapter 10
Scientists’ Methods Accounts:
S. Weir Mitchell’s Research
on the Venom of Poisonous Snakes

Jutta Schickore

10.1 Introduction

In this essay I pursue two related goals. I draw attention to a key yet neglected
element of scientific writing about experiments: methods accounts. By “methods
accounts” I mean scientists’ accounts of the rules one should apply in experimental
practice, the problems one may encounter in doing so, and the extent to which the
investigators believed they had followed these rules. I then utilize the study of meth-
ods accounts to consider if and how historical and philosophical analyses might be
brought together to elucidate past scientific episodes.

At first glance, scientists’ conceptions of good experimental methods and their
development seem to be an important focal point for joint philosophical and his-
torical analysis and thus a theme that fits squarely into the overall scope of the
volume. I contend, however, that the question of how two scholarly fields, the his-
tory and the philosophy of science, should be combined, is ill conceived because it
is based on a misconception of the practice of philosophical analysis. Metascientific
analysis – the analysis of science – can best be understood as a dynamic process,
whereby preliminary interpretations of the historical record are brought together
with provisional conceptual frameworks; and the initial outcome of this exercise is
being reworked until one has reached a cogent interpretation in which descriptions
of episodes deemed exemplary and metascientific concepts coincide. Metascientific
analysis is interpretive, and insofar as it involves historical reflection, it does so from
the outset.

This essay deals with a series of reports of experiments with snake venom. Their
author, S. Weir Mitchell, is perhaps best known as a neurologist and literary writer,1

but the investigation of snake venom was an important part of his scientific work
that occupied him for decades.2 Between 1860 and 1890, he published a number

1See, e.g. Canale 2002; Otis 1999; Goetz 1997.
2See Cervetti (2007), who focuses on the cultural context of Mitchell’s work on snakes. A detailed
historical study of Mitchell’s experiments is lacking.
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of works on this topic, which present his research on the chemical nature of snake
venom and its effects on organs, body fluids, and tissues. I am interested in the
structure of these reports, particularly in the way in which Mitchell addressed issues
of experimental methods. In other words, I am not addressing the question of how
Mitchell actually proceeded. Rather, I am concerned with what Peter Galison has
recently called “technologies of argumentation,” the concepts, tools, and procedures
needed at a given time to construct an acceptable scientific argument (Galison 2008,
116). I focus on one aspect of these technologies: the part that is concerned with
experimental methods.

Mitchell’s work on venom and his methods accounts in particular are of inter-
est because Mitchell is situated at a turning point. He followed in the footsteps of
previous experimenters and explicitly acknowledged their insights and methodolog-
ical principles for generating and assessing experimental evidence. But he also took
the investigation to a new level, cellular tissue, and used new techniques of anal-
ysis; and his experimental results disagreed with several established findings. One
may thus expect that his methods accounts reflect these changes. Moreover, he was
active at a time when American medical men debated the merits and demerits of the
experimental method in medicine. In the following, I seek to identify and character-
ize the accounts and arguments related to experimental techniques and procedures
in Mitchell’s work, consider how innovative they are, and examine how Mitchell
deployed methodological terms to make his case. I utilize this analysis to reflect on
the problem of the relation between history of science and philosophy of science
more generally.

10.2 A Topic for Multi-Perspectival Metascientific Analysis:
Scientists’ Methods Accounts

As a whole, the present volume seeks to test the mutual relevance of history and
philosophy of science through concrete cases. I should thus say at the outset that
while I do think that historical reflection has an important role to play for the anal-
ysis of science, I have come to find notions of “integrated HPS” and “history and
philosophy of science” problematic and misleading.3 The terms suggest that two
scholarly fields are somehow combined or confronted with one another. It is com-
monly assumed that philosophy provides the general framework and history the
empirical data against which philosophical claims are tested or from which general
claims are derived (see, e.g., Burian 2002; Laudan 1989).

This combination or confrontation model of HPS misrepresents the very nature
of metascientific analysis. Actually, metascientific analysis is neither a bottom-up
generalization from historical data nor a top-down “test” of preconceived philo-
sophical frameworks. Rather, it is interpretive and hermeneutic in the sense that we
approach a portion of science that we deem interesting with a preliminary set of

3I explain this in more detail in Schickore (forthcoming-a).
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tools we deem appropriate, drawn from our background knowledge, and see how
far it takes us. Often, those conceptual tools that at first appear useful for our con-
crete analytic goals will turn out to have certain shortcomings vis-à-vis the portion
of science we are interested in. The preliminary concepts will be specified, modi-
fied, and revised in light of our findings. More often than not, we will arrive far from
the starting points. The research question, the evidence, the analytic framework, and
the interpretation are, in a sense, outcomes of the analysis.

I do think that historical reflection is essential for metascientific analysis. I
contend that our understanding of scientific concepts, practices, and rules is com-
prehensive only if we take seriously that the concepts, practices, and rules in use
in science today have developed over time. Historical—or, as I prefer to call it,
historicist—reflection can aid the analysis on two levels4: as the history of the
methodological, the epistemological, or scientific concepts and practices used by
the people whose work we are studying or as reflection on the history of the very
concepts we are utilizing in our metascientific analysis. Historicist reflection is an
integral part of metascientific analysis; it does not make sense to think of it as a sepa-
rate pursuit that has to be “combined” or “confronted” with philosophical reflection
on science.

Methods accounts—information and arguments concerning experimental tech-
niques and procedures—are an important element of the argument in the report.
But this aspect of scientific activity has not received much attention. A few stud-
ies have focused on how scientists’ methodological pronouncements are utilized in
public speeches to promote programs such as Newtonianism or Baconianism. Other
studies have unearthed scientists’ metaphysical and epistemological stances, such
as their position in the realism-antirealism debates. But analyses of scientists’ views
about methodological issues such as reliability, reproducibility, robustness, and the
like are rare, and the existing conceptual tools for such analyses are rather diverse.
And the scientists’ views are difficult to grasp. One needs to scrutinize past scientific
writings to expose and reconstruct how scientists present their findings, support their
arguments, and utilize statements and reflections about methods to confer epistemic
force on the results presented—a task for conceptual analysis. To carry out such
analysis, one needs a framework of methodological tenets and rules. In addition, one
needs empirical information, e.g. about the institutional context that may impinge

4Historicist thinking is the project of understanding the present through tracing the past. Note that
in the context of the present discussion, “historicism” does not mean “radical context-dependence”
as an imperative of historical analysis, nor does it mean an acknowledgement of “laws of his-
torical development” (the kind of historicism Popper criticized). Rather, “historicism” refers to
the historicist-hermeneutic maxim that “understanding something” means “understanding how it
came into being”. Gustav Droysen, Wilhelm Dilthey, and other philosophers of history and knowl-
edge advocated this maxim, according to which historicist philosophy is ultimately concerned with
the present. We need to historicize our knowledge in order fully to understand it (for instructive
accounts of different versions of historicism and the development of the historicist maxim, see
Beiser 2007; Schnädelbach 1987).
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on methods accounts. Methods accounts may also be informed by traditions of writ-
ing about experiment (Galison’s technologies of argumentation), and by disputes
about the boundaries of disciplines.

This essay presents an analysis of Mitchell’s methods accounts. Obviously, I can-
not provide a full description of how my analysis came about, but I will illustrate
some salient features of the process. I indicate two provisional starting points: a
brief outline of Mitchell’s works on snake venom and a review of recent discus-
sions about the methodology of experiment. To expose Mitchell’s methods accounts
I work from both points inwards, bringing in additional information about the intel-
lectual and institutional context of physiology in the second half of the nineteenth
century, the relevance of organic chemistry for medicine, the methodological con-
cerns of Mitchell’s predecessors, as well as the development of methodological
thought about experiments in recent philosophy of science.5

10.3 Starting Point I: Mitchell’s Experimental Reports

Mitchell’s work on snake venom spanned several decades. He began experiment-
ing with rattle snakes, but in later years he also experimented on cobras and vipers.
He published a number of articles in medical and popular journals as well as three
book-length treatises, which will be the main focus of my analysis. His first book-
length report on snake venom experiments, entitled Researches on the Venom of the
Rattlesnake: With an Investigation of the Anatomy and Physiology of the Organs
Concerned, appeared in 1860 (Mitchell 1860). Most of the themes Mitchell covered
and the questions he asked were not new: Similar investigations had been carried out
since the seventeenth century; and indeed, Mitchell presented his work as a contin-
uation of earlier studies on snake venom. One particularly important reference point
for him was the work of the late eighteenth-century Italian experimental philoso-
pher Felice Fontana who, in turn, owed much to Francesco Redi, court physician,
naturalist to the Duke of Tuscany, and member of the Accademia del Cimento.6

In the early modern period, the meat of vipers was an essential ingredient of
theriac, a remedy for snake bites and various other health troubles. For their experi-
ments, investigators often made use of the numerous vipers that had been collected
for the production of theriac. Mitchell, by contrast, kept the snakes he used in
his experiments in order to have venom readily available at all times. He was
thus also able to provide general information about the habits of rattlesnakes in
captivity.

The main experimental part of Mitchell’s book deals with the physical and chem-
ical character of the venom, with the action of venom on plants and animals, and
more specifically with its impact on specific organs, organic systems, and body flu-
ids. Mitchell advanced two overall points. First, venom was a composite of several

5This essay is part of a larger study of the development of methodological thought. See, in addition
Schickore (2010, forthcoming-b).
6On earlier contributions to snake venom research, see the references in the previous footnote.
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components, and not all of these were toxic. Secondly, venom could produce acute
or chronic effects. In acute cases, death occurred rapidly, within minutes, and in
these cases respiration and the heart became enfeebled. In secondary or chronic poi-
soning, death occurred only after several hours, and post-mortem dissection showed
changes in the blood.

The year after the publication of the first report of experiments, a much shorter
study on the treatment of rattlesnake bites appeared that discussed the efficacy of
certain antidotes, in particular, “Bibron’s antidote,” a remedy for rattle snake bites
the French zoologist Bibron had recently developed (Mitchell 1861). In the book,
Mitchell presented a summary of the relevant findings from the 1860 report, along
with descriptions of a few experiments he considered particularly informative for
the purpose taken. The descriptions were almost verbatim from the earlier work.

The last book-length report on snake venom experiments, Researches Upon the
Venoms of Poisonous Serpents, co-authored by Edward Reichert, was published
in 1886 (Mitchell and Reichert 1886). Its scope is considerably wider, covering
the venoms of different kinds of poisonous snakes. Also, its structure is far more
complex, because at that time Mitchell had modified his earlier ideas about the
chemical nature and composition of venom. The book reports experiments showing
that snake venom was of proteid nature; that it had two main toxic components,
peptones and three kinds of globulins; that each component had specific toxic
effects; and that venoms from different kinds of snakes differed in their chemical
composition. So the argument becomes multilayered: Mitchell reported especially
designed experiments that examine the effects on body systems, tissues, and flu-
ids of pure venoms from different kinds of snakes as well as of each of the venom
components.

Mitchell’s father had been a chemist, and Mitchell’s biographers note that
Mitchell had been interested in chemistry from an early age (e.g. Burr 1929, 28).
At the beginning of his career, Mitchell went to Paris and studied among others
with Claude Bernard, who had a pronounced interest in physiological applications
of chemistry. So it is not surprising to find that the chemical analysis of snake
venom and its specific physiological effects on particular tissues are at the heart of
Mitchell’s work. The chemical investigation of venom as such was not a new thing.
For instance, already in the early modern period, researchers had speculated that the
working of venom could be explained as a process of fermentation. Since the sev-
enteenth century it had been common to try to determine the acidity and alkalinity
of venom and of mixtures of blood and venom using color tests. But the results had
been inconclusive. Mitchell repeated the experiments, finding the venom uniformly
acid whether moist, dry, fresh, and old. He found the venom acid both when drops
of venom were applied to litmus paper and when the snake bit on the paper so that
the paper received the venom directly from the fang.

Mitchell’s experiments resonate with early nineteenth-century plant and animal
chemistry in both theme and approach. The discovery of alkaloids in plant chemistry
transformed medical science in the second third of the nineteenth century (Lesch
1984). The interest in alkaloids clearly motivated Mitchell’s work in the late 1850s.
At the time Mitchell embarked on venom research, he was also studying plant
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alkaloids, such as a new alkaloid contained in two varieties of woorara (curare),
as well as the alkaloids of sassy-bark and cichoria (Hammond and Mitchell 1860;
Mitchell and Hammond 1859). The chemical part of the 1886 study still begins with
the question of alkaloids and whether or not they are present in venom (Mitchell and
Reichert 1886, 9).7

In his researches, Mitchell made use of investigative tools that had emerged in
early nineteenth-century plant and animal chemistry, namely the isolation of the
“active principle”, the physiologically effective substances of plants.8 An early
example of such an endeavor is Pierre Joseph Pelletier and François Magendie’s
work on ipecacuanha. To isolate the active principle of the substance—the “eme-
tine” or vomitive matter—the researchers studied its physical and chemical prop-
erties and its physiological effects and compared these effects with those of the
substance in its original form (Lesch 1984, 137). Similar investigations were car-
ried out on strychnos plants and other plant groups. All these investigations had a
common basic structure: isolation and chemical study of the active principle, animal
experiments to study its effects, as well as the expectation that the active principle
would be a salifiable organic base, and clinical trials (Lesch 1984, 138–42).

The same investigative steps are described in Mitchell’s early works on alka-
loids, for instance in the essay co-authored by Mitchell and Hammond on corroval
and vao, two varieties of woorara (curare). The authors explicitly refer to Pelletier’s
earlier analyses of curare. They describe the physical characteristics of the two sub-
stances and the extraction of the “poisonous principle” through water and alcohol.
They identify the principle obtained from corroval as an alkaloid and proposed to
name it “corrovalia”. Animal experiments could show that the substance was highly
toxic (Hammond and Mitchell 1860, 8).

Mitchell’s reports on snake venom experiments follows the same steps. Mitchell
describes the physical character of the venom, the analysis of its chemical proper-
ties, and the effect on the character of the fluid of various chemicals. He lists trials
with about a dozen chemicals and described their visible effects on the venom; in
particular, whether or not they yielded precipitates. Included in the list are com-
mon tests for albuminous matter and nitrogenous nature (Mitchell and Reichert
1886, 34, 36).

The central section of the chemical part refers to a cluster of experiments devoted
to the question of whether the venom was a composite and whether it was possible
to isolate the physiologically active substance. The section describes how, through
the boiling of venom, filtering, and washing with cold water Mitchell had obtained a
coagulum and a fluid. Injections of each into the breasts of pigeons showed that the
fluid was deadly, while the coagulum was innocent. He had also found that treating

7At that time, it was still under discussion whether plant and animal alkali differed in their nature.
8Lesch shows that the interest in physiologically active plant principles was part of an effort to
rationalize drug therapy. It was this motivation that eventually led to the formation of the class of
alkaloids (Lesch 1984, 81)
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the fluid with alcohol yielded a poisonous precipitate. Thus he had identified the
active toxicological element or “essential principle” (Mitchell 1860, 36) Crotaline,
an albuminoid body.

The final sections of the chemical portion of Mitchell’s work are devoted to
investigations of the influence on the activity of venom of temperature and various
chemicals, all of which showed that the venom (i.e. the efficacy of the active
principle) was toxically unaltered by boiling, freezing, and chemical agents. Later
chapters deal with the physiological effects of venom; they are thus again in line
with common practices of animal and plant chemistry.

Mitchell and Reichert’s 1886 study is an extension and modification of the earlier
monograph. It reports experiments with venom from different kinds of snakes, and
it offers a much more complex chemical analysis of the composite venom itself.
But the overall structure of the report resembles the first one. The earlier work
distinguishes between a precipitate and the fluid venom proper. It claims that the
precipitate is innocent and that the fluid is the true physiological principle; and the
physiological effects of the principle is described. The later work shows that the fluid
is in fact a composite; it is composed of a liquid part (the peptones) and a precipitate
(the globulins). The globulins could be further resolved in three different “princi-
ples”, which Mitchell named “water-venom-globulin”, “copper-venom-globulin”,
and “dialysis-venom-globulin” according to the three chemical processes by which
they could be isolated (Mitchell and Reichert 1886, 10). All these elements were
of proteid nature, but no evidence of the presence of alkaloids could be found.
Different kinds of venoms differed both in their proportion of globulins and in the
proportions of globulins and peptones. This new analysis makes the investigation
extremely complex because the effects of each of the elements—the peptones and
the three globulins—had to be studied separately in each kind of venom. The 1886
report is not comprehensive in this respect, in part because Mitchell and Reichert
did not have enough venom available to carry out all the necessary.

Each physiological chapter in the 1886 book follows the same scheme. First,
the action of pure venom on a particular body function is described in its action
on normal animals, animals with cut pneumogastric nerves (nerves that supply the
lungs and stomach), and animals with sections of the upper spinal cord. The sections
isolate the heart from the nerve centers and thus permit separate investigations of the
effects of venom on body systems. This description is followed by reports of two
repetitions of the three series of experiments, once with venom globulins, and once
with venom peptones.9

9For instance, to elucidate the action of venom on the pulse rate, Mitchell presented schematic
descriptions of experiments (68 overall), in which a drop of pure venom, globulin, or peptone was
injected intravenously into a rabbit. In each of the three series of experiments, the first set was
made on a healthy animal, followed by one set of experiments on animals with cut pneumogastric
nerves and another on animals with cut pneumogastric nerves and a section of the upper part of the
spinal cord. The venom stemmed from different kinds of snakes.
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10.4 Starting Point II: Concept to Analyze Methods Accounts

To identify the methods-related portions in Mitchell’s research reports, I use as a
preliminary guide recent work on scientists’ criteria for successful experimentation.
I already noted that not many scholars have analyzed strategies for securing exper-
imental evidence and that studies of how these strategies have emerged are rare.
Philosophers’ historical surveys of scientific method mostly focus on past instances
of rules for scientific—inductive, deductive, abductive—reasoning (e.g. Achinstein
2004) or on scientists’ stances in realism-antirealism debates. Harry Collins, Jim
Bogen, and Allan Franklin are notable exceptions. All three deal with experimental
methods and strategies for securing experimental evidence.

In his 1985 book Changing Order, Replication and Induction in Scientific
Practice—a synopsis of previously published work—Collins offers a critical analy-
sis of the idea (advocated, among others, by Popper) that replication is the central
condition of experimental confirmation. He suggests that the most powerful kind of
replication is located on a continuum between the re-run of an experiment that is
identical in all respects (except time) with the first one and one that shares nothing
more than the subject matter with the original experiment.10 But he introduces this
analysis of experimental confirmation by replication only to dismiss it as irrelevant.
His point is that it is impossible to generate an algorithm that can single out the
kind of replication that is most powerful. Successful replication of an experiment is
ultimately a social accomplishment. Collins’s analytic theory of replications is sub-
sidiary to his rejection of “formal” philosophy of science and his general defense of
social constructivism. For Collins, the study of Mitchell’s methods account would
be part and parcel of a study of how Mitchell’s experimental results fared in the
negotiations concerning the validity of claims about the composite nature and toxi-
city of snake venom, whereby attempts to replicate experimental results would take
center stage.

Collins’s critique of “formal sets of criteria for replication” is leveled against the
received view of philosophy of science in the 1970s. Allan Franklin’s set of “episte-
mological strategies” is leveled against Collins. Franklin draws together a long list
of procedures that have been used to validate and secure experimental results. The
set includes (1) Observing the predicted effect of an intervention. (2) Independent
confirmation through a different technique or apparatus.11 (3) Experimental checks
and calibration, whereby the experimental apparatus reproduces known phenom-
ena. (4) The reproduction of known artifacts. (5) The elimination of plausible

10Collins offers an example for this (tongue firmly in cheek), noting that if a gypsy “confirmed”
an experimental effect by reading the entrails of a goat, we wouldn’t be too impressed. But
if the differences between the experimental techniques are decreased—if the gypsy used old-
fashioned scientific instruments instead of entrails, say—the confirmatory power of the evidence
thus produced will increase.
11The first two strategies are drawn from Ian Hacking’s famous article on microscopes (Hacking
1981).
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sources of error and alternative explanations of the result. (6) Using the results
themselves to argue for their validity. (7) Using an independently well-corroborated
theory of the phenomena to explain the results. (8) Using an apparatus based on a
well-corroborated theory. (9) Statistical validation of the evidence.12

The set is, as Franklin explicitly points out, neither exclusive nor exhaustive.
Reproduction of data and phenomena is on the list, but nowhere does he claim that
replication is a necessary condition for experimental confirmation.13 Introducing the
various strategies, Franklin illustrates them with different episodes from the history
of science. But he does not mean to suggest that in any given case, all strategies
apply. None of these procedures is necessary for validation, nor are they meant to
be together sufficient to guarantee a valid result (Franklin 1989, 459). Past scientific
episodes across different scientific fields and periods are a quarry to unearth a num-
ber of strategies that have been applied to confirm experimental evidence. Franklin
does not trace the emergence of these criteria. He is interested in the question of
strategies for the validation of experimental results only insofar as they demonstrate
that scientific practice is rational. One may of course ask whether particular inves-
tigators applied any of these strategies to secure their experimental results. But to
Franklin, this is not the point of his approach.

James Bogen, by contrast, does study the strategies applied by a particular indi-
vidual, and he does assess the significance of replication as a strategy for validating
experimental results. He analyzes the works of the nineteenth-century neuroscientist
John Hughlings Jackson. Bogen would happily agree with Collins that there are no
preconceived, formal transhistorical criteria for replication and that actual scientific
practice should be the measure of successful confirmation. But for him, this does not
mean that analyses and explications of the concept of replication and other method-
ological concepts are superfluous or useless. On the contrary, analytic distinctions
of, for instance, different forms and purposes of replications are an important part
of philosophical studies of scientific methodologies.

In this spirit, Bogen presents a threefold distinction between different sorts of
re-doing experiments. He distinguishes (a) procedural replication (rerunning exper-
iments), (b) the replication of data, and (c) the replication of effects. Procedural
replications—replications of experimental processes—are performed for purposes
of calibration, identifying systematic sources of error, and estimating ranges of ran-
dom error. These reruns are not expected to produce exactly the same results. The
replication of data also requires rerunning experiments, but here the purpose is to
make sure that the experimental effect is not merely due to coincidence—and again,

12He develops the set in Franklin (1986, chapter 8), and subsequently it has appeared with
minor variations in many publications, including (Franklin and Howson 1988; Franklin 1989,
1990; Franklin and Howson 1998) as well as the entry “Experiment in Physics” in the Stanford
Encyclopedia of Philosophy (Franklin 2010). I am referring to the latest version here because I
find that presentation of the strategies the most concise.
13Franklin does not discuss the concept of replication. He frequently uses the term in the section
on biological experiments, but only to refer to mechanisms for the replication of DNA.
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the reruns are not expected to yield exactly the same results. Finally, the replication
of effects involves reasoning from different kinds of data, which are obtained by
different types of experiments. In recent philosophical literature, this is regarded as
the epistemically most valuable type of replication with the strongest confirmatory
power (cf. Bogen 2001, 512–14).

Based on a reconstruction of Jackson’s theory of the organization of the brain,
Bogen argues that none of the three forms of replication is necessary for the estab-
lishment of empirical evidence. Bogen ends his analysis of nineteenth-century
neurological work with a puzzle: He shows that in some cases, the argument that
was made in the text could have been supported with a reference to a single instance
of positive evidence. Nevertheless, for nineteenth-century neurologists, “a few”
instances seem to have been preferable to a single instance.

None of these approaches to replication is entirely satisfactory, but this need not
concern us here. Together they draw attention to a number of things to look for
in Mitchell’s reports, such as references to replications, references to independent
confirmations, as well as discussions of checks, calibrations, and sources of error.
In particular, three of Bogen’s insights initially appear useful and potentially rele-
vant for the study of Mitchell’s methods account: the insight that replication comes
in different forms; that a small number of replications is deemed to have strongest
confirmatory power; and that replication is important but not necessary for confir-
mation. These insights are all the more significant for my purposes because Jackson
is a neuroscientist and a contemporary of Mitchell, who happened to be engaged in
neurological research, too.

10.5 Methods in Mitchell’s Argument

In the context of an analysis of chemical papers published at the Paris Academy
around 1700, Larry Holmes proposed a distinction between two components of
experimental reports: “argument” and “narrative” (Holmes 1991). The narrative
element comprises (detailed) descriptions of what experiments were performed,
the experimental setups and procedures, the specific circumstances, and the results
obtained. The argument deploys evidence from observations and experiments to
advance and support a claim to knowledge. In terms of Holmes’s distinction, one
might say that in Mitchell’s treatises argument outweighs the narrative element. But
the reports are not as rigidly and schematically divided into “experiments”, “meth-
ods”, “data”, and “discussion” as contemporary articles in science journals. The
experiments are briefly introduced. Most of them are presented as synopses (appar-
ently quoted from lab notebook entries (Mitchell 1860, 31)); only the information
that is deemed salient is included (e.g. the exact amount of venom and chemical
reagents, the temperature of the agents, the length of time of the experiment). The
experiments that are included in the reports were selected from a larger number,
“being the most illustrative cases in my possession” (Mitchell 1860, 72). Especially
in the 1886 report, many results are simply given as lists or in tabular form
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with only a minimum of additional information or interpretation.14 Interspersed
with these descriptions are passages in which Mitchell presents his inferences and
conclusions drawn from the results he had obtained, and most chapters end with a
short concluding summary.

Informed by the works of Collins, Bogen, and Franklin, one also expects to find
in Mitchell’s report references to successful or unsuccessful replications, indepen-
dent confirmations, calibrations, and so on. Mitchell’s reports do touch upon these
issues, but two things are immediately obvious. First, several of Mitchell’s remarks
concerning methods are fairly brief. Secondly, he addressed methods-related issues
in different ways. Some of his remarks concern the particulars of snake venom
research, others experimentation in general. For instance, Mitchell framed his 1860
study with a declaration that his views were based solely in experimental evidence,
that he had carried out his research without preconceived views and with a love of
truth, and that, due to the difficulty and complexity of his subject, errors had to be
anticipated (Mitchell 1860, iv).

Pronouncements like these are plentiful in experimental reports from the late
seventeenth century; in fact Francesco Redi introduced the report of his experiments
with snake venom in the same fashion. Redi’s plea for experimentation resonates
with the Proem of the Saggi di naturali esperienze fatte nell’ Accademia del Cimento
of 1667, the Academy’s collaborative (and only) publication. Like the Saggi, Redi’s
letter is framed with a plea for experience or experiment15 as the ultimate arbiter
of truth. Redi begins with the affirmation that he found himself ever more “firm
in my attention of not trusting the phenomena of nature if I do not see them with
my own eyes and if they are not confirmed by iterated and reiterated experience”.16

This declaration echoes the motto of the Cimento, “provando e riprovando”, the
commitment to the empirical test of knowledge claims.17

Such an expression of the experimentalist’s creed may at first appear largely gra-
tuitous for a mid-nineteenth-century medical scientist, and one may think that the
imperatives Mitchell invoked mainly underscored the continuation of the experi-
mentalist program. Having completed his medical training in 1850, Mitchell had
traveled to Paris and studied with Bernard. He shared Bernard’s appreciation for
experiment-based physiology. His biographers note that Mitchell fondly remem-
bered a conversation with Bernard: “I [Mitchell] said ‘I think so and so must be

14In the experiments on pulse rates, for example, lists of measurements suggest that the pulse was
measured frequently (often several times for a couple of minutes, and then every minute or so).
But Mitchell did not mention how the pulse rate was measured. He made only a few comments on
the experiments themselves, pointing out that the venom was usually dissolved in 1 c.c. of distilled
water and injected intravenously into the external jugular vein, and that the amounts of globulin
and peptone used equaled the doses contained in the pure venom.
15As Jay Tribby notes, at the Tuscan court, there does not seem to have been a systematic distinc-
tion between experience, experiment, and observation (or between the equivalent terms in Latin,
French, or Italian). See Tribby (1991, 425), see also Findlen (1994, 203–5).
16Knoefel (1988, 3).
17Baldwin (1995, 404), Findlen (1993, 38). For more details, see Schickore (2010).
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the case.’ ‘Why think,’ he replied, ‘when you can experiment? Exhaust experi-
ment and then think’” (Burr 1929, 64). This exchange suggests that Mitchell simply
wanted to affirm the experimentalist creed. But given Mitchell’s precarious posi-
tion in American physiology and the medical community in the second half of
the nineteenth century, another interpretation suggests itself. In the US at that
time, laboratory-based physiology was still far less well established than across the
Atlantic (Shortt 1983). Mitchell attempted twice to get a chair a Philadelphia, but
on both occasions he lost the competition to a medical practitioner who was not
an experimentalist and had better social connections to the medical and academic
establishment in Philadelphia (Fye 1983). So it is reasonable to assume that Mitchell
wanted to do more than just link his work to a long established tradition of experi-
mentation; he wanted to stress that new insights in the medical sciences required a
sound foundation in experimentation.

The architecture of the treatise on the treatment of rattlesnake bites of 1861
suggests the same attitude and line of reasoning. It contains some systematic
methodological reflections on the experimental study of life as part of his discussion
of common remedies. Mitchell included what he called “experimental criticisms”,
discussions about the conditions of successful experimentation with antidotes and
potential sources of fallacies. In his book, the experimental approach to toxicology
is justified indirectly yet forcefully. Mitchell discussed three points, all of which he
considered crucial for successful experimentation with antidotes:

1. Fallacies in regard to the use of antidotes of all kinds, arising from want of exact
knowledge as to the secretion of venom, and the mode in which the serpent uses
its fangs and ejects the poison.

2. Fallacies as to antidotes, arising from the want of information on the natural
history of the disease caused by the venom.

3. General considerations as to antidotes, and as to the mode of conducting
researches in this direction so as to avoid errors. (Mitchell 1861, 6)

Mitchell presented these points as key motivation for the study he had published
in 1860. He explicitly noted that he had originally planned to assess the value of
Bibron’s antidote, but his attempts had not yielded any reliable results; he was
“working in the dark” (Mitchell 1861, 4). Only after sustained laboratory research
in accordance with the above guidelines had he succeeded in achieving his goal.

From the list of potential fallacies in the assessment of the efficacy of antidotes,
Mitchell derived a number of methodological imperatives pertaining specifically to
experiments with antidotes. Investigators had to take into account that even if two
snakes that are alike with respect to age, size, and vigor, and even if the amount
of venom contained in their fangs is the same, it does not mean that their bites are
alike, too. In fact, the mechanisms of the bite differed so much that “the danger of
the bite is utterly unequal” (Mitchell 1861, 6), and therefore the effect of the antidote
might differ greatly. Mitchell also took the occasion to argue for the importance of
medical statistics, in particular, the statistical assessment of the mortality of snake
bites. Contrary to popular opinion it was not true that rattlesnake bites were always
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fatal, so what seemed a successful treatment might as well be a case of recovery by
natural causes. But since there were no comprehensive statistics about the fatality
of the bites, it was not possible to make any concrete assessments. Thirdly, it was
important to distinguish between antidotes that chemically altered the venomous
fluid and antidotes that counteracted the effects of the venom. The latter offered a
more promising way to proceed in the battle against poisoning. But to do so, it was
absolutely crucial to know exactly what effects the venom caused.

These reflections are geared toward the specific therapeutic project that Mitchell
had in mind. The methodological imperatives he derived might have some use in
other clinical contexts, but Mitchell did not comment on this. He introduced and pre-
sented these considerations to justify both the aims and the experimental nature of
his 1860s study, emphasizing that in his experiments, he had followed the guidelines
laid out in the 1861 treatise.

Notably, the points Mitchell highlighted in the 1861 study are not the ones he
brought up in the report of 1860. Here he drew attention to a number of issues that
were directly tied to assessments of the validity of experimental outcomes, reflecting
concrete problems arising from Mitchell’s chemical and physiological experiments.

To bring out the differences between the different kinds of remarks concerning
methods, it is helpful to distinguish between explicit methodological imperatives
concerning rules that should be observed; methodological reflections discussing and
defending particular ways to proceed; and methods statements, statements that char-
acterize procedures and strategies actually applied. On the basis of this threefold
distinction one can make a nuanced assessment of the roles of methods accounts
in Mitchell’s overall argument as well as a detailed comparison between Mitchell’s
text and earlier methods accounts.

Given Mitchell’s professional situation, it is quite likely that the general method-
ological imperatives in the 1860 report were meant to emphasize that medicine
and physiology should be experiment-based. But Mitchell also made more specific
methods statements that were linked to reports of concrete experiments. These state-
ments served to support the experimental results Mitchell presented in his texts.
These statements are of particular interest to the analyst because they indicate what
methodological concerns Mitchell had.

To expose and characterize Mitchell’s statements concerning methods, the con-
ceptual frameworks by Collins et al. are instructive both because they suggest items
to look for and because there is a significant contrast between Mitchell’s meth-
ods statements and recent methodological thought. As I noted above, in the recent
philosophical literature, replications of effects are hallmarks of experimental con-
firmation. Mitchell, by contrast, was much more concerned with repetitions. He
occasionally mentioned that he had redone experiments performed by his prede-
cessors (such as the test for acidity) but he put the emphasis on repetitions he had
carried out of his own experiments.

Given the recent emphasis on independent confirmation of experimental results
(or “replication of effects”) and the disdain for repetitions as confirmatory instances,
two things are noteworthy: First, the replication of effects was not part of the
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repository of methodological notions that Mitchell brought to bear on his exper-
iments. Secondly, Mitchell did explicitly mention repetitions, and he appears to
have attached a great deal of significance to them. Mitchell’s model, Fontana, too,
highlighted the repetitions he had performed, as did his early modern predeces-
sors. Mitchell’s predecessors frequently stated that they had carried out “hundreds”
of repetitions. Here, this practice was regarded as a means to deal with both the
accidents and contingencies of nature and with the ineptness of the experimenter
(Schickore 2010). References to re-runs of experimental trials indicated that the
experimenters had succeeded in establishing the regular course of things despite the
contingent factors that might impinge on experimental practice.

Mitchell often indicated that repetitions had been performed—sometimes “a
few”, occasionally “numerous”. For Mitchell, however, the practice of re-running
experiments created a methodological challenge of a new kind: the outcomes of
similar experiments did not always produce similar results. In the late seventeenth
century, the identity of the outcomes of the same experimental trials was the ideal
that guided methodological reflections and the evaluation of experiments. The gen-
eral expectation was that repetitions of the same experimental trial yielded the same
results. The point of multiple repetitions was that they elucidated the regular course
of things by making contingent factors inconspicuous. Investigators mentioned the
problem that contingencies might impede, and had impeded, experiments, but they
eventually picked the “right” answer from the outcomes of a number of repeated
trials even in cases where they had encountered discrepancies.18

Mitchell approached discrepancies differently: Not only did he expect dis-
crepancies of experimental outcomes to occur, but he also assumed that not all
discrepancies could be circumvented. Mitchell did not draw up a taxonomy of dis-
crepancies in experiments but it becomes clear from his experimental report that he
thought discrepancies among experimental outcomes might be due to a number of
causes. These causes included occasional flaws in the experimental procedures; the
great complexity of the experimental situation that made it impossible to identify
all relevant parameters that needed to be kept under control; and the variability of
the features of the experimental objects (e.g. the individual features of the snakes,
the mechanisms of their bite) which made it impossible to keep even the known
parameters completely stable. So the task was twofold. Acceptable (and to an extent,
unavoidable) discrepancies had to be distinguished from those that were due to faults
and flaws and hence unacceptable; and the actual results had to be extracted from
the domain of acceptable discrepancies.

Mitchell’s report of his investigation of the action of venom on blood is a rich
source for the study of how Mitchell handled the problem of discrepancies and
how methods statements are integrated in the argument. Since the seventeenth cen-
tury, investigators had surmised that the alteration of the blood was one of the main
causes of death through snakebite. Mitchell’s distinction between primary or acute
and secondary or chronic poisoning is crucial here because he found that in acute

18On the history of managing discrepant measurements, see Buchwald (2006).
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poisoning no alteration of blood takes place, whereas in secondary poisoning the
changes are very pronounced. The occurrence of changes in blood is thus the demar-
cation criterion between primary and secondary poisoning. Mitchell described three
sets of experimental trials that explored the effects of mixing venom and blood.
Mitchell investigated this in vitro, by mixing drops of fresh blood drawn from dif-
ferent animals with drops of venom. The first set of experiments was concerned
with the procedure of clotting, the second and third investigated which component
was affected. Describing his investigation of blood clotting, Mitchell drew attention
to the “liability to fallacies” of the experimental procedure (Mitchell 1860, 90). He
cautioned that the blood might coagulate very quickly, that is, before it was mixed
with venom, or that the mixing if it took too long, might break new clots. A table
presents the results of seven experiments (a selection) with blood from a rattlesnake,
frogs, small birds, a dog and man. It is safe to assume that the selection of experi-
ments presented in the table comprises those that Mitchell deemed free from these
influences. The results in the table support his main argument, viz. that the mixture
of venom and blood at first does not produce alterations in the blood; the mixture
coagulates, and softening and dissolution of the clots occurred only after a time.
The table also displays discrepancies as the mixture, while coagulating in all cases,
did not coagulate uniformly. Mitchell noted that the clots became “more or less”
altered and dissolved “partly or entirely” (Mitchell 1860, 90), but he did not attempt
to explain these differences.

The next set of experiments investigated whether or not the blood disks suffered
alterations. Mitchell stated that he had made “very many careful examinations of
the blood-disks of frogs, birds, dogs, etc., which had been killed by snake bites.”
Again, the results were not completely uniform—in rare cases he had found some
alteration, but he noted that they had not been very remarkable (Mitchell 1860,
91). It was thus likely that venom affected the blood plasma, and the next set of
experiments addressed this possibility. Mitchell reported a series of four experi-
ments performed to elucidate how much time it took for the fibrin to disappear from
the blood. In each case the blood lost the power to coagulate. But the times of death
differed widely. Two dogs died rapidly, one only after several hours. Moreover, one
dog recovered. (This last experiment was so remarkable that Mitchell cited it in the
treatise on antidotes of 1861.) Again, Mitchell did not attempt to explain the differ-
ences among the results. He mentioned a number of contingent factors that might
explain why the times of death were so different—for instance, the dog that sur-
vived longer was larger, the most rapid death occurred after simultaneous bites from
several snakes. But there is no explanation of why the fourth dog survived.

Like the 1860 report, the 1886 treatise also describes sets of trials with obvi-
ously discrepant results. Measuring the action of venom on the pulse rate, Mitchell
and Reichert saw themselves confronted with a range of measured values. They
stated: “In all of our observations we find that the results produced in animals, under
apparently the same conditions and by using the same doses, vary very greatly;
sometimes the pulse is quickened from the first and remains beyond the normal until
death ensures, sometimes there is a primary diminution followed by an increase, at
others there is a diminution which continues until death. The pulse is generally
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found to vary much in frequency. These facts all suggest that the action of the
pure venom is of a complex nature. . .” (Mitchell and Reichert 1886, 56). Indeed,
of six experiments with pure rattlesnake venom on normal animals “in three the
pulse-rate was diminished and remained below normal, in two there was a primary
increase followed by a diminution, and in one of these the pulse-rate afterwards went
above the normal, while in another there was a primary diminution followed by an
increase” (Mitchell and Reichert 1886, 56). Only in the six experiments with cobra
venom there was a general increase. Mitchell and Reichert explained the discrep-
ancy among the measured values as a result of the complexity of the phenomenon
under investigation and stated that it was impossible to make any predictions of
the alterations in the pulse rate in any given case. The only conclusion that they
drew was that it was the “tendency” of venoms to cause an increase of the pulse
rate, that the section of the pneumogastric nerve increased that tendency, and that
the conjoined section of the nerve and the spinal cord rarely caused an increase.
Apparently they simply gleaned this tendency from the measurements. The chapter
presents the series of measured values obtained in altogether 34 experiments with
pure venom, but there is no evidence for statistical calculations.

But even if repetitions yielded sufficiently similar results or results that were so
regular that “tendencies” could be inferred, there was of course the possibility that
some permanent factor distorted the outcome. The reports of experiments on the
influence of heat on the efficacy of venom show that Mitchell reckoned with this
possibility. Mitchell took care to describe how the venom was heated and included
a table that showed the results of a series of ten experiments. The venom was heated
to successively higher temperatures, and then injected into the breasts of reed-birds;
and the time of death was noted. The fact that death occurred after longer and
longer time periods suggested that the venom was losing its power when heated,
and Mitchell stated this (Mitchell 1860, 44). In the subsequent paragraph, however,
he declared that he had been mistaken. In other words, the results shown in the table
are actually misleading because they falsely support the view that venom was less
efficacious when heated. Mitchell described the problem: Due to the scant supply
of venom, he had been forced to work with very small quantities. He had real-
ized that during the boiling process, most of the fluid would cling to the test tube
and would thus not be injected. Repetitions of the experiment with larger quantities
and on pigeons showed different results, all birds died “with the usual symptoms”
(Mitchell 1860, 45), so in fact heat did not affect the efficacy of the venom.

This episode also shows how important it is to distinguish between methods
statements as they are actually utilized as tools of argumentation and strategies of
validation as they are routinely applied in practice. Franklin does not attend to this
distinction. He lists “using an apparatus based on a well-corroborated theory” as one
“epistemological strategy” among many for the validation of experimental results.
Mitchell utilized a number of apparatus for his experiments such as manometers,
microscopes, and—in the episode at stake—test tubes for heating samples. We may
assume that the theory behind these instruments was considered to be “well corrob-
orated” or even trivial. The apparatus are black-boxed in Mitchell’s report, and if
they were based on “well-corroborated theories” these theories were not explicitly
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utilized in the argument. In general, one would not expect that routine experimental
checks are explicitly mentioned and utilized as tools in an experimental report. But
of course, one can easily think of situations in which apparatuses become problem-
atic, and then they become part of the argument, as the episode of the influence on
the efficacy on venom of heat shows.

In contexts like these, Mitchell stressed the importance of systematic variations
of the parameters of experimental settings as a means to identify sources of error
and discrepancy. Several times he described flaws in the experimental set-up he had
identified through parameter variations. Upon investigating whether gland tissue
or infusions of gland tissue had toxic effects, for example, he realized that it was
extremely difficult to clear the glands of poison. It might thus seem that delicate
animals had died from an injection or infusion of gland tissue even though they had
in fact died from remaining traces of venom. Mitchell described very carefully how
he had carried out this particular experiment to demonstrate that in his case, the
sample had not been contaminated (Mitchell 1860, 39). He went on to highlight the
role of multiple variations as a tool to identify systematic flaws in the set-up, stating:
“it is still desirable that these experiments should be repeated, with every possible
modification; since, as I have endeavoured to show, this, like all other portions of
our subject, is girt about with such difficulties as may well baffle the most careful”
(Mitchell 1860, 42).

Mitchell described specific kinds of parameter variations which are conducted to
compare a parameter of the experimental setting under investigation with a bench-
mark parameter. These he explicitly designated as “checks”. For instance, when
Mitchell determined the toxic effects of chemically altered venom, a test of the
efficacy of the original pure venom served as the benchmark against which the tox-
icity of the altered venom was assessed (Mitchell 1860, 35). And when Mitchell
investigated the effect of venom on muscles, he conducted an experiment whereby
he punctured exposed muscles with dry clean fangs whose ducts had been stopped
with wax and compared the time and intensity of the twitching with the effects of
an injection of venom through the fangs (Mitchell 1860, 78).

The above instances show that for Mitchell, discrepancies among experimental
results were expected and that they were produced by different kinds of causes:
contingent impediments, variations intrinsic to the experimental objects, and the
complexity of experimental parameters. There were discrepancies due to the intrin-
sic variability of experimental parameters, such as the variation among individual
living organisms. Discrepancies might be due to the sheer complexity of experi-
mental parameters, which could not be completely grasped. Discrepancies might
also be due to contingent factors occasionally impinging on experimental settings.
The differences among these kinds of discrepancies are clearly methodologically
important. Discrepancies due to the variability of experimental objects could not
be completely avoided.19 Discrepancies due to occasional flaws, however, could be

19On the history of the standardization of experimental animals, see Logan (2002).
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removed—at least in principle. Multiple variations appeared as a suitable tool to
identify potential flaws in the experimental procedure. On the other hand, even if
discrepancies were small and thus seemingly insignificant and negligible, there may
be a persistent permanent flaw in the experimental setting, which, as in the case of
the apparent sensitivity to heat of venom, produced regular, if flawed, results. Again,
Mitchell claimed that multiple variations of experimental parameters were a good
way to identify such flaws.

My brief survey of Mitchell’s experimental reports suggests that Mitchell
deployed methods statements in a number of ways. He highlighted that he had
performed repetitions of experiments in cases when it was a possibility that contin-
gencies and flaws might have yielded questionable results. He pointed out sources
of experimental error that he had identified and stressed that multiple variations of
experimental parameters had been instrumental to identify them; and he drew atten-
tion to unavoidable discrepancies, either due to the variation of experimental objects
or to the complexity of the experimental setting.

Given the recent emphasis on the confirmatory power of replications of effects,
it is notable that replications of effects did not play a role in Mitchell’s methods
accounts. On the other hand, his emphasis on repetitions with variations can be
understood as a continuation of previous methodological concerns, as I have shown.

Repetitions (successive performances of one’s own experiments) have been
largely neglected in current philosophical discussions. They are dismissed as events
with little confirmatory power (Collins) or relegated to the realm of prepara-
tory manipulations (Bogen). Focusing largely on present science, Franklin and
other philosophers highlight the reproduction of an experimentally generated effect
through different experimental techniques and procedures (Bogen’s “replication of
effects”) as a strategy to obtain independent confirmation. This is considered a par-
ticularly powerful way of confirming a phenomenon and of validating empirical
results. As far as I can see, Mitchell did not explicitly require an array of independent
procedures to secure empirical evidence. If it is correct that today experimenters are
centrally concerned with multiple determinations of experimental outcomes, major
transformations of the practical rules of experimentation must have occurred some-
time after the mid-nineteenth century. When, why, and in what contexts did the
concerns with multiple determinations by different means arise? Because multiple
determinations are deemed crucial for modern experimental practice, tracing them
is a key part of our understanding of methodological thought and its development.

10.6 Conclusion

I do not claim to have provided an exhaustive analysis of Mitchell’s methods
accounts, let alone of his toxicological work. But I hope to have shown that methods
accounts are a significant part of the “technology of argumentation” experimenters
deploy to produce sound scientific arguments. Such methods accounts can take dif-
ferent forms: they may be expressed as general methodological imperatives or as
concrete methods statements in the context of particular experimental endeavors;



10 Scientists’ Methods Accounts: S. Weir Mitchell’s Research on the Venom. . . 159

and they may or may not be accompanied by additional justificatory reflections and
arguments.

Is the study of methods accounts a good example of “integrated HPS”? I think it
has become clear that the analysis of methods accounts calls for a multitude of ana-
lytic perspectives. But in my view, the idea of a “confrontation” of history of science
and philosophy of science does not capture the nature of this pursuit. The histori-
cal record, the interpretation, as well as the conceptual scaffolding I have presented
in the previous sections are all outcomes of my analysis. My study is hermeneu-
tic in the sense that the starting points for my investigation were provisional. New
and different aspects of the historical record have become important once I began
looking for certain features of experimental reports, such as instances of “replica-
tion”. I have tried to capture some of the dynamic of the interpretive procedure in
my presentation, although it is of course impossible (and undesirable) to make this
procedure fully transparent. The initial conceptual tools have taken shape during the
analysis for instance through distinguishing methods statements, imperatives, and
reflections. On the basis of this distinction, one can make nuanced assessments of
the roles of methods accounts in Mitchell’s overall argument, as well as a detailed
comparison between Mitchell’s text and earlier methods accounts. The compari-
son highlights that Mitchell emphasized repetitions with variations just like some
of his predecessors. Unlike his predecessors, Mitchell expected discrepant results
from similar trials. And unlike his successors, Mitchell did not place emphasis on
multiple determinations of experimental outcomes.

My analysis is metascientific, it is interpretive, and it involves historicist reflec-
tion from the outset. It does so in two ways. It identifies and distinguishes method-
ological concepts and traces these concepts backward to Mitchell’s predecessors and
(admittedly in a rather sketchy fashion) forward to the present. Moreover, my analy-
sis indicates how metascientific concepts themselves have developed since the days
of Popper. But my analysis cannot be characterized as “confronting a philosophi-
cal framework” or a “philosophical methodology” (whatever that may be) with a
“historical case”.
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Chapter 11
Quantum Gravity Meets &HPS

Dean Rickles

The world of the very small is a quantum world, and that must
be as true of space and time and gravity as of electrons and
photons and quarks.
John Wheeler

Science is what scientists have done, not what a philosopher
tells us the scientist meant to do, were really doing, or should
have done.
James Cushing

11.1 Peeking Inside the Black Box

To paraphrase Otto von Bismarck, as far as most philosophers are concerned, sci-
entific theories are like sausages: it is better not to see them being made! Standard
practice amongst philosophers of science is to investigate the finished products of
science: the theories that emerge from the scientific process. However, as Kuhn
taught us, the finished product, as presented in textbooks for example (usually pro-
viding the “raw data’ for philosophers” investigations), usually bears no trace of
what is often a highly non-trivial path towards victory—though often for good peda-
gogical reasons.1 What philosophers play with are so many black boxes. Until fairly
recently they only focused on a handful of such black boxes, often from physics

1Note that I certainly don’t mean to disparage the textbook genre. Textbooks are significant in
very many ways, beyond the merely pedagogical; and qua historical objects, they are as interesting
as any other such objects. The textbooks one learns from can forge social identity and define a
community. In the context of quantum gravity research they are especially interesting because the
arrival of a textbook signals a certain degree of “maturity” of the field. Only relatively recently
have textbooks on quantum gravity begun to appear. See the chapters in Part III of Kaiser (2005)
for more on this fascinating topic.
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alone.2 However, they have expanded their horizons to include a broader range
of physical theories, and even theories from the social and biomedical sciences.
Still, most individual accounts of how science works focus on a small selection of
scientific theories, and ignore the historical and sociological details behind their
construction and their evaluation.

This situation clearly falls way short of an integration of history and philoso-
phy. While it is true that for some philosophical purposes this is as fine a grain
of detail as one needs,3 if we are considering methodological issues, a black box
approach cannot be sufficient: we need to probe inside to see what factors accounted
for the success of some theory (or failure of another), and whether, in hindsight, they
were good ones and/or the only ones. As James Cushing and others have so ably
demonstrated, there is in fact often an enormous amount of contingency in theory-
selection, and what appeared to be “the only theory for the job” was really only
one amongst several (quite distinct, yet empirically adequate) possibilities. Given
such contingency, a variety of non-epistemic factors can enter into the analysis,
supposedly leading to the additional input of psychology and sociology. It is pre-
cisely this intrusion that so offends philosophers of science—or at least those who
cling to the distinction between the contexts of discovery and of justification: yes,
social/psychological factors can enter into science weakly, in the discovery phase,
but they should never spill over into the justificatory phase.

Though, superficially, philosophers, historians, and sociologists of science share
the same object of investigation, there are, of course, many subtle (and not so sub-
tle) differences. Chief amongst these differences is the fact that philosophers of
science, inasmuch as they think about it at all, usually wish to use historical and
sociological data to inform a general theory of science, or at least some explanatory
thesis about the way science works—they ever seek grist for their mills.4 Hence,

2For example, Newtonian physics, general relativity (very minimally construed: i.e. tending to
focus on the “famous” light-bending experiment), and astronomy. Or else, various classic “dead”
theories, such as phlogiston and the geocentric view. (Note, this black box analogy was traced, by
Trevor Pinch, back to his supervisor, Richard Whitley—see Pinch (1992, 488)
3Philosophers of physics, for example, often need only inspect the formal representation of a theory
and consider its space of possible interpretations. For this, one usually does not need to know the
intimate historical details of the theory’s construction, though even here I would have grave doubts
about the quality of such a wholly ahistorical approach. For example, it was his deep knowledge of
the historical complexities of general relativity that led John Stachel to uncover the hole argument,
surely one of the most important arguments in contemporary philosophy of spacetime physics.
4As Richard Burian puts it, “[w]hen philosophers turn to particular historical materials or case
studies, they often begin with pre-established concepts and sometimes with expected conclusions
in mind ... [and the] concepts employed often contain presuppositions about the nature of theory,
evidence, and explanation, about the relation of experiment to theory, the objectivity and intellec-
tual autonomy of scientific work, and the like” (Burian 2002, 398). Case studies can, of course, be
useful for exploratory purposes (as they are in the social sciences for example). However, unless
one performs an analysis of a sufficiently large sample of scientific theories (preferably chosen
at random), the evidence they confer on some general theory of science is rather weak. (I might
add that changing the terminology from “case studies” to “episodes” will not improve the quality
vis-à-vis evidence for methodological theories.)
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their interest in history and sociology tends to be indirect, concerned with their util-
ity (in the form of degree of support) rather than their intrinsic worth. Historians
and sociologists tend to favour a more descriptive (and they might say, objective)
approach; wishing to describe as faithfully as possible, present and preconceptions
to one side, some scientific episode.5 They will trawl a wide variety of sources in
order to piece together an image of what happened—albeit an imperfect image, as
they will acknowledge, tainted with various biases. They like to see what goes in to
the sausage machine, and observe how it works, rather than just focusing on what
comes out at the other end.

These professional differences can lead to some animosity between the various
disciplines, and any “integrative” approach to philosophy of science will have to
try to balance these differences in outlook. Finally, it has to be said that when
philosophers do employ history, it is often bad (or lazy) history (cf. Pearce Williams
1975), for example, failing to take proper account of the different modes of pre-
sentation of a theory (and its manner of construction and justification) depending
on the intended audience—journals, notebooks, interviews, textbooks, and public
lectures can reveal an enormous disparity despite sharing common subject matter.
Whether philosophers buy into sociological elements deep within science or not,
this feature of tailoring a description to an intended audience simply cannot be
doubted. As I indicated above, philosophers usually refer to textbooks. But text-
books are just as bespoke as any other public account. For the historian, “primary
sources” (especially original notebooks and correspondence) weigh especially heav-
ily in terms of understanding theory construction and justification—cf (Hoddeson
2002). For sociologists, it is the actual practice of science (as it unfolds) that is most
revealing.

How do we encourage and enable philosophers to look inside the black box of
science? How do we persuade them to look beyond the slender “internal” (or ratio-
nally reconstructed) histories that they favour? The strong programme advocates
a perfectly symmetrical treatment of “true” (or “good” or “selected”) science and
“false” (or “bad” or “rejected”) science. In practice, this is rather difficult to achieve
in an objective fashion because of the spectre of the way history actually unfolded!6

However, the most trouble-free way to achieve what this so-called symmetry postu-
late set out to achieve, is to probe what Bruno Latour labeled “science in action”:
situations in which the truth values of the theories aren’t yet settled. In a sense, such
cases render the symmetry postulate redundant, for there is no fact of the matter and
so no broken symmetry in need of repair. Unfortunately, there aren’t many philo-
sophically interesting (that is, interesting to philosophers) situations of this sort, and

5As von Humboldt famously (though, from our present temporal location, somewhat naively) put
it: “The historian’s task is to present what actually happened. The more purely and completely he
achieves this, the more perfectly has he solved his problem” (Humboldt, 1822, 57).
6The strong programme is also just as problematically generalist as the standard philosophers’
accounts: we need evidence to convince us that some family of once competing theories were
indeed equally viable before consensus was reached. This might well be true of some episodes but
not in others.
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the examples that have been conducted have tended to be of a somewhat mundane
character, often involving the discovery of some substance (such as a particular vac-
cine) rather than the construction of a theory. Philosophers, for better or for worse
(though this is changing somewhat), tend to be attracted by the bright lights of revo-
lutionary episodes in science and especially by overarching, universal, fundamental
theories.

However, quantum gravity research offers exactly a such a situation, where the
symmetry between the various competing approaches appears not yet to have been
broken and in which we have an example of a revolution, albeit a revolution in
process.7 Moreover, it directly involves theory construction, and fundamental the-
ory construction at that. Indeed, it is widely believed to be the greatest unresolved
problem in fundamental physics. Despite over 80 years of hard labour, by the finest
physicists, all agreed on the importance of the problem posed by quantum grav-
ity, there is still no finished product to speak of: no culminating theory packaged
in a neat black box that philosophers of science can utilise without worrying about
its complex historical trajectory. Or, to return to my earlier metaphor: there’s no
sausage to speak of; it’s still in the machine!

Quantum gravity research is all the more enticing from the point of view of
(integrated) history and philosophy of science [&HPS] since (for reasons to be dis-
cussed more fully below) it is not principally guided by the standard methodological
devices of empirical testing via experiments, novel predictions, or observations. Yet
one can still find all of the evaluative moves (selections and rejections) ordinar-
ily seen in “run of the mill” scientific endeavours: theories of quantum gravity
have come and gone despite being experimentally inaccessible. If not the stan-
dard methodological virtues, what is guiding theory construction and selection in
this case?

In this chapter I aim to answer this question, but more generally I aim to to
highlight the ways in which quantum gravity research provides an excellent example
for &HPS. It enforces a “mixed methods” approach since it involves a situation
with no definitive theory coupled with an awful lot of nontrivial history containing
several important theoretical casualties, despite the absence of direct experimental

7Schweber defines Whiggish history as “the writing of history with the final, culminating event
or set of events in focus, with all prior events selected and polarized so as to lead to that cli-
max” (Ashtekar 2005, 41). While I am not strongly anti-Whiggish (I don’t see that the whiff of
the present can ever sensibly be eradicated from historical studies), evidently, since quantum grav-
ity is still under construction, there is no definitive “endpoint” towards which Whiggish histories
can retrospectively chart the progression of the theory—though one can envisage the possibility
of “local” Whiggism, involving smaller historical steps. Moreover, the “justification/discovery”
distinction (the central culprit behind the disconnect between history of science and philosophy
of science) looks far more flimsy in the context of quantum gravity research since the circum-
stances surround the construction of the theory (such the desire to have universal theories that do
not have limitations of scale) become the very mode of justification. That is, a successful theory
(i.e. successful to the extent that it ought to be pursued) is simply one that meets this desire in a
consistent way.
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support.8 This points quite naturally to a greater consideration of “external” factors
(if we must persist with this notion) controlling theory evaluation. Hence, we have
a natural convergence of history, philosophy, and sociology. I submit that a study of
quantum gravity along any one of these lines (philosophical, historical, sociological)
will inevitably soon find itself incorporating the others.

Let me nail my colours firmly to the mast regarding matters methodological: I
advocate a view broadly similar to that espoused by James Cushing (himself borrow-
ing crucial ideas from Arthur Fine), according to which history is of vital importance
to philosophical theses, but if one looks sufficiently closely at a wide enough sample
of historical episodes in science one very quickly sees that there is no one size fits all
scheme: even methodology can change if the context so demands it. The process of
constructing and evaluating scientific theories, much like an economic time-series,
is distinctly non-stationary. Just when it seems to be acting according to some pat-
tern, the pattern shifts. We find this to be especially true in the case of quantum
gravity research.9 The methodological lessons of quantum gravity do not stop there:
quantum gravity research is important too in our primary theories; namely, the stan-
dard model of particle physics and classical general relativity (both of which inform
the standard model of cosmology). These theories would look very different were
it not for the impact of quantum gravity research and the concepts and tools it has
generated—indeed, this external utility has been adopted at various times to support
continued research on quantum gravity.

I begin with a brief description of some peculiarities of historical research on
quantum gravity, introducing the basic idea of the problem of quantum gravity by

8The historical nature of quantum gravity will also please those historians who bemoan the trend
towards specialization. It has almost a century of development with no closure. Quantum gravity
is a distinctively international field of research; it incorporates elements from a very wide vari-
ety of theories, and many branches of mathematics. It has witnessed both military and industrial
support, in addition to standard university-based support. More recently it has begun to utilise cos-
mology, computer simulation, condensed mater physics, and the new range of particle accelerators.
A historian would be hard pressed to give a local account of quantum gravity.
9Quantum gravity might look unappealing for those philosophers steeped in “the new experimen-
talism”, for, prima facie, there simply are no experiments to analyse! However, recent work in
quantum gravity attempts to make contact with experiments (using astrophysical data and the LHC,
for example), though so far without success. The reasons behind the lack of success is interesting
in itself. But even the early work which lacked experiments simpliciter is interesting from the
point of view of how scientists go about evaluating their theories when so important a resource as
experiment is unavailable. Thought experiments play a more important role (I will discuss below
a foundational one, associated with Bohr and Rosenfeld’s analysis of measurability of quantum
fields). But also, theoretical predictions of the ingredient theories of quantum gravity (i.e. gen-
eral relativity and quantum field theory) are used as (proxy) experimental data points for quantum
gravity research. Most notably, perhaps, is the computation of the black hole entropy formula, that
any approach worth its salt must be able to derive—Eric Curiel (2001) has argued that this kind
of usage of still-unconfirmed claims as evidence (if an approach is able to reproduce it) is illegiti-
mate (here stemming from the semiclassical theory involving quantum fields on a classical, black
hole background). However, the illegitimacy depends on what one views as the “laws of scientific
development”.
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way of its beginnings. I then describe the problem of quantum gravity in more detail,
focusing on the energy, length, and mass scales that characterise it, and consider the
role that these scales played in early work. I then go on to introduce a variety of
the main ways of proceeding with respect to the problem in these early days. My
focus throughout is on the early history, pre-1960s, since beyond this the entan-
glement with cosmology significantly complicates matters (but see Kaiser (2007,
2006, 1998) for some interesting work on the entanglement of classical general rel-
ativity and elementary particle physics), as does the emergence of string theory (on
which, see: Rickles (forthcoming-b)). Finally, I consider, rather more directly, the
implications of the development of quantum gravity research for &HPS.10

11.2 One Revolution Too Few?

In 1940 Einstein wrote the following words:

The development during the present century is characterized by two theoretical systems
essentially independent of each other: the theory of relativity and the quantum theory. The
two systems do not directly contradict each other; but they seem little adapted to fusion
into one unified theory. [...] [T]his theory, like the earlier field theories, has not up till now
supplied an explanation of the atomistic structure of matter. This failure has probably some
connection with the fact that so far it has contributed nothing to the understanding of quan-
tum phenomena. To take in these phenomena, physicists have been driven to the adoption
of entirely new method. [...] [T]he quantum theory of to-day differs fundamentally from
all previous theories of physics, mechanistic as well as field theories. Instead of a model
description of actual space-time events, it gives the probability distributions for possible
measurements as functions of time. [...] All attempts to represent the particle and wave
features displayed in the phenomena of light and matter, by direct course to a space-time
model, have so far ended in failure. [...] For the time being, we have to admit that we do
not possess any general theoretical basis for physics, which can be regarded as its logical
foundation. [.] Some physicists, among them myself, can not believe that we must abandon,
actually and forever, the idea of direct representation of physical reality in space and time;
or that we must accept the view that events in nature are analogous to a game of chance.
(Einstein 1940, 489–92)

It is a little curious that so many great revolutionary episodes happened almost
simultaneously at the beginning of the twentieth century. Perhaps one revolution
made it easier for others to follow, via some kind of snowball effect? Whatever
the reason, the revolution that resulted in general relativity and the revolution that
resulted in quantum theory were close neighbours in time. Einstein was profoundly
involved in the creation of both theoretical frameworks, though the former more so
than the latter. At the time of the construction of the general theory of relativity
he firmly believed in the existence of quanta of radiation. But this only involved
a belief in the property of discreteness (with no real sense of ontological substrate
beyond this), rather than belief in what would become quantum mechanics (or quan-
tum field theory—though here too his contributions on emission and absorption of

10I am indebted to the brief review of the early history of quantum gravity by John Stachel: (1998).
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radiation proved crucial). Most physicists believe another revolution is required to
bring quantum theory and general relativity—cf. (Rovelli 2002).

Since such quanta, with their discrete energies and other properties, would
inevitably couple to the gravitational field (in however small a way, the gravita-
tional interaction being universal), Einstein couldn’t ignore the fact that something
would need to be said about the nature of this interaction.11 Indeed, almost as soon
as general relativity was completed, Einstein became aware of a possible conflict
between it (or, more specifically, the existence of gravitational waves) and the prin-
ciples of quantum theory,12 and, therefore, the need for a quantum theory of gravity.
Thus, he writes that

[A]s a result of the internal-atomic movement of electrons, atoms must radiate not only
electromagnetic but also gravitational energy, if only in minuscule amounts. Since this can-
not be the case in nature, then it appears that the quantum theory must modify not only
Maxwellian electrodynamics but also the new theory of gravitation (Einstein 1916, 696).13

In this case Einstein is clearly troubled by the potential clash between the theoret-
ically predicted gravitational radiation combined with the empirically observable
stability of atoms: any moving mass (even the electrons in atoms) will radiate gravi-
tational energy. In other words, something like Planck’s law of radiation would have
to be found for gravitation in order to account for the stability. He repeated this claim
again in 1918, stating that “an improved version of quantum theory would lead to
changes in the gravitational theory” (Einstein 1918, 167).14

11A little later it would also come to be understood that there is a “formal interaction” between
general relativity and quantum objects stemming from the peculiar nature of fermions: including
objects with half-integer spins imposes a variety of constraints on the spacetime structure, and
therefore on the gravitational field (resulting in a slightly modified theory of gravitation). This was
a rather slow lesson.
12As Kragh has pointed out, the version of quantum theory that Einstein would have been thinking
about at this early phase of general relativity’s development was the Bohr-Sommerfeld theory—see
Kragh (2000, 965). Einstein would have been particularly impressed with the way the Sommerfeld
theory integrated (special) relativity and quantum theory. Helmut Rechenberg claims (though
doesn’t provide a source) that Sommerfeld published his results after Einstein informed him that
the general relativity would not modify the results in any appreciable way (Rechenberg 1995, 160).
13“Gleichwohl müssten die Atome zufolge der inneratomischen Elektron-enbewegung night
nur electromagnetische, sondern auch Gravitations-energie ausstrahlen, wenn auch in winzigem
Betrage. Da dies in Wahrheit in der Natur nicht zutreffen dürfte, so scheint es, dass
die Quantentheorie nicht nur die Maxwellsche Elektrodynamik, sondern auch die neue
Gravitationstheorie wird modifizieren müssen.”
14By 1919 he was already going down the path of unitary field theories that would mark much of
his later work: “there are reasons for thinking that the elementary formations which go to make up
the atom are held together by gravitational forces” (Einstein 1919, 191). As Stachel notes (1998,
526), this marks a reversal in the priority given to the two theories, general relativity and quantum
theory. Whereas prior to 1919 he believed that the latter might lead to modifications in the former;
here general relativity (coupled with the electromagnetic field) is now being used to explain the
quantum structure of matter. We can surmise that it was as a result of the work by others on general
relativity and its unification with electromagnetism. Max Born writes that Einstein, up until 1920,
was still very concerned with the relation between quantum and relativity. Einstein wrote him: “I
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This looks like a potential empirical motivation for pursuing quantum gravity.
However, as Gorelik correctly points out, whilst atomic radiation (computed along
the lines of Maxwell’s theory) leads to the collapse of the atom in (order of) 10−10

s (a fact inconsistent with observations), atomic gravitational radiation, computed
using Einstein’s formula, has a collapse time of the order of 1037 s. Therefore, there
would in fact be no empirical inconsistency as a result of gravitational radiation and
we should not be puzzled by the stability of atoms in this case.

Gorelik (1992, 365) argues that an “analogy with electrodynamics” lay behind
this comment of Einstein’s. This analogy was a persistent feature of early research
on quantum gravity—see below. One must also bear in mind that the issue of
absorption and emission of radiation must have occupied a central place in his
thinking at the time of writing, for his paper on the emission and absorption
of radiation in quantum theory appeared very shortly afterwards—replete with
the statement that “it seems no longer doubtful that the basic idea of quan-
tum theory must be maintained”. What is remarkable, given what we know of
the certainty he professed about general relativity, is that he openly considered
the possibility that the quantum theory would demand some kind of “modi-
fication” (what we would now refer to as a quantum correction) of general
relativity!15

However, similar claims were made intermittently over the next decade or so,
though nothing amounting to a serious attempt to construct a full-blown quantum
theory of gravity was undertaken. These claims were primarily from German (or
German speaking) physicists. For example, as early as 1919, Arthur von Haas writes
(on the basis of “unification” ideals) that:

Arguably, one of the most important future tasks of the axiomaization of physics is the
implementation of quantum theory in the system of the general theory of relativity. (Hass
1919, 749)16

always brood in my free time about the quantum problem from the standpoint of relativity. I do not
think the theory will have to discard the continuum. But I was unsuccessful, so far, to give tangible
shape to my favourite idea, to understand the quantum theory with the help of differential equations
by using conditions of over-determination ...” (Born 1955, 257: from their private correspondence).
By 1926 he was “toiling at deriving the equations of motion of material particles regarded as
singularities from the differential equations of general relativity” (ibid., p. 258).
15This openness of Einstein to the possibility of a quantum theoretical modification of general
relativity would not last for long, of course, and was already beginning to sour at this stage. His
taste for quantum theory soon soured to the extent that towards the end of his life he was searching
for ways to reproduce quantum mechanical phenomena using a purely classical field theory. Suraj
Gupta (who developed a special-relativistic theory of quantum gravity in the 1950s) has a differ-
ent (inverted) interpretation of Einstein’s underlying reasons for distrusting quantum mechanics:
“Because his theory is different from other field theories, he tried to construct unified field theories
and because he could not see how his theory in the curved space could possibly be quantized, he
criticized quantum mechanics” (Gupta 1962, 253).
16“Eine der wichtigsten Zukunftsaufgaben, die in dieser hinsicht der physikalischen Axiomatik
gestellt ist, ist wohl die Einfügung der Quantentheorie in das System der allgemeinen
Relativitätstheorie.”
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Though he doesn’t explicitly name the individual constants associated to the ingre-
dient theories (viz. c, �, G—see the next section), it is reasonable to surmise that
this is what Haas had in mind in the following passage:

The main task of the axiomatization of physics will be the problem concerning the integra-
tion of the universal constants of physics. Also the solution of this question may be expected
to reveal deeper knowledge of the relations, only intimated by Hilbert, holding between
gravity and electricity, and of a further integration of these relations with the quantum
hypothesis. (ibid., p. 750)17

This interpretation is strengthened by the fact that Haas went on to consider the
various possible combinations of other constants in other contexts, investigating the
way they demarcate domains (Hass 1938).

Quantum theory was invoked several times (in discussions of general relativity,
and unified field theories) to mark some kind of boundary of the applicability of a
theory.18 Einstein himself expressed just this view, in a lecture entitled “Ether and
the Theory of Relativity” at the University of Leyden, May 5th 1920. This address
is interesting for many reasons, historical and philosophical. For our purposes it is
interesting because Einstein once again speculates on the possible restrictions that
the quantum theory might place on general relativity:

Further, in contemplating the immediate future of theoretical physics we ought not uncon-
ditionally to reject the possibility that the facts comprised in the quantum theory may set
bounds to the field theory beyond which it cannot pass.

Indeed, we can find several examples of Einstein expressing this kind of sentiment.
Inasmuch as his comments (here and in his 1916 paper) have been investigated by
historians, they has tended to be in the context of the study of gravitational waves. It
is true that gravitational waves are naturally involved here, but since Einstein is con-
sidering the possibility that the radiation of such waves is quantized, we ultimately
have what can also be seen as heralding the beginning of quantum gravity.19

Perhaps the most famous interplay between gravity and quantum prior to 1930
was Bohr’s usage of general relativity to argue against Einstein’s “photon in a box”
critique of his interpretation of quantum mechanics, at the 1927 Solvay Congress.
As Oskar Klein explains:

17“Aufgabe der physikalischen Axiomatik sein wird; es ist das Problem des Zusammenhanges
zwischen den universellen Konstanten der Physik. Auch die Lösung dieser Frage darf vielle-
icht erhofft werden von einer tieferen Erkenntnis der von Hilbert erst angedeuteten Beziehungen
zwischen Gravitation und Elektrizitat und von einer Verknüpfung dieser Beziehungen mit der
Quanten-hypothese.”
18For example, Goldstein and Ritter note how Weyl adopts this position in his Raum, Zeit, Materie
(Goldstein and Ritter 2003, 104).
19The beginnings of quantum gravity are usually traced back to a 1930 paper of Léon Rosenfeld’s;
however, there was, aside from Einstein’s remarks, quite a lot of activity dealing with the general
problem of quantum gravity, i.e. concerning the joint treatment of quantum and gravity. Though
Rosenfeld’s paper was, so far as I know, the first paper to apply the then newly developed methods
of quantum field theory to the problem, thus treating the gravitational field like the successfully
quantized electromagnetic field.
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We know from BOHR’s account how ingeniously EINSTEIN defended his standpoint—
the essential incompleteness of the quantal description of nature—and how BOHR refuted
every one of his arguments with more than ingenuity. What impressed us younger people
most was, I think, the “Einstein box,” where BOHR successfully turned general relativity
theory against EINSTEIN. ... And still EINSTEIN, who accepted all defeats with the utmost
fairness but without changing his basic view, may have felt that on the side of the quantum
physicists the importance of the general relativity claim in the search for the laws of the
microworld was usually underestimated. (Klein 1955, 117).

Einstein used quantum theory and special relativity to try to circumvent the
Heisenberg relations. Bohr used a combination of quantum theory and general rel-
ativity in order to eliminate the inconsistency that Einstein derived. As Christian
Møller recalls:

Well I remember of course the excitement when Bohr was able to beat Einstein with his own
weapon. That was at a Solvay meeting; Einstein invented a way of showing that quantum
mechanics was not consistent. He proposed to determine the energy of the photon which
had come out of the box by weighing the box before and afterwards. Then Bohr could show
that if one takes Einstein’s formula for the rate of a clock in a gravitational field then it
comes exactly to making the thing consistent again. And Gamow even made a model of this
box with a spring and clock and shutter, which opened at a certain time and closed again at
a certain time. Møller [http://www.aip.org/history/ohilist/4782.html]

We can see from this brief look at the early days of the quantum-gravity interface
that there was a real desire to join the two theories together and “complete the rev-
olution”.20 Moreover, there was a general belief that constructing such a theory
would be “business as usual”. That is, it was generally assumed that there would
be no special difficulty in quantizing the gravitational field. The earliest attempts to
bring these theoretical frameworks together involved the same methods as had and
would be used for the other fundamental interactions.21

11.3 Planck Scale Pragmatism

The issue of defining quantum gravity is itself fraught with some historical diffi-
culties. The notion has changed as other areas of physics (and mathematics and
cosmology) have advanced. Ashtekar and Geroch, in their review of quantum grav-
ity, characterize quantum gravity as “some physical theory which encompasses the
principles of both quantum mechanics and general relativity” (Ashtekar and Geroch,
1974, 1213). This leaves a fair amount of elbowroom for the form such a theory
might take.

20Though this barely skims the surface of a deep vein of early work on quantum gravity. For
a more detailed, thorough study of the very earliest research on quantum gravity, see Rickles
(forthcoming-a).
21As Abhay Ashtekar puts it, the methodology was “to do unto gravity as one would do unto
any other physical field” (Ashtekar 2005, 2). As is becoming clear after decades of intense effort,
gravity is not like any other force, at least not in terms of its formal representation, nor, many
believe, in terms of how it is (or ought to be) conceptualized.

http://www.aip.org/history/ohilist/4782.html
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We can, however, say with certainty at what scales quantum gravitational effects
would be expected to manifest themselves. This follows from the fact that there is a
unique way to mix the fundamental constants that characterise the “ingredient” the-
ories so as to generate units of (L)ength, (M)ass, and (T)ime. From general relativity
we have the gravitational (or Newton) constant GN (equal to 6.67×10−11m3/kg s2),
characterising the scale at which generally relativistic effects matter, and from quan-
tum field theory we have c (the velocity of light in vacuo) and , Planck’s constant of
quantum action. These combine to give us:

LP =
√

�GN

c

3

= 1.616 × 10−35m (1)

TP =
√

�G

c

5

= 5.59 × 10−44sec (2)

MP =
√

�c

GN
= 2.177 × 10−5g (3)

At these scales, all three physical theories are expected to play a role, and (if we
accept that general relativity is a theory of spacetime geometry) it is this scale that
we expect quantum geometry to dominate. Curiously, these units were discovered by
Planck almost three decades before quantum field theory was discovered, and almost
two decades before general relativity was completed (and six years before special
relativity): (Planck 1899). Planck was interested in producing universal descriptions
of the world, that could even be understood by extraterrestrial civilisations! For this
reason he pursued a set of natural scales that would make no reference to such local
circumstances as the size of the Earth or aspects of its orbit and rotation.22

A kind of (quite understandable) pragmatism guided the early neglect of quantum
gravity research. The scales at which phenomena would be apparent were known
then to be well out of reach of direct tests.23 Though Dirac believed quite firmly

22See Gorelik (1992) for more on the curious discovery of these units and their subsequent prop-
agation into early quantum gravity research. Note that by the mid-1950s the notion of the Planck
length was understood by those working on the so-called canonical approach as a measure of
the fluctuations of spatial geometry. For those working along spacetime covariant approaches, the
Planck length marked a natural boundary to the wavelengths of quantum fields. See §4 for more
on these two approaches.
23The characteristic “Planck length” is computed by dimensional analysis by combining the con-
stants that would control the theory of quantum gravity into a unique length. As shown above, this
is lp = √

�G/c3 = 1.6 × 10−33cm: a minuscule value, making gravity (effectively) a “collective
phenomenon” requiring lots of interacting masses. That quantum gravitational effects will not be
measurable on individual elementary particles is, therefore, quite clear: indeed, the Planck energy
is

√
�c5/G = 1022MeV! Bryce DeWitt devised rigorous arguments to show this to be the case: the

gravitational field itself does not make sense at such scales. He showed that the static field from
such a particle (with a mass of the order 10−20 in dimensionless units) would not exceed the quan-
tum fluctuations. The static field dominates for systems with masses greater than 3.07 × 10−6. The
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that general relativity and quantum theory would have something to say to each
other (and indeed did important work on the subject), he nonetheless accepted the
pragmatic argument:

Since the time when Einstein’s general theory of relativity first appeared, various more
general spaces have been proposed. Each of these would necessitate some modifications in
the scheme of equations of atomic physics. The effects of these modifications on the laws of
atomic physics would be much too small to be of any practical interest, and would therefore
be, at most, of mathematical interest. (Dirac 1935, 657)

However, Oskar Klein (describing his own approach as a contribution to “an
intimate alliance of the two fundamental viewpoints of present physics, that of com-
plementarity and that of relativity” (Klein 1955, 117)) describes and rejects this
pragmatist attitude:

Now, it is very usual to regard the point of view of general relativity as insignificant in
quantum theory because the direct effects of gravitation in ordinary atomic phenomena are
very small.This, however, may easily be the same kind of fallacy, which it would have been
to regard the electron spin as unimportant for the formulation of the laws of chemical bind-
ing, because the direct interaction between spin magnetic moments is, in general, negligible
compared with chemical binding energies.

[W]e shall tentatively take the point of view that general relativity is fundamental for
the formulation of the laws of quantum field theory and that the demand of an ade-
quate formulation of other invariance claims, e.g. that of gauge invariance, should be
regarded as an indication of the need for a natural generalization of the relativity postulate.
[ibid, p. 98]

As I suggested above, a second factor behind the neglect was that the early views
on quantum gravity were tightly bound to the quantization of the electromagnetic
field in quantum electrodynamics. It was thought that there would be no special
puzzles caused by quantizing the gravitational field, since surely one classical field
is much like any other. For example, in their famous paper marking the birth of QED
Heisenberg and Pauli wrote:

We might also mention, that quantization of the gravitational field, which also appears to be
necessary for physical reasons, may be carried out by means of an analogous formalism to
that applied here without new difficulties. (Heisenberg and Pauli 1929, 3)24

These days we have a few more physical, quasi-empirical reasons to think that a
quantum theory of gravity is necessary. General relativity is now (thanks to the
singularity theorems) firmly believed to generically predict spacetime singularities.

gravitational field is from this viewpoint an “emergent” “statistical phenomenon of bulk matter”
(DeWitt 1962, 372). An earlier version of this viewpoint was suggested by van Dantzig (1938).
The idea that gravity is emergent, has gained in popularity recently: see Novello et al. (2002) for a
review.
24“Erwähnt sei noch, daβ auch eine Quantelung des Gravitationsfeldes, die aus physikalischen
Gründen notwendig zu sein scheint, mittels eines zu dem hier verwendeten vollig analogen
Formalismus ohne neue Sehwierigkeiten durchführbar sein dürfte.” Note that Heisenberg and
Pauli explicitly mention the remark of Einstein’s from 1916, along with Klein’s 1927 paper on
five-dimensional quantum theory, in a footnote attached to this passage.
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It is thought that our own universe may have emerged from such a singularity (=“the
big bang”, and may wind up in another (= “the big crunch”). It is also thought that
they may exist within our Universe inside black holes. General relativity does not
apply to singular situations, so a theory of quantum gravity is expected to tell us what
happens here. Such reasoning was not open to the earliest researchers on quantum
gravity since inasmuch as they were understood at all, singularities were thought to
be fictional. Nor did the big bang model (and the notion of a big crunch) exist during
the initial phases of quantum gravity research—even when it was conjectured, it was
not taken up easily).

Another piece of information that suggests the need for a quantum theory of
gravity came from the consideration of quantum field theory on (fixed) black hole
spacetimes. Hawking discovered that in such a semi-classical theory (QFT coupled
to a classical gravitational field), black holes emit radiation and can evaporate (=
“The Hawking Effect”). However, the semi-classical theory is not sufficient to anal-
yse all aspects of the process, since the “end point” falls outside. There are several
possibilities for the final stage: a (most likely Planck-scale) remnant, unitary evo-
lution (not to be had in the purely semiclassical theory), or total evaporation (and,
therefore, information loss).25

We might also mention the predicted value of the cosmological constant (the
energy of empty space) made by quantum field theory, on the basis of the zero-point
modes.26 The observed value for the energy density comes out very close to zero:
ρ � 10−30gcm−3. This is a very long way from quantum field theory’s prediction.
One way to bring this value down is by imposing a cutoff at the Planck length,
ignoring those modes that have wavelengths smaller than this, or by turning on the
interactions between the vibrational modes.

These other reasons would take some time, and required advances in cosmology
and astrophysics, amongst other things. The nature of the problem of quantum grav-
ity adapted itself to these new conditions, by setting itself new puzzles (such as the
conditions surrounding the big bang and within the interior of a black hole) and by
utilizing any new data as targets that a respectable approach must hit. The construc-
tion of renormalized quantum field theory, and the renormalization group, would
also stimulate and radically modify new work on quantum gravity. Certainly, by the
1950s, it was no longer believed that the quantization of the gravitational would
be a matter of course. We give a brief review of some of the strategies adopting in

25The fact that black holes are thought to radiate implies that they possess an entropy too.
Bekenstein computed this as kB

A
AL2

P
(i.e. the entropy goes up a quarter as fast as the black hole’s

horizon, or surface area, goes up). This result offers a number that the latest approaches to quantum
gravity are expected to be able to derive—many of them are indeed able to do so.
26The energy spectrum of an harmonic oscillator, namely EN = (N+1/2)ω, has a non-zero ground
state in quantum mechanics. This is the zero-point energy, standardly explained by reference to the
uncertainty principle (i.e. there’s no way to freeze a particle). In the context of (free) quantum
field theory the field is understood to be an infinite family of such harmonic oscillators, and as a
result the energy density of the quantum vacuum is going to be infinite on account of the nonzero
contribution from each vibrational mode of the fields being considered.
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response to the problem of quantum gravity in the days following the development
of quantum field theoretical techniques (and the additional problems that quantum
field theory brought with it).

11.4 The Slow and Difficult Birth of Quantum Gravity

Although the quantum description of the gravitational field has many points of similarity to
conventional quantum field theory, it nevertheless seems incapable—or capable only with
difficulty—of incorporating certain conventionally accepted notions. [Bryce DeWitt [1],
p. 330]

Bryce DeWitt was one of the first people to write a doctoral thesis on quantum grav-
ity, which he did under the (somewhat minimal) supervision of Julian Schwinger at
Harvard University in 1950, a time when quantum gravity research was still very
unfashionable. He wrote the words above in 1962. Though they are expressed with
an air of obviousness, they encode within them more than four decades of strug-
gle to try and treat the gravitational field and quantum theory within in the same
framework.

Between 1950 and 1962 gravitation research underwent a significant transforma-
tion, as a result of several (often interdependent) factors. DeWitt himself dropped
gravitation research after his doctoral work, and worked instead on detonation
hydrodynamics (specifically computer simulations). This work would in fact turn
out to be highly applicable in general relativity in the subfield of numerical rel-
ativity. DeWitt became a pioneer in numerical relativity, and discovering ways
of programming aspects of relativity. A technique he developed at Livermore—
multidimensional (two and three dimensions in DeWitt’s example) Lagrangian
hydrodynamics (DeWitt 1953)—was later used in the gravitational 2-body problem
and black hole simulations.27 One might think of this as a flow of ideas from his
war work into gravitational research. However, the flow worked both ways: DeWitt
was able to develop his ideas on higher dimensional Lagrangian hydrodynamics on
account of his general relativistic background with general coordinate invariance
and Jacobians. However, there is no doubt at all that his experience with computing
influenced his thinking enormously.

DeWitt was involved in a a chain of interesting events relating to the history
of quantum gravity. He was a physicist emerging right at the end of the second
world war. Moreover, he did his postgraduate work at Harvard, where there was a
close connection between the students’ work and military applications—many did
their “work experience” on military projects. Those who had done work for the
military developed a certain “number crunching” mindset. There is little doubt that
this modus operandi filtered in to the work that resulted after the war. DeWitt’s work
especially was highly computational.

27See DeWitt (1982) for DeWitt’s own reminiscences about his time at Livermore working on this
approach, and its later relevance—see also Smarr 1984, 13.
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However, there were other key circumstances that contributed to the fortunes
of quantum gravity research (bringing DeWitt back into the fold in a central way),
involving (amongst other things) DeWitt’s marriage to a French mathematical physi-
cist (Cécile Morette, a great organizer of conferences and people, as well as a great
mathematical physicist herself), various interventions in relation to funding oppor-
tunities by John Wheeler, an off-hand submission to an essay competition, and
industrial, military, and government support. One can see in this story the attempts
of various parties to produce a convergence of interests. This wasn’t always possible.
Scientists desire freedom to pursue whatever research project they desire with suffi-
cient resources to pursue their goals, and the industrial and government sources have
a more diverse set of goals and interests, include potential technological applications
(leading to financial gains and power gains), prestige, or perhaps understanding of
some aspect of the world.

In the case where the scientists have as their goal the “navigation among the
potentialities proffered by nature” John Stachel has described this process of con-
vergence as one of “negotiation” (Stachel 1994, 143). Any account of scientific
discoveries must take account of this milieu, though Stachel is quick to point out
that this does not imply the neglect of nature. Though there is a certain amount of
elbow room in scientific discoveries, and so the evolution of scientific research and
the nature of the theories that result, all of this this must be in accord with the “the
potentialities proffered by nature”.28 This is not strong social constructivism, then.
The contingency is very heavily constrained by nature.

Stachel goes on to give an alternative possible scientific history, in which a dif-
ferent theory of gravitation was “discovered” that was perfectly in accord with
nature’s potentialities (since it matches Einstein’s version on all relevant observ-
ables). He borrows the example from Feynman who asked: “Suppose Einstein never
existed, and the theory [of GR] was not available” (cited in Stachel (1994, 146)).29

Could one replicate “the physics” of Einstein’s gravitational theory using what other
(non-geometrical) tools were available, namely special relativistic quantum parti-
cle theory? The answer is Yes,30 as several people had already suspected before
Feynman posed his question. One uses the fact that the gravitational interaction

28Indeed, he gives as a very apt example, the U.S. Air Force’s support of “anti-gravity” projects:
no amount of support of any calibre could generate such a phenomenon. In this sense, the goals
of the U.S. Air Force were not in accord with the potentialities of nature: no amount of coaxing
was able to bring it about. I might add that there was even a convergence between government and
industry (in the form of Roger Babson, a wealthy businessman who was searching for a gravity
shield). For more on these and related aspects of the history of general relativity, see: Goldberg
(1992), Kaiser (1998), Kennefick (2007), Kaiser (2000), Rickles (forthcoming-c).
29This question was asked in the context of a pivotal conference in the history of gravitational
research, including quantum gravity research: Conference on the Role of Gravitation in Physics.
See DeWitt and Rickles (2011) for the report of this conference, and a description and assessment
of the conference.
30Although the matter is not as straightforward as Stachel (and Feynman) suggest. For details on
the subtleties involved, see Wald (1986). Note also that Stachel suggests the analysis takes place in
the context of quantum field theory; in fact the analysis involves the particle picture only.
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has observed qualitative properties that can be encoded into field quanta (named
gravitons) with specific properties:

• Obeys inverse-square law—and so is long range
• Is always attractive
• Macroscopicly observable
• Couples to all massive objects with equal strength independently of their

constitution
• Causes a red shift
• Bends light around the Sun
• Causes a correction (relative to Newton’s theory) in the perihelion of Mercury

One then assigns properties to the exchange particle in a somewhat bespoke fash-
ion. We can see immediately that the particle must be massless in order to satisfy the
long-range requirement (and also to get the right value for the bending of starlight
around the Sun). The fact that gravitational effects can be seen at macroscopic scales
means that the particle must have integer spin. A more complex argument is required
for the attractiveness properties. We will skip this here (but see Weinberg (1964) for
the full argument), and simply note that a spin-2 particle is demanded in order to
have universal attraction that couples in the right way to matter. The particle must
also self-interact by virtue of universality—it is this that causes the nasty diver-
gences in the quantum theory at high frequencies since it leads to graviton-graviton
coupling.

Hence, had certain contingent factors been otherwise, we might have had a very
different theory of gravitation.31 Though it is clear that there isn’t an unlimited sup-
ply of empirically adequate alternatives, and they are often very hard to construct.
Inasmuch as one approach could be rationally (or logically, in Duff’s terms) justi-
fied, so could the other. The selection of Einstein’s geometrical approach is based
on reasons outside of the standard cluster of empirical factors. In this case, we have
the pragmatism mentioned earlier, coupled with the mere temporal precedence of
the geometrical approach.

The two approaches are in fact jointly pursued to this day. Steven Weinberg’s
textbook on gravitation and cosmology uses the Lorentz invariant particle physics
approach. The approach matches his training as a particle physicist. The division
into two communities (the geometric relativists, and the analytical particle physi-
cists) is a genuine phenomena that has deeper ramifications. There goes, side by
side with the division, attitudes with respect to what are deemed relevant, impor-
tant, and interesting questions. Feynman in particular was of the opinion that the

31Michael Duff makes a very similar point very clearly in his discussion of the approach to
quantum gravity that follows this “alternative path” (covariant quantization): “the historical devel-
opment of a physical theory and its logical development do not always proceed side by side, and
logically, the particle physicist has no strong a priori reason for treating gravity as a special case”
(Duff 1975, 79).
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particle physicist’s approach to general relativity involved a healthy rejection of
philosophical issues:

The questions about making a “quantum theory of geometry” or other conceptual questions
are all evaded by considering the gravitational field as just a spin-2 field nonlinearly coupled
to matter and itself ... and attempt to quantize this theory by following the prescriptions of
quantum field theory, as one expects to do with any other field. (Feynman 1972, 377)

The general relativists by contrast show a deep engagement with conceptual issues,
having to do with the nature and existence of space, time, change, and so on.

In fact, many early approaches, including Birkhoff’s flat-space approach, were
rejected because they did not meet the requirements set by these latter tests. But,
still it is very possible that had quantum field theory been to hand earlier, and had
quantum gravity been seen as more of a pressing problem (e.g. if the pragmatic
argument was absent, or there was a greater desire for unification for the sake of
unification), the flat space, special relativistic approach to gravity might have super-
seded Einstein’s on account of its greater amenability in terms of quantizability, and
its formal coherence with the rest of physics.

We backtrack in the rest of this section, to investigate the earliest work on
quantum gravity. The aim here is to highlight the motivations behind construction,
selection, and rejection. The key tools are the use of simplification techniques and
analogies (with successful, superficially related theories).32

11.4.1 Flat Space Approaches

Simplification often characterises the earliest work in some field. One might find
toy models, for example. Or, in cases where one has a non-linear theory, the use
of linearisation techniques. General relativity is a non-linear theory: gravity couples
to energy-momentum, and the gravitational field has energy-momentum, therefore
gravity gravitates. This is part and parcel of the equivalence principle. The non-
linearities lead to many (but by no means all) of the complications that are faced
in quantum gravity. Rosenfeld, in his 1930 work, attempted to quantize the linear
theory. This, as most acknowledge, is a preliminary exercise. One would attempt to
account for the nonlinearities by adding quantum corrections.

George Temple (1936) introduced the perturbative method into GR, whereby the
metric tensor is expanded in powers of the gravitational coupling constant (Temple
1936). The linear expansion is, as mentioned, much easier to quantize: waves of a
particular frequency ν are simply quantized according to Einstein’s relation E = �ν

32These two often come together as a package. For example, one of the simplification techniques
(discussed below) is to linearize the theory, so that the quanta of the theory do not interact and
self-interact. This is the case in quantum electrodynamics, the only successfully quantized theory
in earlier times. Hence, the simplifying move and the analogy move produce an equivalent result.
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(where the energy packets �ν are the gravitons33)—the higher order terms are
the problematic ones, since they determine graviton interactions (including self-
interactions). Solutions of the (unquantized) linearized field equations correspond
to weak gravitational radiation in empty space. The quantized radiation would
correspond to a small number of gravitons propagating in empty space.

In 1939 Pauli and Fierz, in a general study of the quantization of fields (Fierz
and Pauli 1939), also employed the linear approximation of general relativity, and
only considered this linear field in interaction with the electromagnetic field.34 This
approach was important for future developments in quantum gravity research, how-
ever, it suffered from an inability to recover the perihelion in the classical limit
(when coupled to matter).35 Given the desire to have a theory of gravity that was in
step with the other forces, the approach was, nonetheless, developed further.

Suraj Gupta was the first to explicitly split the metric tensor apart, into a flat
Minkowskian part and the residue. The residue was conceived as a gravitational
field potential, and would represent the gravitational interaction. Hence, the theory
amounts to a specially relativistic quantum field theory of gravitation. Gupta tack-
led the problem in two stages: first he considered the linear theory (as Pauli and
Fierz had done). This has the problem that there are negative energy states, with no
physical counterpart. He then, in a second paper, considers the gravitational field
interacting with the full energy-momentum tensor.

Belinfante and Swihart developed a version of this approach (for which they
claim priority over Gupta: (Belinfante and Swihart 1954, 2). They initially attempted
a quantization of Birkhoff’s theory of gravity but were unable to find a Lagrangian
that gave Birkhoff’s equations of motion—a fact they interpreted as the inability of
the theory to satisfy the reciprocity (i.e. action-reaction) principle linking gravity
and matter.

The earliest approaches to quantum gravity in this sense (i.e. in the sense of quan-
tization of the gravitational field) were, quite naturally, pursued by those who had

33According to Stachel, this particle was coined “graviton” by Blokhintsev and Gal’perin (1934).
There is another usage of the term in 1935 by Sir Shah Sulaiman (a mathematician and high-
court judge) who put forward a competing theory to Einstein’s which postulates the existence of
gravitons on which the pull of gravity depends (Science News Letter, November 16, 1935, p. 309).
34In this paper, we also find for the first time the idea that gravity corresponds to a massless, spin-2
field, so that the particle carrying the force would be massless and spin-2 (note that the presence of
spin-2 particles implies that a theory containing them would, ceteris paribus, be generally covari-
ant). Thus, they write: “for vanishing rest-mass, our equations for the case of spin 2 go over into
those of the relativity theory of weak gravitational fields (i.e. gμν = δμν + γμν , neglecting terms
of order higher than the first in γ μν ); the “gauge-transformations” are identical with the changes
induced in γ μν by infinitesimal co-ordinate transformations” (Fierz and Pauli 1939, 214)—see also
Fierz (1939); Fierz and Pauli (1939) (especially 6 from the latter).
35Birkhoff later developed a theory of gravitation based on flat spacetime (Birkhoff 1943), and
this was quantized by his student Moshinsky (1950). However, it suffered from the same empir-
ical problems that Pauli and Fierz’s theory faced. Note that the covariant approach is not the
only approach to involve flat space. The ADM (Arnowitt, Deser, Misner) approach (a canonical
approach: see below) also involves flat space quantization (the flatness is in this case asymptotic).
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skills in quantum field theory. However, even as early as 1938 Jacques Solomon
argued that the standard field quantizations methods would fail for strong grav-
itational fields, for then the approach ceases to give a good approximation to
Einstein gravity (Solomon 1938, 484).36 Alternative approaches were suggested as
the extent of the problems facing quantum field theory became ever more apparent.
In particular, it was argued that quantum field theory might be better adjusted to fit
general relativity, rather than the other way around:

Obscurity is about to come to an end. Quantum field theory has now reached a stage
where the emergence of new points of view alone will lead to real progress. A consider-
able step forward was made immediately after the second world war when Schwinger in
this country and Tomanaga in Japan, and with them several other investigators, introduced
consistently (special) relativistic procedures into the quantum theory of the electromag-
netic field. Further progress on a fundamental level will very likely be brought about by
the introduction of general-relativistic approaches into quantum field theory. This opinion
is based on the fact that general relativity gives us a deeper understanding of the nature of
fields and their relationships to particles than has been achieved anywhere else in theoretical
physics. This understanding will be preserved by any theory that will maintain the principle
of equivalence (similarity of gravitation with inertial effects, such as centrifugal “forces”),
even though it may deviate in its specific details from the general theory of relativity as it
was originally conceived by Einstein. (Bergmann 1953, 112)

The linearization approach was recognized to be a provisional step up the lad-
der. Even at this early stage of development (and though there were alternative
approaches), we can see rational moves in operation guiding the evaluation of the
linearization approaches.

11.4.2 The Electrodynamical Analogy

Formal analogies between general relativity and Maxwell’s theory of electromag-
netism misled quantum gravity researchers for many years.37 As Bryce DeWitt
nicely put it, at the time of the first studies of quantum gravity “[q]uantum field
theory had ... scarcely been born, and its umbilical cord to electrodynamics had
not yet been cut” (DeWitt 1970, 182).38 Moreover, renormalized QED was not yet
constructed, and so the divergences could not even be properly conceptualized, yet

36As Stachel notes (1998, 561), Solomon, along with Matvei Bronstein (another early maverick in
quantum gravity), were both casualities of the war, of Hitler and Stalin respectively.
37However, in many cases the analogies were necessary to get a foot hold on general relativity. For
example, in the context of gravitational radiation the notion of electromagnetic radiation offered
many essential clues. Felix Pirani is unequivocal about the utility of this radiation analogy (partial
though it is): “Some analogy has to be sought, because the concept of radiation is until now largely
familiar through electromagnetic theory, and one cannot define gravitational radiation sensibly
without some appeal to electromagnetic theory for guidance” (Pirani 1962, 91).
38However, the formulation of Maxwell’s theory, championed by Mandelstam, using path-
dependent variables (holonomies) was very productive, leading the way to loop gravity—see
Mandelstam (1962, 353) and also Gambini and Pullin (1996).
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alone resolved. Note, the analogy to electrodynamics even pervaded the early nam-
ing of the theory of quantum gravity, which was labeled “quantum gravidynamics”
(a name long since discarded).

Among the very earliest studies was a paper by Leon Rosenfeld in which he
undertook a (tree-level, lowest perturbative order39) computation of the gravitational
self-energy of a photon. It was known that the electron’s interaction with its
own field (the electron’s electromagnetic “self-energy”) suffered from divergences
(attributed to its non-vanishing mass), and, as was to be expected, Rosenfeld’s calcu-
lation revealed (quadratic) divergences for the gravitational case too.40 This pointed
to a generic problem facing any field theory.41

The electrodynamic analogy already began to break down at the classical level, as
a result of the investigation into gravitational radiation and the possibility of its mea-
surement. The measurement of electromagnetic radiation involves third derivatives
of position—one measures a fluctuating “jerky” force (accelerations alone would
give a steady force). Forces are represented by gradients of potentials, in this case
the force is given by the first spatial derivative of the potential, so that the radiation
must be given by the derivative of this, namely the second spatial derivative of the
potential telling us how the force is changing. In general relativity, on the other hand,
the situation is more complicated. Radiation would be given by the third derivative
of the potential—the second derivative would describe a static gravitational field
(i.e. curvature).

A second difference concerns the difference in the respective charges of electro-
magnetism and gravitation. In the case of the electromagnetic field, there are both

39In field theory one seeks to calculate the amplitude for occurrence of processes. The perturbative
approach, where one expands some quantity in powers of the coupling constant of the theory,
offers the standard methodology. Feynman developed a fairly mechanical diagrammatic notation
for doing these computations. There are two types of diagram: those with (one or more) closed
loops and those without closed loops. The latter are known as tree diagrams, and they are the
simplest to evaluate since the (4-momenta of the) external lines determine the (4-momenta of
the) internal lines, with no need to perform integration over the internal momentum variables. By
contrast, diagrams with closed loops have internal lines that are not determined by the external
ones. For each loop there is a four-fold integration to be performed (each involving integration
over the independent momentum variables).
40Though Rosenfeld was one of the earliest quantizers of gravity, by 1966 he was less convinced
that there was a problem of quantum gravity (Rosenfeld 1966). Or at least, in his mind the prob-
lem had been radically misconceived as a mathematical one (involving the necessity of unification
on the basis of formal inconsistencies) instead of an empirical one. For Rosenfeld that absence of
empirical clues meant that one could only ever probe quantum gravity from the “epistemological
side”, which implied that the considerations could not establish the conformity of any such inves-
tigations to the world of phenomena: “no logical compulsion exists for quantizing the gravitational
field” (p. 606). Peter Bergmann called the problem one of “esthetic unease” (Bergmann 1992, 364).
41DeWitt later performed a gauge-invariant, Lorentz covariant version of Rosenfeld’s computation
(using the tools of renormalization that had only recently been showcased at the first Shelter Island
conference). DeWitt showed that contra Rosenfeld, the analysis revealed the necessity of charge
renormalization, rather than a non-vanishing mass).
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positive and negative charges, so one can get neutralising effects. In the case of grav-
ity there are only “positive” charges (or at least just one kind of charge, all with the
same sign).

A third difference concerns the non-linearity of gravitational interactions. Any
quantization of the theory would result in quanta that interacted with each other,
and self-interacted! This is quite unlike the situation in quantum electrodynamics,
which turned out to be special in respect of its linearity. These blatant differences
did not deter researchers, for the case of quantized Maxwell theory was one of the
few available tools to guide theory construction, in spite of its imperfect fit.

The divergence problem (in standard non-gravitational quantum field theory)
guided the development of the early work in very large part. Mandelstam was con-
cerned with avoiding the use of an indefinite metric to construct a quantum field
theory. Pauli and Källen had argued (in their study of the Lee model with cutoff
(Kallen and Pauli 1955)) that there were a certain values g > gcritical of the cou-
pling constant at which the use of a Riemannian metric breaks down and the theory
becomes non-renormalizable. Mandelstam (like many others) claimed that this was
unphysical.42

However, in the 1960s, the electromagnetic analogy did bear some fruit in
the detection of quantities of the “right sort” for classical and quantum gravity;
namely, coordinate independent, gauge-invariant observables. If one can find these
observables, then one could in principle turn them into operators and construct a
Hamiltonian. In the electromagnetic case, one has the electric and magnetic fields at
one’s disposal. These are gauge invariant entities. However, if one then considers the
behaviour of charges interacting with the fields, then operators associated with the
particles are not gauge invariant: gauge transformations alter the phase of the par-
ticles. The solution is to consider path-dependent quantities known as holonomies
(see Mandelstam et al. (1962, 347)):

	(x, P) = φ(x)e−ie
∫ x

P dzmAm(z) (4)

Hence, rather than working with local particle operators, one works with these
spread out quantities (and the electromagnetic field). This approach retains the
covariance of the original theory. Mandelstam argues that, in this case at least,
“there is a close analogy between the electromagnetic field and the gravitational
field” (Mandelstam et al. 1962, 353). The development of Yang-Mills theory saw
the development of a new analogy. Because of the closer similarities between
Yang-Mills fields and the gravitational field (both are non-linear and have infinite
dimensional gauge groups), Murray Gell-Man suggested to Feynman (in the late
1950s), who was becoming interested, that he attempt to quantize Yang-Mills the-
ory first, as a preparatory exercise (Feynman 1972, 378). This led to groundbreaking
work in the construction of quantum gauge field theories (of the kind that make up
the current standard model of particle physics).

42The introduction of an indefinite metric to resolve divergence problems in quantum field theory
was given by Dirac in 1942 (Dirac 1942).
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11.4.3 Gravity as a Natural Cutoff

As explained above, much of the early work was characterised by a desire to
construct a theory free of divergences: a finite theory. Or at least a theory with “con-
trollable” infinities. There were several methods that were developed to achieve this,
based around the introduction of fundamental length scales. The potential utility of
introducing gravity into elementary particle physics, so as to eliminate divergencies,
spurred on work on quantum gravity enormously. The most obvious strategy is to
impose a cutoff. There were many suggestions that gravity might act in this way,
as some kind of “regulator”. The divergences in question were those of QED, and
meson theories, which were still, pre-WWII, a somewhat mathematically murky ter-
ritory. The problem concerned the transitions between quantum states, during which
time (a very short time, determined by the uncertainty relations) energy conservation
is violated. The great hope for introducing gravity into elementary particle physics
was that it would terminate the wavelengths before they get to the problematic
high-energy (ultraviolet) wavelengths.

Pauli makes several comments to this effect, including the following remarks in
a letter addressed to Abrikosov, Khalatnikov, and Pomeranchuk:

I was very interested in Landau’s remarks on the possibility of a connection of the cut-off
moment of quantum electrodynamics with gravitational interaction (his article “on quantum
theory of fields” in the Bohr-festival volume). It appeals to me, that the situation regarding
divergencies would be fundamentally changed, as soon as the light-cone itself is not any
longer a c-number equation. Then every given direction is space-time would have some
“probability to be on the light-cone”, which would be different from zero for a small but
finite domain of directions. I doubt, however, that the conventional quantization of the gμν -
field is consistent under this circumstances. (Zürich, 15 August 1955; in von Meyenn (2001,
329))

He followed up on this same line in his comments after a talk by Oskar Klein:

It is possible that this new situation so different from quantized theories invariant with
respect to the LORENTZ group only, may help to over- come the divergence difficulties
which are so intimately connected with a c-number for the light-cone in the latter theories.
(Pauli in Klein (1956, 6928))

However, as with the linearization approaches, and those based on the electromag-
netic analogy, the divergences in the gravitational case were more complicated than
had been used to, for precisely the reasons Pauli alludes to:

[I]t must constantly be borne in mind that the bad divergences of quantum gravidynamics
are of an essentially different kind from those of other field theories. They are direct conse-
quences of the fact that the light cone itself gets shifted by the non-linearities of the theory.
But the light-cone shift is precisely what gives the theory its unique interest, and a special
effort should be made to separate the divergences which it generates from other divergences.
(DeWitt 1962, 374).

In his PhD thesis Bryce DeWitt, under the supervision of Julian Schwinger, sought
to revisit Rosenfeld’s work on the computation of gravitational self-energies. DeWitt
would also revisit the idea of Landau that gravity might act as a natural regulator
(DeWitt 1964). Though Landau didn’t explicitly mention the Planck scale (he placed
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the location of the cutoff much higher), Pauli appeared to think that Landau had
quantum gravitational effects in mind. It is clear that if there is a fundamental length,
below which quantum field theoretic processes cannot operate, then one has what
Landau sought. DeWitt was able to confirm that (at lowest order of perturbation)
when gravity is included, the self-energies of charged particles (and the gravitons
themselves) remain finite (though often very large).

More indirect, however, was Peter Bergmann’s method of utilising the fact
that the gravitational field equations determined particle trajectories free of any
notions of divergences. He believed this would follow from the analysis of Einstein,
Hoffmann and Infeld, according to which the assumption of geodesy for a free par-
ticle’s motion was redundant, since it already could be seen to follow (by a method
of successive approximation) from the field equations alone.

I might also note here that ultimately string theory emerged from the divergences
problems facing quantum field theories of fields other than the electromagnetic field
(particularly the strong interaction). In particular, since the perturbative approach
breaks down when the coupling constant determining interactions strengths is high
(as in strong interaction physics), alternative approaches were sought in the late
1950s and throughout the 1960s. One of the more popular of these approaches com-
bined Heisenberg’s S-matrix theory with dispersion theory. The S-matrix is a tool
to encode all possible collision processes. Heisenberg suggested that one take this
to embody what was relevant about the physics of collision processes. In particular,
all that was observable were the inputs and outputs of collision processes, observed
when the particles are far enough apart in spacetime to be non-interacting, or free.
This back box approach to physics was very much inspired by the Copenhagen
philosophy. The dispersion relation approach to physics tried to construct physical
theories on the basis of a few central physical axioms, such as unitarity (conser-
vation of probabilities), Lorentz invariance, and causality (effects can’t precede
causes). These two approaches were combined, by Geoff Chew amongst others,
so that the focus was on the analytic properties of the S-matrix. One model for
the S-matrix, incorporating some other principles thought to be involved in strong
interaction physics, was the Veneziano model. This used the Euler beta function to
encode the various desirable properties of the S-matrix. The model was found to
be generated by a dynamical theory of strings. (See Cushing (1990) for a detailed
historico-philosophical account of the early development of string theory.)

Developing the cutoff idea, and the idea that there might be a minimal (funda-
mental) length, leads one quite naturally into the idea that space and time might
not be continuous, but better modelled instead by a discrete lattice or similar struc-
ture. This was suggested by several people. In a paper from 1930 Ambarzumian and
Iwanenko (1930) argued for the introduction of a spatial lattice structure for physi-
cal space as a way of eliminating the infinite divergences from the self-energy of the
electron. The basic idea was that the existence of a minimal length would imply a
maximal frequency (567).43 Alfred Schild (1948) investigated the properties of such

43I might add that this rich background of work on the mixture of geometry and quantum theory
provides a nice background out of which Matvei Bronstein’s work emerged—see Gorelik (1992).
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a discrete lattice in order to see if it would break essential symmetries. In particu-
lar, he was responding to the objection that discrete theories would violate Lorentz
invariance.44 He wasn’t able to devise a model to preserved all such symmetries,
but enough to provide a plausible candidate for a background for a physical theory.
Here again we find constraints operating on the various approaches; in this case the
Lorentz symmetry of the classical theory.

Another discrete approach, of David van Dantzig (1938, 1955), was motivated by
a combination of general covariance (as expressed in Einstein’s “point-coincidence”
argument) and the definition of observability in such a theory. He argued that in a
generally covariant theory the observable things will be coincidences: events. van
Dantzig argues that in order to not introduce unmeasurable structure into the inter-
pretation or formulation of one’s theory, one should dispense with the existence of
a four-dimensional continuum, in favour of a discrete manifold of events.45 Peter
Bergmann describes the approach as one of “constructing ‘spaces’ that have certain
topological properties similar to those of point spaces in the large but do not possess
‘points’ as elementary constituents” (Bergmann, following a talk of Wigner’s talk:
(1955, 226). The general approach lives on in several of the current approaches,
including causal set theory and dynamical triangulations.

11.4.4 General Relativisation of the Dirac Equation

As with the electrodynamical analogy that led to a flow of ideas from quantum field
theory to general relativity; so (at around the same time, though somewhat earlier)
there was a “geometrical analogy”, responsible for a flow from general relativity to
quantum theory. Following Einstein’s early remarks about the need for some kind
of relationship between gravitation and the quantum theory, much of the work in the
field of quantum gravity (up until the 1930s) concentrated on bringing the quantum
theory in a form conducive to integration with (classical) general relativity.

George Temple argued for a modification of the Dirac equation (of the elec-
tron) on pain of “abandoning the theory of relativity” (Temple 1928, 352). Temple’s
approach was to construct a system of wave equations which possessed “all the
advantages as Dirac’s equations and which shall be tensorial in form in accordance
with the general theory of relativity” (ibid.). In a slightly different way, both Fock
and Weyl also attempted to merge the Dirac equation with the geometry of gen-
eral relativity. Their strategy (discovered independently) was to modify the structure
of the manifold so as to allow for spin—by adding (local) spinor structures. Fock
desired (and thought he’d achieved) a “geometrization of Dirac’s theory of the elec-
tron and its subsumption within general relativity” (Fock 1929, 275). Together with

44Rafael Sorkin would later defend the causal set approach from the same charge.
45I should point out that van Dantzig steers clear of positivism. He notes that “it is not sufficient to
take only observed events; we have to add to these also possibly observable, hence fictitious events”
(Comments after a talk of Wigner’s: (1955, 224). I take it by “fictitious” he means counterfactual:
i.e. they could be observed.
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Iwanenko, they labeled their theory “quantum linear geometry”. The basic idea was
to modify the geometry in such a way as to include the properties of the Dirac matri-
ces. They suggest introducing a linear differential form ds = 
γνdxν that when
squared would deliver the standard Riemann interval ds2.

Fock believed that this approach could lead to solutions of the most press-
ing problems in quantum field theory at that time (negative-energy solutions and
the ubiquitous divergences). Though he devised a near identical theory to Fock,
Weyl would later distance himself from the geometrization programme. See Scholz
(2005) for a nice account of this episode.46

The mathematician Dirk Struik was invited to MIT by Norbert Wiener. Struik had
experience in the mathematics of general relativity, and had assisted in the develop-
ment of parts of the differential geometric and group theoretic aspects. Wiener had
met Struik on a visit to Göttingen—cf. Rowe (1989, 23). Together they worked on
a unified theory of general relativity, electromagnetism, and quantum theory. The
methodology was as above: to subsume quantum theory (in this case, specifically
Schrödinger’s wave mechanics) within general relativity.

Wigner, perhaps more than anyone else (save Weyl), recognized the importance
of symmetry in quantum theory. Rather than focusing specifically on making the
Dirac equation generally relativistic, Wigner adopted the method of showing how
quantum mechanics itself was not really in any conflict with what he saw as the two
basic principles of general relativity; namely that “coordinates have no independent
meaning” and “that only coincidences in space-time can be observed directly and
only these should be the subject of physical theory” (Wigner 1955, 219). Wigner
appears to have something like Kretschmann’s “point-coincidence” objection to the
principle of general covariance in mind when he writes that “[t]his observation is so
stringent that, properly considered, every physical theory conforms with it ... this is
true also of the present day quantum mechanics” (ibid.).

His approach was to formulate a version of quantum mechanics without coor-
dinates, using just field components. Fred Hoyle was in agreement with Wigner,
calling the use of coordinates “a psychological survival from the Newtonian era”
(Wigner 1955, 224):

Now that we realize that coordinates are no more than parameters that must be eliminated in
determining relations between observables, it becomes natural to ask whether we are using
the most advantageous parameters, or even whether any such parameters are necessary.
(ibid.)

This introduces another distinction between the approaches: there are those that seek
to quantize the gravitational field, and those that seek to general relativize quan-
tum theory. Again, these two broad categories can be found in the current crop of
approaches to the problem of quantum gravity.

46The general relativization of other physical systems continued for some time. John Wheeler ran
a seminar on Dirac’s Equation in general relativity as part of his course on advanced quantum
mechanics (in 1955)—this was transcribed by Charles Misner.
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11.4.5 Canonical Versus Covariant

Two other distinct lines were clear very early on (post-1930): that involving
quantizing the full metric using canonical quantization methods, and that of covari-
ant quantization of a perturbation on a flat spacetime. The former approach
involves the Hamiltonian formulation of general relativity in which the canonical
“configuration” variable is the spatial metric (on a spatial hypersurface) and the
equations of motion determine how it evolves with respect to an arbitrary slicing
of spacetime into space and time. In modern terms, the latter (covariant quantiza-
tion) approach amounts to the derivation of the Feynman rules for the propagators
and the vertexes describing the quanta of the theory. In other words, the approach
proceeds by constructing Feynman diagrams. These to hand, one can then ascertain
whether the theory is renormalizable at various loops. The classical (or “tree level”
or “zero loop”) case involves the computation of the scattering of classical gravitons
via the vertices and the propagators. The quantum case builds in closed loops to the
tree diagrams. The Feynman diagrams describe the possibilities of breaking apart,
forming loops, and joining together. Carrying out this procedure led Feynman to the
discovery of “ghosts”, a compensatory (unphysical) field needed purely to render
quantum Yang-Mills field theories consistent.47

There are in fact several ways to achieve a covariant approach. Bryce DeWitt used
Rudolph Peierls (coordinate independent) version of the Poisson bracket to define
the commutator in terms of Green’s functions. DeWitt was able to quantize the grav-
itational field without restricting himself to flat spacetime. The method, known as
the “background field method”, invoked physical degrees of freedom (in this case,
a stiff elastic medium, like a physical ether, and a field of clocks) to localize points,
and there allow for the localization of physical quantities. The gravitational field
is taken to interact with this background field.48 Computationally, the approach
marked a great advance. However, the background is unphysical in most realis-
tic cases—but this highlights DeWitt’s (much like Feynman, and other physicists
with war experience) focus on getting the job done, and computing numbers, over
conceptual issues.

The canonical (Hamiltonian) approach was pursued in slightly different ways by
several schools. Bergmann was the first to apply canonical quantization methods to
non-linear covariant field theories (Bergmann and Brunings 1949). The Hamiltonian

47In 1974 ‘t Hooft and Veltman were able to show that Einstein’s theory of gravity (without matter
and in 4D) was finite at one loop; however, adding matter to the theory destroyed this (’t Hooft and
Veltman 1974). In 1985 Goroff and Sagnotti later did the two loop computation and found that the
theory was non-renormalizable (Goroff and Sagnotti 1985).
48It is possible that this approach was developed by DeWitt using material he’d had to master for
his work in higher-dimensional Lagrangian hydrodynamics, in which one has to consider a mesh
that forms a dynamical background for the materials one is studying.
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formulation of classical general relativity was perfected by Dirac, in 1958 (Dirac
1958).49 The basic idea is expressed by DeWitt as follows:

A canonical theory looks at spacetime as a sequence of 3-dimensional slices, each char-
acterized by its intrinsic 3-geometry. The slicing is, of course, not unique. However, if
two 3-geometries are chosen, one may try to solve the “Sandwich Problem”: find those
spacetimes (4-geometries) which can have these 3-geometries as slices. (DeWitt 1970, 186)

The four dimensional spacetime (diffeomorphism) symmetry of general relativity
is clearly broken (at least superficially) in this approach. The symmetry is canon-
ically rendered using four constraint functions on the chosen spatial manifold, a
scalar field (known as the scalar constraint) and a vector field (known as the dif-
feomorphism constraint). These have the effect, respectively, of pushing data on the
slice onto another nearby (infinitesimally close) slice and shifting data tangentially
to the slice. In a canonical approach (to field theories) one writes theories in terms
of fields and their momenta. Spacetime covariant tensors are split apart into spa-
tial (tangential) and temporal (normal) components. This naturally obscures general
covariance, but the theory is generally covariant despite surface appearances. The
general covariance of the Einstein equations, reflecting the spacetime diffeomor-
phism invariance of the theory, is encoded in constraints.50 Taken together, when
satisfied, these constraints are taken to reflect spacetime diffeomorphism invari-
ance; together they tell us that the geometry of spacetime is not affected by the
action of the diffeomorphisms they generate. This job is done by two, of course,
since the diffeomorphism constraint deals with aspects of the spatial geometry and
the Hamiltonian constraint deals with aspects of time. Imposing both delivers the
desired full spacetime diffeomorphism invariance.

One then quantizes the theory, including the quantization of the constraints, so
that quantum states are annihilated by the full Hamiltonian constraint (a combi-
nation of the scalar and diffeomorphism constraints): Ĥ�[g] = 0. This equation
(known as the Wheeler-DeWitt equation) contains all of the dynamics in quan-
tum geometrodynamics. The quantum states (the wave-functionals �) depend only
on the 3-metric, not on time—hence, the solutions represent stationary wavefunc-
tions. In fact, the diffeomorphism constraint implies that the quantum states are
only dependent on the 3-geometry rather than the metric—that is to say, the states

49Donald Salisbury has investigated the early history of the canonical quantization formalism,
with its introduction of “constraints” (on which see below): (Salisbury 2007, 2009). He traces
crucial details back to Rosenfeld. However, from the post-Rosenfeld development he omits from
his story crucial work by Paul Weiss (a student of Max Born and Paul Dirac): (1938a, 1938b).
The pre-Rosenfeld story involves Emmy Noether’s work on the identities generated by the general
covariance of general relativity.
50Hamiltonian constraints, in general relativity, constitute an infinite set of relations holding
between the canonical variables of the theory (the spatial metric and its conjugate: (gμν , pμν )). Any
choice of physical variables must satisfy these constraints on some initial hypersurface. The con-
straints are taken to generate (infinitesimal) coordinate transformations of the initial hypersurface.
Since the theory is independent of coordinate transformations (on pain of underdetermination),
these are taken to constitute gauge transformations. Dirac developed a general framework for such
constrained systems, classically and quantum mechanically.
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are invariant under diffeomorphisms of 
 thanks to the diffeomorphism constraint.
However, the geometrodynamical (so expressed) approach ran out of steam due
to technical difficulties. New variables based on a canonical transformation of the
phase space of general relativity led to a more tractable formulation, but not until
the mid-1980s.

∗∗∗

The historical review presented above is, of course, incomplete, and rather rough.
However, it contains elements that ought to be of interest to philosophers, historians,
and sociologists. QG research shows quite clearly many cases in which none of the
standard predictivist models of scientific evaluation are operating. Novel predic-
tions are not an issue; certainly not in the earliest research. The pragmatic argument
was trundled out time and again to show that novel testable predictions were out
of the question, but research continued in spite of this consensus.51 Yet the fact
that “casualties” have occurred shows that evaluation is nonetheless in operation. It
also reveals, even in the earliest work, a great diversity in competing approaches,
many of which are empirically indistinguishable (i.e. the canonical versus covariant
approaches) yet conceptually quite distinct and with their own distinct set of inter-
nal problems. As we saw with Stachel’s example of the geometric vs spin-2 field
representation of gravity, this can lead to genuine underdetermination: the geomet-
ric understanding of general relativity that prevails might easily have been replaced
by a very different highly non-geometric one. The reasons are not experimental or
observational: it is more a matter of timing—cf. Cushing (1994).

From the earliest phase of quantum gravity research to the present day, their is
a vast array of approaches, most of them highly distinct. They are constrained by
much the same factors: the facts we know about the world already, basic physical
principles, and mathematical consistency. However, analogy and simplification also
play a crucial role. The methods of simplification, and the analogies chosen are
determined in large part (and quite naturally so) by the traditions of the practitioners:
by the tools they have to hand and by the range of theories that they are acquainted
with. This has elements of both Andy Pickering’s and Peter Galison’s approaches to
the development of theory. I’ll draw some of these points of contact out in the final
two sections.

11.5 The Right Job for the Tools?

Very early on in the history of quantum gravity there emerged distinct paths that
were trodden as a result of the differing backgrounds of the actors. With different
sets of tools come different points of interest and different research questions. For

51There are, on the other hand, approaches which are inconsistent with old evidence. For these,
we can at least adopt some empirical criterion: accommodationism—though as a criterion it is still
applicable only to some episodes; other cases will violate it if an approach has other things going
for it.



11 Quantum Gravity Meets &HPS 191

example, in the canonical (Hamiltonian) quantization approach one is concerned
with such global features as the wave-function of the universe, and the domain space
of such a wave-function. The construction and understanding of the configuration
space is a largely classical problem. By contrast, the covariant approach is more
“local”, focusing on graviton scattering and other typically quantum field theoretic
quantities (cf. DeWitt 1967, 1239). These are entirely different ways of approaching
a subject, with distinct commitments, but without empirical distinction.

David Kaiser notes how, in his lectures at Caltech, Feynman introduced gen-
eral relativity for “physics students ... who know about quantum theory and mesons
and the fundamental particles, which were unknown in Einstein’s day” (Feynman’s
Lectures on Gravitation; cited in Kaiser (2005, 329). We have seen that the particle
physicist’s approach is conceptually very different from Einstein’s own geometri-
cal approach. Feynman, though not the first to write general relativity in this way,
sought to tailor the presentation of the theory to the needs of his students.52 The
approach was designed to mesh with the modern particle physicist’s “multi-field”
mindset. With the profusion of new particle types thrown up by the latest generation
of particle accelerators, students were used to thinking about large numbers of fields
(associated with the particles). Feynman’s approach was to treat “the phenomena of
gravitation” as the addition of “another field to the pot” (ibid.); as nothing spe-
cial, much as many of the very earliest researchers had done. Those trained in the
“geometrical way” naturally baulk at this particle physics approach. The divisions
between the two ways of approaching gravity are felt strongly by the two sides—one
can find the genuine animosity involved in the division in today’s debate over back-
ground independent versus background dependent approaches (see Smolin (2006)
for a discussion of this debate). 53

52Recall, as I said earlier, that there is not unlimited freedom in how one can do this: the principles
going into the theory, together with the observational data it would need to account for, constrain
the form of the theory very tightly indeed.
53David Kaiser (2007) has argued in a similar way that particle cosmology (roughly: general rel-
ativity combined with elementary particle physics) emerged in the 1980s for external reasons. In
particular the cold war bubble burst resulting in a cessation of particle physics funding opportuni-
ties. The upshot of this was that there were a bunch of physicists who needed to get their funding
from somewhere. The funding, of course, is (inter alia) to enable to construction of equipment that
can test their theories and generate new phenomena to stimulate new theories. This predicament
forces the ploughing of new research avenues. In this case the hybridization of cosmology and
particle physics. The joining of these subjects is not entirely accidental: cosmology involves (in
certain areas) extreme high-energy phenomena, of just the kind that could function as a laboratory
for particle physicists! Moreover, the two fields had some history together: the union is not entirely
novel. However, it was certainly professionalized in the period Kaiser studies. Background condi-
tions (external factors) can, then, quite clearly be seen to impact institutions which in turn impact
scientific thought. I mention this case study since it impacts directly on the development of quan-
tum gravity. Cosmological scenarios could be exploited to generate phenomenology for quantum
gravity theorists. Not only this, the interaction between particle physics and cosmology resulted in
the training of a generation of new scientists with strong skills in both quantum field theory and
general relativity, ideal for quantum gravity research.
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There are several interesting institutional changes that enter in to this argument,
that trigger several phases of research inquiry. The earliest workers on quantum
gravity had strong backgrounds in both general relativity and quantum theory, and
had made strides in both, and often had written textbooks in both fields. But as quan-
tum theory became more complex, and engaged with experiments more, it occupied
more and more of physicists’ attentions. It had a larger share of mathematical and
conceptual problems. General relativity was, from very early on, seen to be essen-
tially finished and very hard to apply in realistic situations. Hence, the physicists’
interests and toolkits shifted more and more into quantum theory, and this shift can
be seen in the evolution of approaches to the quantum gravity problem. It wasn’t
really until John Wheeler and Peter Bergmann began working on quantum gravity
in the 1950s, and gathered high quality students around themselves that the geomet-
rical approaches began to make their mark once again. But by this stage there were
very strong disciplinary splits, marked out by the existence of distinctive “schools”.

Of course, as I said above, though these institutional factors contribute a great
deal to the nature of the research that is done in quantum gravity, and can go a long
way in explaining why certain physicists hold some particular approach, there is
not much latitude in the possibilities that theories can take. The available tools are
one constraint among many others. I finish by saying something about the notion
of constraints, and the role they play in establishing scientific beliefs, and account-
ing for changes in science. I am particularly concerned with finding some kind of
constraint that can play a role functionally similar to that played by experiments in
guiding theoretical developments.

11.6 Convergence and Constraints

Ian Hacking notes that the convergence on some feature or result (of a theory) can
prove very convincing (in evaluative terms) in cases where the convergence comes
about through quite different instruments and experiments, using quite distinct
physical principles:

we are convinced because instruments using entirely different physical principles lead us to
observe pretty much the same structures in the same specimen. (Hacking 1983, 209)

If we keep finding some similar behaviour in a wide variety of conditions, then
we are prone to believe that the behaviour is a universal feature, not some artefact
of a model or experiment. Certain results crop up in multiple formalisms and in the
context of quite distinct investigations in quantum gravity research. For example, the
divergences, or in later work, the existence of quantum geometry. This is especially
important in the absence of experiments. Indeed, in the absence of experiments it is
perfectly natural to expect theoretical considerations to play a more central role.

One can usefully view this increase in the importance ascribed to theoreti-
cal considerations by looking at it through the lens of Peter Galison’s notion of
“constraints” (Galison 1995). Constraints are very much the life-blood of science.
They serve to minimize the latitude one has in theory construction. The satisfac-
tion of constraints can in itself act as an evaluative measure. In the absence of
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experiments and observation, new kinds of constraints must come to the fore, to
guide theorizing.54 The black hole entropy value I mentioned earlier functions, in
some sense, as a constraint almost (but not quite) like an experimental constraint: it
provides a number that the approaches must be able to derive. The newer approaches
are tested against this constraint, and when an approach is able to satisfy it, it is seen
to have passed a “test”. It thus provides new material for constructing theories, or
working out the possibilities of old theories. Renormalizability too acted as a cru-
cial constraint in the post-WWII years (cf. Galison 1988). Weinberg describes the
importance of this constraint:

[I]t seemed to me to be a wonderful thing that very few quantum field theories are renormal-
izable. Limitations of this sort are, after all, what we most want; not mathematical methods
which can make sense out of an infinite variety of physically irrelevant theories, but methods
which carry constraints, because these constraints may point the way towards the one true
theory. In particular, I was very impressed by the fact that [QED] could in a sense be derived
from symmetry principles and the constraint of renormalizability; the only Lorentz invari-
ant and gauge invariant renormalizable Lagrangian for photons and electrons is precisely
the original Dirac Lagrangian. (Weinberg 1980, 1213; cited in Galison 1995, 22)

The original perturbative approach to quantum gravity was rejected because it con-
flicted with this constraint. By contrast, string theory was given credence because
it offered the prospect of a finite theory. However, it was then found (in its early
years) to violate the constraint that there be no quantum anomalies in the theory
(i.e. symmetries that are in the classical theory but broken at the quantum level).
The subsequent satisfaction of this constraint (by choosing suitable gauge groups)
provided almost as significant a degree of motivation for renewed interest in the
theory as a successful physical experiment. There is little doubt as to the power of
constraints of this sort in the minds of physicists.

However, as with experiments, we shouldn’t place too much weight on them:
they are rarely decisive. As I mentioned in the string theory case; these constraints
(if followed too rigidly) can lead one to drop a theory prematurely, only to be
found at a later date to satisfy it. I mentioned earlier in fn.9 that the lessons of the
Bohr-Rosenfeld analysis of measurability of the electromagnetic field were taken to
transfer over to the gravitational case (yet another example of the analogical reason-
ing so prevalent in quantum gravity research).55 The idea was that the gravitational
field would necessarily have to be quantized if it were coupled to another quan-
tized field, or to quantized matter. This belief spurred on physicists in the early
days. However, in the 1957 Chapel Hill conference (On the Role of Gravitation

54The classic tests of GR functioned as constraints on the early quantum gravity approaches in
a more or less standard way (i.e. empirical adequacy). What is more interesting is where we
have approaches that match up with respect to all pre-existing data, but that don’t make any novel
testable predictions beyond this old data. In this case, any decisions must be based on theoretical
considerations.
55Note that such analogies can themselves be interpreted as constraints, for one is essentially mak-
ing a claim that two systems are sufficiently similar so that the (well-known) constraints that apply
to one will most likely apply to the other.



194 D. Rickles

in Physics), Rosenfeld argues that the analysis he performed with Bohr does not
translate into the gravitational case. The crucial disanalogy is that one cannot (even
theoretically) find a measuring instrument that would not generate perturbations in
the measurement result: this is due to the equivalence principle. In the electromag-
netic case the fact that there are both positive and negative charges allows one to
control the perturbations. The electromagnetic field can be shielded.

This supposed necessity (suggested by the thought experiment) previously func-
tioned as a constraint on quantum gravitational theorizing. However, John Wheeler
was willing to suggest (following Rosenfeld’s remarks) that perhaps the measure-
ment problem for quantum gravity could be ignored for the present and than one
place more emphasis on “the organic unity of nature” as a key constraint (Wheeler
1957, 83). Hence, though the development of theory demands constraints to guide it
at any one time; the constraints it makes use of don’t have to be constant. Quantum
gravity provides a very useful episode in which non-experimental constraints can be
seen to evolve as the wider (theoretical and experimental) context evolves around it
(and under quantum gravity research’s own internal dynamics).

For example, in the very earliest approaches, there was no quantum field theory
available, so what would become an important constraint (renormalizability) was
absent. Once QED was constructed, however, one could get a handle on computable
aspects of quantum gravity, and compare them to what had been done in QED.
Rosenfeld’s computation of the self-energy of the graviton was such an example.
The development of renormalisability led to an easily applicable criterion to decide
whether a theory was worth pursuing. Interestingly, the constraint of renormaliz-
ability played a lesser role once the tools of renormalization group theory had been
assimilated.

General invariance became a constraint itself. Other important constraints
include unitarity (probability conservation), Lorentz invariance, and causality. These
combined in an interesting way (with known resonance data from particle collision
experiments) to lead to string theory in the late 1960s. Taken together, these prin-
ciples can home in on a very small number of possible candidate theories. Indeed,
for a long time it was believed that they could work in tandem to produce a unique
theory, though this view is less popular today. Whether the constraints can force
uniqueness or not, it is true that they reduce the freedom one has in theory con-
struction, and this is crucial, for without them one would have infinite freedom! A
new field known as quantum gravity phenomenology, currently in the early stages,
is developing in order to provide additional data to further constraint the possible
theories of quantum gravity.

The notion of constraints seems to offer some promise in exposing the innards
of the black box I began with, in a way that might be conducive to philosophers.
The constraints are at work on both constructive and evaluative levels. The interest
to sociologists enters through the fact that different communities are determined by
their different trainings (with different toolkits), and this difference spills over into
a difference over what constraints ought to be respected (renormalizability versus
general invariance, for example). Only a close investigation of the historical details
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can reveal which constraints guided some particular theory choice. The constraints
will often be sociological as well as mathematical and empirical.

11.7 Conclusion

Quantum gravity research constitutes an ideal and novel historical episode that
should appeal to historians, philosophers, and sociologists of science alike. The
absence of possible experiments and experimental anomalies that usually drive the
development of the field expose an entirely different set of inner workings than we
are used to seeing in science. One can see how a range of virtues (such as unification,
beauty, and so on) beyond “the usual suspects” can guide both the construction and
justification of theories. One also sees the strong role played by analogies, which
continued to be pursued despite the knowledge that the analogy was far from per-
fect. Methodologically, what the development of quantum gravity reveals is that
what is deemed appropriate will depend upon what constraints are available at the
time, and this is prone to changes of a great variety of sorts. I have argued that the
framework of constraints provides a useful tool with which to prise open the black
box that contains the development of quantum gravity. However, quantum gravity
itself provides a tool with which to see the operation and evolution of theoretical
constraints that are often overpowered by experimental constraints.
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Chapter 12
History and Philosophy of Science at Work:
Making Regenerative Medicine Research Better

Jane Maienschein

History and Philosophy have found various ways to be friends over the millennia,
and so have History of Science and Philosophy of Science. History gives particulars
that ground interpretations in stories and make them real. Philosophy gives analysis
and connections to general themes that carry us beyond the particulars. Together,
they offer perspective that can be more valuable and richer than either alone. Thus,
it is hard to disagree with the claim that history and philosophy of science have
much to offer each other.

Of course, there is also a tradition of philosophy and history of science point-
ing in different directions, drawing on different methodologies, and taking different
measures of successful investigation. Historians tell stories, recount particulars of
the individual episode before them, and often resist any efforts at generalization.
What matters is people and places. Furthermore, in recent decades history of sci-
ence as a field has been dominated increasingly by cultural history, where it is the
context and culture that matter more than the science itself. Mere “internalists” who
concentrate on the logic and methodology of science have been reviled. Meanwhile,
philosophers have sought just the generalizations that some historians have rejected.
They have examined just the internal logic and reasoning that some historians have
eschewed in favor of contextualization.

Notwithstanding the tension that has appeared in diverse ways, some historians
and philosophers have remained friends and have worked hard to overcome ten-
sions and to draw on different methodologies and different values to achieve deeper
and richer understanding of the nature and context of scientific practices. Despite
disciplinary differences, historians and philosophers meet together in their annual
professional meetings. An energetic group has organized a series of workshops on
&HPS to integrate history and philosophy of science and promote the synergies.
Collaboration and communication can work, and I offer a case study in favor of
that claim.

Here I take a particular example and offer it as evidence in favor of the stronger
claim that, in drawing on both history of science and philosophy of science together,
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it is possible to make science better. Making this case requires understanding what it
means to assert that the science is better as well as how we can know. I do not pretend
to have an argument completely worked out for this claim. Yet I propose that the
particular example of regenerative medical research allows a strong demonstration
that at the very least goes far toward making such an argument.

The discussion starts with a description of regenerative medical research today,
and its context of claims that this is an exceptionally productive research field ripe
for translation from bench to bedside and that it ought to be pursued energetically
and with significant public investment. I discuss what is meant by regenerative
research, by NIH’s translational imperative, and by the political and ethical as well
as scientific contexts in which this research exists.

The second section asks about the philosophical analysis of underlying assump-
tions of regenerative research, including metaphysical assumptions about what
is being regenerated and epistemological assumptions about how we know what
works. This section brings us discussion of form and function, preformation and
epigenesis, determinism and adaptation, and wholes and parts. This philosophical
analysis uncovers general themes and shows how they are playing out in this par-
ticular case. Philosophical inquiry brings analysis and reflection to the often and
perhaps necessarily over-enthusiastic presentation of the research. As a result, we
see that researchers are making several assumptions that are limiting the scope of
their research and have pointed the research in limited directions while missing
others that might be at least as productive.

Third comes an exploration of the lines of research that have led to regenerative
research today. This historical tracing of particulars shows a number of research
questions and approaches that were set aside, not understood, or otherwise ignored
or lost to current researchers. There is value in recovering them. We can learn from
examining paths not taken or ways of working long cast off. And we can gain a much
wider and richer picture of the research today by placing it in historical context.

Finally comes the section addressing the “so what” questions about any project:
so what if scientists today ignore history and philosophy? So what if they could
learn more through this study; do they really need to? Well, no, it is certainly not
necessary that each scientist study history and/or philosophy. But I argue that history
and philosophy can nonetheless make science better as a whole. The task here is to
show what such a claim might mean and in what sense it might be true.

12.1 Regenerative Research: The Science in Context

“Regenerative medicine” covers a diversity of research approaches, but the term
has been shaped by the National Institutes of Health and leading institutes in
the U.S. and elsewhere. The Whitehead Institute in Cambridge, Massachusetts,
gives a widely-shared definition: “Regenerative medicine: Seeks to understand how
and why stem cells, whether derived from human embryos or adult tissues, are
able to develop into specialized tissues, and seeks to harness this potential for
tissue-replacement therapies that will restore lost function in damaged organs”
(see Whitehead 2008). Irving Weissman’s Institute for Stem Cell Biology and
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Regenerative Medicine has a similar focus, so that his team feels that “The Stanford
Stem Cell Biology and Regenerative Medicine Institute is at the forefront of a
groundbreaking approach to biomedical research and patient care. This approach
aims to harness the power of stem cells—master cells from which all specialized
cells and tissues in our bodies are derived—to target and remedy the root causes
of today’s most devastating diseases” (Stanford 2008). In fact, the entire California
Institute for Regenerative Medicine makes clear that their mandate is to promote
and develop stem cell research (CIRM 2008) .

All these institutes, and nearly all of the many, many others with those words
in their names, emphasize the goal of drawing on stem cell technologies to restore
function for clinical purposes. A few also mention regeneration of structures, in
order to recover lost function, but the focus remains on function and is nearly always
stated in terms of clinical application, even when the research being carried out
includes basic developmental biology and related fields.

Amidst the vast number of research publications and polemics available, two
summary sources are particularly helpful in providing insight into how researchers
see the field developing. The first is the NIH report “Regenerative Medicine 2006.”
This 65-page compilation of six chapters summarizes work on embryonic stem
cells, bone marrow stem cells, nervous system repair with stem cells, genetically
modified stem cell experimental therapies, and intellectual property issues sur-
rounding stem cell research. A 2007 addition entitled “Mending a Broken Heart”
addresses stem cells in cardiac repair. Each chapter offers an overview of the dom-
inant research areas and the implications for regenerative research agenda, which
very much reflects NIH priorities at the time (NIH 2006).

Notice that the report is entitled “Regenerative Medicine” and that every chapter
concerns stem cell research. It follows the 2001 report on “Stem Cells and the Future
of Regenerative Medicine” (NIH 2001) and reflects NIH packaging of stem cell
research in terms of regeneration and the other way around. We see a similar pattern
in California’s Proposition 71 and its implementation. Regenerative medicine can
surely be more than stem cell research, but they have become linked and nearly syn-
onymous for some purposes and contexts. It is worth understanding why. Similarly,
stem cell research is about far more than just regenerating function but has got-
ten packaged as applied regenerative research for clinical purposes. Again, it is
worth understanding why. And it is not enough to say knowingly, “Ah, it’s polit-
ical.” We need a better sense of the research and the political climate including a
look at NIH and research funding, at public expectations of publicly-funded science
and the scientific community’s expectations for their research, and of the stem cell
research and regenerative applications actually being carried out. Let us take each
in turn.

12.2 NIH Mandate

The National Institute (at first just singular) of Health began in 1930 with the
Ransdell Act. A mix of advocates argued that the U.S. Congress needed to take
responsibility and fund research leading to health improvements. They began
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targeting specific diseases, which led to multiple institutes, each for a favorite
disease that has gained sufficient advocacy (see Starr 1982).

The NIH mission has remained focused on health. Since 2002 it has also empha-
sized translational research, dedicated to “translating” scientific research carried out
at the laboratory benchside into clinical applications at the bedside. In response to
political pressure to make the applications more quickly and more visibly, the new
NIH Director Elias Zerhouni developed a “roadmap” to facilitate translation (NIH
2008; see Maienschein et al. 2008). The agency also began funding Clinical and
Translational Science Centers (CTSCs) and a number of targeted major projects.

Yet the precise expectations and interpretations remain unclear. As Declan Butler
suggests: “Ask ten people what translational research means and you’re likely to
get ten different answers.” Butler points to the new rhetoric as beginning with the
first appearance of the term “translational research” in PubMed in 1993, following
research on the BRCA1 and other cancer genes (Butler 2008, 841).

The push for translation arose from opportunity as the genome project produced
new knowledge apparently available for application and public demand for health
results. Zerhouni felt that “There was a widening gap between basic and clinical
research” that needed to be addressed. An unsigned editorial in Nature agrees that
this is still true, acknowledging that “Some researchers complain that an emphasis
on translation swings the pendulum too far towards applied science at the expense
of basic research, but this concern has little foundation. In fact, what is worrying is
the extent to which biomedicine in the past few decades has swung so far toward
pure science” (Editor 2008).

Stem cell research, with its public promises of significant clinical applicabil-
ity, has become a poster child for translational research. The slogan “regenerative
medicine” works well for public interests, NIH translational needs, and a grow-
ing research community’s interests. This is particularly ironic, since the specific
research area that many consider most promising uses human embryonic stem
cells and is currently limited by President George W. Bush’s Executive Order on
August 9, 2001 restricting use of federal funds for just that research (White House
2001). Regenerative medicine, translational imperative, and stem cell research
are all tied together by the accidents of history and politics (see Maienschein
et al. 2008).

California gives us a site where the intersection has played out most forcefully
and to greatest immediate effect. Proposition 71, passed by the state’s voters in
November 2004 and signed into law by a supportive Republican Governor Arnold
Schwarzenegger, led to the establishment of the California Institute for Regenerative
Medicine (CIRM). The proposition emphasized stem cell research in particular.
The campaign was well documented, especially by the Washington Post, New York
Times, Science and Nature, and brought a parade of Nobel Prize winners and
Hollywood celebrities to endorse the call for publicly-funded stem cell research.
The packaging in newspaper and television ads emphasized the treatments that
would result and directly linked stem cell research to predicted clinical results.
Bills in the U.S. Congress were first oriented toward opposing such research and
especially cloning, but shifted to supporting stem cell research by 2005. The Stem
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Cell Research Enhancement Acts explicitly to allow such research did pass in 2006
and 2007, but President Bush vetoed—the first veto of his presidency.

The stage was set for a program of regenerative medical research in the twenty-
first century, with broad support from the public and the scientific community. Such
research is being done energetically in California and some other states, by privately
funded research institutes, and especially in other countries that have not had the
same ethical and political debates as the U.S. Many researchers report that a rising
percentage of publications of stem cell research are coming from countries other
than the U.S., including some that have invested heavily in this area (Owens-Smith
and McCormick 2006).

12.3 Expectations of Science

It is worth a brief reflection on the social contract concerning science and the impli-
cations for regenerative medicine. There is little point in rehearsing the well-worn
paths of bioethics and policy debates, but there are other relevant factors shaping the
scientific context and therefore the science. One of these concerns what the public
expects of science. Clearly when the NIH was established, Congress and the public
supporters expected research and results that would improve health and cure dis-
ease. The National Science Foundation was established in 1950, with the mission
“to ensure that the United States maintains leadership in scientific discovery and the
development of new technologies.” As Vannevar Bush proposed, NSF would pursue
new knowledge that would lead to useful results someday in some way, while the
NIH was expected to focus on solving disease problems (Bush 1945).

The current push for translation and particularly for regenerative medicine puts
a greater emphasis on outcomes—often particular defined outcomes and preferably
achieved quickly. The public voting for the California initiative wanted not some
vague promises or future applications, but to cure Parkinson’s disease and diabetes,
among others. They wanted researchers to engineer stem cells to regenerate partic-
ular lost functions. A clearly desirable goal, this strong direction for research may
nonetheless not suit the way scientific research institutions work best and it may dis-
tort the types of research done. While this distortion may be a good thing in some
ways, it clearly shifts the emphasis and ways of working.

In the short run, the focus on results of particular kinds benefits established
researchers already working on stem cell science. Yet many of these researchers
are excellent developmental biologists with strong track records who were working
on other problems. It remains to be seen whether, how, and to what extent the current
demand for results of particular kinds impacts the research enterprise beyond adding
lots of funding to new directions. It also remains to be seen how the public reacts
when it becomes clear that researchers are not able to deliver on all the promises
made during political campaigns. The scientific community is surely already mak-
ing wonderful discoveries, but just as surely many will be surprising and not the
outcomes that had been predicted. We may not figure out ways to get stem cells to
produce dopamine neurons in the brain to repair Parkinson’s losses, for example,
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but we may be able to engineer cells to prevent or control the disease in other
ways before it does the damage. Researchers—and the entire research network—
are likely to deliver on the loosely understood social contract that public investment
will produce some clinical results. Those just may not be the particular results that
the public campaign emphasized and that the public supporters imagined.

12.4 Stem Cell Research and Regenerative Applications

So where are we with regenerative medicine? The NIH website does a good job of
updating research statutes and pointing to work from within and outside the NIH.
The individual institutes do an excellent job of presenting their research programs
and the results that have been published. Not surprisingly, they do less presentation
of research in progress or research results that have likely significant proprietary
value that they (and their funders) want to protect.

The 2006 NIH report provides a useful survey, and it is worth noting the precise
message delivered and the particular language chosen. Like most discussions of
regenerative medicine, it starts with Prometheus. Chained to a rock, this mythical
Greek spends every day with an eagle eating his liver. Yet every night the liver
regenerates, “enabling him to survive.” Furthermore, as the introduction to the NIH
report puts it, “The scientific researchers and medical doctors of today hope to make
the legendary concept of regeneration into reality by developing therapies to restore
lost, damaged, or aging cells and tissues in the human body” (NIH 2006, i). This
interpretation of the myth is instructive. Usually, the tale is presented in terms of the
punishment of Prometheus for his having given fire to humans. As a result, he must
endure having his liver eaten again and again, suffering for his act. Yet here, we get
an uplifting tale: look, livers can regenerate, and today’s researchers can help make
this happen. Isn’t this great! The interpretation tells us much about the optimistic
expectations for regenerative medicine even when, as the report makes clear, very
few clinical applications have yet been established.

The first full chapter of the report on regenerative medicine is entitled
“Embryonic Stem Cells” and spells out what they are, what they can do, how they
are most effectively cultured (growing best in media that have proven problematic
for human clinical use), why pluripotency is so desirable but potentially problem-
atic, and possibilities for genetic manipulation. This sets the stage for more clinically
applied work.

Chapter 2 discusses hematopoietic stem cells from bone marrow. The essay
points to the post WWII attempts to restore blood supplies to patients with leukemia
and other diseases resulting from irradiation. Hematopoietic stem cells are the only
stem cells known to provide consistent stem cell therapy, having been used and
their efficacy proven since 1959 as clinical transplantation. This is a case of tak-
ing cells that are already somewhat differentiated and known to give rise reliably
to blood cells and transplanting them to a patient. Translation starts with transplan-
tation in this case, and the history of transplantation research from developmental
biology interests with the clinical applications in ways to which we will return. This
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is also a case of transplanting “adult” stem cells, meaning cells taken from older-
than-embryonic stages. This chapter, by Jos Domen, Amy Wagers, and Irving L.
Weissman, concludes with a realistic assessment of the challenges as well as hopes
that “After more than 50 years of research and clinical use, hematopoietic stem cells
have become the best-studied stem cells and, more importantly, hematopoietic stem
cells have seen widespread clinical use. Yet the study of HSCs remains active and
continues to advance very rapidly. Fueled by new basic research and clinical discov-
eries, HSCs hold promise for such purposes as treating autoimmunity, generating
tolerance for solid organ transplants, and cancer therapy. However, many challenges
remain” (Domen et al. 2006, 28). The 180 papers cited give ample indication of
activity in this research field.

Chapter 3, by David Panchision, looks at research on nervous system repair.
Quite a number of diseases and conditions would benefit from regeneration of neural
function. Until the 1990s, it was generally assumed that nerve cells stop developing
in adults, so that the best hope was in limiting damage or retaining existing neural
networks. Then it became clear that at least some neurons differentiate in adults, per-
haps from residual stem cells. “These findings are exciting because they suggest that
the brain may contain a built-in mechanism to repair itself. Unfortunately, these new
neurons are only generated in a few sites in the brain and turn into only a few spe-
cialized types of nerve cells. Although there are many different neuronal cell types
in the brain, we are now optimistic that these new neurons can ‘plug in’ correctly
to assist brain function.” These findings give increased hopes for getting cells to do
what is needed for degenerative diseases. “For this reason, a huge effort is under-
way to develop new treatments, including growth factors that help the remaining
dopamine neurons survive and transplantation procedures to replace those that have
died.” But we should not do just any research at any cost. Rather, “it is the current
task of scientists to bring these methods from the laboratory bench to the clinic in a
scientifically sound and ethically acceptable fashion” (Panchision 2006, 35, 37, 42).

Chapter 4 looks at gene therapy as related to stem cell research, especially
using stem cells as a vehicle for such genetic manipulation. Chapter 5 addresses
Intellectual Property issues, especially given the international nature of the research
and the complexities of funding.

Chapter 6 was added in 2007 and looks at cardiac repair. Though diseases gain
great attention with poster cases like Parkinson’s Michael J. Fox or spinal cord
injury’s Christopher Reeve, or with poignant stories such as the degeneration of
Alzheimer’s or the failed insulin function of juvenile diabetes, in fact heart disease
is the most common in the U.S. and many other countries. Cardiac disease is the
number one cause of death in the U.S. and apparently has been in every year starting
in 1900 with the exception of 1918, where influenza surpassed it.

Researchers are exploring diverse ways to repair heart muscle cells, and so far
heart transplantations have been the most successful of regenerative approaches—
in the few cases where hearts are available for transplant and not rejected. Some
trials with transplanted cells, including myocardial progenitor stem cells, seemed
to lead to differentiation into heart cells of several types. Yet it now seems more
likely that “transplanted stem cells release growth factors and other molecules that



208 J. Maienschein

promote blood vessel formation (angiogenesis) or stimulate ‘resident’ cardiac stem
cells to repair damage. Additional mechanisms for stem-cell mediated heart repair,
including strengthening of the post-infarct scar and the fusion of donor cells with
host cardiomyocytes, have also been proposed” (Goldthwaite 2006, 58).

Whatever the mechanism, a major remaining challenge is getting the cells deliv-
ered to the functional site, and another is timing the cell delivery effectively. For
cardiac repair, experimentation on multipotent or progenitor adult stem cells may
hold at least as much promise as with pluripotent embryonic stem cells. Indeed,
using such adult cells may avoid some of the risks of teratoma formation and other
problems of undifferentiated pluripotent cells that have too much potency. So while
such research holds great promise, “the use of these cells in this setting is currently
in its infancy—much remains to be learned about the mechanisms by which stem
cells repair and regenerate myocardium, the optimal cell types and modes of their
delivery, and the safety issues that will accompany their use. As the results of large-
scale clinical trials become available, researchers will begin to identify ways to
standardize and optimize the use of these cells, thereby providing clinicians with
powerful tools to mend a broken heart” (63).

What we learn from the report as a whole is that all of stem cell research is just
beginning. While we have a half century of experience with hematopoietic stem cell
transplants, decades of study of mouse stem cells, and several decades of experi-
ence with a select handful of organ transplants, we have actually made tremendous
progress in understanding more and more details of developmental biology but not
much progress with clinical applications—not yet. And what we have learned has
often challenged or contradicted previous assumptions, as we will consider in the
next sections.

Another more recent set of publications appeared May 15, 2008 in Nature.
Intended for an audience of researchers, these reports are more technical and
detailed, but they also show that progress is occurring quickly on many fronts. One
area of considerable promise concerns induced pluripotent stem (iPS) cell lines.
Here we see changing assumptions. Early stem cell research focused on being able
to take embryonic stem cells from blastomeres, because these were the ones that
exhibited pluripotency, and culture them in such ways that the particular culture
medium determined what kinds of cells they become. But considerable study of
developmental processes and how growth factors shape differentiation has begun
to show how already differentiated cells can be re-differentiated and even act (at
least as far as researchers can tell) very much (though not precisely) like pluripotent
embryonic stem cells. This is tremendously exciting research because it may reduce
the need for embryonic cells and it shows a great deal about the complex of factors
that shape development (Zon 2008, 311).

What had been called “cell fate” and “determination” has now been joined by
ideas of “differentiation,” “de-differentiation,” “redifferentiation,” and “reprogram-
ming.” Development is once again an exciting dynamic process, as it was around the
early twentieth century, rather than a matter of playing out inherited deterministic
preformationist programs. This trend is good for biology.

Language matters in all this flux of discussion—and especially as researchers
and different areas at the bench, the bedside, and in the public try to communicate
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effectively and reliably. It is hard, for example, to get away from the idea of cells
as being programmed. Senior editor Natalie DeWitt, in introducing the section on
regenerative medicine, starts her column by invoking regeneration: “Although some
of our cells have the innate ability to replenish themselves—and, by doing so, to
repair ageing and injured tissues and organs—most of the body’s cells form the spe-
cialized cell type they are destined for and then go into lock down.” She then moves
to “the field of programming” which she locates as beginning with John Gurdon’s
work on frog cloning by nuclear transplantation from early somatic cells. Then a
paragraph on Prometheus and creation as scientists discover “how to create new
sources of such cells in a Petri dish.” The last paragraph is virtually a statement of
the NIH translational mission: “The articles in this Insight explore the promises and
challenges of the next era of regenerative medicine—and how to use the informa-
tion gained from the study of model organisms and cell culture to eventually heal”
(DeWitt 2008).

In the fifty rich pages that follow, we learn about such research as cell thera-
pies, molecular pathways, variability even within cell lines, specific genetic factors
and knock out-knock in technologies, and what is meant by self-renewal of embry-
onic cells. Some of the work thought to be relevant is about regeneration, other
research is about generation gone wrong with production of teratomas and immune
system reactions/rejections. We learn about successes with adult cells that are not
de-differentiated or re-differentiated by rather caused to differentiate in ways other
than expected. To move to clinical successes, however, we will need to establish
definitively both that the cells targeted are actually causing the effects claimed and
that they do so in stable and predictable ways.

We see a diversity of approaches that involve basic developmental biology carried
out in the lab. Researchers have to get stem cells, isolate and culture them, then make
them do what is wanted, sometimes with genetic modifications. Transcription and
growth factors are critical to facilitate differentiation of the “right” sort. Researchers
internationally are busily studying all aspects of these processes, in humans, mice,
and other organisms. And the NIH provides a valuable summary of current research
at http://stemcells.nih.gov/research/current.asp, while other countries and institutes
provide their own summaries.

The science in these papers is tremendously exciting, both for the promises
of possible clinical applications and for its direct emphasis on what we learn
about development and the basic research before clinical applications are in sight.
Assumptions are shifting, and researchers are acknowledging that differentiation is
much more complex and fascinating than the impression given in the public debates
about California’s research initiative or proposed Congressional legislation.

12.5 Philosophical Analysis

Given the burgeoning body of research and ambitions for medical applications, what
can we learn by bringing the tools of philosophical analysis to bear? For our pur-
poses here, I will set aside the vast bioethics discussion of stem cell research and
its social and policy contexts. With some notable exceptions, this discussion has

http://stemcells.nih.gov/research/current.asp
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been rather myopically focused on a few standard issues and has started with basic
assumptions that are highly contested. Unfortunately, only a few of those eager to
enter debates about stem cell research have made serious attempts to understand
deeply the science involved. Instead, they have latched on to well-worn issues of
personhood, identity and autonomy, and worries about whether people should be
allowed to donate or even sell eggs or embryos for research or whether that consti-
tutes exploitation. Fortunately, a few scholars have taken up more challenging and
new issues, such as the moral and scientific status of chimeras or the implications
of induced Pluripotent Stem Cell research (Robert and Baylis 2003; Robert 2004a;
Robert 2006).

Let us begin here by recognizing that stem cell research already exists—on
embryonic stem cells from human blastocysts and a range of stem cells from other
sources. Let us acknowledge that the work is both possible and that some researchers
are already experimenting with such things as chimeras made up of cells from more
than one individual and even more than one species. Whatever the moral status, the
science of regenerative medicine is underway in the U.S. and perhaps especially
elsewhere. We are already repairing and replacing cells and tissues in a diversity of
ways. Let us then turn to analyzing the work and let others debate the ethics and
policy and make the laws.

Philosophical analysis is useful because it allows us to ask some of the questions
that researchers are not asking. In some cases, it just has not occurred to them to
ask and in other cases the underlying assumptions are so strong that the answers
seem clear. Let us focus on four sets of questions to get at different parts of stem
cell research. In each case, I will examine the driving questions and assumptions,
and will also challenge existing views where appropriate. Key areas of interest focus
around:

1. Metaphysical issues. What are stem cells, and how do they work? Is there, for
example, such a thing as “stemness” and if so what is it and what does it do?
What do toti-, pluri-, multi-, and uni-potency and progenitor status mean? This
leads to other questions, such as whether if stem cells are the sources of new cells
in the body, then does manipulating stem cells change the autonomy or identity
of that body?

2. What does “regenerative” really mean? Does something become regenerative
because it actually regenerates—and in what sense? Regeneration of the same
part, of the same function, or of some replacement function that “works” even
if in a different way? Does regenerative medicine involve repair of structure
or function—or replacement with some others? And how—through genetic
engineering, injection, transplantation? By causing new differentiation of some-
thing previously undifferentiated, or de-differentiated and re-differentiated? Is
programming involved—necessarily?

3. Epistemologically, what counts as an explanation of the regenerative phenom-
ena? Does regenerative success result from the presence of particular genes,
transcription factors, function, assumptions about stemness, or what? How do
we demonstrate/confirm such claims?
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4. And how can we develop new knowledge when we cannot directly observe the
regenerative processes? What role do assumptions about model systems play, or
about the behavior of cells as they are necessarily transplanted from in vitro to
in vivo settings?

In the end, we see that the research community is making a number of assump-
tions that may be wrong. It matters because putting wrong cells in the wrong places
or in such a way that they start to do wrong things could be doing degenerative
rather than regenerative medicine. Obviously that would be problematic. In more
detail, then:

1. What are stem cells and how do they work? Immediately after James Thomson
and John Gearhart brought human stem cells to public attention in 1998, numerous
versions of definitions arose. Stem cells are those that both remain undifferentiated
and also retain their capacity for self-renewal. Stem cells are never totipotent, mean-
ing that they never have the capacity to become an entire organism. They can be—as
embryonic stem cells taken from blastocysts distinctly are—pluripotent, meaning
that they have the capacity to become any kind of cell. At least that’s the assumption.

In fact, there is not any way to prove absolutely that any given cell or even group
of cells has this capacity to become any from among all the possible kinds of cells.
Here is one assumption already worth uncovering and examining. Perhaps there are
factors making some stem cells from the same cell line pluripotent and others only
multipotent, that is capable of becoming any of several but not any from among all
the types of cells. Perhaps all the cells in the same cell line cultures in the same
medium and derived from the same blastocyst are not, in fact, the same. This would
be very valuable to know, in which case more detailed studies of the nature, causes,
and effects of the diversity would be potentially useful. In fact, there is growing
evidence of such differences.

Multipotent or unipotent stem cells are self defined, and progenitor stem cells
seem equally so, in that they are apparently destined to become a particular kind of
cell for which they are the progenitors. But what makes a cell determined enough
to count as a progenitor but not differentiated enough to count as a whatever-type-
it-is-cell already? Considerable work is being done on developmental regulators
and factors allowing self-renewal or guiding differentiation (for example, see Zon
2008, 308).

Early assumptions still very much adopted a traditional view of development
that the arrow of differentiation goes in only one direction, and that genetic con-
trol (or programming) with some input from environmental signals shapes the
nature and tempo of the differentiation process. Recent accumulating evidence
challenges that assumption and suggests that “reprogramming” is not just a rarity
brought about by such interventions as cloning technology. Such reprogramming,
de-differentiation or already differentiated cells, and re-differentiation based on new
conditions seem to happen much more commonly than thought until quite recently
(Robert et al. 2006).

Philosophers would find it easy to say something like “well, we could have told
you scientists to question your deterministic assumptions.” Hindsight is easy. What
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do we have to add now? First, what do we gain—and lose—by holding so tightly
to the programming metaphor? And also what is gained—and lost—by imagining
a developmental arrow in only one direction, or by thinking in terms of single cells
and their particular environments rather than more complex systems?

Perhaps normal development involves something that acts functionally like pro-
gramming, with information sources captured somewhere in the DNA and/or the
material biochemical structure of the embryo and subsequent developmental stages.
Perhaps when cells are taken out of context, whether when pluripotent embryonic
stem cells are removed from a blastocyst or adult stem cells from bone marrow, per-
haps their entire functioning is reset. Perhaps they are no longer “programmed” at all
(if they ever really were). Perhaps we should expect rather than be surprised if cells
that apparently are the same behave differently, because just perhaps they are not
really programmed in any very deterministic way. Perhaps they are responding much
more to environmental cues or to signaling among cells and the surrounding medium
than we thought possible. Furthermore, perhaps the arrows of differentiation flow
both ways—or many ways, with more and less differentiation at different points
in the cycles of cell division (as seems likely) or different densities of cells—but
in deterministic ways. Perhaps individual cells have “minds” of their own and can
“choose” different behavior and developmental pathways based on random choice,
availability of necessary growth factors, or relationships with neighbors.

It could be quite useful to take up theoretical developmental biology that draws
on new metaphors, explores new ways of thinking about the “social” interactions
among cells, and looks beyond genetic transcription factors to include other envi-
ronmental conditions. For example, Jason Scott Robert has articulated a vision
of creativity in development that is directly on point here (Robert 2004b). He
theorizes that from a single-cell stage, organisms adopt, construct, process, and
regulate developmental resources of various sorts dispersed throughout the organ-
ism and its environment. Accordingly, development is a semi-autonomous, creative,
self-constitutive process engaged in by the developing organism. Perhaps past evo-
lutionary adaptations to changing conditions are relevant. Scott Gilbert’s call for
a robust ecological evolutionary developmental biology (or eco-evo-devo) sounds
compelling here. Such dynamics systems approach might prove informative for
explaining why hematopoietic transplants work something and not others, or why
some cells become self-replicating and cancerous in some contexts and not others
(Gilbert 2001).

One question remains that philosophers like to worry about and biologists usu-
ally do not, but that might matter here. What if a patient develops diabetes and
we replace the function that produces insulin; then he develops leukemia and we
replace the bone marrow and hence introduce new hematopoietic stem cells; then
he develops cardiac disease and we replace multiple kinds of heart muscle cells or
even the heart itself. Then brain cells with dopamine-producing neurons to control
Parkinson’s, and so on. As with the philosophers’ concern about Aristotle’s ship in
which each part is replaced with new parts, we ask about identity: is it the same
person after all those changes? What if the stem cell parts come from other individ-
uals and carry different genetic materials, and hence make the resulting individual a
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genetic chimera: does that matter? Is this the same person? What if we genetically
engineered stem cells: would that make a difference?

Is there a point at which regenerative medicine goes so far that it is more gen-
erative of something new and different than regenerative of something that already
exists and just needed repair? If there is such a point, where is it—and how do
we know? And does it matter? Such questions hold philosophic interest, certainly,
but they also raise the serious possibility that perhaps not all medical interven-
tion is desirable for practical as well as moral reasons. If we change enough, with
or without genetic engineering, do we make the new whole unable to function
“properly”?—or in a way that we consider a successful medical result? This is not
just an ideal abstract and not just an ethical question.

2. Related to the last concern is the broader question what we mean by “regenera-
tive.” The term suggests regeneration, which suggests re-generating of something.
That is one interpretation, and some of the stem cell research is oriented toward
the goal of regenerating lost function (getting cells in the right place to do the
right thing) and in some cases lost function and structure. Regenerative medicine
includes more than this, though, as with hematopoietic stem cells that may produce
new blood cells but in different combinations than the original and may get more
or different capacities than they had before. Or even further there are examples of
repair of damaged cells with something different—skin that is scarred but covers the
wound, for example. Or engineered prostheses to replace function in different ways
than the original, such as a wheelchair or pacemaker in the heart or shunts to reduce
pressure in the brain. Transplantation, starting with heart, skin, and bone marrow
transplants, have had the longest history of success but also limitations that have
proven instructive. It remains to be seen how other forms of replacement, repair, or
regeneration will work.

3. Epistemologically, what counts as an explanation of regenerative phenomena, and
how can we demonstrate this? This is a very difficult question that has few defini-
tive answers as yet, though it is becoming clear that a mix of genes, transcription
factors, growth factors, environmental stimuli, and interactions with other cells are
all relevant. All contribute to causing differentiation to go as it does. And it requires
a complex interactive systems theory to explain how and why the various causal
factors interact (Robert et al. 2006).

One challenge is testing a theory. Even where it is clear that particular factors
like presence of a transcription factor are associated with an effect, and even where
the effect did not occur before and does now, this does not give a very robust causal
explanation. Yes, that factor may have been a necessary but probably not a suffi-
cient condition. Causation is often difficult to demonstrate, of course, but this is a
case where each cell line is different and perhaps even individual cells within the
same lines are different because of interactions with the other cells. To some extent,
cultures of exactly defined conditions yield similar-seeming cells. But when they
are transplanted into different environments, it is very difficult to establish which
factors made a difference.
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4. Part of the problem is inability to observe directly the regenerative process. We
can see cells in a dish, but only indirectly the results when they are transplanted to
a new site to produce regenerative results. And in the new setting, cardiac cells may
seem to produce beats like myocardium is supposed to—but how can we tell? How
can we tell epistemologically? And how can we even do the research in humans that
would require transplanting cells into patients when we have no way of determining
the safety or efficacy of such a transplantation before we try it? We can test in
animal models, as usual in medicine, but one of the things we know clearly is that
stem cells develop differently in different environments (which is, after all, why we
value them—we believe that we can cause them to differentiate in defined desired
ways by culturing them in particular ways). Therefore, we should expect that these
cells in animal models will precisely NOT behave as they would in humans. The
animals therefore do NOT serve as very useful models for purposes of stem cell
research (Robert 2004a, b; see Robert et al. 2006).

We are left with ethical concerns about the extent to which we are comfortable
creating chimeras of human and animal cells, but equally challenging are the epis-
temological barriers. Researchers can begin to address them, but only by carrying
out a great deal of fundamental work in developmental, cell, and molecular biology.
Much of this work holds little immediate promise of translation. And much will
require exploring creative new theoretical approaches to complex systems and get-
ting well beyond metaphors and deeply-engrained assumptions about programming
and uni-directional differentiation.

12.6 History of Regeneration Research: Tangled Threads

Regenerative medicine has grown out of many different lines of research, addressing
different questions with different methods and approaches and with different goals
in mind. Alejandro Sanchez-Alvarado provides a nice introductory lecture from the
perspective of a current leading research on regeneration (Sanchez-Alvarado 2008).
I likewise find a rich set of traditions informing research today. It is worth looking
at some of those (see Maienschein 2009, for more detailed discussion).

Arguably, the first true stem cell research in the modern sense was Ross Granville
Harrison’s experiment on nerve fiber development (Harrison 1907). Harrison’s par-
ticular interest was in nerve development. He wanted to show how nerve fibers grow
and hypothesized that they reach out by protoplasmic outgrowth. He denied the
alternative popular view that organisms develop their nervous systems because of
preformed bridges. For Harrison, arguing and pointing to more and more beautiful
silver nitrate solutions like those of Camillo Golgi or Santiago Ramon y Cajal would
not settle the question.

Harrison sought to do that definitive settling of the question with a crucial experi-
ment. He cut neuroblast cells (neural stem cells) out of the frog and placed them into
an artificial culture medium, in this case a hanging drop of frog lymph. Out grew
a beautiful nerve fiber, just as in the case of normally developing frog nerve fibers.
The experiment had answered the question about development, had produced the
first successful tissue culture ever, and had (in retrospect) demonstrated the capacity
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of neural stem cells to differentiate in an artificial medium. The work began while
Harrison was at the Johns Hopkins University and continued after he moved to Yale
in 1907. There, under the influence of bacteriologists, he refined the methods and
achieved even greater success with his cultures (Maienschein 1991).

Harrison moved on to other questions about embryology and left it to others such
as Alexis Carrel at the Rockefeller Institute to carry tissue culture to new appli-
cations and to clinical translations (Landecker 2007; Stapleton 2004). Meanwhile,
other researchers looked at the biological phenomena of regeneration. Thomas Hunt
Morgan was one of those, whose 1901 book Regeneration provided a summary of
centuries of work to that point. Morgan’s 316 pages described the experimental and
theoretical studies of regeneration, beginning with a retrospective review of earlier
studies on a diversity of organisms such as hydra, worms, frogs, and planarians.
The book grew out of a series of lectures presented at Columbia University, where
Morgan was a faculty member. And they drew on his earliest reflections presented
in a lecture at the Marine Biological Laboratory in Woods Hole (Sunderland 2007;
Morgan 1901).

Morgan had come to see regeneration as a way to understand normal develop-
ment but also reflecting special circumstances and in some cases special capacities.
Regeneration was, in many ways, a problem of growth and replacement of material
form that took place with the guidance of “tensions” within the organism itself.

Lewis Wolpert analyzes Morgan’s “ambivalence” reflected in his tensions
hypothesis and notes that at times Morgan’s interpretation seems very like the gra-
dient theory of Charles Manning Child, which Wolpert himself favors. At times,
Morgan seemed to embrace gradients and rely on them to explain polarity and other
phenomena. Yet at other times, Morgan reverted to alternative accounts. As Wolpert
notes, Child’s own views are very difficult to understand at times, so it is perhaps not
surprising that Morgan and his contemporaries largely ignored Child and his exten-
sive studies of planarians and gradients (Wolpert 1991; Mitman and Fausto-Sterling
1992). At that time, neither gradients nor tensions provided much of a tractable
research program for getting at how either gradients or tensions actually work or
what causes them. Saying that gradients cause regeneration but that we have no idea
how gradients are established does not get us very far, as Morgan explained.

Another important line of research that led to what was considered an embry-
ological “gold rush” came in the 1920s and concerned “induction” and the role
of what Hans Spemann identified as the “organizer.” Could it be that whatever
chemical forces and factors cause induction are causing differentiation and there-
fore generation? This was an obvious question, but the researchers most focused
on studying induction saw normal development and differentiation as the real prize.
Regeneration was a curious phenomenon, yes, but it was not clear how planari-
ans or earthworms or hydra generating missing parts of themselves would reveal
much about normal development. Re-generation might well be different processes
or depend on different causes than induction and generation in normal development.

One line of research pursued especially by Harrison, Spemann, and their many
students involved transplanting all sorts of frog parts: limb buds and eye vesi-
cles, and also bits of “organizer” material from the dorsal lip of the blastopore.
Or they tried other non-frog and non-organic materials to see which ones induced
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differentiation and how. Still others transplanted nuclei into egg cells, leading
to Robert Briggs’ and Thomas King’s cloning of frog’s eggs in 1951 and John
Gurdon’s later demonstration that even later developmental stages could be cloned.
Transplantation and cloning raised serious questions about the capacities and limits
of cells to become dedifferentiated, redifferentiated, and differently differentiated,
for example. Underlying assumptions about what was possible and not possible
kept researchers from pushing further in the direction of cloning later stage or
somatic cells, and it is intriguing to reflect on why those assumptions were made
(see Maienschein 2003).

After spending decades studying genetics in fruitflies and winning a Nobel
Prize, Morgan returned to regeneration as a foundational problem in embryology.
It became clear that he had never really given up his fascination with regeneration.
In Embryology and Genetics in 1934, he noted there are really two different forms
of regeneration. “In one the new structure develops by a remodeling of the old mate-
rials; in the other the new structures are formed out of new materials that are derived
from the old part” (Morgan 1934, 164). Morgan was well aware that “location” may
be everything, but that merely invoking it explains nothing. Perhaps the new cells
contact with other cells and there is some physical or chemical influence, or perhaps
the old cells act as “determiners” or “organizers” for the new cells.

Others have taken a more theoretical rather than experimental approach.
Paul Weiss, for example, asserted in his 1939 Principles of Development that
“Regeneration is the repair by growth and differentiation of damage suffered by
an organism” and that the processes “are fundamentally of the same nature and
follow the same principles as the ontogenetic processes” (Weiss 1939, 458). Some
cases involve structural organ or cell repair, other cases bring physiological repair of
function. As Donna Haraway has persuasively shown, Weiss turned to the concept
of “fields” as a physical way of producing pattern (Haraway 1976, chapter 5). Like
Morgan, Weiss concluded that “Here the basic problem of development—how parts
which have not been so before become different from one another—rises again in
its full important, and if it were for no other reasons, an epigenetic view of develop-
ment would have to be postulated on the strength of regeneration phenomena alone”
(Weiss 1939, 478).

Others began to seek chemical explanations for differentiation and development.
Early in the last century, Jacques Loeb invoked what he called the “mysterious
Fernwirkung.” By mid century Joseph Needham summarized a number of such
approaches in his 1942 edition of his Biochemistry and Morphogenesis. After
reminding readers of the variety of studies on regenerating body parts and tissues,
he places the discussion in the context of problems of determination, differentia-
tion, cell competence, the power of “organ districts” (areas giving rise to particular
organs), renewed cell pluripotency, and questions about abnormal cancers and nor-
mal regenerations. He concluded that “Regeneration is a repetition of ontogenesis in
so far as the organ districts involved are the same, but the processes of necessity are
somewhat different. There is probably a more restricted set of competences in the
reacting material, but within the limits of the organ district in question the material
is certainly undetermined” (Needham 1942, 447).
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About the same time, Jean Brachet took up the question of biochemical effects
in his Chemical Embryology. Brachet emphasized the formation of blastema, or
undifferentiated cells around the edges of the wound. These cells seemed to make
possible the development of new cells and differentiation of the right sort to cause
regeneration of the original form rather than just new formation of something quite
different. Brachet acknowledged that “Whether these cells arise from a migration of
adjacent cells or whether they come from a dedifferentiation of more complex cells
still is a controversial question” (Brachet 1950, 429).

In 1956, C. H. Waddington took the discussion further. In chapter 14 of his
Principles of Embryology, he concluded that “The evidence suggests that to some
extent at least the formation of a regeneration blastema involves a true dedifferen-
tiation” (Waddington 1956, 306). Yet in other types of regeneration there might be
special cells that had never differentiated in the first place. After discussing the role
of fields, Waddington attempted to capture the reactions mathematically and asked
his readers to focus again, as Child had, on metabolic activity.

Charles Bodemer’s 1968 textbook Modern Embryology captures the considerable
further thinking up to that point. It was clear that regeneration occurs widely, that
reconstitution occurs in some cases, that rather little was known about what causes
differentiation, redifferentiation, or dedifferentiation, but that these processes were
fundamental to understanding developmental biology.

This abbreviated and quite selective review shows that different lines of research
considered different aspects of regeneration within the study of development. The
path to stem cells and regenerative medicine was neither direct nor clear. Yet there
are other stories to tell. For example, WW II stimulated interest in medical recon-
structions of lost and injured functions that led to research on regeneration of
function through replacement. Sometimes prostheses can do the job, such as with
limbs or vision enhancements, but they clearly are not regenerative in any very
robust sense. Other medical cases in the 1950s led to discovery of the regenerative
capacities of hematopoietic stem cells in bone marrow. These special cells seemed
more unique than typical of anything else, and their capacities and limitations surely
led many researchers to concentrate exclusively on them and ignore other kinds of
cells that did not have the same abilities. It was easy to assume that such stem cells
were very rare and special.

Yet another extremely important line of research led to identification, isolation,
culturing, and establishing of stem cell lines. This happened in mice, growing out of
work at the Jackson Laboratory with the 129 strain of mice that generated teratomas.
The regular appearance of these tumors raised the question why, as well as how that
mouse strain could help reveal processes of development. Martin Evans and Gail
Martin took up the study and by 1981 cultured cell lines from the inner cell mass
of mouse blastocysts, thereby generating the first embryonic stem cell lines (Evans
and Kaufman 1981; Martin 1981).

This and subsequent successes with mouse cell lines in turn raised questions
about whether culturing human embryonic stem cells might also be possible. James
Thomson at the University of Wisconsin-Madison finally succeeded in developing
non-human primate stem cell lines and then also human stem cell lines cultured
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from embryonic stem cells on layers of mouse feeder cells, all in work published
in 1998 (for publications and context, see http://ink.primate.wisc.edu/~thomson/
publications.html). At the same time, John D. Gearhart at Johns Hopkins used the
same basic approach to culture cells from human fetal tissue. Their contributions,
as has been well documented, served as a starting point for the push to find ways to
culture stem cells for clinical purposes and can be seen as the public starting point
for the contemporary Regenerative Medicine movement.

William Haseltine is given credit for the term, including with the short-lived
name of a new journal e-biomed. The Journal of Regenerative Medicine and in an
opening speech at the first regenerative medicine conference in December 2000.
The term gained traction, and in 2001, an article in Nature Biotechnology noted that
the new “`Regenerative medicine’ encompasses the broad range of disciplines—and
companies—working toward the common goal of the repair or replacement of cells,
tissues, and organs.” Furthermore, “Regenerative Medicine promises a more per-
manent solution than current pharmaceutical ‘fixes’, and with the launch of a few
products in this class, it is moving from the realms of science fiction to the surgery”
(Petit-Zeman 2001). A search of titles in PubMed shows an increasing number of
articles using the term, with a sharp escalation upward in recent years.

12.7 Conclusions: How History and Philosophy of Science
Help Make Science Better

We still have a lot more questions than answers about the deep processes of dif-
ferentiation, dedifferentiation, and regeneration, for example, or of the relations of
genetics and development. Yet we know a lot more about the biological processes
than we did a century ago. And what we know is very exciting in its prospects for
regenerative medicine, though the clinical results will likely be quite different than
the public, or even more researchers, now imagine. We are also beginning to recog-
nize the deeper, richer, and older lines of research that have gone into the promising
regenerative medicine programs today. We can agree with the eminent cell biolo-
gist Edmund Beecher Wilson, who sounded an optimistic note about cell biology in
1896: “We cannot foretell its future triumphs, nor can we repress the hopes that step
by step the way may be opened to an understanding of inheritance and development”
(Wilson 1896, 330).

What the history and philosophy of science can each do, in large part and in
their different but synergistic ways, is to remind researchers of the fact that Wilson
pointed to, namely, that of any particular line of research “we cannot foretell its
future triumphs.” One of the least surprising aspects of good science is that it is often
surprising. The breakthroughs often come in different ways and different places then
we expected. Historical particulars can show examples of paths not taken, mistaken
assumptions that were misleading, failing to ask the important questions that would
have stimulated discovery. Philosophical analyses help probe sacred assumptions,
articulate questions, and suggest connections unexplored. Taken together, history
and philosophy of science help by adding perspective and insight, stimulating the

http://ink.primate.wisc.edu/~thomson/publications.html
http://ink.primate.wisc.edu/~thomson/publications.html
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researcher to challenge assumptions, and to seek different models or methods for
exploring the questions at hand.

In the case of regenerative medicine, it has been useful for public purposes and
accepted by researchers that translation, stem cells, and regeneration hold tremen-
dous promise for valuable applications. It has been too easy to fall into simplistic
pictures of how development works—taking stem cells into culture and transplant-
ing them into the “right” culture medium can seem like a straightforward process.
The arrows can seem to point directly from dishes of cells to repaired or replaced
structure and function.

We see, in fact, that the research and engineering challenges of regenerative
medicine are more complex. Accepting more complex understanding of the science
and medical applications will help make the research better. Even if it makes the
political sales job harder in the immediate future, honesty should pay off with the
public trust in the long run. And history and philosophy of science are useful in get-
ting across the message that success will depend on networks, complex systems of
developing organisms and of developing scientific and medical research networks.
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Chapter 13
Social Epistemology of Stem Cell Research:
Philosophy and Experiment

Melinda Bonnie Fagan

13.1 Introduction

When it comes to social aspects of our knowledge-generating practices, history and
philosophy of science seem starkly opposed.1 I argue that this opposition stems
from an assumption of normative/descriptive dualism. This dualism polarizes the
study of scientific inquiry into two mutually exclusive, yet co-dependent, projects:
description of our actual scientific practices and their results, or abstract examina-
tion of epistemic ideals detached from our practices. If we must choose between
describing the historical unfolding of our scientific practices, or elaborating abstract
epistemic ideals, an integrated history and philosophy of social epistemology of sci-
entific inquiry is precluded. I show that this dualism can be overcome, by explicating
a conception of the epistemic ideal of scientific objectivity from the social aspects
of our scientific practices. This ideal of objectivity is both normative and engaged
with the historical unfolding of experimental inquiry. It is thus a first step toward
an integrated social epistemology of scientific inquiry, to be elaborated by further
historical and philosophical study.

This essay is organized as follows. I begin by setting out the problem for social
epistemology of scientific inquiry (Section 13.1) and then introduce a framework
for its resolution (Section 13.2). This thin framework, based on robust consen-
sus in philosophy of social action, is then fleshed out with a study of the recent
history of blood stem cell research. I first provide some background for this case
study (Section 13.3), then describe a key episode in the search for the hematopoietic
stem cell (HSC, Section 13.4). Results of this socio-historical study (Section 13.5)
combine with normative requirements of the social action framework to yield an
integrated ideal of scientific objectivity (Section 13.6).

1For a range of perspectives, see (Hollis and Lukes 1982; Labinger and Collins 2001;
Zammito 2004).
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13.2 Normative/Descriptive Dualism and Social
Epistemology of Scientific Inquiry

I assume the following: (1) the distinction between knowledge and opinion is a
sine qua non of epistemology; (2) any adequate epistemology of scientific inquiry
must explicate the distinction between scientific knowledge and opinion in a way
that relates to our scientific practices; and (3) any adequate social epistemology
of scientific inquiry must do so in a way that engages significant social aspects of
those practices.2 These are minimal adequacy conditions, evidently. But, given nor-
mative/descriptive dualism, (3) cannot be met.3 Consider a thoroughly descriptive
account of scientific inquiry: epistemic standards distinguishing knowledge from
opinion are of a piece with our scientific practices. There is no absolute, stable or
invariant standard outside the historical contexts in which these practices emerge
and (for a time) persist.4

Knowledge is distinguished from opinion in virtue of satisfying epistemic stan-
dards resulting from complex and highly contingent social negotiations. As social
structures, values and interests change over time, epistemic standards for scien-
tific knowledge change in correlated ways. Although they may be described, these
changes cannot be epistemically evaluated. Any standard for such evaluation would
transcend the variable socio-historical contexts in which our scientific practices
occur. But, on this view, there are none. In contrast, normative epistemology (in
the Anglophone analytic tradition) requires such standards: epistemic ideals that
prescribe our practices independently of the historical course of scientific inquiry.5

Normative/descriptive dualism effectively segregates history and philosophy of sci-
ence, with respect to the social aspects of scientific inquiry. On the descriptive
approach, social epistemology of scientific inquiry is a form of historical investiga-
tion. On the normative approach, it is continuous with epistemology in the analytic
tradition. Normative/descriptive dualism thus polarizes social epistemology of sci-
entific inquiry, along the familiar fault-lines that divide social epistemology and
science studies.

2If an account fails to distinguish knowledge from opinion then it is outside the scope of episte-
mology, falling instead into another domain (e.g., social science, psychology, philosophy of mind).
If an account fails to engage our scientific practices, then it does not concern scientific inquiry as
we practice it, though it may address other epistemological issues (e.g., analysis of knowledge,
dynamics of epistemic authority, characteristics of ideal or finished science). If an account fails to
engage social aspects of our practices, then it is outside the scope of social studies of science.
3Neither can (2), though I shall not argue the point here, as the controversy over social aspects of
scientific knowledge is more severe and entrenched.
4See, e.g. Barnes and Bloor (1982), Fleck (1979[1935]), Fuller (1988), Rouse (1996), Kusch
(2002). Of course, there may be invariant epistemic standards common to all scientific contexts
(though empirical evidence for this is not encouraging). But invariance merely partitions epistemic
standards into “same” and “different” relative to contexts being compared. This distinction does
not provide a basis for epistemic evaluation across socio-historical contexts. Generality as such
does not clarify the distinction between scientific knowledge and opinion.
5See, e.g. Goldman (1999), Kitcher (2001).
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Yet an adequate social epistemology of scientific inquiry needs both. On a thor-
oughly descriptive approach, the distinction between scientific knowledge and what
is accepted as such within a particular socio-historical context collapses (cf. Barnes
and Bloor 1982, 27). Scientific knowledge is thus identified with beliefs accepted as
knowledge at a particular time/interval by the scientific community (or an author-
itative portion thereof)—that is, opinion accepted as authoritative. The distinction
between knowledge and opinion is just the difference between authoritative and
non-authoritative opinion. Such a distinction can be drawn for any cognitive enter-
prise: law, religion, politics, philosophy, art, etc. So there is nothing, on a descriptive
view, to distinguish scientific inquiry from other social practices that involve belief
and opinion—that is, most human activities. The descriptive approach therefore fails
to explicate the distinction between knowledge and opinion in a way that engages
our scientific practices. It engages, instead, a much broader domain of human social
action, within which our scientific practices recede into the broader social fab-
ric. Thoroughgoing descriptivism effaces the epistemic significance of scientific
inquiry.6 This approach, on its own, is therefore inadequate for social epistemology
of scientific inquiry (though it might be defended on its own terms as epistemology
of human social endeavor).

The normative approach is vitiated in a complementary way. Though epistemic
ideals such as rationality and objectivity have long been considered characteristic
of scientific inquiry, their relationship to our actual practices is difficult to specify.
Social constructivist critiques of normative epistemology highlight this difficulty.
How can epistemic standards distinct from our practices nonetheless exert “pre-
scriptive grip” on them? Is it not less mysterious to dismiss them as pretty fictions
to dazzle the uninitiated and inspire novices? This would make normative epistemol-
ogy “no more than an empty play on words or an epistemology of the imagination”
(Fleck 1979[1935], 21). In response, normative epistemologists offer case studies
of epistemic ideals in scientific practice: intuitively clear cases of epistemic success
and failure in historical or contemporary scientific inquiry are shown to conform to
some idealized epistemic standard (e.g., Kitcher 1993; Friedman 1999). But such
case studies are not a satisfactory rebuttal. Scientific inquiry is not “pre-packaged”
into cases for philosophical consumption. “Exogenous” epistemic ideals engage
our actual practices only in conjunction with further assumptions specifying which
aspects of scientific episodes are epistemically relevant. So case studies in normative
epistemology show (at best) that an epistemic ideal applies to our scientific practices
relative to a partition of those practices into epistemically relevant and irrelevant
aspects. But this is question begging. Normative social epistemologists have them-
selves persuasively argued against the individualistic assumption that social aspects
of scientific inquiry are epistemically irrelevant (e.g., Longino 1990; Kitcher 1993;
Kornblith 1994; Goldman 1999; Solomon 2001). Parallel arguments can be made for

6This is not a merely theoretical worry. In recent sociology of science, attention has in fact shifted
to science as policy, as regulation, as a strand of political economy, or as the epistemic face of the
modern state (e.g., Knorr Cetina 1999; Drori et al. 2003; Jasanoff 2005; Frickel and Moore 2006).
The work of scientists themselves has largely vanished from sociological discussion.
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the social interactions and negotiations that establish epistemic standards in actual
practice.

The descriptive approach presents an incisive challenge for normative epis-
temology of science—not by proving that epistemic standards must be socially
constructed (as noted above, this is not even an adequate alternative), but by high-
lighting the arbitrary and ad hoc nature of the epistemic relevance relations that
underwrite the application of ideal epistemic standards to our scientific practices.
Many different specifications of epistemic relevance are possible, and absent a
principled rationale for selecting among them the associated epistemic ideals lack
normative force for our practices.7 Application to our scientific practices thus rel-
ativizes epistemic ideals to one partition among many. A “relevance partitioning
principle” would of course underwrite application of ideal epistemic standards to
our practices. But it does not seem that any such is available. Any attempt to iden-
tify such a principle will face the same difficulties as epistemic ideals themselves.
A priori arguments in support of one partition over another cannot settle the matter,
since what is at issue is the application of epistemic ideals to our practices, not the
cogency of those ideals as such. On the other hand, appeal to contemporary accep-
tance of certain aspects of certain episodes as exemplary concedes to descriptivism.
If epistemic ideals apply to our scientific practices only in virtue of our acceptance
of certain exemplars, then the distinction between epistemic standards and local cri-
teria of acceptance collapses in practice. So, despite the availability of philosophical
case studies, “exogenous” epistemic ideals fail to prescribe our scientific practices,
being relative to an arbitrary distinction, or collapsing into descriptivism.

Normative/descriptive dualism thus poses a dilemma for epistemology of sci-
entific inquiry: either epistemic standards distinguishing scientific knowledge from
opinion are dependent on social structures, values or interests, or they are not. If they
are, then epistemology collapses into description of socio-historical facts, and scien-
tific inquiry recedes into the complex and dynamic pattern of the broader social and
cultural fabric. If epistemic standards are independent of social structures, values or
interests, then epistemology proposes abstract ideals with no clear prescriptive rela-
tion to our actual practices of scientific inquiry. An adequate social epistemology
of scientific inquiry requires an epistemic standard that can bridge the gap between
abstract ideals and our pervasively social scientific practices. But it is difficult to
see how such a standard can be articulated. Neither historical nor philosophical case
studies (as discussed above) can be of help here. In fact, the dilemma for social
epistemology of scientific inquiry is posed by these two kinds of case studies. The
descriptive approach is underwritten by studies of many different disciplines and
historical contexts, which robustly indicate that our scientific practices are suffused
with social interactions and sociological influences.8 Selection of topics for inquiry,

7Recognition of this arbitrariness is one plausible motivation for endorsements of pluralism in
social epistemology and philosophy of science (e.g., Goldman 2002; Kitcher 2004; Kellert et al.
2006).
8For example: Collins (1975), Knorr-Cetina (1981), Latour and Woolgar (1979), Shapin and
Schaffer (1985), Pickering (1995), Collins (1998), Knorr Cetina (1999). See Shapin (1982),
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development and implementation of methods and evidential standards, and accep-
tance of scientific claims are all social practices, involving multiple individuals and
(unavoidably) their various interests. Further historical case studies demonstrating
this often-reproduced empirical result are otiose, and (as noted above) unmotivated.
On the other hand, philosophical case studies showing that “exogenous” epistemic
ideals apply to our scientific practices are vitiated by question-begging assumptions
as to which aspects of our practice are epistemically relevant. Further illustrations
that selected aspects of a selected scientific episode conform to an independently-
obtaining epistemic ideal are of no help. To move beyond both sorts of case study, a
new framework for examining scientific inquiry is needed.

13.3 Social Action Framework

Philosophy of social action provides a framework that is compatible with both nor-
mative and descriptive approaches to scientific inquiry, and so accommodates their
diverse case studies to one another. Its core is a thin but robust consensus con-
cerning practical reasoning and action, deeply entrenched in everyday and technical
explanations of human activity, and explicit in recent philosophical accounts of
social action. This consensus view is simply that human action can be understood
and explained in terms of “fit” between goals and means (instrumental rationality
weakly construed).9 This widespread commitment to means-end reasoning in expla-
nation and understanding of human action entails two constraints on agents’ goals
and means so understood. A goal must, at minimum, engage an agent’s motivation
such that her intentional action may ensue, the latter being subject to assessment
in terms of instrumental rationality. To take an action to be a means to a goal is to
include it in a plan for achieving that goal. This is not to stipulate that intentions
or actions must be instrumentally rational, only that they fall within the scope of
instrumental rationality, to be understood and explained in terms of “fit” between
goal and means. This is an exceedingly weak constraint, but it does rule out two
cases: (1) one’s having a goal which cannot be achieved no matter what one does;

Golinski (1998) for detailed surveys of the relevant literature; (Knorr Cetina 1999, 263 note 1;
Bloor 2004, 919–20), for citation lists.
9Appeal to inquirers’ goals and means is explicit in Latour’s actor-network theory (1987) and
Pickering’s mangle of practice (1995). In Shapin’s interest model (1975), the tie between broad
socio-cultural interests and inquirers’ goals and means remains partly implicit, yet underwrites the
explanatory force of these accounts. Several influential sociological accounts discuss the goals and
means of individual inquirers in light of “the end of science” conceived as the telos of a social
structure (Merton 1973) or the expression of a mood characteristic of a “thought-style” (Fleck
1979[1935]). Others (Collins 1975; Knorr Cetina 1981) focus on the social organizations and epis-
temic practices that structure scientists’ means-end reasoning; the latter provides the starting point
for such laboratory studies, and is presupposed by them. Means-end reasoning underpins the phi-
losophy of political naturalists like Rouse (1996) and Fuller (1988), as well as their accounts of
scientific inquiry. The same goes for naturalistic epistemologists, such as Hull (1988), Goldman
(1999), Kitcher (2001). The goals and means of scientific communities also figure in Solomon’s
(2001) and Longino’s (2002) social accounts of scientific rationality and knowledge (respectively).
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and (2) one’s taking as means actions that could not be included in a coherent plan
specifying how one’s goal might be achieved. These constraints impose two neces-
sary (though insufficient) conditions for instrumentally rational action: achievability
(for goals) and coherence (for means).

Recent philosophical accounts of social action extend these minimal precon-
ditions for instrumental rationality to activities involving multiple interacting
participants (Gilbert 1989; Searle 1990; Bratman 1999; Kutz 2000; Miller 2001;
Tuomela 2005). Though there are deep differences among them, all these accounts
endorse the idea of a shared goal achieved by multiple participants acting accord-
ing to their parts.10 For practical reasoning in social action, what is at issue is not
what an individual can do, but what multiple individuals can accomplish together:
a shared goal. In social as well as individual action, an agent is committed to a plan
that includes her intended action as a part. What distinguishes participant means
from means taken in individual action is that the plan necessarily involves oth-
ers’ actions as well. This entails an additional requirement of coherence: that one’s
means be coordinated with those of other participants. Social action is understood
and explained in terms of the connection between shared goals that participants hope
to accomplish together, and the coordinated means by which they try to do so. This
entails two requirements: that the shared goal of a given social action be achievable,
and the means taken to it coordinated among participants. These minimal precondi-
tions for instrumental rationality therefore provide a minimal consensus framework,
compatible with both normative and descriptive perspectives on scientific inquiry.

Of course, the framework of goal-oriented social action subject to constraints
of instrumental rationality, as such, does not illuminate the social epistemology of
scientific inquiry. Fleshing out this minimal framework requires empirical study
of scientific episodes. I focus next on one such episode: the effort to isolate and
characterize blood stem cells.11

13.4 Preliminaries

The search for blood stem cells (HSC12) emerged from the confluence of cell biol-
ogy, genetics and radiation research in the mid-twentieth century. In the early 1960s,
it coalesced around a new experimental approach: the spleen colony assay. A key
result in 1988 led to a developmental turn for the field, which has had important

10For example, if my climbing partner and I share the goal of climbing Half Dome, then we are
each committed to trying to get to the top as a duo. Accordingly, we plan and execute our climb
by coordinating actions, e.g., taking turns to lead and belay. Each of us participates in social action
aimed at the shared goal of reaching the top together. In contrast, everyone who plans to climb
Half Dome has the same goal, in the sense that all plan to reach the same place. But would-be
climbers do not all share this goal. We are not all trying to reach the top together. My partner and
I aim to reach the top together, but whether or not any of the others also do so is not our concern.
If their goals figure at all in our plans, it is only as a background condition, like inanimate objects
or weather.
11Fagan (2007) includes a preliminary version of this study, as well as the social action framework.
12The acronym is for “hematopoietic”: literally, “blood-making”.
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ramifications for stem cell and cancer biology. Historical study of this episode,
focused on shared goals and coordinated means of participants, fleshes out the mini-
mal social action framework for a representative experimental success. Importantly,
this is not a case study of the sort critiqued in the previous section. It is not a philo-
sophical case study illustrating the application of an exogenous epistemic ideal for
scientific knowledge; no such ideal has been proposed. Nor is it an historical case
study illustrating that epistemic standards change in response to changing social
structures, interests or values. Clearly the evidential standards we use do vary and
change; no further case studies are needed to establish this point. But I do not
identify these standards with that which distinguishes scientific knowledge from
opinion. So my narrative description of this episode does not reinforce the norma-
tive/descriptive divide and thereby polarizing social epistemology of science. One
might insist that it is a case study of scientific inquiry in the social action frame-
work, but the latter is sufficiently thin to make that a rather trivial exercise. It is the
empirical study within this minimal framework that yields a substantive result.

The HSC episode was selected for three reasons. First, it is well suited to exam-
ining the relation of epistemic standards for scientific knowledge and social aspects
of scientific practice within a framework of shared goals and coordinated means.
The search for HSC exhibits a complex social structure, is explicitly goal-oriented,
and is recognized by practicing scientists as including several important successes.
In all three respects it is typical of contemporary experimental biomedicine.13 So
the search for HSC is a representative episode in which the features of interest for
social epistemology of scientific inquiry in a social action framework are evident,
but not peculiarly exaggerated. My second reason for selecting the HSC episode
is methodological. The account that follows is based on the published record,
interviews with participating researchers, and my own experience as a graduate stu-
dent in the Weissman lab (1994–1997). The last familiarized me with this episode
of immunology research and provided access to many of the social interactions
involved. However, I was not directly involved in the search for HSC and did not
participate in the episode described here. Personal experience allowed me to under-
stand published sources and to obtain interviews with participants more efficiently
than would have been possible otherwise.

Third, the HSC episode is significant for understanding the history of immunol-
ogy and stem cell research. HSC occupy a distinctive role in the immune system and
in our understanding of it. Though diverse cells are involved in immune function,
all develop from a common precursor type, localized (in adults) to bone marrow.
Most blood and immune cells live only a few days or weeks, and do not divide with
sufficient rapidity to replenish themselves. But one or a few HSC can completely
reconstitute an immune system that functions over the long-term, continuously
dividing into progeny that differentiate into all the cells of the immune system.14

13For example, this episode is one of nineteen singled out by the editors of Immunological Reviews
as “turning points in modern immunology” (Koretzky and Monroe 2002).
14This is why bone marrow transplants are clinically effective: to treat leukemias (for example), the
entire immune system is ablated with radiation or chemotherapy, and then completely reconstituted
by a bone marrow transplant containing a few HSC.
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As the beginning of the developmental history of the immune system, HSC provide
an inclusive starting point for explaining and understanding its diverse mechanisms
and our experimental manipulations thereof.15 Examining the epistemic history
of HSC research provides an illuminating view of immunology more generally.
Furthermore, HSC are the best understood and most facilely manipulated of all stem
cell types, providing a standard for characterizing other stem cells (embryonic, neu-
rogenic, tumorigenic) in clinical and laboratory settings. So tracing the development
of evidential standards for isolating HSC and other stem cell types sheds light on
the epistemology of stem cell research more generally. The search for HSC is thus a
representative episode of recent experimental biomedicine, of interest to both histo-
rians and philosophers of science, in which social aspects of scientific inquiry play
an important role, and which my own academic history has put me in a position
to study.

A bit more should be said about interview methodology. The aim of interviews
was to identify and characterize social interactions recognized by participants as
crucial in the search for HSC, and to reveal participants’ attitudes toward these
interactions (see below for details). Specifically, I sought to understand how inter-
viewees conceived of their research activities in relation to those of other scientific
inquirers, within and among laboratories and research communities, and the impact
of these interactions (if any) on achievement of research goals. Eleven intervie-
wees were selected to provide a range of perspectives on the search for HSC. All
but two are or were at one time members of the Weissman lab. Their periods of
involvement with the search for HSC range from two to three years to more than
three decades, and from the late 1960s to the present day. Their roles were diverse:
graduate student, laboratory manager, medical student, post-doctoral fellow, prin-
cipal investigator, and technician. Their subsequent career trajectories also vary
widely, and include academic research, clinical research, and industry. The descrip-
tion emerging from these multiple interviews is therefore robust to these diverse
participants’ perspectives.

Qualitative research interviewing (Merton et al. 1956; Briggs 1986; Seidman
1998; Zuckerman 1977) was used to allow participants’ attitudes to emerge rather
than imposing interviewer’s assumptions via leading questions. Interview guides
and biographies were prepared in advance for each subject. Interviews focused on
the search for HSC, and tended to proceed chronologically; otherwise discussion
was unstructured, and ranged in duration from 75 minutes to two hours. These
discussions were recorded on tape during visits to subjects’ laboratories, and sup-
plemented by one or more of the following: a tour of laboratory facilities, further
informal discussions with lab personnel, attendance of lab meeting. Laboratory vis-
its contextualized the taped interviews in two ways. First, they provided information
about interviewees’ current setting and style of working, and framed their attitudes

15Embryonic stem cells play an analogous role in understanding and explaining organismal devel-
opment. This is not to say that HSC are foundational for immunology in the sense of providing
first principles for theories (modern immunology arguably has no such principles), nor that HSC
encapsulate the whole of the subject in a kind of “meta-preformation”.
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toward past interactions in terms of contemporary roles and projects. Second, these
engagements with interviewees’ current working environments provided an oppor-
tunity to discuss the relation between the search for HSC and their current projects,
eliciting interviewees’ attitudes toward scientific success over time. Along with the
published record, participant interviews and visits yielded a fine-grained account of
the social structure of the search for HSC.

13.5 Search for HSC

Though the existence of HSC was inferred in Owen’s 1945 study of blood group
genetics in bovine twins, the search for these elusive cells began over a decade
later.16 A key interim discovery occurred in 1951, when radiation biologists
observed that lethally-irradiated mice could be “rescued” by bone marrow trans-
plantation. High levels of radiation destroy the immune system, which is ordinarily
fatal. But mice given lethal doses survived if later injected with bone marrow cells
from a donor of the same inbred strain. Transplanting bone marrow cells effectively
transplanted a functioning immune system. Spurred by the obvious clinical applica-
tions, biomedical researchers began to systematically investigate “radiation rescue”
in mice. The search for HSC grew out of this research program, focused around
a new experimental system: the spleen colony assay. The assay was invented by
medical biophysicists at the Ontario Cancer Institute, who noticed that, after about
two weeks, “rescued” mice developed nodules on their spleens.17 Each nodule was
found to be a colony or clone descended from a single donor bone marrow cell,
containing all the blood cell types known at the time. Cell preparations from these
nodules could rescue lethally irradiated mice and produce splenic colonies in their
turn. HSC were defined in terms of the capacities of colony-forming cells: (1) radia-
tion rescue by immune reconstitution; (2) multipotency (differentiation into multiple
blood cell types); and (3) self-renewal (maintaining these capacities beyond the life
span of a single blood cell). So defined, HSC could be detected only in retrospect,
after these capacities had been realized. A quantitative version of the spleen colony
assay measured the “colony-forming units” of a given “rescue” preparation—by
this means, HSC were shown to be rare cells, comprising >0.1% of bone marrow in
adult mice.18 At this point the experimental goal became clear: prospectively enrich
bone marrow cell preparations for HSC, using the spleen colony assay to measure
enrichment.

This goal was shared by a diffuse network of hematologists, medically-trained
experts on blood cells. About a dozen hematological research groups took up the
project in the mid-1960s (including the inventors of the spleen colony assay), mod-
ifying the core method by selecting donor cells from bone marrow by size, cell

16See Fagan (2007) for more detail on the origins of the search for HSC.
17Till and McCulloch (1961), Becker et al. (1963), Siminovitch et al. (1963).
18By present estimates, well-supported by experimental and clinical data, the frequency is
considerably lower, approximately 0.0005 in whole bone marrow.
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cycle state, density, and/or surface phenotype.19 Competition to isolate HSC was
tempered by regular meetings, at which representatives of the main hematologi-
cal groups compared the results of their different variations on the spleen colony
assay and attempted to assemble them into a consensus account of the HSC pheno-
type.20 Through such interactions, the different lab groups formed a more inclusive
group, with the shared goal of prospectively isolating HSC. The hematologists’
search for HSC proceeded by division of labor: each group used a somewhat dif-
ferent method, the (quantitative) spleen colony assay provided a common standard
for evaluating these variations, and results were pooled and compared at regular
meetings to arrive at consensus. Experimental protocols lengthened, as methods
of enrichment were concatenated. By the mid-1980s, the community had made
considerable progress: up to 200-fold enrichment of HSC from mouse bone mar-
row (Visser et al. 1984). This was the state of play when the search was abruptly
transformed.

The transformative event was a widely-publicized announcement by the
Weissman lab at Stanford University in 1988 that the search for HSC in mice
was over—murine HSC had been purified and characterized (Spangrude et al.
1988).21 This result (two decades in the making) emerged from a distinct line of
research that differed in three important ways from the hematological search for
HSC. First, the shared core of the Weissman group’s search was not an experi-
mental assay system, but the shared goal of characterizing mechanisms of immune
cell development in terms of surface phenotype, movement and function of sin-
gle cells. Second, being uncommitted to any particular experimental method, the
Weissman group made opportunistic use of whatever new techniques were avail-
able. Importantly, they enjoyed early access to fluorescence-activated cell sorting
technology (developed at Stanford in the Herzenberg laboratory) as paying mem-
bers of a “shared FACS users group.”22 Third, instead of dispersed division of
labor, the lab served as a center for continuous and cumulative collaboration in
the search for HSC. Research interests within the lab were diverse, and its shifting
membership was free to pursue whatever project they chose. The result was a loose
and shifting assemblage of lines of inquiry, many of which concerned blood cell
development.

19See reviews in Watt et al. (1987), Spangrude (1989), Visser and van Bekkum (1990).
20For example, annual meetings of the Midwest and Southern “Blood Clubs” (mid-1980s); annual
symposia on Molecular Biology of Hematopoiesis (1985–1989). The main groups seeking HSC
were in Toronto, Manchester, Melbourne, and more diffusely distributed in the Netherlands and
the Eastern US (primarily NYC).
21See Fagan (2007) for further details on the Weissman group’s search and the 1988 result.
22FACS is a method for rapidly sorting cell populations, one cell at a time, according to level of
surface expression of particular molecules, which are detected by specific binding of antibodies
conjugated with fluorescent tags. The aim is to separate functionally distinct but morphologically
similar cells without killing them, so purified cell populations can be used in further experiments.
The first FACS apparatus was developed at Stanford University in collaboration with Becton
Dickinson (Bonner et al. 1972; Herzenberg et al. 1976; Keating and Cambrosio 2003; Herzenberg
and Herzenberg 2004).
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In the early 1980s, three such projects were coordinated into a focused search
for HSC. In this search, three kinds of interaction were crucial: multiple collabora-
tions within the Weissman lab, participation in Stanford’s shared FACS users’ group,
and a collaboration with a West German laboratory. The upshot was a cell labeling
and tracking experiment that characterized and isolated a cell population 2,000-fold
enriched for HSC function. This was the result announced in Science (and the pop-
ular press) in 1988. Though the paper had only three authors, the result depended
on decades of sustained collaboration involving dozens of researchers, in and out-
side the Weissman lab. Initially controversial, the Weissman group’s result is now
recognized as a significant contribution to modern immunology; a representative
biomedical success.

Interestingly, their recognized accomplishment was not isolation of HSC, nor
even greater enrichment of HSC from mouse bone marrow. Methodological diver-
sity among the hematologists yielded divergent assessments of how the Weissman
group’s result compared to earlier work, preventing clear consensus among those
most concerned with this issue.23 Arguably, the Weissman group did not improve on
extant HSC purification protocols. Divergent assessments of the issue persist today.
Moreover, within a year all interested parties agreed that the Weissman group’s cell
population was heterogeneous, and various groups (including Weissman’s) began
working to characterize more finely-grained cell populations.24 So the success of
1988 did not consist in the isolation of a pure blood stem cell, and at least arguably,
not even of HSC enrichment relative to other available methods.

What did the 1988 success consist of? It had two components: articulation of
a new model25 of blood cell development coordinating HSC capacities with cell
phenotype; and, just as important, a new direction and impetus for the search for
HSC as a project of cellular immunology. Both resulted from distinctive features
of the Weissman group’s search for HSC. As noted above, the hematological HSC

23Though all agreed that HSC are pluripotent, self-renewing and responsible for radiation rescue,
different groups took different aspects of HSC as primary. Responses to the 1988 result thus dis-
criminated between experimental methods and emphases. Many hematologists conceived of HSC
primarily in terms of spleen or in vitro colony formation, while the Weissman group defined HSC
in terms of the correlation between in vitro colony formation and in vivo immune reconstitution.
The dispute has not been resolved; within the Weissman lab, the 10-fold greater enrichment was
and is recognized as success.
24Lemischka et al. (1986), Visser, in (Radetsky 1995, 91; Spangrude 1989 (interview of
12/4/2006); Müller-Sieburg (interview of 4/6/2007)).
25“Model” is the term used by HSC researchers, and, increasingly, by philosophers of science as a
generalization of “theory”, which admits non-linguistic representations as well as more traditional
theories amenable to axiomatic presentation (e.g., Giere 1988; Longino 2002). Models in this sense
are representations of subjects of inquiry, in which mathematical laws or idealized causal or formal
relations are satisfied. Theories may be thought of as “families” of models and associated similarity
claims. Models in science represent parts of the world under investigation in particular respects and
degrees, which vary depending on available techniques and the purposes for which those models
are constructed. Techniques and purposes, in turn, vary widely across disciplines, fields, and socio-
historical contexts. Improvements to a model strengthen or extend the similarity claims associated
with it, according to the standards of the relevant research community.
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research community proceeded by aggregating the results of different groups work-
ing to isolate it. Their methods were diverse, not coordinated by a single model of
cell development or physiology. In contrast, the Weissman group coordinated the
defining capacities of HSC with cell surface characteristics at the single-cell level,
in a way that readily extended to humans and to other developmental stages. The
1988 result amounted to an improved model of the development and function of
the immune system, and (via developmental analogy) gestured toward future clin-
ical applications. This fit with the biomedical goal of immumology: knowledge
of the immune system and treatment of infectious disease, autoimmune disorders,
and cancers (Paul 1983; Kuby 1994; Paul 2003). The tie to cellular developmen-
tal immunology gave new direction and impetus to the field of HSC research. The
widely-publicized Science paper thus created a new interface between previously
distinct lines of inquiry. Controversy then ensued over their different methods and
standards for isolating HSC. Yet the occasion of this controversy became the most
enduring aspect of the Weissman group’s success. The 1988 model itself was super-
seded within a year, but the Weissman group’s distinctive method (coordinating
surface phenotype with developmental potential and immune function at the single-
cell level) was emulated and modified by many other groups, and the search for
HSC drew on rapid advances in cellular immunology throughout the 1990s. The two
aspects of success were interdependent: announcement of the coordinated model
initiated the interface of experimental hematology and developmental immunology,
and the standards according to which that model counted as improved emerged from
that interface, endorsed by the more inclusive HSC community.

Other successes followed: further refinement of bone marrow cells by self-
renewal capacity (Morrison and Weissman 1994), reconciling apparently incom-
patible models of blood cell development (Kawamoto et al. 1997; Kondo et al.
1997), and ramifications of HSC research for stem cell and cancer biology, real-
ized in new interfaces between these fields (Dontu et al. 2003). Continued pursuit
of HSC led in turn to further new interfaces with neurobiology, developmental biol-
ogy, evolutionary biology, and cancer research. Concomitantly, models of blood cell
development became increasingly robust and detailed. In these various ramifications
of the search for HSC, two aspects of success are robustly recognized by participat-
ing researchers: improved models of cell development, and coordination of groups
or individuals with different goals. This pattern recurs at different levels of social
organization: within a single lab, among different lab groups, and across fields and
disciplines.26

13.6 Scientific Success

The two aspects of the 1988 success are both coordinations: of HSC function and
cell phenotype in an improved model of blood cell development, and, at the social
level, of the search for HSC with other successful lines of inquiry. As noted above,
this pattern of recognized success recurs throughout the episode, at different levels

26Full results in (Fagan 2008, under review).
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of social organization. This recurring pattern is also seen in other episodes of experi-
mental inquiry, including those described in influential science studies texts: Boyle’s
experiments with the air-pump, isolation and characterization of thyrotropin releas-
ing factor (hormone) at the Salk Institute, gravitational wave research in Italy and
the US, Pasteur’s anthrax vaccine, the Wassermann test for syphilis.27 So diverse
socio-historical case studies indicate that this pattern of recognized scientific suc-
cess (improved models, and new interfaces) is robust across various disciplines and
historical contexts.

This is, of course, an empirical result, not a normative thesis about scientific
success. Yet this pattern of success displays some kinship with normative epis-
temic ideals. Models are recognized as improved when they increase the scope,
consistency, precision or accuracy of scientific accounts of the empirical world.
Coordination of diverse lines of inquiry via new interfaces similarly recalls epis-
temic virtues long associated with scientific knowledge: consistency, coherence,
unification.28 But to identify epistemic ideals with the two aspects of recognized
scientific success would be to conflate the normative and descriptive aspects of sci-
entific inquiry. Models are improved relative to epistemic standards of groups, which
vary widely over time and across fields, and in response to social interactions and
structures. Formation of new interfaces is a highly contingent matter, influenced
by available technology, world events, and mere coincidences as well as the (often
unexpected) results of lines of inquiry themselves. So the way in which epistemic
ideals of consistency, coherence and unification are cashed out in any particular new
interface depends on many contingencies, as well as the standards for evaluation of
models accepted by the groups in question.

The social action framework captures the normative/descriptive relation in terms
of (minimal) instrumental rationality: the two aspects of success are participant
means to the shared epistemic goal of scientific inquiry, scientific knowledge.
That is, recognized successes (improved models and new interfaces) are recog-
nized as contributions to scientific knowledge: provisional, partial, and unavoidably
enmeshed in human social interactions, yet also directed toward a further end. In
this way, the social action framework accommodates normative and descriptive

27Shapin and Shaffer (1985, 3–7, 30–31), Shapin (1996, 96), Latour and Woolgar (1979, 106),
Collins (1998, 299), Latour (1983, 260–64), Fleck (1979[1935], 14–19).
28New interfaces between distinct lines of inquiry can arise in three ways: a single line of inquiry
divides into two (or more) distinct branches; two distinct lines of inquiry merge to become one;
and two distinct lines of inquiry remain distinct, but alter their relation to one another. All three are
a means to (though not a guarantee of) greater consistency, coherence or unification of scientific
knowledge. Division of a single line of inquiry into two disambiguates the goals and means at
work within a line of inquiry, reconciling inconsistencies between apparently incompatible models
and thereby organizing inquiry more efficiently. Merging of two distinct lines of inquiry to form
a new, more inclusive group is, roughly speaking, the converse of division of labor. The subject
matter of distinct lines of inquiry is seen to connect, such that models previously thought unrelated
are seen as relevant to one another. Conflict and controversy ensue, precisely because of the new
connection; coordination is achieved (at least in some cases) via these apparently antagonistic
social interactions. Lines of inquiry are then seen as more coherently organized, contributing via
different roles to a larger project with a more inclusive shared goal.
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approaches to social epistemology of scientific inquiry without identifying scien-
tific knowledge with the outcome of successful scientific episodes, nor dismissing
as irrelevant the socially-enmeshed epistemic standards used in actual scientific
episodes. The final task is to specify this end or shared goal, using the results
of empirical study of our scientific practices. One such result (generalizing from
the HSC episode) is that the two aspects of success are coordinated in our sci-
entific practice. Models count as improved according to the epistemic standards
of some particular group pursuing a line of inquiry. These standards are unavoid-
ably enmeshed in that group’s socio-cultural context. Models meeting the standards
of different lines of inquiry are brought into critical contact by formation of new
interfaces between research groups. New epistemic goals and standards for their
achievement are then negotiated. Models that satisfy standards of improvement
in one context are thus given critical scrutiny from a new (though not wholly
unrelated) perspective. And so on, as inquiry continues. The two aspects of suc-
cess are thus coordinated means for ongoing successful inquiry—iterations of
model-construction and interface-formation.

13.7 Scientific Objectivity

Having characterized these means by socio-historical study of scientific practice,
one may ask: what must the shared goal of our scientific practices be like, given
the means taken to it? Here the minimal requirements for social action come into
play. Recall that these are preconditions for conceiving scientific inquiry in terms of
instrumental rationality.29 If scientific practices can be understood and evaluated in
terms of instrumental rationality, then they have a shared goal that is achievable by
coordinated participant means: construction of improved models and coordination
of lines of inquiry via new interfaces. Historians, sociologists and philosophers of
science, as well as scientists themselves, do try to understand scientific inquiry in
this way (among others). So these requirements, though minimal, have quite broad
prescriptive force. Applied to the descriptive account of scientific success in the
social action framework, these minimal constraints on social action explicate the
distinction between scientific knowledge and opinion.

Scientific knowledge, the shared goal of our scientific practices, must be achiev-
able by the coordinated means taken to it. There is of course no guarantee of success,
nor can a comprehensive plan be detailed. This uncertainty is in part due to the fact
that formation of new interfaces between distinct lines of inquiry is highly contin-
gent, as is the negotiation of new epistemic standards brought into critical contact
thereby. A consequence of this socially-enmeshed contingency is that the pattern
of formation of new interfaces cannot be specified in advance. If formation of new
interfaces is unpredictable in advance, then the epistemic standards resulting from

29This is not to say that scientific inquiry is instrumentally rational; only that it may be under-
stood and evaluated in these terms (i.e., the fit between goals and means). This account is neutral
regarding further requirements for instrumental rationality.
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such new interfaces are likewise unpredictable. So the standards to which a suc-
cessful model will be held accountable cannot be specified in advance. Scientific
knowledge (conceived as the aim of inquiry) must be such as to possibly result
from the coordinated means taken to it. Thus, minimal constraints on instrumentally
rational social action require that the shared epistemic goal of scientific inquiry be
achievable by the interplay of construction of improved models and formation of
new interfaces, where the epistemic standards successful models are to satisfy can-
not be specified in advance. More simply: scientific knowledge must be such as
to possibly satisfy epistemic standards not specifiable in advance. This is, admit-
tedly, a very thin characterization of scientific knowledge, but it suffices to rule out
“knowledge by agreement” as the goal of scientific inquiry.

This is an important, albeit negative, result: knowledge that is so only in virtue
of the epistemic standards of specifiable groups in particular socio-historical con-
texts, is not an achievable shared goal of our scientific practices. So the distinction
of knowledge from opinion is not drawn by epistemic standards accepted within
particular socio-historical contexts. One may grant that our scientific practices are
pervasively social, and indeed that social interactions are necessary for epistemic
success in all but the most fragmentary and circumscribed episodes of scientific
inquiry, without identifying scientific knowledge with authoritative opinion in par-
ticular contexts. Put more positively, this result specifies the ideal of scientific
objectivity in relation to our scientific practices. Our scientific practices, conceived
as social action satisfying prerequisites for instrumental rationality, aim at knowl-
edge that is so in virtue of satisfying epistemic standards that are not limited to any
specifiable group. Such knowledge is “objective” in a sense long associated with
the epistemic distinctiveness of scientific inquiry, but hotly contested in recent stud-
ies of science (e.g., Longino 1990; Daston and Galison 1992; Boghossian 2006).
Objective knowledge, in this sense, is knowledge independent of the opinions of
any single individual or group of individuals. In the terminology used here, that
anyone (or any specifiable group) accepts a model as scientific knowledge does not
make it so. The relevant epistemic standard does not depend on features specific or
idiosyncratic to particular groups of inquirers (and, a fortiori, individual inquirers).

This result is not to be confused with an analysis of the concept of objectivity.
It is, rather, an explication of an epistemic ideal implicit in our scientific practices,
brought out by framing descriptive socio-historical narratives of scientific inquiry in
terms of social action theory. This conception of scientific objectivity is normative,
in two senses. First, it is required for understanding scientific inquiry in terms of
means-end reasoning. Second, it specifies an epistemic ideal that allows for princi-
pled epistemic evaluation of our scientific practices. To be sure, this thin conception
of scientific objectivity does not allow for all the epistemological critique of science
one might want. It is, rather, a starting point from which more substantive epistemic
ideals could be elaborated.30

30For example, this minimal account could ground or warrant Longino’s social epistemic norms
for reliable empirical knowledge (1990, 2002).
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13.8 Summary and Conclusion

The account proposed here bridges the gap between social aspects of scientific
practice, on the one hand, and epistemic ideals of scientific knowledge, on the
other, moving beyond the historical and philosophical case studies that frame the
dilemma for social epistemology of scientific inquiry. It moves beyond historical
case studies of the social aspects of scientific inquiry by embedding them in a
social action framework that entails minimal normative requirements. Descriptive
socio-historical accounts in turn yield a robust two-part account of scientific suc-
cess that approximates traditional epistemic ideals of scientific knowledge. This
two-part account of scientific success unifies diverse socio-historical case studies
of scientific inquiry and so characterizes participant means to the shared epistemic
goal of these practices. The minimal constraints for social action then specify the
epistemic ideal of scientific objectivity. So my account also goes beyond philosoph-
ical case studies illustrating the application of an “exogenous” epistemic ideal. The
problem of principled application to our scientific practices (Section 13.1) does not
arise. Instead, the distinction between scientific knowledge and opinion is explicated
by engaging with the social aspects of our scientific practices from the outset. The
resulting epistemic ideal of scientific objectivity is genuinely normative and pro-
vides a starting point for elaborating further social epistemic norms for scientific
inquiry. So it may play a grounding and framing role for philosophical case studies
of scientific inquiry as well. All this is a matter for further study. This essay has
shown only that the dilemma for social epistemology of scientific inquiry posed by
normative/descriptive dualism can be overcome, integrating history and philosophy
of science. It is through understanding our scientific practices as social action that
we gain purchase on epistemic ideals of our scientific inquiry, rather than idealized
abstractions.31

31I thank the editors for the opportunity to contribute to this collection. An earlier version of
this paper was presented at &HPS1 (University of Pittsburgh, 10/12/08); I thank the participants,
especially my co-presenters Hasok Chang and Theodore Arabatzis, for valuable questions and
comments. This project has also benefited greatly from discussions with Colin Allen, Jordi Cat,
Elihu Gerson, Tom Gieryn, Sander Gliboff, James Griesemer, Elisabeth Lloyd, Jutta Schickore,
and Fred Schmitt, and from comment from audiences the University of California at Davis, the
University of California at Santa Cruz, the University of Western Ontario, and the 2007 meeting
of the International Society for the History, Philosophy, and Social Studies of Biology (ISHPSSB,
University of Exeter, 7/29/07). The empirical portion of the study was made possible by the gen-
erous participation of Laurie Ailles, Arlene Bitmansour, Samuel Cheshier, Robert Coffman, Tony
DeTomaso, George Gutman, Leonore and Leonard Herzenberg, Libuse Jerabek, Motonari Kondo,
Sean Morrison, Jerry Spangrude, Christa Müller-Sieburg and Irving Weissman. Financial support
was provided by a Doctoral Dissertation Improvement Grant from the National Science Foundation
(SES-0620993) and a Dissertation Year Fellowship from the College of Arts and Sciences at
Indiana University.
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