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Foreword

The latter half of the twentieth century has seen the
science and technology of Oceanography progress
from a primitive state of understanding to a highly
sophisticated science, although many believe
oceanography is still in its infancy.

It was not until 1960, for example, that
oceanographers first recognized the size and signifi-
cance of the Mid-Ocean Ridge, a great mountain
range that stretches through the ocean basins of the
world for a distance of 70,000 km and covers close
to 23% of the Earth’s total surface area. Even more
ironic is the fact that astronauts walked on the sur-
face of the Moon before Earth scientists explored
the Ridge’s rift valley for the first time, in 1973,
using manned submersibles.

Following this lowly start, oceanographers have
not only learned the significance of this great
undersea mountain range to the genesis of oceanic
crust, but have also discovered the existence of
hydrothermal events along the axis of the Ridge,
surrounded by important mineral deposits and
exotic life forms that live independently of the
Sun’s life-supporting energy.

The discovery of volcanism and hydrothermal
circulation within the Mid-Ocean Ridge not only
had an impact on the biological and geological sci-
ences, it also helped us to better understand the
chemistry of the oceans. We now know, for exam-
ple, that the entire volume of the world’s oceans

Prologue

This book is published to mark the occasion of a
major event in Oceanography in Britain, the forma-
tion of the Southampton Oceanography Centre
(SOC). This Centre brings together the Natural
Environment Research Council’s Institute of
Oceanographic Sciences and Research Vessel
Services, with its three ships, Discovery, Charles
Darwin, and Challenger. In a fine new building
alongside the Empress Dock in Southampton, the
SOC is one of the largest institutions devoted to the
study of the Earth and its oceans in Europe and in
the world.

The book is a collection of contributions largely
by the staff of the SOC and their colleagues. It
reflects the range of their interests, and I hope that
it conveys something of their excitement and enthu-
siasm for their subject.

All of us were saddened by the death of our emi-
nent colleague John Swallow during the prepara-
tion of the book. We are sure that he would have
approved of this venture, which aims to bring the
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passes inside the Ridge and out every six to eight
million years.

During this same period, we have seen the primi-
tive sampling techniques of surface-towed dredges
and plankton nets give way to manned sub-
mersibles and, more recently, to advanced remotely
operated vehicle (ROV) systems. These ROV sys-
tems not only provide scientists with around-the-
clock access to the deepest reaches of the ocean
floor, but can also be operated from shore via satel-
lites. Clearly, the information highway of the twen-
ty-first century will enable scientists world-wide to
have easy access to the oceans of our planet.

Despite this better understanding, few outside
the field of Oceanography are aware of these new
findings. It is with such thoughts in mind that the
staff of the Southampton Oceanography Centre in
the UK have joined forces to create this introducto-
ry book on Oceanography.

We believe that this book will help everyone bet-
ter appreciate this exciting new field of science,
especially the next generation who will most likely
explore more of the ocean floor and learn more
about its hidden secrets than all the previous gener-
ations combined.

Dr Robert D. Ballard

Director, Center for Marine Exploration
Woods Hole Oceanographic Institution,
Woods Hole, MA, USA

science of the oceans he loved so much to a wider
audience. The book thus marks the passing of an
era dominated by great oceanographers, including
John’s American friend and colleague Henry
Stommel, who also died quite recently. We hope
that its publication marks the commencement of a
new era, in which we can continue their work with
equal vigour and honesty, and maintain the spirit
of friendship and co-operation in which they
worked.

It is therefore also a great pleasure and entirely
appropriate to include a Foreword by Bob Ballard
from the Woods Hole Oceanographic Institution,
where Henry Stommel worked for so many years,
and which John Swallow regarded as his second
home.

There is, after all, only one ocean, and we must
work together to understand its secrets.

Professor John G. Shepherd
Director, Southampton Oceanography Centre,
Southampton, UK



Preface

The original motivation for producing this book
was a comment and question from a young student
visiting the Department of Oceanography at the
University of Southampton; ‘I couldn’t find any-
thing in the bookshops to tell me what oceanogra-
phy is, so what is it?> Our purpose here is to pro-
vide some answers, to explain the science, and to
express some of the delight and the privilege we
feel in being involved in it. Chapters are written in
a variety of styles, but all, we hope, are at a level at
which a science undergraduate should have no dif-
ficulty in understanding; the book contains a
wealth of information and guides to further read-
ing, which all should find of interest and informa-
tive. This book is not directed at any particular
teaching course, but provides much which will sup-
plement courses in environmental science.

So, what is Oceanography? Oceanography
begins at the shoreline. It is the science of the
oceans, their interaction with the atmosphere above
and with the underlying sea-floor sediments and
oceanic crust, their chemical and biological compo-
nents, their physical properties and motion, their
geology, their creation, past history, and develop-
ment, their present state, and their future.
Oceanography is founded on the basic scientific
disciplines of biology, chemistry, geology, physics,
and mathematics. Many of the problems addressed
by oceanographers are interdisciplinary, so their
solution demands a breadth of knowledge that
crosses conventional scientific boundaries and
requires multidisciplinary team collaboration. The
science uses the range of facilities of all these basic
sciences, for example advanced computers and the
analytical laboratory instruments of biologists and
chemists. Oceanography also relies heavily upon a
range of technologies, for example computing, elec-
tronics, optics, and acoustics which, together with
the engineering involved in the design and con-
struction of winches and wires, enable the scientist
to make observations and sample the remote ocean
depths — it is this remoteness which makes
Oceanography akin to Space Science. It requires
elaborate and robust instruments to survive the
hostile environment, one which by its very nature
spans the Globe. Because the collection of material
and measurements from the sea is essential, it is an
expensive and high-risk science, using ships, air-
craft, satellites, and submersibles. International col-
laboration is often necessary to provide the
resources and ships for major experiments and pro-
grammes of research.

Oceanography is a science with application to
areas of considerable economic importance; for
example, to fisheries, to hydrocarbon or mineral

extraction from the sea bed, to coastal protection,
to tidal or wave power, and to waste disposal. It is
of great relevance to defence and to the proper
management and regulation of the use of the seas,
especially when this may involve pollution or
degradation of the marine environment. The global
ocean, because it responds slowly to changes in
temperature or atmospheric composition, acts as a
flywheel to climate change, and the prediction of
future climate is presently a major driving force
affecting the direction of a significant part of the
science.

In this book we describe, as individuals or with
colleagues, those facets of the science in which we
have found particular delight and satisfaction and
for which we have special expertise and enthusi-
asm. It touches on many of the present areas of
greatest activity in the science today and, novel in a
book of this nature, it describes the equipment used
in research, some of the methodology, and some of
the applications of the science — the discovery and
assessment of resources and ocean wealth, and the
use of the oceans for the disposal of waste.

There is excitement, stimulus, and satisfaction in
finding, often quite unexpectedly, that discoveries
in one area of the science have important conse-
quences for another. Oceanography is not the geog-
raphy of the oceans, it does not have all the glam-
our of Jacques Cousteau’s films or of diving in the
warm waters of a coral reef — it is good, often
applicable and useful, science, hard and mind-chal-
lenging work which provides great personal satis-
faction — and a lot of fun.

The reader should keep in mind the toil, fatigue,
and effort needed to gather information about the
ocean — the heaving and pitching of a vessel in
severe weather — and recognise that part of the
oceanographer’s reward and satisfaction derives
from the occasionally successful (would that it were
always so!) combat with a harsh, uncompromising
and hostile environment. This book may be seen as
a tribute to the dedication of those who have wrest-
ed that information from the sea.

We are most grateful to Dr Bob Ballard of the
Woods Hole Oceanographic Institute, US, for the
Foreword. Dr Ballard is well-known for his investi-
gations of the deep ocean, for discovering the
wreck of Titanic, and for his initiative in bringing
the science of oceanography live by satellite links to
school children.

Dr C.P. Summerhayes,

Professor S.A. Thorpe, FRS,
Southampton Oceanography Centre,
Southampton, UK
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The Geological Time Scale™

Era Sub-era, Period, Sub-period Epoch Age (Myr)
Quaternary Sub-era Holocene
0.01
Pleistocene
.9 - 1.64
o Tertiary Sub-era Pliocene
N ) 5.20
o Neogene Period Miocene 113
©) Palaeogene Eocene
56.5
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Cretaceous 88.5
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o Malm
N . . 157.1
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7] 178.0
5 Lias
2 208.0
Triassic 3
o ) 235.0
Triassic Period Triassic 2
2411
Scythian
- - 245.0
Permian Period Zechstein
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Rotliegendes
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) 295.1
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Carboniferous Sub-period Moscovian
3113
Period Bashkirian
3228
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Pp 349.5
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[P} o
Pridol
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a 424.0
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Ashgill
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Caradoc
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Ordovician Period Llandeilo
468.6
Llanvirn
476.1
Are
e 493.0
Tremadoc
510.0
Merioneth
517.2
Cambrian Period St. David’s
536.0
Caerfai ~
570.0

a

After Harland, W.B., Armstrong, R.L., Cox, A.V., Craig, L.E., Smith, A.G., and Smith, D.G. (1990), A Geologic
Time Scale. Cambridge University Press, Cambridge.

These Eras comprise the Phanaerozoic Eon. Preceding it is the PreCambrian, dating back to the origin of the Earth,
at around 4600.0 M.



Standard International (SI) Units

Wherever possible the units used are those of the International System of Units known as SI. Oceanographers have tradi-
tionally used other units, such as the litre, which often cannot be avoided because of their common usage. Despite the
recommendations periodically published by international committees as to what constitutes a standardised scientific ter-
minology, agreement is still rather poor. Conversion between units often requires great care.

SI Unit Prefixes
Name Symbol Multiplying factor 10%, N is given below
peta P 15
tera T 12
giga G 9
mega M 6
kilo k 3
hecto h 2
deca da 1
deci d -1
centi c -2
milli m -3
micro ol -6
nano n -9
pico p -12
femto f -15
atto a -18

Commonly Used SI Units

SI units

Name Symbol  Name Equivalent cgs
Force N Newton kg m/s*

Pressure Pa Pascal kg/m s*
Energy/work J Joule kg m?/s?
Power/energy flux w Watt kg m*/s’
Irradiance E/m’s Einstein/m’s mol photons/m’s

The expression of gas concentrations is a particularly problematic area. The SI unit for pressure is the Pascal (1 Pa =
1 N/m?). Although the bar (1 bar = 10° Pa) is also retained for the time being, it does not belong to the SI system.
Various texts and scientific papers still refer to gas pressure in units of the torr (symbol: Torr), the bar, the conven-
tional millimetre of mercury (symbol: mmHg), atmospheres (symbol: atm), and pounds per square inch (symbol: psi) —
although these units will gradually disappear. Irradiance is also measured in W/m?* Note; 1 mol photon = 6.02 x 10*
photons.

The SI unit used for the amount of substance is the mole (symbol: mol), and for volume the SI unit is the cubic
metre (symbol: m?). It is technically correct, therefore, to refer to concentration in units of mol/m’. However, because
of the volumetric change that sea water experiences with depth, marine chemists prefer to express sea water concen-
trations in molal units, mol/kg.



CHAPTER 1:

How the Science of
Oceanography Developed

M.B. Deacon

Early Ideas about the Sea

Oceanography is a young science with a long his-
tory. Scientists in the seventeenth and eighteenth
centuries tried to study the sea, but were often
frustrated by its sheer size and complexity and the
practical difficulties involved. During the nine-
teenth century technological advances made
systematic exploration of the deep sea possible for
the first time, and oceanography became an inde-
pendent scientific discipline. However, the greatest
strides toward understanding the sea and its
importance, both as a feature which governs the
Earth as we know it and one that influences
human activities in many ways, have been made
during the twentieth century. Oceanography today
is very different from what it was 50 years ago, let
alone 200 years or more, so is there any good rea-
son why anyone, apart from historians, should be
interested in its past? Science is a continuum; as an
activity it grows out of its past, even if that some-
times means rejecting outmoded ideas or
unreliable data. A look at how oceanography has
developed can be a valuable way of helping to
understand the modern science, both in terms of a
set of ideas and as an institution.

Primitive societies developed complex mytholo-
gies to explain the workings of the universe, and
invoked deities to account for natural phenomena.
By Greek and Roman times, however, philosophers
were beginning to look for natural causes for things
about them, from the movement of the heavens® to
the waves of the sea’. Of these, Aristotle (in the
fourth century BC) most influenced later European
science. He wrote widely on natural science, as well
as politics and philosophy, and his works contain
much to interest oceanographers, including the first
known observations on marine biology. We find
him considering such diverse topics as how winds
cause waves, water movements in straits, and the
water balance of the ocean. Aristotle believed that
the presence of water vapour in the atmosphere, the
source of rain, was due to evaporation, principally
from the sea. Rainfall supplied rivers and these
flowed into the sea, so the level of the ocean was
maintained. This seems obvious today, but other

suggestions were plausible given the state of knowl-
edge at the time. Up to the end of the seventeenth
century it was widely held that ground water was
absorbed by the land directly from the sea, and that
this formed the source of wells and springs. Then
measurements made by the French scientist Edmé
Mariotte, showing that the rainfall in the Paris area
was, in fact, sufficient to account for the flow of
water in the Seine, removed the objection that rain-
fall was insufficient to account for large rivers.

The Age of the Discoveries

To account for the movement of the heavens,
Aristotle suggested that the Sun, Moon, and stars
revolved around the Earth attached to concentric,
crystalline (and therefore invisible) spheres. These,
he said, derived their movement from an outermost
sphere, which became known to medieval science as
the primum mobile, or prime mover. When
Columbus made his voyages of discovery across the
Atlantic in the 1490s, he experienced a westward-
flowing current in the tropics, and similar currents
were also identified in the Pacific and Indian
Oceans. Only in the Indian Ocean, north of the
equator, where the proximity of the Asian land
mass creates strong seasonal variations in winds and
weather (the monsoons), is this flow subject to peri-
odic reversals in direction, a fact already known to
Arab geographers of the ninth century AD. The
westward flow near the equator (there is actually an
eastward-flowing equatorial counter-current divid-
ing it into two streams, but this was not identified
until the early nineteenth century) was thought by
many sixteenth century writers to be due to motion
transmitted to the Earth’s fluid envelope by the pri-
mum mobile’. However, after Copernicus suggested
that the Sun was at the centre of the Universe and
that the Earth rotated around it, this explanation
had to be adapted. The new version supposed that
the westward movement, thought to exist through-
out the oceans, although most marked near the
equator, was due to inertia — as the Earth rotated
daily on its axis, the sea lagged behind.

During the seventeenth century we find alterna-
tive explanations beginning to appear®. These were
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M.B. Deacon

ENTES. ABYSS0S, MONTES 1GNIVOMOS
ONTES VOLCANIGS, . .

I ™ O B

e &
T ERA A DS AWy

. ')(.c o g g(aﬂrl.-

S EE————

T T

mainly the work of Roman Catholic philosophers
who, after Galileo’s condemnation, were forbidden
to express Copernican ideas. One of these,
Athanasius Kircher'* (Figure 1.1) suggested that as
the Sun travels over the sea its heat evaporates the
water below. This creates a depression in the sea
surface so that currents flow in from either side to
restore its level. The evaporated water falls as rain
in higher latitudes, so that the circulation is main-
tained. Isaac Vos, a Dutch scholar who later settled
in England, objected that this would actually lead
to a current flowing eastward, from the part of the
ocean which the Sun had not yet reached®*. He
agreed that it was the Sun’s heat which was respon-
sible for currents, but said it operated by expanding
the water, so that the level of the sea rose slightly
as the Sun moved across it. This was sufficient to
cause a flow toward a lower level. Vos’ theory was
one of the most original and well-supported to
appear up to that time (1663). He was less convinc-
ing when he tried to introduce effects from the
Earth’s annual rotation in its orbit around the Sun
in order to explain tides as a by-product. The idea
that surface currents are actually caused by winds
occurs in seventeenth-century literature, but few
scientists took it seriously at that time.

The cause of tides had been keenly discussed
since Greek philosophers first learned of their exis-
tence (because the Mediterranean is so enclosed, its
tides are generally small and unnoticed.) The much
larger rise and fall of the tides on ocean coasts
(twice daily in most places) and the monthly springs
and neaps (high and low tidal ranges) seemed to be
linked to the Moon and its phases, but how did this
come about? Throughout the Middle Ages and the
Renaissance numerous explanations were made,
usually linked to contemporary thinking on cosmol-
ogy® but without, apparently, any attempt to obtain
more accurate knowledge of tides themselves.
However, these were clearly well-known to seafar-
ers and during the sixteenth century we find details,
usually of the ‘establishment’ of ports (i.e., time of
high water relative to the Moon’s passage over-
head), appearing in printed works on navigation.

10

Figure 1.1 Chart showing ocean currents from Mundus
Subterraneus by Athanasius Kircher', a Jesuit mathemati-
cian who taught at Rome. This chart was probably the
first to attempt to show ocean currents in the major
oceans, whose geographical limits were by then quite
well-understood, except in the polar regions (where far
more land is shown than actually exists). Kircher specu-
lated that the ocean was connected with water masses in
the interior of the Earth (his subterranean world) through
openings in the sea floor. The siting of the abysses he
shows on his map was not entirely fanciful, some being
located on sites of reputed whirlpools. For example,
Kircher supposed that water was sucked in at the
Maelstrom — in the Atlantic off Norway — and flowed via
a subterranean tunnel into the Baltic. This had no actual
basis in fact, but modern oceanographers are finding that
sea water under the high pressures that exist at the sea
bed penetrates the rocks and sediments of the sea floor
and migrates through them. At mid-ocean rift systems,
this sea water, charged with chemicals leached from the
rocks through which it has passed at high temperatures,
is forced back into the ocean in a scenario that would, if
suggested, have seemed as exotic as Kircher’s abysses
until relatively recently (see Chapter 10). (Courtesy of The
Royal Society, London, England.)

The Scientific Revolution of the
Seventeenth Century

The Treasure for Travellers by William Bourne?,
which contains an interesting account of the geogra-
phy of the sea as seen by a representative of the
newly educated professional classes, is a good
example of a change in attitude. Bourne takes his
own observations as a starting point to suggest how
common coastal features, such as cliffs, beaches,
and stacks, might have come into existence instead
of, as conventional scholars would have done, con-
centrating on discussion of previous ideas, which
could often be traced back to Aristotle. The achieve-
ment of the scientific revolution of the seventeenth
century was to highlight the need to advance science
by experiment and observation, in conjunction with
theory.

This was the philosophy which lay behind the
foundation of the Royal Society in 1660, but the
Fellows’ interest in the science of the sea’ was also
influenced by the growing importance of maritime
affairs in English national life during the sixteenth
and seventeenth centuries. The projects they under-
took, therefore, had a dual purpose. The wish to
further knowledge of the natural world, in collabo-
ration with scientists in other countries, was com-
bined with the hope of information which would
be of practical benefit to seafarers, an intention
that was partly humanitarian, but which also had
its roots in the desire for national economic and
strategic advantage.

Much of the work done by individual Fellows of
the Society was directed toward devising apparatus
that sailors could use on voyages. They particularly



1: How the Science of Oceanography Developed

hoped to obtain information about the depth of the
sea, but were worried that soundings made in the
ordinary way, with lead and line, might be inaccu-
rate because of subsurface water movements bend-
ing the line out of the vertical. To overcome this a
device suggested in earlier literature was adopted,
consisting of a weight with a float attached to it in
such a way that when the weight hit the sea bed the
float disengaged and rose to the surface through its
own buoyancy. The depth of water was calculated
from the time this took. Robert Hooke improved
the basic design of the apparatus (Figure 1.2); dur-
ing the next 150 years much energy was devoted to
improving this method. Although Hooke’s device
performed well when tested in shallow water,
unfortunately both it and its successors suffered
from an unsuspected design fault that made it use-
less in deep water. Pressure of water increases in
proportion to its depth, so that in the open sea the
float, which was made of wood, became water-
logged and could not rise to the surface. Hooke
also designed a sampler to collect sea water from
different depths. This was intended to find out if
the sea was only salty at the surface, as Aristotle
was supposed to have said. If this idea was correct
(it was not) then fresh water would be brought up
from the depths.

By the provision of instructions and encourage-
ment, the Royal Society’' had some success in per-
suading its followers to collect information about
the sea, in spite of difficulties experienced with the
apparatus. Notably, some of the tidal observations
thus obtained were used by Sir Isaac Newton to
illustrate his theory of the Universe. He was able to
show that tides are due to the gravitational attrac-
tion of the Moon and, to a lesser extent, the Sun.
This claim proved highly controversial, since the
idea of gravity operating through empty space had
been rejected by thinkers earlier in the seventeenth
century. They were trying to show that nature is
governed by physical laws and were therefore
reluctant to employ a concept that appeared no
more soundly based than discredited ideas about
astrological ‘influence’. The fact that Newton was
able to express the effect of gravity in mathemati-
cally demonstrable laws led to the gradual accep-
tance of his views, but his tidal theory was also cru-
cial in this process. His friend Edmond Halley'' felt
so strongly about it that he wrote an article sum-
marising Newton’s arguments in language and
terms that could be understood by the layman (the
Principia had been published in Latin). Information
on tides and currents (see Figure 1.3) also came
from British travellers abroad. Another famous sci-
entist, Robert Boyle, relied on such observations
when he wrote three essays on the salinity, depth,
and temperature of the sea in the 1670s, still worth

reading by anyone interested in the science of the
ea'. However, Newton percipiently remarked in
one of his letters that, rather than sailors sending
information to mathematicians at home, it would
be more fruitful to send the mathematicians to sea.

Early scientific interest in the sea was not, of
course, confined to Britain. Perhaps the most inter-
esting contribution at this time was made by L.F.
Marsigli*®. A native of Bologna, his university stud-
ies seem to have given direction and method to a
boundless curiosity about the world in general. As a

Figure 1.2 Sounding machine (Fig 2), water sampler (Fig.
8), and hydrometer (Fig. 7); this plate was published in
1667 by The Royal Society®', founded in 1660, which
wanted to collect information on scientific topics as
widely as possible, so these instructions were drawn up
to show overseas travellers the kind of observations that
were wanted, and how to make them. Among other
things, they hoped to find how the depth of the sea
altered from place to place, and whether the sea was salt
throughout, or only at the surface. The Society experi-
mented with apparatus for measuring depth and bringing
up water from the lower layers of the sea, but had vari-
able success. Robert Hooke, the society’s curator, pro-
duced designs which were an improvement on earlier
models. Anita McConnell™ has pointed out, however,
that these woodcuts, which appeared in the journal, were
not faithful copies of his drawings and would not actually
work! (Courtesy of The Royal Society, London, England.)
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Figure 1.3 Richard Bolland’s sounding lead for tides and currents, and sounding boat for cur-
rents. These are reproduced from Bolland’s manuscript Mediterranean Journall of 1675 (in the
Pepys Library at Magdalene College, Cambridge). Bolland was stationed at Tangier during its
brief period as a British possession (it was part of the dowry of Charles II's queen, Catherine of
Braganza). During the British occupation, extensive works were carried out to provide a safe
anchorage for shipping. Bolland took part in this work and made a chart of the Strait of
Gibraltar, showing its tides and surface-water movements®. The existence of a current flowing
into the Mediterranean through the Strait had long been known. Sailors believed that there was a
compensatory outflow into the Atlantic below. Bolland wanted to obtain proof of the existence
of the undercurrent and devised a method of doing this. The sounding lead had a small float (D)
attached and a mechanism to release it on striking the bottom. He hoped that by seeing where
the float came to the surface, it would be possible to work out the speed of the undercurrent.
However, he realised that it would be necessary to allow for the effect of the surface current
throughout its depth (which he supposed might be as much as 100 fathoms — about 180 m). To
establish this he intended using the drogue attached to the boat, which could be lowered to the
desired depth, and the speed of the boat measured relative to that of the surface water. These are
quite sophisticated ideas and nothing comparable was achieved until the nineteenth century.
However, Bolland, and other supporters of the undercurrent, could offer no explanation of how
it was generated. Other people thought it was only a seaman’s yarn. A colleague of Bolland’s at
Tangier, Sir Henry Sheeres, wrote an essay to prove that the inflow from the Atlantic into the
Mediterranean was maintained by the climate of the area. Low rainfall and hot sun meant that
evaporation exceeded the input of water from rain and rivers (see Chapter 2), and the sea’s level
would otherwise have fallen below that of the ocean outside. Edmond Halley used this explana-
tion, widely accepted during the next two centuries. However, it did not account for what hap-
pened to the salt that is left behind when sea or other salt water evaporates. A German scientist,
J.S. von Waitz, who was connected with the salt industry (which relies on this principle), pointed
out in the mid-eighteenth century that, as water became more salty, and therefore heavier, it
would sink and that, as the depths of the Mediterranean filled with this more saline water, it
would flow out into the Atlantic (see text). When more detailed physical surveys of the
Mediterranean and the Atlantic came to be made in the late nineteenth and twentieth centuries,
these showed that saline water does, indeed, spill out over the lip of the Strait of Gibraltar and
spread out into the Atlantic, where it has a significant effect on the wider oceanic circulation
(see Chapter 11). Currents can now be measured by moored instruments or acoustic remote
sensing (see Chapter 19). (Reproduced by kind permission of the Master and Fellows, Magdalene
College, Cambridge, England.)
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young man, he accompanied a diplomatic mission
to Constantinople and, while there, investigated
reports of a counter-current in the Bosphorus,
beneath the surface current flowing out of the Black
Sea. He showed that the depths of the strait were
occupied by more saline, and therefore heavier,
water of Mediterranean origin, and that this water
must reach the Black Sea, which would otherwise be
entirely fresh because of the rivers flowing into it
(Figure 1.3). He demonstrated the way this could
happen with an experiment showing how, when
two liquids of differing specific gravity were intro-
duced into a container, they would form layers with
the heavier liquid below and the lighter one above.
Marsigli spent many years on military service in
eastern Europe before returning to the science of the
sea in later life. He wrote about his researches off
the southern coast of France in his book, Histoire
Physique de la Mer". Earlier works on geography
and navigation had contained sections on tides and
currents, and occasionally other aspects of the sea,
but this was the first book on a truly oceanographic
theme. However, its title is misleading as it is largely
about marine invertebrates. These interested
Marsigli because they had so far attracted little
attention — there were earlier works on fish. He
himself was particularly interested in coral, valued
for use in jewellery and decorative objects, but
wrongly classed it as plant rather than an animal,
because of what he concluded were its ‘flowers’"’.

The Eighteenth and Early

Nineteenth Centuries

In spite of this promising beginning, marine science
did not develop as rapidly as one might have
expected during the eighteenth century. An indica-
tion of why this was so is found in Marsigli’s
book". where he points out that science at sea is
beyond the resources available to individuals and
that further progress would only be made with gov-
ernment aid. This is because oceanographic
research demands expensive items, like ships, peo-

Figure 1.4 Deep-sea sounding machine devised by Stephen Hales'. A clergyman and sci-
entist, Stephen Hales (1677-1761) befriended the naturalist Gilbert White. In the early years
of the eighteenth century, he and J.T. Desaguliers, the Royal Society’s curator, tried to devel-
op new ways of measuring the depth of the sea which would be more reliable than those
suggested by Hooke half-a-century earlier. They relied on the compression of air inside the
apparatus, but most were made of glass and would not have been sufficiently robust for use
in the marine environment. An example of this type is held in the George Il collection at
the Science Museum in London. The more durable apparatus illustrated here employed a
rifle barrel (Fig. Il, K-Z), with a removable rod (Fig. I, A-B) inside. Hales intended using
coloured oil to mark the height reached by the water inside, which would enable the pres-
sure, and therefore the depth of water, to be calculated. He did not appreciate the weakness
of this design in that it still relied on a float (Fig. Il, i) made of wood to bring it to the surface.
In the sea’s depths, pressure would force water into the pores of the wood so that it would
lose its buoyancy and not bob up again. When this machine was tried in mid-ocean it never

returned to the surface.

ple, and apparatus, but state funding of science is a
comparatively recent innovation. There were also
technical obstacles, especially to the exploration of
the deep ocean. Above all, in spite of the work that
had already been done, there was at this time no
recognised ‘science of the sea’. Nevertheless, impor-
tant advances in understanding were made during
the eighteenth century. At the same time, a number
of related developments contributed to laying the
foundation of oceanography as we know it today.
These included improvements in navigation and
marine surveying, in particular the discovery of
methods to measure longitude at sea, which made
it possible for the first time to fix a ship’s position
accurately when out of sight of land — an essential
prerequisite for studying the ocean. These improve-
ments were exploited first on official voyages of
exploration, expeditions despatched by govern-
ments with political and economic objectives in
mind, but from the time of Captain James Cook
onward (the circumnavigations he commanded
spanned the years 1768-1780) they became
increasingly scientific in nature. A considerable
amount of oceanographic work was done, especial-
ly by French and Russian expeditions, in the early
nineteenth century. Their observations of surface
temperature and salinity were used by geographers
like Humboldt in studies of the world climate.
However, as deep-water observations were more
difficult, few were made. Much depended on indi-
vidual scientists being fortunate enough to have the
opportunity of observing for themselves, or
through interested laymen, especially naval officers.

Even so, sufficient new information was
obtained to encourage the development of ideas
about the interior of the ocean. Toward the middle
of the eighteenth century Stephen Hales'®, who had
already tried to improve Hooke’s sounding
machine (Figure 1.4), also produced an apparatus
designed to measure temperature by raising water
from ocean depths. Such attempts were not entirely
new. Hooke had proposed a design for a deep-sea
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thermometer and Marsigli"® had measured sea tem-
peratures — until his only thermometer was broken
in a raid by pirates. Hales’ apparatus'® consisted of
an enclosed bucket with hinged flaps, opening
upward only, in both top and bottom. This
allowed water to flow freely through the device on
the way down, but trapped a sample inside as soon
as the observer began to haul it up. Its temperature
was measured at the surface. However, the objec-
tion could be made that the water’s temperature
might have altered on the way up. To overcome
this problem, the Swiss scientist H.B. de Saussure
insulated the thermometer itself and left it down
long enough to take on the temperature of the
water at that depth. This took such a long time that
the method was not much used, though it proved
the most reliable at the time. Self-registering ther-
mometers, pioneered by James Six in the 1780s,
were more popular, but had disadvantages that did
not become apparent until later.

The reason for this growing interest in tempera-
ture measurement was initially connected with geo-
logical debate — was the interior of the Earth hot or
cold? It was some time before people began to spec-
ulate what this work was telling them about the sea.
In the mid-eighteenth century a German scientist,
J.S. von Waitz® pointed out that Marsigli’s argu-
ments"’ about the Bosphorus could equally well
apply to the Strait of Gibraltar. Beneath the surface
current from the Atlantic there must be an outflow
of more saline water (see Figure 1.3, caption), oth-
erwise the Mediterranean’s salinity would be far
higher. Waitz then suggested that similar imbal-
ances gave rise to currents in the ocean. These were
due to differences in density between equatorial
regions, where the Sun’s heat caused evaporation
and increased salinity, and high latitudes where
rainfall would lessen it. Saline water in the tropics
sank and spread toward the poles in the ocean
depths, while lighter, fresher water at the surface
flowed toward the equator to replace it. The situa-
tion is more complex than Waitz supposed. The
density of sea water depends on temperature as well
as salinity and one can counteract the other. Heavy
rain falls at the equator, and though melting ice
reduces salinity in high latitudes in summer, in win-
ter brine is released as the sea freezes. However, he
was the first, as far as we know, to suggest the exis-
tence of an internal circulation in the ocean.

Waitz’s suggestion had little immediate impact,
but toward the close of the eighteenth century we
find similar ideas appearing, but with an alteration
in emphasis that had temperature rather than salin-
ity differences being responsible for maintaining
circulation. More ambitious deep-sea temperature
measurements made on voyages of exploration in
the early nineteenth century provided supporting
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evidence for this view, in particular those made by
the French scientist Francois Péron. He used de
Saussure’s method to reveal the existence of low
temperatures in the depths of seas in warm lati-
tudes. Since it could not have formed there, it was
argued that this colder water must have originated
in polar regions.

This idea was widely accepted on the continent,
but, in Britain in particular, the supposition that sea
water, like fresh water, expands before freezing led
to the widely held belief that water in the depths of
the sea could not fall below 4°C, the temperature of
maximum density of fresh water. In 1819 Alexander
Marcet, a Swiss physician living in London, pub-
lished an important paper on the salinity of sea
water in different parts of the world’. In this he
showed that sea water of average salinity behaves
differently from fresh water, and that its density
increases with cold until it freezes. This meant that
in a theoretical ocean, where salinity was uniform
and density was a function of temperature only, the
coldest water would always sink to the bottom. The
delay in accepting Marcet’s findings, which were
later confirmed by other scientists, was due princi-
pally to poor communication.

There was no recognised science of oceanography
during the first half of the nineteenth century and
individuals interested in marine science at that time
came from a variety of backgrounds. Another reason
for the continuing confusion over ocean circulation
was that the Six self-registering thermometers (see
earlier), then widely used to measure deep-sea tem-
peratures, were not sufficiently protected and gave
readings distorted by the effect of pressure. On his
voyage of discovery in the Southern Ocean between
1839 and 1843, Sir James Clark Ross®® measured
deep-sea temperatures assiduously, but was not sur-
prised that they never apparently fell below 4°C. As
a naval officer, although one who was active in sci-
entific research, Ross could not be expected to be
fully up to date in all the branches of science repre-
sented on the expedition (its primary task was obser-
vations on terrestrial magnetism in the southern
hemisphere). He should have been better advised by
scientific colleagues at home, but the information he
needed in this instance was possessed by chemists
and physicists with whom he had no direct contact.
It was not until the events leading up to the
Challenger expedition (see later) that the misunder-
standing was exposed, but such widely held misap-
prehensions are hard to eradicate and the 4°C error
can be found in some twentieth century publications,
including Hansard" (1961), in a reply to a question
about the operation of Royal Navy submarines in
the Arctic!

The situation just described had partly arisen
because naval surveyors, geographers, and some
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Figure 1.5 Chart of Atlantic currents by James

Rennell, from Rennell’s book, An Investigation
of the Currents of the Atlantic Ocean, 1832%.
Rennell was the first to produce charts of
winds and currents, based on observation, for
an entire ocean and to show how the course
of ocean currents was largely shaped by pre-
vailing winds. A former naval officer and sur-
veyor for the East India Company, he was
already interested in currents before his return
to England in 1778. The ship in which he was
travelling narrowly escaped loss on the Scilly
Islands, notorious for shipwrecks. He suggest-
ed that part of the problem might be an
unidentified current, since known as Rennell’s
Current, flowing out of the Bay of Biscay. Later
literature has generally discounted this, but
some recent models of North Atlantic circula-
tion provide a possible explanation for such a
feature. Rennell devoted the last 50 years of
his life to geographical research, including
work on ocean currents throughout the world.
Only part of his work, a volume of charts and
accompanying memoir on the Atlantic, was
published in 1832, two years after his death.
These charts were based either on observa-
tions made by seafaring friends or derived
from ships’ log-books. Chapter 4 describes
recent discoveries about ocean currents.
(Courtesy of the SOC, Southampton, England.)

scientists were working in a different tradition,
linked to hydrography and the interests and needs
of seafarers, rather than to the physical sciences.
Though charts of the Gulf Stream had been pub-
lished somewhat earlier by Benjamin Franklin*” and
his less well-known predecessor, W.G. de Brahm’,
it was the introduction of chronometers toward the
end of the eighteenth century which made it possi-
ble to collect information on ocean currents on a
wider scale. This was because, once ships could fix
their position when out of sight of land, the infor-
mation contained in their log-books enabled the
effect of currents upon them to be calculated. The
first to take advantage of this was James Rennell”
(Figure 1.5). Other hydrographers followed his
example, so mid-nineteenth century sailing direc-
tions contained good accounts of the surface cur-
rents of the major oceans. Rennell had shown how
closely such water movements were allied to the
direction of winds blowing over the sea surface,
something that had probably always been self-evi-
dent to seafarers, but which was slow to take root
in the scientific literature. During the 1840s,
Matthew Fontaine Maury, Superintendent of the
United States Navy’s Depot of Charts and
Instruments, produced seasonal wind and current
charts®’, based on averaging data from log-books
and designed to speed the passages of sailing ships.
He believed that these charts could be further
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improved if ships from all nations systematically
collected and recorded details of wind and weather.
As a result of his efforts, an international confer-
ence was held in Brussels in 1853 at which govern-
ments agreed to adopt a standardised scheme of
observations. Scientists had always recognised the
importance of co-operation and exchange of infor-
mation and ideas with colleagues in other coun-
tries. The Brussels meeting was a milestone in the
development of maritime meteorology, which is
closely linked to several branches of modern
oceanography (in particular the study of air-sea
interaction, see Chapter 2). It also introduced the
idea of scientific co-operation between govern-
ments, which has been of particular significance in
the development of modern oceanography.
Maury’s initiative came at a time of rapid
change — sail was already giving way to steam for
naval and commercial purposes. The technological
developments of the nineteenth century revolu-
tionised the opportunities for scientific research,
and the study of the oceans in particular. It was as
a result of this that the establishment of oceanogra-
phy as a separate discipline took place, and much
of the impetus came from increasing maritime
activity. The construction of more and larger ships,
of ports and harbours to receive them, and of light-
houses to guide their passage made it necessary, for
example, to obtain better knowledge of tides
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Figure 1.6 A tide gauge (from Nautical Magazine, 1832,
1, 401-404), an apparatus for measuring the rise and fall
of the tide devised by an engineer named Mitchell at
Sheerness Dockyard. Similar gauges were being installed
elsewhere at the time, but Mitchell’s gauge incorporated
an important innovation — it was self-registering, so did
not require the presence of an observer. Tides are caused
by the gravitational pull of the Moon (and to a lesser
extent of the Sun), which varies with distance. Monthly
and annual cycles can be detected, but tidal heights are
also affected by weather. By the 1830s the Industrial
Revolution was in full swing in Britain, and engineering
projects needed precise information of such phenomena.
The information was also welcomed by scientists who
were trying to work out how the gravitational forces, well-
known from the work of Newton and his successors in the
eighteenth century, were translated into actual movement
in the ocean. Tides can now be measured by instruments
set on the sea bed in mid-ocean (Chapter 19).
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(Figure 1.6) and waves. But perhaps the most
important development for marine science came
through the technology developed in response to
the challenge of laying deep-sea telegraph cables, as
this made scientific investigation of the ocean
depths possible for the first time.

The Origins of Deep-Sea Exploration

The first functioning submarine telegraph cable
was laid across the Straits of Dover in November
1851. From that time the prospect of extending this
new means of rapid communication between conti-
nents was a powerful incentive to governments and
industry alike. New technology had to be devel-
oped, not only to protect and lower cables to the
sea bed and to raise and repair them if the need
arose, but also to find out about the deep-sea envi-
ronment — knowledge essential for routing and
operating the cables'®. The nature and contours of
the sea bed had to be established, and also the tem-
perature of the water. Up to this time, deep sound-
ings had rarely been attempted because of the great
effort involved, particularly if line and instruments
were to be retrieved (Figure 1.7). The introduction
of steam power made such operations possible on a
more routine basis for the first time, although they
were still laborious and time-consuming. By the
mid-nineteenth century, hydrographic surveying
was already a specialised activity in most navies, so
new techniques and apparatus were developed
rapidly for use in the deep sea. It was the combina-
tion of this new technology, and the accompanying
professional expertise, with scientific thought that
made possible further advance. Yet there was some
delay before this happened — it was marine biolo-
gists rather than physical scientists who were the
first to make use of the new opportunities that had
been created.

Familiarity with the marine life of coastal and
surface waters had been greatly extended during
the latter part of the eighteenth and early nine-
teenth centuries, as biologists sought to expand
their knowledge of living creatures and establish
their affinities through schemes of classification®®
By the middle of the nineteenth century many
European and American zoologists specialised in
marine work and their interest was further stimu-
lated by the publication of Darwin’s theory of evo-
lution in 1859. Thus, the sea-shore collecting
which became a popular craze among Victorian
holiday-makers (Figure 1.8) served a more serious
purpose among the scientific fraternity. They were
not only interested in discovering new species, but
also in learning more about the physiology and life
history of individual organisms. This required
working space and equipment, so seasonal labora-
tories were set up by the sea-shore, from which
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Figure 1.7 Deep Sound-
ings; or, no Bottom with
4600 Fathoms, a woodcut
from Sir James Clark Ross®.
This shows how laborious a
task making deep-sea
soundings was in sailing
ships. Ross was an experi-
enced polar explorer —
before going to the Ant-
arctic he had accompanied
his uncle Sir John Ross on
naval and private expedi-
tions in search of the North
West Passage and the North
Magnetic Pole. The primary
aim in this expedition, in
H.M.S. Erebus and H.M.S.
Terror, was to measure
magnetic variation in the
southern hemisphere and
locate the South Magnetic

Pole, in conjunction with a

survey of terrestrial magnetism being made by scientists from many nations. He was also interested in ocean science
and made several deep soundings and many sea-temperature measurements. In fact, his soundings greatly exaggerated
the depth of water in the areas he covered. During the next few decades surveys of routes for submarine cables using
steam vessels resulted in the development of new techniques and greater precision in such observations, and made the
scientific study of the deep sea practical, 200 years after it had been proposed by the Royal Society.

more permanent institutions, the marine biological
laboratories, emerged. One of the most famous
and influential of these, though not the first to be
established, was the Stazione Zoologica at Naples,
founded by a German zoologist and follower of
Darwin, Anton Dorhn, in the early 1870s. Others
followed — on both sides of the Atlantic. Both the
Woods Hole Biological Laboratory on Cape Cod
and the Scripps Oceanographic Institution, part of
the University of California, started life in
this way.

When these developments took place the lead-
ing figures were, increasingly, professional scien-

tists and academics, but in the mid-nineteenth cen-
tury amateur collectors were still numerous and
made an important contribution. Some were keen
yachtsmen and began to extend their interests to
the waters of the continental shelf. Dredging was
also supported by the newly formed British
Association for the Advancement of Science’'.
Some of the impetus for this work came from geo-
logical discoveries. When modern relatives of fossil
remains were discovered in seas further to the
north or south, this suggested that climate might
have undergone considerable shifts (see Chapter
3). This finding was of much interest in the light of

Figure 1.8 Pegwell Bay, Kent - a
Recollection of October 5th 1858, a paint-
ing by William Dyce, shows a scene that
would have been familiar at the time. The
growing interest of nineteenth-century biol-
ogists in marine life-forms was for a short
while reflected in a more widespread
enthusiasm for sea-shore collecting of nat-
ural history specimens. This became a fea-
ture of seaside holidays, taken increasingly
by the expanding middle class as rail trans-
port made travel cheaper. From the 1850s
onward many semi-scientific books and
guides were written to cater for this market.
(Courtesy of the Tate Gallery, London, UK.)
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evidence being put forward, particularly by Swiss
geologists, for periods of extensive glaciation in
the past.

Almost without exception, those engaged in this
work failed at first to appreciate the new opportu-
nities which deep-sea surveying work was creating.
This was because it was widely believed that life
could not exist in the conditions of darkness, cold,
and immense pressure that exist in the depths of
the sea. There was then no conception of the range
of adaptations (which modern biologists are still
discovering) that enable creatures to live in such
environments (see Chapters 13 and 15). The find-
ings of Edward Forbes, who had worked in the
Mediterranean in the 1840s, were often quoted to
support the idea of an azoic (without life) zone
below 400 fathoms (780 m). There was, it was
true, some evidence from elsewhere that seemed
contrary to this view, but for some years most peo-
ple regarded it as unconvincing®”. However, in the
late 1860s accumulating observations from a num-
ber of sources suggested to workers in several
countries that the supposed limit was erroneous. In
1868, two British biologists, W.B. Carpenter and
C. Wyville Thomson, backed by the Royal Society,
persuaded the Admiralty to allow them the use of
one of its survey ships so that they could dredge in
deep water. In three voyages, first in the Lightning
and then in the Porcupine®, they obtained incon-
trovertible evidence that the deep sea was populat-
ed by a thriving community of creatures previously
unknown to science.

The Voyage of H.M.S. Challenger

As the work went on, Carpenter’s attention increas-
ingly turned to the physical observations being
made by the naval personnel. Improved thermome-

ters gave a more accurate picture of the distribution
of temperature with depth, and more was known
about the behaviour of sea water at low tempera-
tures. Carpenter adopted the idea that density dif-
ferences between equatorial and polar regions cause
internal circulation in the ocean, with warm, light
water moving poleward at the surface to compen-
sate for colder, denser water spreading toward the
equator in the depths’. Such an idea was largely
unfamiliar to a British audience brought up on
Rennell and his successors, so it had a mixed recep-
tion. Carpenter’s fiercest critic was James Croll,
who had recently put forward a theory to account
for the ice ages which held that shifts in the pattern
of trade winds, and the ocean currents which they
generate, were responsible for climate change.
Carpenter believed that if he could obtain informa-
tion from the other oceans he would have
irrefutable proof of his theory. A respected elder sci-
entist, he used his contacts with other scientists and
politicians to win support for a large-scale expedi-
tion — the first to have marine science as its primary
objective. This resulted in the round-the-world voy-
age of H.M.S. Challenger between 1872 and 1876
(Figure 1.9), with a naval crew and a team of civil-
ian scientists led by Wyville Thomson.

The voyage of the Challenger (Figure 1.10) was
a major landmark in the development of oceanog-
raphy, both in essence and in its findings. The
observations of temperature and salinity (Figure
1.11) showed hitherto unsuspected features, like
the spread of saline water from the Mediterranean
into the North Atlantic. Neither instrumentation'®
nor theory were yet good enough to enable a
detailed picture of ocean circulation to be made,
but its existence in some form could no longer be
doubted (Figure 1.12).
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5 ar Figure 1.9 The route followed by
E H.M.S. Challenger during her oceano-
graphic voyage round the world of
1872-1876, taken from Wild*. Wild
was the expedition’s artist and secre-
tary to the scientific leader, C
Wyville Thomson. Other circumnavi-
gations, including the voyages of
Captain Cook in the eighteenth
century, French expeditions, and

Russian voyages in the early nine-
teenth century, had added much to
geographical and scientific knowl-
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edge, but the Challenger expedition
was the first large-scale expedition
devoted primarily to the science of
oceanography. For a non-scientist’s
view of the voyage, see the recently

published letters of Joseph Matkin??.
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Figure 1.10 Challenger in the ice (reproduced from
Wild*). (Courtesy of the Southampton Oceanography
Centre, Southampton, England.)

Figure 1.11 This drawing, by Elizabeth Gulland, was one
of a series commissioned as illustrations for the narrative
volumes of the Challenger Report. It shows a scientist
and members of the crew taking readings from deep-sea
thermometers. [Courtesy of Edinburgh University Library
(Special Collections), Edinburgh, Scotland.]

Figure 1.12 This diagram, showing the deep basins of the
Atlantic Ocean, is taken from H.M.S. Challenger, No. 7.
Report on Ocean Soundings and Temperatures, Atlantic
Ocean, 1876 (plate VI). This was the last of a series of pre-
liminary reports issued by the Admiralty on the expedi-
tion’s hydrographic work. It shows how the presence of
submarine ridges in the Atlantic influences the distribution
of bottom temperatures. The lowest temperature is found
in the southwest Atlantic, where cold Antarctic bottom
water flows northward. It cannot penetrate the eastern
basin of the Atlantic, or the North Atlantic, because its way
is blocked by submarine ridges, so the bottom temperature
in these basins is slightly warmer. The pattern of topogra-
phy shown here was partly known from deep-sea sound-
ings, but partly inferred from temperature measurements.
They had only a few observations to work from, so the fea-
tures shown only bear a generalised resemblance to what
would be seen on a modern chart — the techniques avail-
able to oceanographers today enable the sea bed to be
mapped in fine detail. The interesting point to nineteenth-
century scientists was that the information contained in
this chart could be held to support the idea of internal
ocean circulation due to density differences (both the tem-
perature and salinity of sea water affect its specific gravity),
as opposed to the pattern of largely wind-driven currents at
the surface. This idea was being hotly contested at the time
and was one of the reasons for the Challenger expedition.
This principle has now long been accepted, but the chart
also shows a feature which has aroused much excitement
within the working lifetime of present-day oceanogra-
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phers. This is what is now known as the Mid-Atlantic Ridge. Nineteenth-century cable surveyors were surprised to find
that the greatest depths in the North Atlantic Ocean were not in mid-ocean, but to either side. A combination of sound-
ings and deep-sea temperature observations suggested to the Challenger staff that the ridge might continue into the South
Atlantic, and on the voyage home in 1876 they carried out soundings that showed this was so. Geological theory at the
time could not easily explain such a feature and it was not until the 1960s that it became widely accepted that it is, in
fact, a spreading centre at which new ocean floor is being created, and part of a world-wide system whose dynamics are
explained by the theory of plate tectonics (see Chapter 8). Connecting ridges, like the Walvis Ridge, whose approximate
course is shown here linking to southern Africa, are now thought to be due to hot-spot activity.
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Figure 1.13 (a) Globigerina ooze and (b) Pteropod ooze, from Murray and Renard', plate XI, Figures 5 and 6, respec-
tively. One of the principal scientific achievements of the Challenger expedition was to produce the first global map of
what the sea bed is made of. John Murray, who edited the Challenger Report after the death of Wyville Thomson in
1882, had made observations during the voyage which enabled him to show that, in most parts of the ocean, sedi-
ments reflect the composition of marine life in the surface layers (plankton). Globigerina ooze was named after the
remains of microscopic calcareous species of Foraminifera which form it. In the Southern Ocean, siliceous remains of
single-celled phytoplankton (plants) predominate in diatom ooze. In deep water, far from land, where calcium carbon-
ate dissolves and there are no terrigenous sediments (derived from land), with the exception of volcanic pumice which
can float long distances, the Challenger found slowly accumulating ‘red clay’ and manganese nodules (see Chapters 6
and 7). (Courtesy of the Southampton Oceanography Centre, Southampton, England.)

Sediment samples (Figure 1.13) collected during
the expedition formed the basis for the first world
chart of sea-floor deposits. However, the emphasis
both during the voyage and afterward was on
marine biology. Of the 50 volumes of the
Challenger Report, edited by John Murray after
Thomson’s early death, 33 were reports on the zoo-
logical collections, contributed by specialists from
both Europe and America. Most of the species
described were new to science and the reports are
still a basic work of reference for oceanographers.
The expedition also aided the growth of marine sci-
ence in a more general sense. Scientists in other
countries used the example of the Challenger to
obtain government support for their work. As this
progressed, the common ground between their
researches gave them a sense of identity strong
enough to override links with their various parent
sciences, such as physics, chemistry, or biology.
They called the new science ‘Oceanography’.

Oceanography from the 1880s
to the 1930s

While single-ship expeditions continued to make
important contributions to oceanography®, unlike
the Challenger, which had been exploratory in
nature, they tended to concentrate more on a par-
ticular area or problem. The Challenger expedition
had been organised without much time to prepare.
On the whole, it made use of well-tried techniques
which were already a little old-fashioned. It was
during the post-Challenger period that many basic
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types of oceanographic equipment, such as current
meters, reversing thermometers, and self-closing
nets, became standard'*'®. There was considerable
variation in the provision for oceanographic work
from one country to another, depending on local
customs and arrangements for supporting science.
In some countries, as, for example, Germany,
which had only recently been unified, state funding
was relatively generous. The German government
supported the Stazione Zoologica at Naples (whose
founder, Anton Dohrn, was German), as well as
oceanographic expeditions. A number of govern-
ment bodies were involved in various aspects of
marine science and a research institute (the Institut
fir Meereskunde), attached to Berlin University,
was set up in 1900. In America, Maury’s methods
and ideas had been criticised by more orthodox sci-
entists, but when he supported the South in the
American Civil War, marine science suffered
through the loss of what Schlee’ has described as
‘his stubborn and passionate interest in the sea and
his ability to channel funds toward its exploration’.
Schlee® shows how oceanographic work carried
out by US government agencies actually declined in
the latter part of the nineteenth century, with the
exception of Pillsbury’s survey of the Gulf
Stream (in the Coast Guard steamer Blake) in the
early 1880s.

Prince Albert I of Monaco, a wealthy patron of
science and himself an active oceanographer'**
(Figures 1.14-1.17), established an oceanographic
institute in Paris and the Musée Océanographique




1: How the Science of Oceanography Developed

Figures 1.14-1.17 Prince Albert | of ' T T  TRVAVERAVIEIV
Monaco - his statue, by Francoise Cogné, | ¥ _ L 73!]’ ?_E!;'ﬂgag;‘(ﬁ_
stands in the gardens adjacent to the Musée : RN 3

v H s
Océanographique, Monaco (1.14) — used fiar,
his wealth to further a number of sciences,
but oceanography was his principal
interest”. He was an enthusiastic yachts-
man and made almost annual voyages in
his own research ships* from the 1880s
until the outbreak of war in 1914 (he died
in 1922). 1.15 shows one of his vessels, the
Princesse Alice | (courtesy of Musée Océan-
ographique, Monaco). With the help of spe-
cialist assistants, and visiting colleagues
from France and other countries, he investi-
gated a wide range of physical and biologi-
cal problems during these cruises. Much
attention was paid to the improvement of
existing apparatus and to the development
of new methods'. One of the Monaco
inventions was the ‘nasse triédrique’?®,
(1.16) a baited trap which could be lowered
to predetermined depths to catch creatures
that evaded traditional nets and trawls.
Prince Albert benefited the French oceano-
graphic community by founding an institute
for research and teaching in Paris. His
superbly situated Musée Océanographique
at Monaco (1.17), inaugurated in 1910,
continues to provide a valuable resource for
visitors and students interested in oceanog-
raphy, and its history (courtesy of Musée
Océanographique, Monaco).
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at Monaco in the first decade of the twentieth cen-
tury. In the US the situation outlined above had led
to a greater reliance on private funding. One of the
outstanding marine scientists of the late nineteenth
century was Alexander Agassiz (Figure 1.18), who
financed expeditions in the Pacific'***. The Woods
Hole Oceanographic Institution was set up in 1930
through the agency of the National Academy of
Sciences, with an endowment from the Rockefeller
Foundation®’. Only a few such specialised research
institutes for oceanography were founded before
World War II, though some others, such as the
Geophysics Institute at Bergen in Norway, estab-
lished in 1917, also did important marine work.
Existing educational and administrative struc-
tures did not generally lend themselves to such
developments, and private wealth was not usually
available on the scale required for such enterprises.
In spite of this and the somewhat differing attitudes
to science in different countries, marine science
developed through a variety of local, national, and
international agencies during the period from the
1880s to the 1930s. This happened partly through
the expansion of higher education. University
departments of oceanography were created — in the
UK there was one at Liverpool, established in 1919,
and one at Hull, established in 1928. Other scientif-
ic departments also did marine work. A consider-
able number of marine biological laboratories were
also attached to universities, although some, like the
Marine Biological Association’s laboratory at
Plymouth, were maintained by private bodies. John
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Figure 1.18 Alexander Agassiz on board the US Fisheries
vessel Albatross. Agassiz was a mining engineer, and one
of the leading marine zoologists of his day (the Swiss
zoologist Jean Louis Agassiz was his father'). He used his
wealth to build up his father’'s Museum of Comparative
Zoology at Harvard and undertake research expeditions,
many of them to study coral reefs, in the hope of throw-
ing new light on the origin of atolls. In the late 1870s he
made three dredging cruises to the Caribbean in the US
Coast Survey Ship Blake. The US Fish Commission was
founded in the early 1870s, one of a number of such
national organisations to come into being at that time
(see text). Its ocean-going research vessel, the Albatross,
built in 1882, was used by Agassiz on several expedi-
tions, for which he paid part of the expenses. The first
cruise, in 1891, was undertaken to compare deep-sea
fauna on the Pacific side of the Isthmus of Panama with
Caribbean forms and perhaps arrive at an approximate
date for the closure of the sea-way between North and
South America, which his earlier researches on the
Atlantic side had suggested must have persisted until
comparatively recent geological times. (Courtesy of the
Southampton Oceanography Centre, Southampton,
England.)

Murray’s Scottish Marine Station for Scientific
Research in the 1880s had been a short-lived
attempt to create a more diversified institution.

In the early twentieth century, with more atten-
tion being paid to the importance of physical
oceanography than to marine biology, laboratories
began to widen their interests. The Scripps
Institution of Oceanography in the US took this
step to its logical conclusion when it transformed
itself from a marine station in 19257,

During this period, whatever the prevailing atti-
tude to support for science, most technologically
advanced nations began paying more attention to
marine research because of a variety of economic
and political needs. They also discovered the bene-
fits of international co-operation. By 1900 much of
the marine survey work connected with submarine
cables was being done by the cable companies
themselves, but naval hydrographers also continued
their interest in deep-sea work®®. At the Inter-
national Geographical Congress held in Berlin in
1899, it was decided that details of all these sound-
ings should be collected onto a continually updated
General Bathymetric Chart of the Ocean. This
work was undertaken by Prince Albert of Monaco,
and after his death, by the International
Hydrographic Bureau which had been established
in Monaco in 1921.

Owing to the growing economic importance of
fisheries, scientific research in this area developed
rapidly during the late nineteenth century. National
research organisations were set up in many coun-
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tries to study the life histories of food fish, in the
hope of reviving dwindling fisheries and creating
new ones. From the start it became apparent that it
was not sufficient just to study individual species;
more needed to be known about biological diversi-
ty in selected regions, and about the physical envi-
ronment and its influence on populations. This was
the starting point for much local activity, such as
H.B. Bigelow’s biological survey of the Gulf of
Maine in the early 1900s**. However, the wider
questions posed had a considerable impact on the
development of oceanography in the broad sense.
In the 1890s, Scandinavian oceanographers pro-
posed that there should be a joint programme of
observations and this resulted in the setting up of
the first intergovernmental body for marine science,
the International Council for the Exploration of the
Sea (ICES), in 1902. For several years the Council
maintained a Central Laboratory in Norway,
where important work was done toward improving
oceanographic apparatus. Surveys of important
fishing grounds were carried out in North America,
Australia, and by the European nations, both at
home and in their colonies around the world.
British scientists working for the Discovery
Committee carried out research in the Southern
Ocean (Figure 1.19) during the 1920s and 1930s,
with the aim of putting the whaling industry on a
sustainable basis.

Work undertaken by these various organisa-
tions, as well as by individual institutions and expe-
ditions, contributed to the growing knowledge of
many aspects of the oceans during the late nine-
teenth and early twentieth centuries. The two most
important areas of research developed during these
years were ocean circulation studies and biological

oceanography. In the 1870s the American meteo-
rologist, William Ferrel, drew attention to the
deflecting effect of the Earth’s rotation (the Coriolis
force) on ocean currents®’; but it was the circula-
tion theorem of Vilhelm Bjerknes and work by
Bjorn Helland-Hansen and Fridtjof Nansen on cur-
rents in the Norwegian sea, carried out in the fish-
ery steamer Michael Sars in the early 1900s, that
formed the basis for modern dynamical oceanogra-
phy. The behaviour of oceanic winds and currents
had been of crucial importance for Nansen’s
famous attempt to drift to the North Pole in the
Fram (1893-1896). Observations he made then
also formed the basis of two important discoveries
by V.W. Ekman®. One was the existence of inter-
nal waves, now known to occur naturally through-
out the ocean, at the interface between layers of
water of differing density. In northern seas such
waves are generated when a ship moves through a
shallow layer of fresh water, originating from rivers
or melting ice, that overlays normal sea water and
hampers the ship’s progress, a phenomenon known
to sailors as ‘dead water’. The ‘Ekman spiral’ is the
name now given to the discovery that the direction
of near-surface currents is increasingly deflected
with depth. This results from the Earth’s rotation
and from frictional forces, and causes a mean cur-
rent drift to the right of the wind in the northern
hemisphere (and to the left in the southern
hemisphere).

Important contributions were also made at this
time to our knowledge of general oceanic circula-
tion. In his report on the work of the German
research ship Meteor in the 1920s, Georg Wiist®
incorporated data from earlier expeditions to show
the origin and distribution of the main Atlantic

Figure 1.19 R.R.S. Discovery Il, at Port
Lockroy, Wiencke Island, Palmer Archipelago,
off the Antarctic Peninsula, in January 1931.
The Discovery Il was built in 1929 for the
Discovery Committee, to replace the sailing
vessel Discovery (originally built for Captain
Scott in 1901) which had been used for initial
work in the seas around South Georgia from
1925-1927. Discovery Il worked throughout
the Southern Ocean during the 1930s, con-
tributing to an understanding of ocean circula-
tion and the marine environment. A central
theme was the study of the distribution and life
history of Antarctic krill, the principal food of
southern hemisphere baleen whales. After
World War I, Discovery Il became the
research vessel of the newly formed National
Institute of Oceanography (later Institute of
Oceanographic Sciences), until replaced by
the modern R.R.S. Discovery (built 1962).
(Courtesy of the Southampton Oceanography
Centre, Southampton, England.)
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Figure 1.20 Diagram (Plate 33) by Georg Wiist* showing the longitudinal distribution of salinity in the Atlantic Ocean.
Wist was one of the leading physical oceanographers of the mid-twentieth century. As a young man in the 1920s he
participated in the cruise of the German research vessel Meteor and used data collected during the voyage, together
with observations made by other expeditions, from the Challenger onward, to show how density differences, due to
salinity and temperature variations, are responsible for the movement of water masses within the body of the ocean.

water masses (Figure 1.20). His picture was extend-
ed by Discovery Committee scientists working in
the Southern Ocean in the 1920s and 1930s*.

Fisheries science was also responsible for the
growth of interest in marine productivity. This field
was developed by German scientists of the ‘Kiel
School’'® in the late nineteenth century. Their
researches showed that life in the sea depends on pri-
mary production — the phytoplankton, single-celled
plants grazed by the zooplankton on which all other
creatures in the sea depend, either directly or indi-
rectly, for food (modern research also highlights the
importance of bacteria in primary production — see
Chapter 6). Victor Hensen'® developed vertical nets
for sampling plankton in order to obtain quantita-
tive data on the productivity of the ocean. In the
Plankton Expedition of 1889 he extended his work
to the North Atlantic in the ship National. Karl
Brandt'® showed that the growth of phytoplankton
is controlled by the supply of available nutrients.
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Modern Oceanography

When Thomas Wayland Vaughan, the Director of
the Scripps Institution of Oceanography, surveyed
world oceanographic activity on behalf of the US
National Academy of Sciences in the 1930s, he
found nearly 250 institutions devoted to marine
research throughout the world, from Russia to
Japan and from Australia to Argentina. He had
been asked to undertake this survey because of con-
cern that not enough was being done to encourage
the study of the sea, which, as we have seen,
requires special conditions to make progress. The
trend toward increasing state support for science
was soon to be greatly accelerated by the demands
of war, and of the Cold War which followed, and
by the role of science in post-war economic growth.

Oceanography developed rapidly during and
after World War II. It shared in the general expan-
sion of science, as the impact of science and tech-
nology on almost every aspect of modern life has
led to increased funding for research. National
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Figure 1.21 Launching the clover-leaf buoy from R.R.S.
Discovery in 1967. The 1950s and 1960s saw a dramatic
expansion in oceanography, encompassing people, ideas,
and methods. This apparatus was one of a number of dif-
ferent types designed and made at the National Institute of
Oceanography for studying properties of waves. (Courtesy
of Laurence and Pamela Draper, Rossshire, Scotland.)

defence needs and economic concerns, particularly
the search for new energy sources (offshore oil and
gas), as well as renewed concern about fisheries
stocks, are among the factors that have led to a
wider interest in marine research. Such needs have
increased rather than diminished with time. While
the political international situation has eased over-
all, environmental worries have come to the fore, in
particular the problem of climate change, in which
the oceans must play an important part.

However, it is interesting to see how many of the
ideas and techniques that are important in present-
day oceanography have their roots in the first half of
the twentieth century. For example, work on under-
water sound was begun before World War I, but
then developed rapidly in the search to perfect a
means of submarine detection by echo location
(sonar). The invention of the hydrophone had many
other scientific and peace-time applications. Echo-
sounding by ships provided more detailed informa-
tion about the topography of the sea floor. Seismic
surveying, to investigate the internal structure of the
sea bed, was first employed by Maurice Ewing in the
1930s. After 1945, this work played an important
part in obtaining the information on which modern
ideas about sea-floor spreading and plate tectonics
are based®’. Magnetic surveys also contributed to
these developments, as did gravity measurements,
first obtained at sea in submarines in the 1930s by
the Dutch scientist, F.A. Vening-Meinesz. Modern
oceanographers rely heavily on continuous-recording
instruments, which in many areas have replaced the
older single-observation measuring devices (see
Chapter 19). Such devices were foreshadowed by the
bathythermograph, invented by US scientists in the
1930s to measure the temperature of the upper lay-
ers of the ocean. This and similar ideas were taken
up by scientists during World War II.

Other fields of study originated at that time,
including wave research. Until then no way had
been found to study sea waves that was not purely
descriptive®. A major breakthrough occurred when
a war-time research team based at the Admiralty
Research Laboratory, in Teddington, England,
developed a method of analysing wave spectra that
enabled their components to be identified. This
work continued after the war at the newly estab-
lished National Institute of Oceanography, where
new kinds of wave recorders were developed to
measure waves at sea (Figure 1.21).

During the past 50 years such developments,
and others described in the following chapters,
have profoundly transformed our knowledge of the
oceans. The main subject areas — marine physics,
including ocean-circulation studies, knowledge of
the sea floor (which has played a major role in the
revolution of the earth sciences leading to modern
theories of plate tectonics), marine chemistry, and
biological oceanography — have all made important
advances. The development and use of more
sophisticated apparatus has been assisted by the
introduction of computers and satellites, which per-
mit the gathering, transmission, and analysis of
data in quantities that would have been inconceiv-
able a generation ago, let alone to the first scientific
observers of the sea in the 1660s. Oceanography is
still an expensive science, with the ship remaining a
fundamental tool, although this too may change in
the future. This expense has provided a strong
incentive for co-operation and sharing on a more
formal basis, so joint expeditions have become an
important aspect of modern oceanography, from
the International Indian Ocean Expedition of the
early 1960s to the World Ocean Circulation
Experiment (WOCE), designed to throw new light
on the relation between the oceans and climate, in
the 1990s.
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CHAPTER 2:

The Atmosphere
and the Ocean

H. Charnock

Introduction

The atmosphere and the ocean are held on the
Earth by gravity and irradiated by the Sun. Both
are shallow relative to the radius of the Earth and
the motions within them are slow relative to that
due to the Earth’s rotation: they have similar
dynamics. As they share a common boundary it is
attractive to treat them as a single, coupled, system,
but the physical and chemical properties of air and
water are so very different that meteorology and
oceanography have developed separately and at dif-
ferent rates. Electromagnetic radiation (light,
microwaves, radar, radio ...) travels easily through
the atmosphere and this, together with the com-
mercial and economic benefit of weather-forecast-
ing, has led to the existence of a global network of
meteorological observing stations, making and
transmitting regular routine surface and upper-air
observations, as well as increasing information
from sensors on satellites.

Most meteorological stations are on land, but
winds, waves, currents, and weather affect ships, so
have been observed by mariners from time
immemorial: some selected merchant ships now
report their observations as part of the global mete-
orological system.

Observation of the ocean away from the surface
has developed more slowly (Chapter 4): water is
almost opaque to electromagnetic radiation so
oceanographers are essentially restricted to
indirect observation of a fluid through which they
cannot see; the period from the Challenger
Expedition of 1872 has been described as a ‘centu-
ry of undersampling’.

More recent technological development has clar-
ified some processes in restricted areas: it is now
accepted that, like the atmosphere, the ocean is a
three-dimensional turbulent fluid, with interacting
motions and processes on all time- and space-
scales. Understanding it requires an observing sys-
tem which does not yet exist, one that may evolve
if national governments perceive a need to forecast
conditions in the ocean to the same extent as those
in the atmosphere. In the meantime, we can
attempt to use our knowledge of the atmosphere

and of the underlying ocean surface, together with
the limited but increasing observations of the deep
ocean, to study the global transfers of heat, of fresh
water, and of momentum in the coupled atmos-
phere—ocean system.

Energy and Water Exchanges in the
Atmosphere—Ocean System

The general circulation of the atmosphere and
ocean, regarded as a single system, is determined by
the distribution of its sources and sinks of energy.
Much the dominant external source is the absorp-
tion of energy from the Sun (solar radiation of
wavelength between 0.2—4 pm). The near constan-
cy of the temperature of the system requires an
equal outgoing flux of energy in the form of terres-
trial radiation (long-wave radiation of wavelength
4-100 pm).

The distribution and transformation, within the
system, of the incoming solar radiation is compli-
cated. Typical global mean values of the major
components are shown in Figure 2.1, which indi-
cates that nearly half the absorbed solar radiation
reaches the Earth’s surface, most of which is
ocean. This sunlight does not penetrate far into
the ocean (even in the clearest water 99% is
absorbed in the upper 150 m): heat gains and
losses take place at and close to the surface, so the
ocean is relatively inefficient thermodynamically.
Directly driven motions, due to the cooling of sur-
face water at high latitudes (the thermohaline cir-
culation) are slow. Indirectly driven motions (the
wind-driven circulation) arise from the transfer of
heat (and water vapour) from the ocean to the
atmosphere, where it is converted by complicated
processes into depressions and anticyclones, the
winds of which provide energy to generate ocean
waves and drive ocean currents. Their energy in
turn is dissipated into heat by small-scale (vis-
cous) processes and re-radiated. It is a complex,
inefficient system with many interlocking compo-
nents of different scale.

It can be seen from Figure 2.1 that of the
153 W/m? received at the Earth’s surface as solar
radiation, 54 W/m? is lost as long-wave radiation
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and 37 W/m? is transferred by the conduction of
heat (sensible heat) from a warmer sea to cooler air
above. Energy is also used in evaporation of water
vapour from the sea surface to the drier air above,
heat (latent heat) being required to convert a liquid
into a gas. Water has a high latent heat, 62 W/m*
being used in evaporation. The latent heat is
released to the atmosphere only when the water
vapour condenses back into clouds, of liquid water
or ice, often far from where it evaporated from the
ocean into the atmosphere. Much of the cloud for-
mation happens at relatively low altitudes, justify-
ing the statement that the atmosphere can be
regarded as heated from below, making it an active
thermodynamic system with important vertical as
well as horizontal motion.

Although both atmospheric and oceanic motions

and sea surface

Figure 2.1 The average radiation balance (in W/m?) for
the Earth as a whole (based on Nieburger et al."").

are ultimately powered by solar heating, the impor-
tant working substance of the global heat-engine is
water; as vapour, as liquid, and as solid ice. The
infra-red characteristics of water vapour make it a
major agent of long-wave radiative heat transfers
(see Figure 2.1) The solar radiation absorbed at the
surface is used to evaporate water, the large latent
heat of which is released to the atmosphere when
and where condensation occurs; the distribution of
evaporation, precipitation, continental run-off, and
ice are crucial to the determination of the salinity
and so to the watermass structure and to the ther-
mobhaline circulation of the ocean. For these and

2.2

Atmosphere 16

Figure 2.2 Estimates of the amount
of water (in 10° km?) in the atmos-
phere, the land, and the ocean, and

of the fluxes between them (1 Sv =

Evapo- p Frecipitation Evapord™u @  Precipitation 10° m’/ ?’) (from Schmitt'; the figures
« transpiratm 3.558v 13.5Sv 12.2 Sv are derived from Baumgartner and
W 5 oy Reichel?).
Land >
Rivers
59,000 1.3
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for many other reasons the basic question posed by
weather and climate — ‘what happens to the sun-
shine?” — must be supplemented by asking — ‘what
happens to the water?’

The distribution of evaporation and precipita-
tion over the ocean is clearly vital to understanding
climate: unfortunately, this part of the hydrological
cycle is not well known. Most treatments of the
water cycle concentrate on exchanges over land
(they are concerned with man’s use of water, for
agriculture and industry as well as human con-
sumption), but it is estimated that 78% of the glob-
al precipitation goes into and 86% of the global
evaporation comes from the ocean (see Figure 2.2).
The corresponding transfer of (latent) heat repre-
sents a major component of the heat balance of the
atmosphere and of the ocean.

Meridional Fluxes

The near-constancy of the global mean temperature
implies a balance between the absorbed solar radia-
tion and the outgoing long-wave radiation, as indi-
cated in Figure 2.1, but their variation with latitude
is significantly different. The solar radiation is
absorbed mainly in the tropics: the long-wave radi-
ation, determined mainly by the radiative proper-
ties of the atmosphere and the underlying surface,
is observed to be much less dependent on latitude
(Figure 2.3). It follows that there is a flux of heat
from the tropics to the poles. Measuring this flux is
important: it is fundamental to the maintenance of
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Figure 2.3 Zonal averages of radiation at the top of the
atmosphere. Net incoming radiation peaks in the tropical
regions; outgoing long-wave radiation varies less with lat-
itude. To maintain a constant temperature, the excess of
radiative heating within 35° of the equator is transferred
poleward by atmospheric and oceanic motions to com-
pensate for the deficit of radiative heating nearer the
poles. A uniform bias of 9 W/m? has been subtracted
from the net incoming radiation to ensure a balance
between the total incoming and the total outgoing radia-
tion (from Bryden®; the figures are derived from satellite
observations reported by Stephens et al.'®).
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Figure 2.4 A chart of evaporation minus precipitation (E-P) over the ocean. Units are cm/yr; solid lines indicate E>P,
dashed lines E<P (from Schmitt and Wijffels'”; the figures are derived from Schmitt et al.™®).
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climate and its magnitude provides a significant
constraint on atmospheric, oceanic, and coupled
general circulation models. Understanding how the
meridional heat flux is maintained requires a
detailed knowledge of atmospheric and oceanic
structures and processes.

Although the distribution of evaporation and
(especially) of precipitation over the ocean is not
well known, major features of the net water flux
between atmosphere and ocean (evaporation minus
precipitation, E-P) can be recognised (Figure 2.4).
The distribution is roughly zonal (except for the
North Indian Ocean); precipitation dominates in
subpolar regions and especially in the Intertropical
Convergence Zone (the ITCZ) at the thermal equa-
tor and in the South Pacific Convergence Zone to
the northeast of Australia. Elsewhere, the subtrop-
ics have an excess of evaporation. There is a clear
association with the surface salinity of the ocean
(Figure 2.5); the latitudes where (E-P) is high are
associated with high salinity at the ocean surface
(and with deserts on land). The general pattern is
of net annual precipitation at high and at low lati-
tudes, with net annual evaporation between. That
the mean structure is not changing implies merid-
ional transports of fresh water by the ocean. As
river transports are negligible in comparison, equal
and opposite flows of water must occur in the
atmosphere. These, in turn, transfer significant
quantities of heat.

To assign numerical values to these important
meridional fluxes presents difficulties. The radia-
tion balance of the Earth as a whole has for many
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Figure 2.5 Salinity of surface waters during the northern
summer (from Gross®; the figures are derived from
Sverdrup et al.*® and from later sources).

years been measured as part of a major programme
(the Earth Radiation Budget Experiment, ERBE)
using orbiting satellites fitted with radiometers sen-
sitive to solar and to long-wave radiation.
Although the measurements are technically
demanding and present difficult problems of data
analysis, recent results imply a near-balance
between the global annual incoming solar radiation
and the corresponding outgoing long-wave radia-
tion. The imbalance was small (less than 10 W/m?),
but its distribution produces some uncertainty in
the derived values of the meridional heat transfer
by the atmosphere and ocean combined. Figure 2.6
shows that it peaks near latitudes 30°N and 40°S
where the flux amounts to almost 6 PW
(1 petawatt, PW = 10" W).

Estimates of the meridional flux of water and
heat (and momentum) by the atmosphere can be
made using the observations made daily from mete-
orological upper-air stations, where balloon-borne
instruments measure the wind, the temperature,
and the humidity in relation to pressure (height).
The local meridional flux of, say, water vapour is
carried by the northward component of the wind,
V, and is measured by pVg where g is the specific
humidity and p the air density. The total meridion-
al flux is given by [pVg] where the square brackets
represent a mean value over the depth of the
atmosphere and around a latitude circle, over a
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Figure 2.6 The total meridional transport of energy esti-
mated from ERBE data for April, July, and October 1975
and January 1986 (from Barkstrom et al.’; other satellite-
based estimates are from Vonder Haar and Ellis?'; Ellis
and Vonder Haar’; Gruber’; Jacobwitz et al.?).

time for which [V] vanishes. The calculations can
be made by using the upper-air observations direct-
ly or by assimilating them together with other
observations into a suitable atmospheric computer
model and using interpolated values.

The meridional flux of water vapour in the
atmosphere (which is discussed later) implies a cor-
responding flux of latent heat. To estimate the total
heat flux this must be supplemented by the sensible
heat flux given by [pC,Vg], where C, is the specific
heat of air at constant pressure and q the tempera-
ture. Some results are shown in Figure 2.7 for the
total heat flux (compare with Figure 2.2). The
atmospheric fluxes peak at about 40°N and 40°S
where the flux amounts to about 4 PW.

There is no oceanic equivalent of the meteoro-
logical upper-air observing network, but it is possi-
ble to estimate the meridional flux of heat (and that
of salt) by an analogous method: the heat transport
is estimated by calculating the covariance (Vq)
between the temperature and the inferred, as dis-
tinct from the directly measured, northward veloci-
ties. In the deep ocean away from the surface and
the sea floor, the currents can be treated as friction-
less and unaccelerated, so can be calculated as if
they are in geostrophic balance: that is, the force
due to the horizontal variation in pressure is bal-
anced by the force due to the Earth’s rotation,
which is proportional to the speed of the current.
In this case the currents flow along the isobars like
winds on a weather map. The observations used
are from a high-quality east—-west hydrographic sec-
tion between two continental land masses, giving
accurate measurements of temperature and salinity

(and therefore density), at all depths. The difficulty
in determining deep-ocean currents geostrophically
is that although the density field is known at all
depths the pressure field is not known at any one,
so the calculation of currents using the geostrophic
balance requires a knowledge of the total transport.
Given measurements or reliable estimates of the
transport of western boundary currents, and mak-
ing allowance for the near-surface currents due to
the frictional drag of the wind, convincing esti-
mates of the meridional heat flux by the ocean can
be obtained. Estimates of the heat flux northward
across latitude 24°N in the Atlantic have been
made three times over the last 35 years and found
to be consistently close to 1.2 PW to the north. A
transoceanic hydrographic section made in 1985
has provided observations along 24°N in the
Pacific from which an oceanic heat flux of 0.8 PW
was obtained. Since there is virtually no heat flux
across 24°N in the Indian Ocean the total ocean
heat-flux across 24°N amounts to some 2.0 PW to
the north.

If the atmospheric flux (Figure 2.7) across 24°N
is taken to be 2.3 PW, the total (atmosphere +
ocean) flux is 4.3 PW, significantly less than the
5.7 PW required from the most recent analysis of
the ERBE results. Further transoceanic sections are
being made as part of the World Ocean Circulation
Experiment and should serve to clarify the climati-
cally important meridional heat flux. They will be
particularly important in the southern hemisphere,
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Figure 2.7 Annual mean northward flux of energy by the
atmosphere, December 1985 to November 1986 (from
Michaud and Derome'). The estimates of Michaud and
Derome'® are compared with those of Oort and Peixoto™
(observed values from upper-air observations) and of
Masuda® (ECMWF and GFD model assimilations for
1978-1979).
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where the upper-air observing stations are even
more sparse than in the northern hemisphere and
the estimates of atmospheric heat flux correspond-
ingly less certain.

Information on the meridional transport of heat
and water can also be obtained by considering the
heat and water balance of the ocean. A particular
vertical column of the ocean gains heat from the
absorption of solar radiation and loses it by the
emission of long-wave radiation and as the latent
heat used in evaporation: it gains or loses sensible
heat depending on whether the sea is colder or
warmer than the air. Empirical formulae are used
to estimate the heat gains and losses using long
series of surface meteorological observations of
cloudiness, windspeed, air temperature, and sea
temperature made regularly from merchant ships.
In general there is a surplus or a deficit of heat; if
the imbalance is averaged over a time such that
heat associated with change of the heat content of
the ocean can be neglected, the remainder, errors
apart, is due to advection of heat by ocean cur-
rents. From averages over a latitude circle between
continents the meridional oceanic heat flux is
obtained by integrating from the North or the
South Pole, or from other latitudes where the heat
flux is zero or known.

Estimating the meridional flux of fresh water by
ocean currents using surface meteorological obser-
vations is, in principle, simpler since water is effec-
tively confined to the ocean—ice—atmosphere sys-
tem. The meridional flux can be estimated by inte-
grating zonal averages of Evaporation minus
Precipitation minus Runoff (E-P-R) from some lat-
itude where the flux is known. In practice estimates
are uncertain since none of the terms is well
known, there being as yet no good way of measur-
ing rainfall at sea. Precipitation estimates are made
using statistics of its frequency, type, and intensity
from the ‘present weather’ reports from routine
merchant ship weather reports.

The accuracy of meridional flux estimates made
from heat and water exchanges at the sea surface
appears to be inferior to those made by the ‘direct’
covariance technique: the surface ships’ observa-
tions are not well distributed, they have random
and probably some systematic errors, and the
empirical formulae used are necessarily crude. Also
it is difficult, sometimes impossible, properly to
allow for the transport brought about by flow
from one ocean basin to another, notably the
Antarctic Circumpolar Current, and the
Indonesian Through Flow from the Pacific to the
Indian (see, e.g., Figure 3.3). The flow from the
North Pacific to the Arctic Basin is small but well
established. Some ocean heat budget analyses have
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agreed with the ‘direct’ flux estimates but they are
not consistent from ocean to ocean and do not
help to resolve the dlscrepancy between space,
atmospheric, and oceanic estimates. Surprisingly,
perhaps, recent estimates from the water balance
show a gratifying anti-symmetry with the ‘direct’
atmospheric values (Figure 2.8).

The trans-Atlantic and trans-Pacific hydrograph-
ic sections used to estimate meridional heat trans-
port have also been used to estimate the corre-
sponding salt transport. Given the transport of
water from the North Pacific to the Arctic through
the Bering Strait these salt transports can be used to
calculate the corresponding freshwater fluxes
across 24°N in the Atlantic and the Pacific. The
results are 0.9 Sv southward in the Atlantic and
0.6 Sv northward in the Pacific. The former is
about 0.1 Sv greater and the latter about 0.1 Sv
smaller than that calculated from the surface
(E-P-R) distribution, their sum being in reasonable
agreement with it and with the global estimates
using upper-air observations: the global flux is
small, as would be expected for a latitude in the
centre of the subtropical gyre.

Meridional flux calculations using climatological
data from merchant ships appear to have reached
their limits of accuracy. They have produced valu-
able patterns of heat and water exchange at the sea
surface but the extent to which they can be used
quantitatively is limited: ‘direct’” methods in both
the atmosphere and the oceans seem inherently
more accurate. There is a need for more analysis of
meteorological upper-air data and especially for
more high-quality trans-oceanic hydrographic
sections.

Transfer Mechanisms

The ‘direct’” methods estimate meridional fluxes by
calculating the covariance of temperature and of
humidity with observed winds (in the atmosphere)
and with inferred currents (in the ocean). They
therefore provide information both about the flux-
es and also about the mechanisms by which they
are brought about.

The structure of the much better observed
atmosphere is reasonably well known; it can be
thought of as a gigantic — and very inefficient —
heat engine, absorbmg heat in the hot equatorial
belt and losing it nearer the poles. Since much of
the heat transfer is due to evaporation and conden-
sation of water vapour, one can think of the mech-
anism as a steam engine and use such expressive
terms as ‘the equatorial firebox’ and regard the
giant cumulo-nimbus cloud towers of the ITCZ as
the cylinders in which the steam is converted into
liquid water drops and ice crystals. How does the
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atmosphere bring about this huge heat transfer
from the tropics to the polar regions? There are
two main mechanisms, one which operates between
the equator and about 30°N and S and another
which operates at higher latitudes.

In the mechanism which operates at lower lati-
tudes the essential feature is that the air rises at the
thermal equator and then spreads northward and
southward toward the poles. Most of it sinks again
at about 30°N or S and returns toward the equa-
tor, acquiring an easterly component due to the
rotation of the Earth, and forming the Trade
Winds. These carry less energy than the poleward
winds aloft so there is a net transport of energy
from low latitudes to high.

The essential features of this circulation are the
two closed wind patterns north and south of the
equator; they were described by Hadley as long ago
as 1735 and are known as Hadley cells. Their exis-
tence provides a rational explanation for the equa-
torial rain belts (ascending air motion) and the sub-
tropical anticyclones around 30°N or 30°S. The
subtropical highs are linked with descending air
motions, little rainfall, and hence the desert areas
on land and the deep blue and high salinity water
at sea. The associated horizontal winds are the
Trades, at the surface, and the subtropical jet
stream aloft. The subtropical jet stream is a band of
strong westerly winds in latitudes 30° to 40° at a
height of about 12 km. It arises because the air

which has risen from the equator tends to retain its
angular velocity as it moves poleward. When it
reaches 30° or so it is moving much faster toward
the east than the earth beneath it (Figures 2.9 and
2.10).

The Hadley cells provide a good explanation for
many observed phenomena, and the mechanism of
the general atmospheric circulation in low latitudes
is relatively well understood. In both hemispheres,
poleward of 30°N and S, the heat transfer is not
brought about by motions of the Hadley cell type
but by disturbances on a smaller scale. Here the
prevailing winds are westerly at all levels, unlike
those of the tropical regions where the Trade
Winds at the surface have an easterly component.
Embedded in the westerlies of middle latitudes are
the travelling depressions which provide typically
unsettled weather. They have a complicated wind
and temperature structure, such that air which is
warmer than average tends to be going poleward
and air which is colder than average tends to be
going toward the equator. On average the heat is
transferred in the required sense — from equator to
pole. The disturbed westerly regime and the com-
plex travelling depressions are essential features of
the heat transfer. The situation is obviously compli-
cated but the overall features of the general circula-
tion of the atmosphere are clear. Dynamical meteo-
rologists are using computers to simulate the
behaviour of the atmosphere, with results
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Figure 2.9 Schematic representation of features of the general circulation of the atmosphere (from Gross®).
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Figure 2.11 Schematic chart of the climatological average of the surface currents of the ocean (based on NRDC").

sufficiently life-like to make one feel that the essen-
tial physics of the situation is correct.

The winds that bring about transfer of heat and
water in the atmosphere have to be such as to con-
serve angular momentum about the Earth’s axis,
and their frictional drag at the Earth’s surface such
as to maintain the near-constancy of the rate of
rotation of the Earth. These considerations limit the
latitudinal extent of the Hadley circulation, from its
ascent at the ITCZ to latitudes between 30°N and
30°S (Figure 2.9). Poleward of this tradewind belt
the transfer of momentum, as well as that of heat
and water, is brought about by smaller scale fea-
tures such as depressions and anticyclones.

Calculations of momentum transfer using upper
air observations are analogous to those of heat and
water vapour transfer: they involve the covariance
[pVq] of the northerly and easterly components of
the wind velocity. They demonstrate that the large-
scale eddies bring about most of the required trans-
ports of momentum, except at low latitudes, where
meridional cells play an important role, especially
in the vertical exchange of momentum. The middle
latitude westerlies and the low latitude North-East
and South-East Trades are a consequence of the
conservation of angular momentum (Figure 2.10):
the westerlies have to be the stronger to keep the
rotation of the Earth constant.

Although the atmosphere and the ocean have
certain basic similarities — both are vast bodies of
fluid on a rotating Earth — their differences must
be recognised. They have marked differences in
physical properties, especially those controlling the

transmission of radiant energy, and it must be
recognised that their geometry also plays an impor-
tant role. There are no barriers in the atmosphere
which correspond to the continental barriers to the
oceans.

Momentum transfer in the ocean is less well
known but again it is found that large-scale eddies
in the ocean are important in transferring angular
momentum from strong surface currents into ocean
depths. The distribution of surface currents,
thought to be mainly wind-driven, has been com-
piled from ships’ reports of their drift from their
calculated course. The general features are shown
in Figure 2.11: although the North Pacific, and the
North Atlantic are quite different in shape they
have a rather similar current pattern, or general cir-
culation. There is an anticlockwise circulation (or
gyre) in their northern parts and a huge clockwise
one in the south. This is conspicuously asymmetric,
the currents being much stronger in a narrow
region near the western boundary of the North
Pacific and the North Atlantic (the situation in the
Indian Ocean is complicated by the seasonal varia-
tion due to the monsoon). These strong boundary
currents (the Atlantic Gulf Stream and the Pacific
Kuroshio) are the best known currents of the
ocearn.

Near the equator in all three oceans there are
two west-flowing Equatorial Currents. The South
Equatorial Current lies at or south of the equator
and the North Equatorial Current to the north of
it. In the Pacific and Indian Oceans, and in part of
the Atlantic, the two west-flowing Equatorial
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Currents are separated by an Equatorial Counter-
current flowing toward the east.

In the Southern Ocean, surrounding the
Antarctic, there is no continental barrier (though
the relatively narrow Drake Passage may have a
similar effect) and the main surface current flows
round the Earth as an east-going flow referred to as
the Circumpolar Current or as the West Wind
Drift.

It must be emphasised that the charts of ocean
currents are climatological; that is, they are based
on averages of observations made over a long time.
On any particular occasion a ship may find a cur-
rent very different from the average current por-
trayed on the Pilot Chart. This is especially notice-
able in the region of a fast western boundary cur-
rent, such as the Gulf Stream, which meanders and
changes the position of its axis in an unpredictable
way (see Figure 4.8). In such a case the climatologi-
cal chart can be misleading, for the observations at
a particular place are averaged over a long period,
irrespective of whether the current is present or
not. It can be seen that a strong narrow current
which varies in position is represented on a clima-
tological chart as a broader but slower current. In
this way, what may be called the ‘climatological
Gulf Stream’ (as represented on a time-averaged cli-
matological chart) is perhaps ten times wider, and
considerably weaker, than the Gulf Stream on any
particular occasion.

Currents at greater depth are much less well
known; the mean currents are small and are
obscured by the variability of the large-scale eddies
that have been found to be ubiquitous in the deep
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Figure 2.12 An impression of the flow pattern at 4000 m
in the ocean. The major inputs are the North Atlantic
Deep Water (NADW), which enters at the northern end
of the Western Basin of the Atlantic, and the Weddell Sea
Bottom Water, which enters from the margin of the
Antarctic continent adjacent to the South Atlantic (based
on Gross® and Broecker and Peng?).

ocean. A rough impression of the currents at
4000 m depth is given in Figure 2.12.

The estimation of meridional fluxes from trans-
oceanic hydrographic sections has provided infor-
mation on major differences between the mecha-
nisms in the North Atlantic and the North Pacific.
Study of the hydrographic section at 24°N in the
North Atlantic shows that the heat flux is mainly
due to a deep vertical-meridional cell. Warm and
relatively saline water flows north near the surface,
ultimately losing enough heat in winter to sink to
great depth and return southward. The warm Gulf
Stream water flows north near the surface but does
not return south at similar depth; only after a high-
latitude cooling process does it return to the south
as deep water. The smaller northward heat transfer
at 24°N in the Pacific is due to a nearly horizontal
circulation: relatively warm water flows north in
the Kuroshio on the western side and in the near
surface layer, loses heat in the subtropical and sub-
polar North Pacific and returns southward in the
central and eastern Pacific, at colder temperatures
but still at depths less than 800 m. Unlike the
North Atlantic, the North Pacific has no source of
deep water and its deep circulation is correspond-
ingly slower. These ocean circulation differences
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Figure 2.13 Average temperature at the sea surface in
February (from Gross®; the values are derived from
Sverdrup et al.*® and from later sources).

are consistent with the marked climatic differences
in the climate of the North Atlantic and the North
Pacific — the Atlantic is much warmer, especially at
subpolar and polar latitudes (Figure 2.13).

The climate of the ocean-atmosphere system
depends on complicated interactions between the
meridional fluxes, brought about by motions of rel-
atively large scale, and the near-surface vertical
fluxes, brought about by motions on a much small-
er scale in the complicated turbulent interacting
air-sea boundary layer. Processes that determine
the properties of the ocean take place at its surface:
the resulting horizontal transfers within it are such
as to maintain the surface sources and sinks. How
this is done is the central problem for observational
and theoretical oceanographers alike. It is the tar-
get for those making computer models of the ocean
and especially for those attempting to model the
coupled ocean and atmosphere: they have great dif-
ficulty in matching the horizontal motions in the
two media to the flux of heat and water between
them.

The Coupled Atmosphere—Ocean
Boundary Layer

Most of the atmosphere and most of the ocean,
most of the time, can be treated as frictionless and
adiabatic. But in some places there are vital process-
es that are more complicated: clouds, fronts in the
atmosphere and the ocean, and especially the turbu-

lent boundary layers which exist near the Earth’s
surface and at the sea floor. Most important is the
coupled boundary layer of the atmosphere and
ocean which occupies a layer typically 1 km in
height above and 100 m in depth below the sea sur-
face. This is a region in which many energy
exchanges and transformations take place, processes
which determine the properties of the ocean and
many of those in the atmosphere. Two processes of
the air—sea boundary layer are of particular impor-
tance: the production of vertical velocities and the
transfer of boundary layer air to the less turbulent
free atmosphere above, and of boundary water to
the less turbulent deep ocean below.

The frictional stress of the wind on the sea sur-
face, on a rotating Earth, drives a mass transport to
the right (left) of stress direction in the northern
(southern) hemisphere. If the stress varies from
place to place it produces convergences or diver-
gences that lead to vertical motion (Figure 2.14); a
similar effect happens in the atmosphere. The
resulting vertical motions are fundamental to the
general circulation of the atmosphere and ocean
through their effect on the vorticity balance (see
Box 2.1). In the atmosphere they lead to the forma-
tion of cloud and rain, complications that are not
present in the ocean. In the ocean, however, verti-
cal motions (usually smaller than those due to wind
stress) are also produced by the difference between
Evaporation and Precipitation (E-P). Evaporation
and precipitation are also fundamental to the near-
surface energy exchanges and so to establishing the
properties of the lower atmosphere and the upper
ocean. These properties are communicated, by
complicated and little understood processes, to the
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Box 2.1. The Vorticity Balance of the Ocean

All the large-scale flow in the atmosphere and ocean is affected by the rotation of the Earth. The rela-
tively small-scale flows encountered in bathroom, kitchen, or laboratory are dominated by other
forces, so the effect of the rotation of the Earth is beyond our usual experience. The flow patterns it
produces in the atmosphere and ocean sometimes seem bizarre.

The basic notion is one of the vorticity, or spin, which anything on a rotating globe must have. If
one imagines a man standing astride the North Pole, for example, it is obvious that he will be rotating,
or spinning, about his own axis, at the same rate as the Earth — once per day. If the same man now
stands astride the equator, the Earth continues to rotate about its axis but he no longer rotates about
his. His local rate of rotation or spin is zero. So the spin which affects anything on the Earth is zero at
the equator and increases to one revolution per day at the poles.

In these examples, our hypothetical man — we could equally have considered a parcel of fluid — was
at rest relative to the Earth. He — or the fluid — could also have been rotating on his own axis relative to
the Earth. The total spin is obviously made up of two components — the spin relative to the Earth and
that due to the rotation of the Earth beneath it. It is a difficult but important concept — important
because, in relatively shallow fluids like the atmosphere and the ocean, a body of water moves in such
a way that its total spin, its vorticity, stays constant.

The vorticity relative to the Earth of a column of fluid increases if it is stretched: the stretching
decreases the diameter and the rotation increases to conserve the column’s angular momentum.
Conversely shrinking the column increases the diameter and the vorticity decreases. The spinning of
an ice skater provides a familiar example. To maintain its total vorticity constant, on the rotating Earth,
a shrinking column must move equatorward and a stretched column poleward.

In the upper ocean shrinking and stretching are brought about by a vertical gradient of vertical
velocity, produced near the surface by wind-stress convergence (Figure 2.14), and by E-P. Over much
of the North Atlantic the wind distribution is such as to produce shrinking, so motion toward the equa-
tor. The E-P distribution is such as to produce stretching, so poleward motion of smaller magnitude.
The resulting southward transport leads to the westward intensification of wind-driven currents, the
necessary poleward return flow being accomplished in narrow western boundary regions — like the
Gulf Stream — whose dynamics are more complicated.

In the deep ocean there is a very slow upward velocity to compensate for the sinking of deep water
at high latitudes. This stretches the water column, and would be expected to produce generally north-
ward transport with equatorial return flow being confined to a narrow region on the western bound-
ary. Such western boundary currents are observed but the northward transport is obscured by the

large-scale eddies and by the effects due to sea floor topography.

Wind
stress

Near-surface

mass transport A Balancing
* Coriolis Force
CONVERGENCE
, (downward motion)
¥
Balancing Near-surface

Coriolis Force mass transport
§ DIVERGENCE
Wind (upward motion)
stress

Wind
stress

Near-surface
mass transport

'S Balancing
Coriolis Force

Figure 2.14 The balance of forces in the upper 50 m of
the ocean produces a depth mean transport at right angles
to the wind stress (to the right in the northern hemi-
sphere). Variations of wind stress from place to place pro-
duce convergence or divergence in the surface layers and
corresponding vertical velocities below the surface.
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air above and to the water below the coupled
boundary layer: they determine the properties of
the atmospheric airmasses and the oceanic water-
masses.

Unfortunately knowledge and understanding of
the complicated boundary layer processes is very
poor. There is some empirical information about
the marine atmospheric boundary layer, especially
its lowest 100 m or so (which allows the climato-
logical estimates of heat transfer and evaporation)
but uncertainty remains about the interaction of
wind and waves. Processes near the top of the
marine atmospheric boundary layer, where there is
frequently cloud, are much less understood. In the
upper layers of the ocean surface waves make
observations difficult: there is a need for more
information on the effect of spray and of bubbles,
as well as on the living and non-living particulate
matter that determines the transparency and the
absorption of solar radiation. The transfer proper-
ties of the helical (Langmuir) circulation (Figure
2.15) are still uncertain. In both atmosphere and



2: The Atmosphere and the Ocean

Figure 2.15 Helical (Langmuir)
circulations in the upper layers
of the ocean producing wind-
rows of floating material on the
surface.

ocean we need a reliable way of predicting the ver-
tical extent of the boundary layer and a better
understanding of how fluid is transferred from the
boundary layer to the free atmosphere and the deep
ocean. The problems are technically demanding,
and the theory underlying them notoriously diffi-
cult, but an improved knowledge of the coupled
air-sea boundary layer is vital to our need to
understand and to model the atmosphere and the
ocean.

Climate Studies

Numerical modelling of the atmosphere is already
well advanced, both for weather forecasting and
for simulating climate and climatic change. Ocean
modelling is advancing rapidly as increasing com-
puter power allows finer resolution to represent
ocean eddies, which are smaller than atmospheric
disturbances (see Chapter 4). The discrepancies
between meridional flux estimates using different
methods should soon be clarified: the ERBE project
continues, more trans-oceanic hydrographic sec-
tions are being made, and there is the prospect of
improved atmospheric flux estimates. The results
will provide valuable constraints and tests of cli-
mate models simulating a coupled atmosphere and
ocean.

Near-surface meteorological observations are
vital as input to weather forecast models and for the
verification of climate models. Their calcula-
tion relies on realistic simulation of the
atmosphere—ocean boundary layer, but rapid
progress in our knowledge of this complicated region is
not to be expected. There is also a great need for better
observation (preferably from space) and improved
simulation of precipitation.

The difference between evaporation and precipi-
tation (E-P) is important as providing a vertical
velocity and affecting the vorticity balance, and it

<— Surface streak —

provides an input (a haline buoyancy flux) to the
surface buoyancy flux which is sometimes compa-
rable to that of the thermal buoyancy flux. It has
been suggested that climatic freshening of high-lati-
tude surface water could stop the formation of
deep water in the North Atlantic: the overturning
meridional cell is thought to be very sensitive to the
freshwater flux. Recent estimates show that the
thermal buoyancy flux dominates the haline buoy-
ancy flux at high latitudes, suggesting that large
changes in (E-P) would be needed to bring about
what has been called the ‘haline catastrophe’.
However the effect of continental run-off, and
especially of the freezing and melting of ice (Figure
2.16) could be significant, especially in the areas

1 Average extent
of

permanent ice

Figure 2.16 Chart to indicate the extent of permanent
and winter ice in the Arctic (from Oceanus, 37, 2, 1994).
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where deep water formation now occurs. There is
increasing evidence that both (E-P) and thermal
changes are closely connected to changes in ocean
circulation, and so to climate on decadal and
longer time-scales. The problem requires an
improved understanding of how the motions of the
atmosphere and the ocean maintain the sources and
sinks of heat and water, and of the coupling
between the large scale horizontal winds and cur-
rents and the small scale turbulent transfer process-
es of the coupled air-sea boundary layer.

General References

Gill, A.E. (1982), Atmosphere—~Ocean Dynamics, Academic
Press Inc., Orlando.

Gross, M. Grant (1992), Oceanography, a View of Earth,
Simon and Schuster, Englewood Cliffs, New Jersey.

Peixoto, J.P. and Oort, A.H. (1992), Physics of Climate,
American Institute of Physics (AID Press), Woodbury,
New York.

References

1. Barkstrom, B.R., Harrison, E.F., and Lee, R.B. (1990), Earth
Radiation Budget Experiment: preliminary seasonal
results, EOS, 71, 297-305.

2. Baumgartner, A. and Reichel, E. (1975), The World Water
Balance, Elsevier, New York.

3. Broecker, W.S. and Peng, T.-H. (1982), Tracers in the Sea,
Lamont-Doherty Geological Observatory, Columbia
University, New York.

4. Bryden, H. (1993), Ocean heat transport across 24°N lati-
tude, in Interactions Between Global Climate Sub-
systems: the Legacy of Hann, McBean, G.A. and
Hantel, M. (eds), Geophysical Monographs, 75,
65-75.

5. Ellis, J. and Vonder Haar, T.H. (1976), Zonal Average Earth
Radiation Budget Measurement from Satellites,
Atmos. Sci. Papers 240, Colorado State University,
Fort Collins, Colorado.

6. Gross, M. Grant (1992), Oceanography, a View of Earth,
Simon and Schuster, Englewood Cliffs, New Jersey.

7. Gruber, A. (1978), Determination of the Earth—Atmosphere
Radiation Budget from NOAA Satellite Data, NOAA
Tech. Rep. NESS 76, Washington DC.

40

8. Jacobwitz, H., Smith, W.L., Howell, H.B., and Hagle, F.W.
(1979), The first 18 months of planetary radiation
budget measurement from the Nimbus-6 ERB experi-
ment, J. Atmos. Sci., 36, 501-507.

9. Masuda, K. (1988), Meridional heat transport by the atmos-
phere and the ocean: analysis of FGGE data, Tellus,
40A, 285-302.

10. Michaud, R. and Derome, J. (1991), On the mean meridion-
al transport of energy in the atmosphere and oceans
as derived from six years of ECMWEF analyses, Tellus,
43A, 1-14.

11. Nieburger, M., Edinger, J.G., and Bonner, W.D. (1982),
Understanding our Atmospheric Environment, W.H.
Freeman and Company, San Francisco.

12. NRDC (1946), Summary Technical Report, Division 6,
Office of Naval Research, Washington DC.

13. Oort, A.H. and Peixoto, J.P. (1983), Global angular
momentum and energy balance requirement from
observations, Advances in Geophysics, 25, 355-490.

14. Peixoto, J.P. and Oort, A.H. (1983), The atmospheric
branch of the hydrological cycle and climate, in
Variations in the Global Water Budget, Street Perrott,
A. (ed.), pp 5-65, Reidel, Dordrecht.

15. Schmitt, R.W. (1994), The Ocean Freshwater Cycle, JSC
Ocean Observing System Development Panel, Texas
A&M University, College Station, Texas.

16. Schmitt, R.W., Bogden, P.S., and Dorman, C.E. (1989),
Evaporation minus precipitation and density fluxes
for the North Atlantic, J. Phys. Oceanogr., 19,
1208-1221.

17. Schmitt, R.W. and Wijffels, S.E. (1993), The role of the
ocean in the global water cycle, in Interactions
Between Global Climate Sub-systems: the Legacy of
Hann, McBean, G.A. and Hantel, M. (eds),
Geophysical Monographs, 75, 77-84.

18. Stephens, G.L., Campbell, G.C., and Vonder Haar, T.H.
(1981), Earth radiation budgets, . Geophys. Res., 86,
9739-9760.

19. Sutcliffe, R.C. (1966), Weather and Climate, Wiedenfield
and Nicolson, London.

20. Sverdrup, H.U., Johnson, M.W., and Fleming, R.H. (1942),
The Oceans, their Physics, Chemistry and Biology,
Prentice Hall, New York.

21. Vonder Haar, T.H. and Ellis, J. (1974), Atlas of Radiation
Budget Measurements from Satellites, Atmos. Sci.
Papers 231, Colorado State University, Fort Collins,
Colorado.

22. Wijffels, S.E., Schmitt, R.W., Bryden, H.L., and Stigebrandt,
A. (1992), Transport of fresh water by the oceans, J.
Phys. Oceanogr., 22, 155-162.



CHAPTER 3:

The Role of Ocean Circulation
in the Changing Climate

N.C. Wells, W.J. Gould, and A.E.S. Kemp

Overview of Climate System

The relatively warm and stable climate which we
have had for the past 10,000 years, since the end of
the most recent glaciation, has been essential for
the evolution of cultivated crops, which led to the
development of human settlements rather than to a
nomadic existence, and hence to the development
of civilisation.

Recent research has shown that changes in
ocean circulation played a key role in controlling
climate change and regulating the glacial-inter-
glacial cycles that have been a hallmark of the
northern hemisphere climate for the past 2 million
years. Understanding the nature of this link
between ocean circulation and climate change is
now a key goal of research in this area. In particu-
lar, the identification of periods of very rapid cli-
mate change in the recent past has given a new
urgency to these studies.

The measurement of climate change by scientific
instruments dates back to the invention of the ther-
mometer by Galileo in the sixteenth century. It
was, however, not until considerably later that sys-
tematic methods were applied to the measurement
of temperature and rainfall, which allowed the con-
cept of climatology to develop. These measure-
ments have been and are unevenly distributed over
the globe, with the majority covering the landmass-
es and, particularly, the well-populated areas of the
northern hemisphere. The oceans, covering nearly
71% of the Earth’s surface, have not been neglect-
ed; indeed, one of the first responsibilities of the
UK Meteorological Office, when it was formed in
1854, was to implement the systematic recording of
surface observations from commercial ships plying
the trade routes of the world. Despite such efforts,
measurements in the southern hemisphere, particu-
larly over the Southern and Indian Oceans, remain
rather sparse. We shall see demonstrated that these
poorly observed oceans are a key element in the
Earth’s climate.

Recent interpretation of ice cores from
Greenland" has shown that the climate system is
not as stable as was once thought and may undergo
extremely rapid changes (e.g., 5-7°C in a decade).
As we concern ourselves with possible man-made

influences on climate, one of our great challenges in
the closing decade of the twentieth century is to
measure and understand natural climate variability
across the globe, together with the role played by
the oceans.

Given the limitations of the observing network,
where does our scientific evidence for climate
change over longer periods come from?

Indirect evidence in ice cores from Antarctica and
Greenland, and from sediment cores studied during
the CLIMAP (Climate: Long Range Interpretation,
Mapping, and Prediction) initiative and, more
recently, from the Ocean Drilling Programme, have
provided reliable indicators of past climate varia-
tions. The measurement of the air trapped in the
Vostok ice core, from Antarctica, has revealed the
levels of carbon dioxide from the most recent inter-
glacial period (circa 125,000 years BP) to the pre-
sent day'®, and thus has given a benchmark from
which the more recent anthropogenic contribution
can be determined. Measurements of oxygen iso-
tope ratios, contained in bubbles trapped in the ice,
are now known to be a proxy for air temperatures
(see Chapter 8, Box 8.3). Recent analyses of ice
cores from Greenland have thus provided time
series of temperature from the most recent inter-
glacial to the present day. This has shown that the
climate over the last 5,000 years has been remark-
able for its stability. The ice cores also provide evi-
dence for rapid changes in climate during the previ-
ous interglacial, from temperatures similar to those
of today to glacial conditions on the remarkably
short time-scales of decades to centuries (see later).

Evidence of longer-term changes, those over mil-
lions of years, are found in marine sediments (see
Chapter 8). The glacial and interglacial cycles that
occurred during the last 2 million years have been
linked to variations in solar radiation, associated
with variations of the orbital parameters of the
Earth around the Sun, known as Milankovitch
cycles. Longer-term changes may be associated
with the different configurations of the oceans and
continents, due to continental drift, and with varia-
tions in continental uplift and mountain building.

In addition to these interpretations of past cli-
mate we now have new powerful methods which
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are being applied to understanding how the Earth’s
climate works. These methods are based on an
understanding of the different ‘components’ of the
climate system (air, water, and ice), and the interac-
tions between them (Figure 3.1).

Each component responds to change over differ-
ent periods of time. The atmosphere takes the
shortest time (of the order of a week to a month) to
communicate changes throughout its mass, because
winds are very much faster than ocean currents and
mixing through turbulence is efficient. The domi-
nant time-scale of the ocean is of the order of
weeks to seasons in the surface layers and decades
to centuries at abyssal depths. The ice caps of
Antarctica and Greenland are excellent measures of
longer-term change as they grow slowly on time-
scales of centuries to millennia.

Mathematical computer models of each one of
the components, bounded, constrained, or driven by
interactions with others, allow a deeper understand-
ing of both the components themselves and their
interactions with one another. For example, mathe-
matical models of the ocean (see Boxes 3.1 and 3.2)
are based on the dynamical laws which govern the
behaviour of the ocean. These ocean models can
reproduce the large-scale, wind-driven circulations
of the ocean basin gyres, and the deep vertical trans-
ports, or overturning, of the thermohaline circula-
tion of the oceans driven by cooling at polar lati-
tudes. The advent of faster, more powerful comput-
ers has allowed models to reproduce some of the
smaller (ca 100 km), energetic ocean eddies (see
Chapter 4), which are important for both the trans-
port of heat and fresh water in some regions of the
world’s oceans and for the maintenance of the large
ocean circulations. Observations are always needed
to initialise and test the models, but while relatively
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showing the roles of land, atmosphere, oceans, and sea ice.

abundant observations are available for the atmos-
phere, comprehensive, synoptic ocean measure-
ments are few and far between. The World Ocean
Circulation Experiment (WOCE; see later) will pro-
vide critical ocean measurements, such as heat and
fresh water transports, on a global scale.
Improvements in our ability to model the various
components of the climate system will allow the
development of more comprehensive climate models
in which the components are coupled together.
These models will aid our interpretation and under-
standing of the complex climate system, as well as
providing predictions of socioeconomic importance.

The Role of the Ocean in Climate

The ocean and atmosphere together transfer heat
from the tropics to the polar regions, at a rate of the
order of 5 PW at 30°N, (equivalent to the output of
5 million large power stations) in order to balance
the deficit of incoming radiation in the mid-latitudes
and polar regions with the excess of radiation in the
tropics. The partition of this transfer between
atmosphere and ocean is not well-determined, but
recent ocean measurements at 24°N have shown
transports within the ocean of the order of 2 PW; a
value which is comparable with the atmospheric
flux at this latitude (Figure 3.2)"; see Chapter 2 for
further discussion.

The oceanic component of the heat flux is pro-
vided by ocean currents, which have much longer
time-scales (of the order of 10 years for the wind-
driven subtropical gyres and of many decades to
centuries for the vertical overturning thermohaline
circulation) than the atmosphere. When one con-
siders that a 2.5 m deep layer of sea water covering
the globe has the same thermal capacity as the
entire atmosphere, it can be appreciated that the
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Figure 3.2 Poleward transfer of heat by: (a) ocean and
atmosphere together (T,+T7,), (b) atmosphere alone (T,),
and (c) ocean alone (T,). The total heat transfer (a) is
derived from satellite measurements at the top of the
atmosphere, that of the atmosphere alone (b) is obtained
from measurements of the atmosphere, and (c) is calculat-
ed as the difference between (a) and (b) (1 PW = 10" W).
(Based on Carrissimo et al.’; results from other investiga-
tions are added for comparison.)

oceans make a very important contribution to the
stabilisation of our climate system.

While, overall, the oceans transfer heat pole-
ward, they also exchange heat between ocean basins
in a more complex fashion. For instance, the North
Atlantic Ocean loses more heat to the atmosphere
than it gains from incoming radiation, so there has
to be a net heat transfer from the Pacific and Indian
Oceans into the South Atlantic Ocean and thence to
the North Atlantic to compensate for this deficit.
The thermohaline circulation, driven by the produc-
tion of denser water at polar latitudes, is a mecha-
nism by which heat is transferred within and
between ocean basins. The oceans are interconnect-
ed by what has come to be known as The Global
Thermohaline Conveyor Belt (Figure 3.3)".
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Figure 3.3 Schematic views
of two versions of the ‘con-
veyor’ circulation of the
oceans. Warm water associ-
ated with the surface and
intermediate waters of the
oceans (upper 1000 m) fol-
lows a pathway toward the
northern North Atlantic
Ocean, where it is subjected

to intense winter cooling.
This leads to the formation
of cold North Atlantic deep

water, which spreads south-
ward into the Southern
Ocean and returns to the
Pacific Ocean. The convey-
or is responsible for a north-
ward transfer of heat
throughout the whole of the
Atlantic Ocean. (a) The
upper water moving east-
ward from the Pacific into
the Atlantic. (b) The upper
warm water moving through
the Indonesian Archipelago
into the Indian Ocean and
thence into the Atlantic
Ocean.
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Figure 3.4 An estimate of the transfer of fresh water (x 10° kg/s) in the world oceans. In general, in polar and
equatorial regions precipitation and river run-off exceed evaporation and hence there is an excess of fresh water, while
in the subtropical regions there is a water deficit. A transfer of fresh water is required from the regions of surplus to the
regions of deficit. For example, in the North Atlantic, there is southward flow of 950,000 t/s (t = metric tonne) of fresh
water at 60°N, while at the equator the southward flow is 690,000 t/s — hence 26,000 tonnes of fresh water per second
are evaporated in the North Atlantic. It can be seen that fresh water is exported from the North Pacific to the North
Atlantic, through the Arctic Ocean. F, and F, refer to the fresh water fluxes of the Pacific-Indian throughflow and of
the Antarctic Circumpolar Current in the Drake Passage, respectively.

The ocean also transports fresh water around the
globe, another key element of the global conveyor
(Figure 3.4). The total mass of salts in the ocean
remains unchanged on time-scales shorter than geo-
logical time. In contrast, the fresh water content of
the oceans changes in response to precipitation,
evaporation, freezing and melting of ice, and run-off
from the land. All these factors influence the dilu-
tion or concentration of ocean salt, and hence the
salinity. Differences in the input of fresh water into
the ocean, from one region to another, have to be
balanced by a horizontal transport of fresh water by
ocean currents and by sea ice in polar regions.
Generally, in the subtropics there is a deficit of fresh
water which is reflected in higher surface salinity,
while in the higher latitudes there is an excess of
fresh water and a lower surface salinity. The North
Pacific Ocean is less saline than the North Atlantic,
because of lower evaporation, and therefore is a
source of fresh water. This water, in turn, is trans-
ported into the North Atlantic by the conveyor cir-
culation, to make up for the deficit there.

The density of sea water depends on tempera-
ture and salinity. Heating or a decrease in salinity
will decrease the density, while cooling or an
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increase in salinity will increase the density. The
low salinity layer at the surface of the North Pacific
maintains a stable stratification (low density at the
surface), which cannot be destabilised (i.e., made to
have a higher density at the surface than deeper in
the water column) by surface cooling in the present
climate state. Hence, there is no significant deep
convection in the North Pacific and, consequently,
little formation of cold deep water. By contrast, the
northern North Atlantic, with a higher surface
salinity, is destabilised by winter cooling, and pro-
duces deep cold watermasses by vertical convec-
tion. Polar watermasses, formed in the Green-
land/Norwegian sea and, to a lesser extent, in the
Arctic Ocean, also enter the North Atlantic and
provide additional cold deep water. The transport
of ice from the Arctic Ocean provides an additional
source of fresh water to the North Atlantic, which
through its variability can modulate the surface
salinity on decadal time-scales™.

Evidence of Climate Change in the Ocean

Despite its high thermal capacity, the ocean responds
to exchanges of heat, fresh water, and momentum
with the atmosphere on a range of time-scales from
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a day and shorter right up to geological scales
(glacial and interglacial periods of 10,000-100,000
years; see Chapter 8). The thermal inertia of the
ocean, however, means that oceanic changes are of
much smaller amplitude than those seen in the
atmosphere, but nevertheless they are easily measur-
able on daily to seasonal scales and, with care, on
decadal scales. The state of the ocean at any time is
predominantly a result of exchanges with the atmos-
phere over the previous 100 years or so.

By far the longest time series of ‘oceanographic’
measurement is that for sea level (Figure 3.5).
Measurements made for the prediction of tides go
back over 100 years and, after the tidal signal is
removed, show long-term trends, rising in some
places, in others falling. It has to be remembered that
sea level is measured relative to a fixed point on land,
so the changes seen are a summation of changes in
true sea level (due primarily to thermal expansion of
the water, and melting of glaciers and ice caps) and
the not insignificant vertical movement of the land
(isostasy). This movement can be caused by
‘rebound’ after release from the covering of ice dur-
ing the most recent glacial period or by tectonic activ-
ity. Unravelling the changes due to each individual
factor is difficult” and yet the prediction of sea level
change is of immediate and practical importance to
low-lying areas and, in particular, to the inhabited
coral atolls of the Pacific and Indian Oceans.

Figure 3.6 Timing of the propagation of the ‘Great
Salinity Anomaly” around the North Atlantic.

Figure 3.5 Long-term changes in annual mean sea level
at selected ports. The general upward trend is seen at all
but one station. The downward trend in sea level at Sitka,
Alaska, is due to the vertical movements of the land at
which sea level is measured (see text). The global mean
sea level rise is estimated to be about 1-3 mm/year.

Measurements of temperature and salinity with
useful accuracy have only been available for the
past 50 years or so, and there are few places where
high-quality measurements have been made over
several decades. This severely limits our ability to
directly measure climate-scale change in the ocean.

At the surface of the ocean there is a great deal of
temperature variability caused by daily and seasonal
heating and cooling, so here salinity is a better indi-
cator of decadal change. Salinity records made in the
area west of Scotland show a remarkable decrease
that lasted from 1973-1979, with the lowest values
in 1975. The lowest value deviated from the average
by almost four times the typical variability.

Subsequent analysis of other salinity data from
around the Atlantic showed that this salinity
change, now referred to as the ‘Great Salinity
Anomaly’, was not confined to Scottish waters, but
was a phenomenon that took over 10 years to
propagate around the North Atlantic (Figure
3.6)'""%, There is still much conjecture about the
cause of the ‘Great Salinity Anomaly’. Recent evi-
dence has suggested that in the 1960s an unusually
large export of ice into the North Atlantic from the
Arctic Ocean may have caused the low salinity

§X

=S

‘J‘/ﬁ:\\‘

— 4\

A
Y 1977{

j}' 976 \1978

1979

45

3.6



N.C. Wells, W.]. Gould, and A.E.S. Kemp

(@)
500

1,000

=
<
°©
= 1,500
g
2 2,000 Rockall
<] Plateau
& 2,500
Mid-Atlantic
3,000 Ridge
1 1 1 1 1 1
40° 35° 30° 25° 20° 15° 10°W
® O

500
1,000
1,500

2,000

Pressure (dbar)

2,500

3,000

Figure 3.7 Cooling (blue areas, °C) along the section of
the subpolar North Atlantic between northwest Europe
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anomaly, which suppressed deep convection for
more than a decade’.

Whatever the cause, the significance of such
changes cannot be over-emphasised. The global ther-
mohaline conveyor belt is driven by deep convection
in high latitudes and salinity is, in many cases, the
controlling factor that decides whether such deep con-
vection is possible. In simplified terms, fresher water
at the surface results in the formation of an insulating
layer of ice in winter, rather than plumes of dense cold
saline water. So it is possible that extreme salinity
anomalies could be responsible for the transitions
between glacial and interglacial episodes. We give an
example of this in the next section.

In the interior of the ocean, patterns of tempera-
ture and salinity change have been determined in
three ways, from time series at fixed stations, by
the subtraction of averages of values accumulated,
say, over one decade from those in another decade,
and from the comparison of repeated sections (lines
of measurements across an ocean). Each of these
techniques has its drawbacks. There are very few
time series stations (Bermuda, Hawaii, and off the
West Coast of Canada), the decadal averages are
subject to errors of non-uniform spatial sampling,
and the sections are instantaneous pictures that are
contaminated by the presence of energetic transient
eddies (see Chapter 4).

Despite these limitations, results from each of
these lead to the conclusion that temperatures in
the ocean change by a few tenths of a degree over a
typical 10-year time-scale. The changes are largest
in the upper part of the water column and decrease
with depth (see Figures 3.7 and 3.8). The horizon-
tal areas of such changes are large, comparable to
the width of an ocean basin'**’,

Thermobaline Catastropbes
and the Younger Dryas

During the most recent ice age, the North Atlantic
component of the Global Thermohaline Conveyer
was partially shut down and the ocean is thought
to have operated in a different mode to that of the
present day. The northern North Atlantic was con-
siderably cooler and the transport of the North
Atlantic current (the northward extension of the
Gulf Stream) much reduced (Figure 3.9). The
North Atlantic component of the conveyer was
reactivated at the end of the most recent glaciation,
at about 14,000 years BP.

Recent research on deep-sea sediment cores has
shown that this reactivation of the conveyer was
not without hiccups! Part of this conveyer stopped
abruptly at about 11,000 BP - a period known as
the Younger Dryas®. This led to a catastrophic
cooling of the North Atlantic region and caused the
build up of small glaciers in the British mountains
in what geographers call the Loch Lomond glacial
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re-advance. This cooling only appears to have last-
ed a few centuries, but it developed very rapidly
over decades. There are several theories about what
exactly led to the shut down of the conveyer. One
view is that a sudden influx of fresh melt-water
from the Laurentide ice sheet into the North
Atlantic could have stabilised the vertical stratifica-
tion and reduced the rate of formation of North
Atlantic deep cold water. This, in turn, could have
shut down the North Atlantic conveyor circulation,
resulting in a cooling of the surface waters of the
northern North Atlantic®.

The effect of changes in fresh water fluctuations

Figure 3.10 A theoretical model for oscillations of the
ocean conveyor belt, continental ice volume, surface
water flux, and Atlantic Ocean salinity as a function of
time (1 unit = 1000 years). The oscillator model is based
on bi-stable states for the conveyor circulation [(see
Figure 3.9(a)l. When the conveyor circulation is turned
off, northward heat transfer is reduced and cools (a),
which results in a growth in ice volume (b). The reduced
export of salt from the Atlantic, because of the ‘turning
off” of the conveyor circulation, causes an increase of
salinity (c). The salinity increases to a threshold value, at
which point the deep overturning of the northern ocean
occurs, and the conveyor circulation is ‘turned on’ again.
The continental ice volume (b) decreases, because of the
increase in melting associated with the increased north-
ward heat flux into the North Atlantic. With more melting
and a greater export of salt (due to the ‘turning on’ of the
thermohaline circulation), the Atlantic salinity decreases.
These oscillations have a period of the order of 1000
years — the thermohaline circulation time-scale. (Based
on Birchfield and Broecker?.)

Figure 3.9 (a) The ‘present-day’ North Atlantic with a
vigorous conveyor (thermohaline) circulation, and a large
northward transfer of heat. (b) The ‘ice-age’ North
Atlantic with a weak conveyor (thermohaline) circula-
tion, and a reduced northward heat transfer. The northern
North Atlantic was therefore cooler and fresher than the
‘present-day’ ocean. The extended sea-ice cover is asso-
ciated with a fresher surface layer, which stabilises the
water column and inhibits deep convection.

on the thermohaline system is an example of posi-
tive feedback. The fresh water input weakens the
thermohaline circulation, which makes the circula-
tion more susceptible to further weakening. This
process has been investigated in recent years using
mathematical models of ocean circulation. The
models show that there are a number of different
states of the thermohaline circulation, some of
which are stable (Figure 3.10). There are, however,
transitions between stable states, which occur over
periods as short as 40 years’. It has been speculated
that the present North Atlantic Ocean may be close
to one of these transitional states, of which the
Younger Dryas is an example. One study has sug-
gested that the transition between states is not nec-
essarily symmetrical. The change from strong to
weak thermohaline circulation may be more rapid
(40 years) than the re-establishment of the strong
circulation (500 years). Further study of the
Younger Dryas and similar events in the palaeocli-
mate record may give us important clues to the
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likely response of the present-day thermohaline cir-
culation in the North Atlantic to global warming
(remaining stable or “flipping’ to another state).

Monitoring Climate Change

So we know there are changes in the ocean that
occur over periods of tens of years. Similarly, we
suspect that effects of this type may be implicated
in longer-period and more extreme (glacial and
interglacial) changes. We have now to ask the ques-
tion whether anthropogenic activities can be detect-
ed in the ocean and whether new technologies can
help us to observe the ocean better.

There is at least one case in which repeated
observations in the ocean seem to point to a man-
made effect. The western Mediterranean Sea is an
interesting ‘laboratory’ in which the process of
deep water convection can be observed in condi-
tions that are less hostile than those found in the
high Arctic and Antarctic. The product of western
Mediterranean convection is a homogeneous,
warm, saline watermass that ultimately leaves the
Mediterranean and enters the North Atlantic
through the Straits of Gibraltar. Measurements of
the properties of this water have been made since
early in the twentieth century, since when they
show that the temperature, salinity, and density of
the watermass have increased slowly up to the mid-
1950s and more quickly thereafter, Figure 3.11.
This change has been attributed to a reduction of
fresh water inflow into the Mediterranean caused
by the damming of the Nile and those rivers flow-
ing to the Black Sea™.

The detection of anthropogenic effects in the
open ocean is much more difficult. We know little
about the inherent ocean variability, so detection
requires a long-term commitment to systematic and
careful monitoring of the state of the oceans. This
has been embarked upon already in the WOCE.
Over the period from 1990-1997, this experiment
will provide a ‘snapshot’ of the state of the oceans
(Figure 3.12), including the distribution of physical
and chemical properties and an assessment of the
role of ocean circulation in the transport of heat
and water. The WOCE measurements, Figure 3.13,
are being used to test and improve ocean models
running on some of the largest computers now
available'.

WOCE will produce a baseline picture of the
oceans against which future measurements can be
compared. Such future measurements will be made
by the Global Ocean Observing System (GOOS),
the ocean element of a Global Climate Observing
System (GCOS). WOCE observations are based on
the use of expensive and sophisticated research
ships, and these cannot be expected to provide
much longer-term routine monitoring; to do this
we must look to other techniques.
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Figure 3.11 Changes in (a) temperature and (b) salinity of
the western Mediterranean deep water (WMDW) during
the twentieth century.

We already have some elements of a monitoring
system in place. Sea level from coastal stations can be
monitored centrally in real time and is used to
analyse and predict the progress of El Nifio events in
the Pacific (see later). Satellite-tracked drifters as indi-
cators of surface currents are becoming more and
more reliable and can measure not just water move-
ment, but also temperature, salinity (being devel-
oped), and meteorological parameters (see Chapter
19). Many merchant ships are equipped to measure
temperature using expendable bathythermographs to
provide a set of observations of subsurface tempera-
ture; but these cover only the major trade routes and
contribute almost nothing over the remainder of the
globe.

At present, satellites provide the only global rou-
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Figure 3.12 The WOCE hydrographic survey grid. Physical and chemical properties will be measured from surface to
sea bed every 50 km along the red lines between 1990-1997.
! \ A R Ry 3.13
i _J/Il_i\(f ’ “‘&:‘3 .
ot Js,_\_-v-’ {
a0 + \
‘6’5‘;{’ S
- N (
N i.,
0 o - -
P
- T bl
' -] -
o 0 .'{w'l'h-ac:y— " ,,:. i.r'
iz ' S
=20 {?' |:
; {
) o 55T 55y Lon,a]
-40 d = f 1
= .T ' ,(%
el 1N .
I~ “‘k“_ié:_ &S
ol S i
T i"é'ji
_‘__/‘-’ - e T e EED i
|0 . % é\."" ' = == ke
140 160 180 200 220 240) 260 780 3
Longitude

Figure 3.13 The tracks of subsurface ALACE (Autonomous LAgrangian Circulation Explorer) floats
deployed in the Pacific Ocean during WOCE. The floats drift with the currents at a predetermined depth,

surface every 20 days to transmit their position and data to a
depth. This illustrates data points over 2.5 years.

satellite, and then return to their programmed
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Figure 3.14 Sea surface topog-
raphy from the Topex—Poseidon
satellite altimeter. The range is
from —180 cm to +140 cm. Most
prominent is the large surface
height change across the
Antarctic Circumpolar Current
and the clear shape of the North
Atlantic and North Pacific ocean

gyres.

tine monitoring capability (e.g., Figure 3.14), but
what they can observe about the ocean is limited to
surface temperatures and sea surface elevations.
However, they do this well (to an accuracy of 0.5°C
and less than 5 cm) and will continue to be part of
any future ocean monitoring scheme.

For measurements of the interior of the ocean,
new techniques will need to be developed (see
Chapter 19). The UK is developing unmanned,
autonomous submersibles, capable of carrying out
many of the observations presently made from
research vessels. Such vehicles would be capable of
traversing entire ocean basins and making measure-
ments from surface to sea bed on a regular basis
(Figure 3.15).

Another novel technique is even now being
deployed in the Pacific with a view to measuring

Figure 3.15 An artist’s
impression of the AUTOSUB
vehicle carrying out a trans-
oceanic hydrographic survey
mission. The project involves
the development of a very
low drag body, an efficient
propulsion system, sensors
that can retain their accuracy
over long missions, and
deployment and recovery sys-
tems, as well as navigation
and data telemetry schemes.
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ocean temperatures routinely. ATOC (Acoustic
Thermometry of Ocean Climate; see Figure 19.30)
relies on the fact that sound can be transmitted
over vast distances in the ocean, and that the speed
of sound in sea water is, at any given pressure, pre-
dominantly dependent on temperature. An experi-
ment in 1991 transmitted sound from Heard Island
in the Southern Ocean to receivers as far away as
the east and west coasts of North America
(16000 km). Based on these initial encouraging
results, low frequency (70 Hz) sound sources off
Hawaii and California and receivers around the
rim of the Pacific were deployed in early 1994. This
ATOC array, Figure 3.16, will show whether the
kind of temperature anomalies that have been seen
from repeated hydrographic station measurements
can be reproduced and their evolution monitored.
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Figure 3.16 A proposed array of
sources (north and south of Hawaii,
off the Californian coast, and off
Kamchatka, in the N.W. Pacific) and
receivers (small circles, triangles and
stars), to be deployed in the the ATOC
project. The sound paths, for each
source and receiver, are great circles.

Model studies based on coupled ocean—atmosphere
models and a scenario of atmospheric increases in
greenhouse gases suggest that ATOC measurements
might even be able to detect signals due to global
warming.

Modelling of Climate Change

The realisation that many of the large-scale
processes involved in the ocean, atmosphere, and
ice sheets may be described by a consistent set of
dynamical equations has been with us since the
early twentieth century. L.F. Richardson®*
described his experiment to predict the weather by
numerical iteration of the equations of motion in
1922. He also discussed how the method could be
extended to short-term climate prediction. Though
his experiment was not a success, the methods were
later successfully developed for numerical weather
prediction in the 1950s. These methods were also
used by N. Phillips®’, who developed the first gen-
eral circulation model of the global atmosphere.
The past 40 years have seen the further improve-
ment of atmospheric general circulation models
(AGCM) to include not only the dynamical
processes, but also details of the radiations and
their interaction with cloud, surface processes asso-
ciated with hydrology and vegetation, and the
ocean. Indeed, the atmospheric models have been
at the forefront of estimating the response to the
predicted changes in greenhouse gases.

In the late 1960s K. Bryan’ published the first
model of the general circulation of the ocean (see
Box 3.1). This was developed further by M. Cox®,
and has been used extensively by research groups
around the world. The Fine Resolution Antarctic
Model (FRAM) project used this general circula-
tion model as its basis (see Box 3.2), and it is now
being used for other global ocean modelling pro-
jects. The development of the AGCM went hand-
in-hand with improvements in the power of the
computer — climate perturbation experiments for a
few decades can be now run in a matter of a few
weeks on a supercomputer.

Ocean circulation models, however, have been
severely hampered by computer resources. First, the
response time-scales in the ocean vary from days
and weeks in the surface layers to the order of cen-
turies in the deep ocean. This means that a global
ocean model may have to be integrated for at least
a 100-year period to reach equilibrium after a cli-
mate perturbation, compared with a period of a
few years for an AGCM. Second, in some cases
there is a need to model ocean eddies (scales of
50-200 km; see Chapter 4), which in some parts of
the ocean are significant in the transport and mix-
ing of ocean properties. A finer grid resolution of
about 10 km is required to fully resolve these
oceanic eddies in ocean models, compared with the
lower resolutions needed in AGCMs. It is clear that
computers of two orders of magnitude faster than
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Box 3.1

An Ocean General Circulation Model

An ocean general circulation model is composed of a set of mathematical equations which describe
the time-dependent dynamical flows in an ocean basin. The basin is discretised into a set of boxes of
uniform horizontal dimensions, but variable thickness in the vertical dimension. The horizontal flow
(northward and eastward components) is predicted by the momentum equation, Figure 3.17(a), at the
corners of each box (Figure 3.18).

3.17
(a)

(b)

©

Momentum equation

Rate of change
of horizontal
momentum

in box

across faces of box

Temperature equation

Rate of change =
of temperature
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across faces of box

Salinity equation

Rate of change =
of salinity
in box

Transport of salinity
across faces of box
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Transport of temperature

Coriolis Horizontal +  [Friction
acceleration pressure
gradient
(Rotation (Gradients in sea (Internal dissipation
of earth) level and in density)  and at ocean boundaries)

Mixing of temperature between
box and adjacent boxes

Mixing of salinity between
box and adjacent boxes

Figure 3.17 The basic equations for an ocean general circulation model.

The forcing for the flow may come from the surface wind stress (the frictional term in the momen-
tum equation) or from surface buoyancy fluxes, arising from heat and fresh water (precipitation-evap-
oration) exchange with the atmosphere. These buoyancy fluxes change the temperature and salinity
in the surface layer of the ocean. However, the horizontal and vertical flow carry these properties far
into the interior of the ocean, where they tend to mix with other water masses.

This process of transport and mixing is described by the temperature and salinity equations, Figures

Earth's
rotation

Heat loss

3.17(b) and 3.17(c), at the centre of each ocean
box (Figure 3.18). From these two equations the
sea water density and thence the pressure can be
obtained for each box. The horizontal pressure
gradient is then determined for the momentum
equation, while the vertical velocity is calculated
from the horizontal divergence of the flow. This
set of time-dependent equations can then be used
to describe all the dynamical components of the
flow field, provided that suitable initial and
boundary conditions are specified.

Figure 3.18 A schematic of the model boxes in
an ocean general circulation model. The equa-
tions for momentum are solved at the corners of
the boxes (u), while the temperature (T), and
salinity (S) equations are solved at the centres of
the boxes. The model is forced by climatologi-
cal wind stress, surface heat, and fresh water
fluxes.
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Box 3.2 The Fine Resolution Antarctic Model (FRAM)

FRAM was developed?® to investigate the role of eddy processes in the circulation of the Southern
Ocean, in particular the Antarctic Circumpolar Current. The Southern Ocean comprises 30% of the
global ocean and is an important region for the transfer of heat and fresh water between the Antarctic
Ice Sheet and the northern land masses. The dynamics of the Antarctic Circumpolar Current are not
well understood, although there is strong evidence to suggest that energetic ocean eddies, on hori-
zontal scales of the order of 100 km, play an important role in the dynamics of the current.

The FRAM model forms the basis for the development of a global ocean model, which will be used
for climate change experiments. This global model will resolve these energetic ocean eddies and the
major frontal zones of the ocean.

The FRAM model subdivides the ocean, south of 22°S to the Antarctic continent, into a regular set
of boxes. Each box has a horizontal length of 0.25° latitude by 0.5° longitude (approximately 27 km x
27 km at 60°S). Beneath each surface box a string of boxes reaches to the ocean floor. The thickness
of each box varies from 20 m in the surface layer to over 200 m in the deepest parts of the ocean.
Within each box, equations for the northward and eastward horizontal components of momentum,
temperature, and salinity are specified. There are 5 million boxes which represent the southern ocean,
and therefore 20 million prognostic variables to calculate. These variables are calculated by integra-
tion in time of the equations from an initial cold, saline motionless ocean. In the first 6 years of the
integration the model was forced by the annual mean wind stress and by the observed temperature
and salinity. After this period the model was free to run for a further 6 years, subject to seasonal wind
forcing, annual mean temperature and salinity at the ocean surface, and an open northern boundary.
An example of the model ‘output’ is shown in Figure 3.19 and a comparison with satellite data is
shown in Figure 3.20. Estimates of the meridional heat flux in the model are shown in Figure 3.21.

Figure 3.19 Contours of the instantaneous stream
function in FRAM. The stream function shows the
depth-averaged flow circulating clockwise around the
Antarctic continent. The flow is most intense in the
Antarctic Circumpolar Current (in the yellow and
neighbouring green regions). The flow is unsteady due
to the presence of ‘eddies’, mainly in the Antarctic
Current and Agulhas Current south of South Africa.
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Figure 3.21 The latitudinal variation in meridional-
heat transfer (H) by the FRAM model. Northward
heat fluxes are positive. The total heat transport is
directed southward (negative) toward the pole,
although the time-mean circulation drives a heat
flow toward the north, between 37°S and 43°S, in
the region of the Antarctic Circumpolar Current.

Figure 3.20 (a) Tracks of eddies detected by the
Geosat satellite in the South Atlantic. (b) Tracks of
eddies in the FRAM. Note that the model produces a
more regular eddy track than the observations show.

The ‘eddies’” in the flow, however, drive a stronger
heat flux toward the south, and thus result in a total
heat transport toward the pole. The eddies play an
important climatological role in the model.
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the present machines (which are capable of 10’
floating point instructions per second) will be
required to manage this task. The recent develop-
ment of parallel computer systems is expected to
deliver this power by end of the twentieth century.
Indeed, one of the important tasks of ocean mod-
ellers is to develop methods for the analysis and
interpretation of the huge quantity of data that
these models will produce. Because of their com-
plexity, there will be also be a need to develop sim-
pler models to investigate interactions more com-
pletely. To understand and predict the behaviour of
sea ice, for example, the sea-ice models will have to
be coupled to models of the upper ocean and over-
lying atmosphere.

A third problem is the importance of ocean
chemistry and biology to climate change. The
ocean is a depository for the greater part of the
Earth’s exchangeable fraction of carbon. It is not
known how carbon is regulated by the ocean,
though it is clear that phytoplankton blooms pro-
duce a lowering of the partial pressure of carbon
dioxide at the ocean surface and thereby have the
ability to alter the flux between ocean and atmos-
phere (see Chapters 6 and 12). Modelling of the
ocean basin ecology and chemistry has commenced
in recent years and it is expected that these process-
es, as they become understood, will be incorporat-
ed into the general climate models.

The El Nirio-Southern Oscillation
(ENSO) Phenomenon — An Example of
Ocean Prediction?

The ENSO phenomenon is now recognised as the
largest contributor to the perturbation of the cli-
mate on a global scale over a period of a few years,
and is known to be a natural oscillation of the
atmosphere—ocean system. It is a coupled interac-
tion between the atmosphere and the upper layers
of the tropical Pacific Ocean, which can result in
changes of global surface temperature of a few
tenths of a degree Celsius on a time-scale of one
year. This is a similar change in temperature to that
attributed to the 25% increase in atmospheric car-
bon dioxide in the past 100 years.

The El Nifio is the ocean component of the
interaction; it is a general warming of the upper
layer of the eastern and central Equatorial Pacific
Ocean. [The name El Nifio comes from the fact
that the impact is felt on the coast of South
America around Christmas time and hence it is
referred to in Spanish as the (Christ) child.] A
major consequence of the oceanic warming is the
decline of biological productivity and hence of fish
stocks, which are a major source of livelihood for
the local population.

It is associated with a reduction in the strength
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Figure 3.22 The tropical atmospheric circulation over
the Pacific Ocean during (a) normal conditions and (b) El
Nifo conditions. During normal conditions the surface
pressure is low over Australia and Indonesia (high rain-
fall) and high over the southeast Pacific, so the surface
trade wind circulation is strong and the Southern
Oscillation index (Pysrwin — Pranm, Where P is the seasonal
surface pressure) is high. During El Nifio conditions, the
pressure is higher over Australia and Indonesia (low rain-
fall) and lower in the southeast Pacific; consequently the
trade wind circulation is weaker and the Southern
Oscillation index is low (W, warm; C, cold).

of the tropical trade wind system, in particular the
southeast trades which occur on the eastern flank
of the South Pacific anticyclone. The normal wind
circulation produces strong winds, which drive an
upwelling of cooler, nutrient-rich, and highly pro-
ductive thermocline waters along the tropical coast
of South America and on the equatorial band of the
Eastern Pacific. When the trade winds weaken, the
upwelling is reduced and the waters warm by as
much as 5°C, due to both the southward move-
ment of warmer equatorial waters and the high
solar radiation at the surface.

At first sight this appears to be a one-way forc-
ing of the atmosphere by the surface wind on the
ocean, as is the case in most of world’s upwelling
regions. However, this area of the Pacific Ocean
behaves rather differently because the rise in sea-
surface temperature over a vast area of ocean
changes the distribution of atmospheric heat
sources and sinks, which in turn drives the trade
wind circulations. The trade winds carry water
vapour, evaporated from the ocean, into areas of
tropical atmospheric convergence where high rain-
fall occurs. These convergence zones tend to be
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Figure 3.23 The tropical Pacific Ocean during (a) normal and (b) El Nifo years. During normal years the strong trade
winds drive the warm water westward and intensify upwelling of cooler subsurface waters in the east Pacific. During
El Nifo years the weaker atmospheric circulation allows the warmer lighter water to flow eastward, replacing the cool-

er upwelling waters.

located in regions of maximum surface tempera-
ture, that is to the north of the equator and in the
tropical southwest Pacific. During El Nifio events
these convergence zones tend to move southward
across the equator and eastward (see Figures 3.22
and 3.23). The South Pacific anticyclone becomes
weaker and the trade winds weaken.
Simultaneously, the surface atmospheric pressure
over Indonesia and Australia tends to rise and rain-
fall decreases.

This see-saw of surface pressure between the
southeast Pacific and Indonesia is known as the
Southern Oscillation. Although its major influence
is in the tropical Pacific, its effect is felt throughout
the world. For example, in Zimbabwe both rainfall
and maize yields are highest during El Nifio years®.
The ENSO phenomenon is a coupled interaction
between the surface layers of the ocean and the
world wind systems, which occurs two or three
times a decade.

The monitoring of ENSO in recent decades, in
particular during the exceptional episode of
1982-1983**, has provided a stimulus to atmos-
pheric and ocean modellers. These efforts have pro-
vided good simulations of both the individual com-
ponents of the system (the ocean response to
observed winds and the atmospheric response to
observed sea surface temperature).

Coupled models of the tropical ocean and
atmosphere are showing promise for the simulation
of the ENSO cycle and a number of Climate
Centres in the world are now producing experi-
mental forecasts for ENSO with some degree of
success.

These models will be improved when the results
of the Tropical Ocean Global Atmosphere experi-
ment (an experiment to measure and understand
some of the complex processes in the tropical
atmosphere and ocean) in the western equatorial
Pacific Ocean are analysed. The proposed mooring
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Figure 3.24 The tropical Pacific Ocean observing system. The orange diamonds are ATLAS surface buoys from which
continuous temperature measurements are obtained from the surface to a depth of 500 m. These observations together
with surface meteorological measurements (e.g., wind, temperature and humidity) are transmitted by satellite to a
receiving station. Currents (orange squares) are measured routinely along the equator. The Tide gauge network (yellow
circles) provides sea-level height observations, which can be used to calculate horizontal pressure gradients in the
oceans. These observing stations are supplemented by routine measurements from satellite-tracked drifting buoys
(arrows) and voluntary observing ships (light blue lines).

array (Figure 3.24) will provide routine measure-
ments of the upper 500 m of the tropical Pacific
Ocean and of surface winds to be used in the
ENSO forecast models.

There is also evidence that the intensity of
ENSO varies on the longer decadal to centennial
time-scales. Longer-term variations in the intensity
of El Nifo events affecting primary production off
California have been related to solar cycles (varia-
tions in the intensity of 11-22 year sunspot cycles
that cause small changes in incident radiation).
Within Californian continental margin sediments,
decadal to millennial cycles of preservation of lami-
nated sediments, driven by variation in the intensity
of the oxygen minimum zone, have been ascribed
to solar cycles affecting the longer-term alternation
of El Nifio and anti-El Nifio.

Data on sea surface temperature variations from
oxygen isotope studies of Galapagos corals show-
ing 11 and 22 year periods'' lend support to sug-
gestions of solar cycle modulation of ENSO
activity.
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The Importance of Climate Change

The most comprehensive study of the scientific evi-
dence for climate change, its potential impact, and
the strategies needed to ameliorate its impact has
been made by the Intergovernmental Panel on
Climate Change (IPCC). While climate change is, in
general, regarded as an atmospheric phenomenon,
the IPCC reports make it clear that there are direct
impacts on and by the ocean and, furthermore, that
knowledge of the behaviour of the oceans is central
to any climate prediction capability. The potential
socioeconomic costs of climate change far outweigh
the resources needed to make the measurements
and run the models required to improve our ability
to predict climate change. The key areas identified
in the IPCC report, together with recommendations
on improvements in observations and modelling,
are given in Box 3.3.

Clearly, in all these areas the oceans are impor-
tant and understanding them represents one of the
greatest challenges in the area of climate change
prediction.
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Box 3.3 The Scientific Uncertainties of Climate Change
IPCC identifies the key areas of scientific uncertainty as:

e Clouds: primarily cloud formulation, dissipation, and radiative properties, which influence the
response of the atmosphere to greenhouse forcing.

e (Oceans: the exchange of energy between the oceans and the atmosphere, between the upper layers
of the ocean and the deep ocean, and transport within the ocean, all of which control the rate of global
climate change and the patterns of regional change.

e Greenhouse gases: quantification of the uptake and release of the greenhouse gases, their chemical
reactions in the atmosphere, and how these may be influenced by climate change.

e Polar ice sheets: affect predictions of sea level rise.
The main observational requirements are:

e The maintenance and improvement of observations (such as those from satellites) provided by the
World Weather Watch.

e The maintenance and enhancement of a programme of monitoring, both from satellite-based and
surface-based instruments, of key climate elements for which accurate measurements on a continu-
ous basis are required. These include the distribution of important atmospheric constituents, clouds,
the Earth’s radiation budget, precipitation, winds, sea surface temperatures, and the terrestrial ecosys-

tem extent, type, and productivity.

e The establishment of a Global Ocean Observing System to measure changes in such variables as
ocean surface topography, circulation, transport of heat and chemicals, and sea ice extent and thick-

ness.

e The development of new systems to obtain data on the oceans, atmosphere, and terrestrial ecosys-
tem using both satellite-based instruments and instruments based on the surface, on automated vehi-
cles in the ocean, on floating and deep sea buoys, and on aircraft and balloons.

e The use of palaeoclimatological and historical instrumental records to document natural variability
and changes in the climate system, and subsequent environmental response.

In the area of modelling the report concludes that any reduction in the uncertainties of climate pre-

diction will be dictated by progress in the areas of:

e Use of the fastest possible computers to take into account coupling of the atmosphere and the
oceans in models, and to provide sufficient resolution for regional predictions.

e Development of improved representation of small-scale processes within climate models, as a
result of the analysis of data from observational programmes to be conducted on a continuing basis

well into the twenty-first century.

General Reference

Wuethrich, B. (1995), El Nifio goes critical, New Scientist, 145,
32-35.

References

1. Aagaard, K. and Carmack, E.C. (1989), The role of sea ice
and other fresh water in the Arctic Circulation, J.
Geophys. Res., 94(C5), 14485-14498.

2. Anderson, R.Y., Linsley, B.K., and Gardner, J.V. (1990),
Expression of seasonal and ENSO forcing in climatic
variability at lower than ENSO frequencies: evidence
from Pleistocene marine varves off California,
Palaeogeogr., Palaeoclimatol., Palacoecol., 78,
287-300.

3. Birchfield, G.E. and Broecker, W.S. (1990), A salt oscillator
in the glacial Atlantic? A ‘scale analysis’ model,
Paleoceanogr., 5, 835-843.

4. Broecker, W.S, Kennett, J.P., Flower, B.P., Teller, J.T.,
Trunbone, S., Bonani, G., and Wolfi, W. (1989),
Routing of meltwater from the Laurentide Ice Sheet
during the Younger Dryas cold episode, Nature, 341,
318-321.

5. Bryan, K. (1969), A numerical model for the study of the
world ocean, J. Computat. Phys., 4, 347-376.

6. Cane, M.A., Eshel, G., and Buckland, R.W. (1994)
Forecasting Zimbabwean maize yield using east equa-
torial Pacific sea surface temperatures, Nature, 370,
204-205.

7. Carrissimo, B.C., Oort, A.H., and Van de Harr, T.H.V.
(1985), Estimating the meridional energy transports
in the atmosphere and ocean, J. Phys. Oceanogr., 185,
52-91.

8. Cox, M.D. (1984), A Primitive Equation: 3-Dimensional
Model of the Ocean, GFDL Ocean Group Technical
Report No.1, GFDL/NOAA, Princeton University.

57



N. C. Wells, W. J. Gould, and A. E. S. Kemp

9.

10.

11

12. E

13.

14.

15.

16.

17.

18.

19.

58

Delworth, T., Manabe, S., and Stouffer, R.J. (1993),
Interdecadal variations of the thermohaline circula-
tion, J. Climate, 6, 1993-2011.

Dickson, R., Meinke, J., Malmberg, S., and Lee, A. (1988),
The Great Salinity Anomaly in the northern North
Atlantic 1968-1982, Progr. Oceanogr., 20, 103-151.

. Dunbar, R.B., Wellington, G.M., Colgan, M.W., and Glynn,

P.W. (1994) Eastern Pacific sea surface temperature
since 1600 AD: the A"O record of climate variability
in Galapagos corals, Paleoceanogr., 9, 291-315.

Ellett, D.J. and Blindheim, J. (1992), Climate and hydro-
graphic variability in the ICES area during the 1980s,
ICES Mar. Sci. Symp., 195, 11-31.

Gordon, A.L. (1986), Interocean exchange of thermocline
water, J. Geophys. Res., 91, 5037-5046.

Gould, W.J. (1994), Update: World Ocean Circulation
Experiment, Sea Technology, 35(2), 25-32.

GRIP Project Members (1993), Climate instability during
the last interglacial period recorded in the GRIP ice
core, Nature, 364, 203-207.

Lorius, C., Jouzel, J., and Reynaud, D. (1993),
Glacials—interglacials in Vostok: climate and green-
house gases, Global Planet. Change, 7, 131-143.

Newell, R.E., Kidson, J.W., Vincent, D.G., and Boar, G.].
(1972), The General Circulation of the Tropical
Atmosphere, Vol. 1, The MIT Press, 258 pp.

Oort, A.H. and Vonder Harr, T.H. (1976), On the observed
annual cycle in the ocean—atmosphere heat balance
over the Northern Hemisphere, J. Physical.
Oceanogr., 6, 781-800.

Parrilla, G., Lavin, A., Bryden, H., Garcia, M., and Millard,
R. (1994), Rising temperatures in the Subtropical
North Atlantic Ocean, Nature, 369, 48-51.

20.

21.

22.

23

24.

25.

26.

27.

28.

29.

Phillips, N.A. (1956), The general circulation of the atmos-
phere: a numerical experiment, Quart. J. Roy.
Meteor. Soc., 82, 124-164.

Pugh, D. (1987), Tides, Surges and Mean Sea Level: a hand-
book for engineers and scientists, John Wiley and
Sons, Chichester, 472 pp

Rasmusson, E.M. (1985), The 1982/83 EIl Nisio Event,
World Meteorological Organisation, Marine
Meteorology and Related Oceanographic Activities
Report, No. 14, 11-22.

. Read, J.F. and Goul d W.J. (1992), Cooling and freshening

of the subpolar North Atlantic Ocean since the
1960s, Nature, 360, 55-57.

Richardson, L.F. (1922), Weather Prediction by Numerical
Process, Cambridge University Press, Cambridge.

Rohling, E.J. and Bryden, H. (1992), Man-induced salinity
and temperature increases in western Mediterranean
deep water, J. Geophys. Res., 97(C7), 11191-11198.

The FRAM Group (1991), An eddy-resolving model of the
Southern Ocean, EOS Trans. AGU, 72(15), 169,
174-175.

Trenberth, K.E. (1979), Mean annual poleward energy
transports by the oceans in the Southern Hemisphere,
Dynam. Atmos. Ocean, 4, 57-64.

Wijffels, S., Schmitt, R., Bryden, H., and Stigebrandt, A.
(1992), Transport of fresh water by the oceans, J.
Phys. Oceanogr., 22, 155-162.

Zahn, R. (1992), Deep ocean circulation puzzle, Nature,
356, 746.



CHAPTER 4:

Ocean Weather -
Eddies in the Sea

K.J. Richards and W.]. Gould

Introduction

Weather maps brought to us daily via television
and newspapers have made us all aware of the
changing state of the atmosphere (Figure 4.1).
Cyclones and anticyclones (low and high pressure
systems) evolve and interact, produce severe winds,
fronts with associated rain, and vary the weather
we experience on time-scales from a few hours to
several days. Less well-known is that the ocean is
populated by very similar systems. The oceanic
equivalent of atmospheric highs and lows, the
ocean weather is again an ever-changing pattern.
As in the atmosphere, intense storms can develop in
the ocean to produce strong currents. Fronts sepa-
rating warm and cold water masses are a common
occurrence. The oceanic systems, however, have a
much smaller horizontal scale than do their atmos-

Figure 4.1 A familiar sight for those in the UK, a low-
pressure system and associated rain-bearing fronts
sweeping across the country. This illustrates the surface
pressure field for a day in January. The low-pressure sys-
tem, or cyclone, in the centre of the picture is approxi-
mately 2000 km across. The wind circles the low pres-
sure in an anticlockwise sense. Interaction between high
and low pressure systems dictates the weather we experi-
ence on a daily basis. The insert, expanded by a factor of
10, shows a detail from an infra-red image of the sea sur-
face taken from a satellite. Light areas correspond to cool
water and dark areas to warm water. Using the sea sur-
face temperature as a tracer, we can clearly see the
imprint of an ocean eddy, 100 km across, where the
ocean currents associated with the eddy have caused the
warm waters to the south and the cool waters to the
north to spiral around each other; an oceanic cyclone (in
the insert note also the sharp transition from warm to
cool water, an ocean front, and the smaller scale struc-
tures, 10 km, along the front). Oceanographers call the
cyclones and anticyclones of the ocean meso-scale
eddies. These ocean eddies are dynamically equivalent
to the weather systems in the atmosphere. However,
ocean eddies have very different space- and time-scales;
typically, horizontal scales of 10-200 km, current speeds
of a few tens of centimetres per second, and circulation
times of tens of days. In the vertical, some are restricted
to the upper levels of the ocean, while others extend to
the bottom.

pheric counterparts and evolve on a much longer
time-scale. It is only recently that we have been
able to sample the richness in structure of the
oceanic eddy field, and we have only just begun to
assess the importance of these oceanic eddies in
shaping the large-scale ocean circulations and their
impact on climate and the biology of the oceans.

Our View of the Ocean

Our understanding of the nature of the ocean circu-
lation is determined by the tools at our disposal to
observe it. Just as the development of astronomical
telescopes (the most recent of which is the Hubble
Space Telescope) has given us successively deeper
insights into the structure of the Universe, so has
our view of the oceans altered as new measuring
techniques have become available.
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Until well into the twentieth century, measure-
ments of ocean surface currents were made by com-
piling observations of ship drift, made during the
course of routine navigation, and of floating objects
(Figure 4.2). These served to delineate the major
currents of the upper ocean with which we are
familiar; the intense currents on the west side of
ocean basins (Gulf Stream, Kuroshio, and Somali
Current), the Antarctic Circumpolar Current sys-
tem, and the equatorial currents. Maps drawn by
Rennell in the eighteenth century (see Figure 1.5)
and by Maury in the nineteenth century are not very
different from those that appear in today’s atlases.

Until 40 years ago the measurement of subsur-
face currents was well-nigh impossible. The only
direct method relied on the tracking of surface
buoys attached to subsurface drogues from atten-
dant ships, and was limited to short (no longer
than two-week) measurements at shallow depths,
which were also distorted by wind and wave forces
on the surface buoy. The development of the
dynamical method by Helland, Hansen, and
Nansen, published early in the twentieth century,
enabled the vertical structure of currents to be
inferred from the vertical profiles of density, but
the method was not capable of measuring the
changes in currents over long periods, their
absolute values, or detailed horizontal spatial
structures.

It was not until the 1950s and 1960s that
attempts were made to make reliable, absolute
measurements of the deep subsurface currents of
the ocean. Bill Richardson in the US had limited
success in developing and using recording current
meters on moorings. The electronics were cumber-
some and unreliable and the deployment methods
(on moorings) were equally vulnerable.
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Figure 4.2 The earliest ideas of
ocean currents came from the
long-term drift of debris from
shipwrecks. Some hulks re-
mained water-logged and drifted
with the surface currents for
years on end. This compilation
of such trajectories from the
North Atlantic presents a picture
not greatly different from our
present best estimates of mean
ocean currents’.

Simultaneously, in the UK John Swallow'®
(Figure 4.3) had the idea of using floats that would
drift with the subsurface currents. The floats he
used were sealed aluminium tubes designed to be
less compressible than sea water and contained
what would now be regarded as a very primitive
acoustic beacon. By virtue of their compressibility
being lower than that of sea water, they could be
ballasted to sink at the ocean surface and would

Figure 4.3 The invention of the neutrally buoyant
Swallow float in the 1950s gave the first indication that
deep currents in the interior of the ocean were not the
then-predicted sluggish drift, but were dominated by
energetic (a few centimetres per second) currents associ-
ated with meso-scale eddies. Here John Swallow is on
board the RRS Discovery Il preparing an early float (made
from scaffold tube) and watched intently by the ship’s cat
and two of the crew.
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gain buoyancy relative to the water in which they
were located as they sank. Then, each individual
float would reach neutral buoyancy (its weight
equalling the weight of the displaced water;
Archimedes principle) at some depth determined by
its initial weight. The float would remain at this
depth and drift with the currents (since if it moved
upward from its balance depth the float would
expand less than the water around it, become heav-
ier than the water, and sink back to the original
depth, and vice versa for downward movements).
The acoustic beacon enabled bearings to be taken
from the attendant ship and hence the position and
depth of the float could be estimated (see Chapter
19). These floats were designed to investigate the
predicted sluggish (of the order a few millimetres
per second) deep currents, but were also used to
confirm the existence of a more energetic counter-
current deep beneath the Gulf Stream, postulated
by Stommel and Arons".

The measurements of the deep flow south of
Bermuda made by Crease and Swallow' in 1960
using Swallow’s float showed the surprising result
that the currents were far from sluggish. Indeed,
they were sufficiently energetic that floats rapidly
escaped from the acoustic tracking range of the
ketch Aries, from which the measurements had
been made. The experiment was modified and
revealed for the first time the totally unforeseen
energetic deep currents.

These measurements made in the late 1950s and
early 1960s gave tantalising glimpses of the large-
scale complexity of the deep flow, but the tech-
niques were not adequate to fully investigate the
nature the currents. This had to await the develop-
ment, by the early 1970s, of reliable current-
recording meters, the moorings to support them,
and the design and construction of neutrally buoy-
ant floats that could be tracked for hundreds rather
than tens of days and over thousands rather than
tens of kilometres.

Gradually, the evidence for the nature of the
deep flow accumulated. Long-duration current
measurements made with current meters at places
like Woods Hole Oceanographic Institution Site D
on the continental slope north of the Gulf Stream
showed a ‘spectral gap’ of low energy between the
relatively energetic tidal-inertial periods (of the
order of 1 day) and the much longer periods of tens
and hundreds of days® that became known as the
meso-scale. In the Soviet Union during the 1960s a
number of long-term current measurements made
in the Indian Ocean under the direction of
Shtockman showed the same time- and space-

EL0
.

Fio F1
.

km 200 km

10 Gy

17
.

FE TR C I )
e o

K3
2.

W 70° 69° 68°
©
18°
N
o g o
9,08 6.0
o
oo 9t oposfeoso %4
040§ 90
Fo 8 Po
16°
o -4 I

Figure 4.4 In the 1970s arrays of moorings were set in
the US MODE and the USSR Polygon experiments; they
were used to map the current fields at a number of dis-
crete depths. These were the largest experiments ever
undertaken and in the case of the Polygon array involved
recovering and replacing each mooring eight times*'. (a)
MODE hydrographic grid; (b) MODE current meter array;
(c) Polygon-70 hydrographic grid (open circles) and cur-
rent meter array (filled circles).

scales, and became known to the Soviet scientists as
the synoptic scale.

By the early 1970s both the Soviet and western
scientists were able to mount concerted investiga-
tions of the spatial and temporal characteristics of
what we call here meso-scale variability. In 1970
Soviet scientists carried out the Polygon-70 experi-
ment in the Atlantic North Equatorial Current and
in 1972 US and UK scientists conducted a 4-month
experiment on a similar scale in the area south of
Bermuda [the Mid-Ocean Dynamics Experiment,
MODE; Figures 4.4(a) — 4.4(c)].

The MODE experiment was made possible by
the use of neutrally buoyant floats [some from the
UK with ranges of up to 100 km and, more impor-
tantly, long-range SOFAR (SOund Fixing And
Ranging) floats from the US that could be tracked
at distances of several hundred kilometres; see
Chapter 19). The analyses of these experiments
using objective mapping techniques revealed the
existence of features in both the flow and density
fields with typically a 100 km horizontal scale
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Figure 4.5 The measurements from
MODE current meters and neutrally
buoyant SOFAR floats were mapped
to produce a coherent picture of the
flow field, using a technique called
objective analysis in which a flow
field was devised that had the same
statistical characteristics as the data
themselves and fitted the observations
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(Figure 4.5) and with a complex vertical structure.
Features were seen to propagate westward at
speeds of about 5 km/day. The complexity of the
current field was amply illustrated by the compila-
tion of the SOFAR float tracks into so-called
spaghetti plots (Figure 4.6), which show the how
the eddy-like meso-scale field acted to disperse the
floats'.

Even though the areas of ocean covered by both
of these experiments were 200 km across, this is
still a relatively small area compared to the size of
ocean basins. The experiments, therefore, shed little
light on the geographical variability of the charac-
teristics of the meso-scale currents. In order to
explore this a joint US-USSR experiment, carried
out between August 1974 and April 1975 and
called Polymode (a coming together of names as
well as scientists), explored the energetics and
scales of meso-scale motions over a much wider
range of latitudes in the region of anticyclonic cir-
culating water southeast of the Gulf Stream, called
the western subtropical Atlantic gyre. In parallel, in
the east Atlantic a more limited exploration of eddy
variability using long-term moorings (the North
East Atlantic Dynamics Study, NEADS) was started
by European scientists (one of these current meter
sites between the Azores and Madeira is still being

Figure 4.6 A compilation of the tracks (9/1972-6/1976)
of all the SOFAR floats launched in the MODE array area
near 28°N 70°W (1° of latitude is approximately
111 km). The tracks last several years and show the dis-
persive nature of currents from a small area to eventually
fill much of the western subtropical gyre. In some areas,
for instance off the Bahamas and near the Gulf Stream,
eddy activity is high. The site chosen for the MODE
experiment turned out to one of very low eddy energy'.
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maintained by German scientists — the longest
direct current meter measurement series®’).

The Polygon, MODE, and Polymode experi-
ments studied meso-scale features in detail, but
from the early 1970s onward evidence accumulated
(from the newly developed observational tech-
niques of SOFAR floats, reliable current meters,
satellite infra-red images of the ocean surface, and
satellite altimetry data; see Chapter 5, Box 5.4) for
the ubiquitous nature of the meso-scale eddy field
(see, for example, Figure 4.7). All these observa-
tions confirmed the concentration of high kinetic
energy of the time-varying currents (the eddy kinet-
ic energy, EKE) in regions near the major current
systems.

So a view was formed, which still holds good
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4: Ocean Weather — Eddies in the Sea

B5E

Figure 4.7 The statistics of
eddy energy derived from the
variability of sea surface slope
obtained from the Topex/
Poseidon satellite. High eddy
variability is seen in the regions
of strong meandering currents,
such as the Gulf Stream in the
Atlantic, the Kuroshio in the
North Pacific, the Agulhas
Retroflection off South Africa,
and the Antarctic Circumpolar
Current in the Southern Ocean.
(Courtesy of Prof C. Wunsch,
Massachusetts Institute of
Technology, Boston, USA.)

135%

today, of the ocean populated with eddies, just as
the atmosphere is full of cyclones, anticyclones, and
frontal systems.

Beasts in the Eddy Zoo

Meso-scale features in the ocean take on a number
of guises. Indeed, in the mid-1970s an article was
published entitled New Animals for the Eddy Zoo,
since at that time almost every eddy studied
appeared to have different characteristics. For
some, there was clear evidence of their presence at
the sea surface, while others were confined within
the water column; their diameters ranged from over
200 km to about 10 km, and they appeared to have
different formation mechanisms. In a review such
as this we can only touch on the characteristics of
some of the more abundant animals in the eddy
z0o. (The reader is referred to Robinson' for a col-
lection of papers giving an overview of our knowl-
edge at that time.)

Gulf Stream rings

Some of the best-documented eddies are those that
are formed by ‘pinching off” meanders from ener-
getic current systems. The area that has been most
intensively studied is the Gulf Stream — its variabili-
ty downstream of Cape Hatteras is well-known.
Even as long ago as 1793 evidence for an isolated
body of warm water to the north of the stream was
noticed, and in the 1930s analysis of ships’ thermo-
graph records started to provide evidence of the
population of eddies associated with the Gulf
Stream, known as Gulf Stream rings.

Undoubtedly, the detailed study of these features
and their formation was strongly influenced by the
advent of infra-red sensors flown on satellites that
could easily identify both warm and cold core rings
north and south of the Gulf Stream on cloud-free

BOW

180°E

135°W 90°W 45°W 0w 45% 90%

225°E 270%

images (Figure 4.8). The spatial distribution of Gulf
Stream rings has been delineated by several census-
es (see, for example, Figure 4.9), but none is truly
comprehensive.

By virtue of being water masses enclosed within
water with very different properties the rings can
be regarded as isolated ecosystems and the
evolution of their physical, chemical, and biological
properties over lifetimes of several seasons can be

Figure 4.8 The meandering of a current and the location
of eddies detached from the current can be clearly seen
in satellite infra-red images of sea surface temperature.
Warmer hues denote warmer temperatures. (Courtesy of
O. Brown, R. Evans, and M. Carle, University of Miami
Rosenstiel School of Marine and Atmosphere Science,
Miami, USA.)
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Figure 4.9 (a) A visualistion of the process of ‘pinching
off’” a Gulf Stream ring. (b) The distribution of the centres
of Gulf Stream cold core rings®.

studied. For example, the thermal structure at the
centre of a Gulf Stream ring (Figure 4.9) is a result
of the heating and cooling cycles to which it has
been subjected®.

Mid-ocean eddies

Away from the areas of high currents and strong
fronts, such as the Gulf Stream, things are no less
chaotic. In these quieter regions, meso-scale eddies
dominate the flow. The ratio of the kinetic energy
of the eddies to the kinetic energy of the mean flow
is typically of the order of 10, and often higher'. A
typical vertical section of density taken from the
northeast Atlantic using SeaSoar (Figure 19.6) is
shown in Figure 4.10(b). The tell-tale sign of the
presence of eddies is the undulating depth of sur-
faces of constant density, implying variations in the
flow speed and direction on a horizontal scale of a
few tens of kilometres or less. Upwelling and
downwelling motions associated with the eddies,
Figure 4.10(a), can be as high as several tens of
metres a day, producing an enhanced exchange of
water and its properties between the surface and
the deep. It is only recently that the technology was
developed to map out the density and velocity
structure on a fine-enough scale to resolve the
eddies at depth’, and this is only to a depth of
around 500 m.

The surface signature of eddies can be viewed
from satellites using the sea surface height, sea sur-
face temperature, and ocean colour (Figure 4.11

Figure 4.10 A section along 20°W in the North Atlantic.
The plots show the vertical structure of both (a) water
density as a function of latitude and (b) chlorophyll con-
centration (a proxy for phytoplankton; see Chapter 6).
Large undulations are seen in the depth of surfaces of
constant density of several hundreds of metres. The
strong density gradient at 47.5°N marks the position of
the polar front, the boundary between the warmer sub-
tropical waters to the south and the colder polar waters
to the north. South of this are a number of eddy features
with a scale of tens of kilometres. The flow at these scales
is very much influenced by the earth’s rotation, so that in
the north hemisphere a density surface shallowing to the
north implies a flow to the east and likewise a deepening
implies a westward flow (relative to the flow deeper
down). Concurrent velocity measurements confirm this.
There are important large vertical movements of water
induced by the action of the eddies, as evidenced by the
filament of high chlorophyll reaching down to 400 m.
(This vertical movement must be have been relatively
swift as chlorophyll quickly degrades away from the sun-
lit surface waters.) (Courtesy of Mr G. Griffiths, SOC.)
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Figure 4.11 The use of biological tracers to examine eddying motions. (a) The false colour picture shows the level of
visible reflectance as viewed by a satellite using AVHRR (see Chapter 5). Orange and red show areas of high
reflectance, while blue and violet indicate low levels. The high reflectance levels are caused by the great abundance
of the phytoplankton species, Emiliania huxleyi, which produces highly reflective calcite coccoliths (observations from
ships report the sea becoming milky white during intense blooms of this species). (b) A smaller area of the same bloom
in more detail. Here the visible reflectance is shown using a grey scale and compared with the sea surface temperature
(the infra-red band), with a close correspondence between the two. The swirling patterns are very suggestive of eddy
motion. An animated sequence of satellite pictures has shown the eddies pulling out filaments of high and low con-
centration to produce the streaky appearance. The impression is that ocean eddies are efficient stirrers and mixers of
properties within the ocean. However, the sharp distinction between the various water masses is maintained for sever-
al days, and even enhanced by the eddies. This suggests that the final mixing of properties may take some time. (It
must also be remembered that the property being measured is related to a living organism that is growing and dying. It
is not simply a passive tracer.) The study of the effect of eddies on biological production in the ocean is an on-going
research issue. This particular bloom was found to have a significant impact on the levels of CO, in the ocean and on
the production of the gas dimethyl sulphide, a possible agent in the making of rain*. (Courtesy of Mr S. Groom,
Plymouth Marine Laboratory, Plymouth, UK.)

and Box 5.1, Figures 5.12 and 5.13, for further
examples), giving us a large spacial coverage, very
impressive pictures of the eddying patterns and

And at smaller scales ... ?

And at smaller scales of around 10 km or less there

their statistical properties, and certainly more detail
than can be gained using ships. However, the story
does not end there. The relationship between the
sea surface fields and the eddy structure at depth is
a subject of on-going research. Through the use of
mathematical models we know that the behaviour
of the eddies is very dependent on the way the flow
and density vary in the vertical. We know through
experiments such as Polymode that interactions
between the eddies can produce rapid changes to
the flow conditions, to form intense jets or more
quiescent plumes. However, subsurface measure-
ments are limited in time and space. We are at an
early stage in characterizing the eddy structures in
the open ocean.

are a host of structures. ‘Meddies’, ‘smeddies’, and
‘Beaufort eddies’ are a few of the names given to a
class of animals in the eddy zoo known as sub-
meso-scale coherent vortices, or SCVs.

They are lens-like structures that are small in
horizontal extent (a few kilometres), have limited
vertical extent (typically a few hundred metres),
and, in the vast majority of cases, have a circula-
tion in an anticyclonic (clockwise in the northern
hemisphere) sense. SCVs are identified by a bulging
of density surfaces and a core of water with anom-
alous properties compared with its surroundings,
which may have originated several thousand kilo-
metres away.

The SCVs that have been studied the most are
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Figure 4.12 Intense ‘blobs’ of Mediterranean water are
formed near Cape St Vincent and keep their rapid rota-
tion and distinct temperature and salinity characteristics
for years as they propagate into the ocean interior'. The
tracks of SOFAR floats that were seeded into ‘meddies’
demonstrate both the rapid rotation and the southward
drift over 2.5 years.

the meddies (Figure 4.12). These are lenses of water
that originate in the outflow of the Mediterranean
and propagate into the North Atlantic, carrying the
relatively warm and salty Mediterranean water
with them. They can last for a long time. One has
been tracked'' for a period of 2 years.

SCVs are abundant in the ocean. Long-lived
lenses of water transporting their chemical compo-
sition over large distances may be responsible for a
significant flux of water properties.

How do Eddies Originate?

A wide range of fluid flows cannot remain smooth or
unchanging in form and are intrinsically ‘unstable’;
witness the break-up into drops of a jet of water from
a tap or the turbulent, chaotic nature of the flow in a
stream or river. Small disturbances to the flow are
amplified, interact, and produce very irregular
motions which totally change the nature of the flow.
The flows at larger scales in the atmosphere and
ocean are no exception. Currents that are sheared in
either the vertical or horizontal may be susceptible to
small disturbances that trigger an explosive growth
of eddying motions. An example of such an instabili-
ty is shown in Figure 4.13. For a full description of
flow instability, and a good guide to ocean dynamics
in general, see Gill> and Pedlosky®.
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Figure 4.13 Example of an unstable flow. The three pan-
els show the evolution of a jet set-up in a channel. The
channel is 500 km wide, 1000 km long, and 2000 m
deep and oriented in an east-west direction. The results
shown are from a numerical model which simulates flow
in the ocean. On the right is a typical cross-section of the
surface flow down the channel. On the left is the depth
of a density surface. Initially, the jet is in the centre of the
channel. Because the flow is strongly constrained by the
earth’s rotation, there is a corresponding slope in the sur-
faces of constant density, as seen by the shallowing of the
particular density surface shown from 900 m on the
southern side of the channel to 100 m on the northern
side. At day O the jet is perturbed by a random distur-
bance with a wide range of horizontal scales. These per-
turbations grow with a growth rate dependent on the
scale of the perturbation. By day 20 the fastest growing
disturbance, which has a wavelength of 125 km,
becomes apparent in the depth of the density surface. By
day 30 there has been significant growth. The velocity
cross-section shows a tightening up of the core of the jet.
By day 60 the density surface has become very distorted
and the jet has been replaced by a chaotic eddy field. As
the instability grows there is a general slumping of the
density surface. The potential energy associated with the
initial displacement of the density surface has been con-
verted into the kinetic energy of the eddies.

4.13



4: Ocean Weather — Eddies in the Sea

In an unstable flow, the energy for the eddying
motions can be extracted from either the potential
or kinetic energy in the system, or from both. In the
case of the large-scale flows of the atmosphere and
ocean, if the source of the eddy energy is from the
(time) mean potential energy the instability is
referred to as a baroclinic instability; if the eddy
energy comes from the mean kinetic energy the
instability is known as a barotropic instability.
Although there are some well-studied particular
examples of flows that are baroclinically or
barotropically unstable, and some known necessary
conditions for instability, the stability of a given
flow regime, in general, is not known and we have
to resort to experiments with numerical models
(such as that shown in Figure 4.13) to investigate
the evolution of the flow.

The growth rate of an unstable perturbation is
dependent on the horizontal and vertical structure
of the current, as well as on the vertical gradient of
density. In regions of highly sheared flow, such as
the Gulf Stream, the time-scale for the development
of meanders and the pinching off of warm and cold
core rings is a few days. In the centre of ocean
basins, away from swift currents and fronts, the
time-scale for the development of eddies may be
around 100 days. The disturbance with the fastest
growth rate has a wavelength of around 4-6 times a
length-scale called the Rossby radius of deformation
(named after the famous Swedish oceanographer,
Carl-Gustaf Rossby). From numerical experiments
it is found that this length-scale dominates in a fully
developed eddying flow. The Rossby radius is a fun-
damental length-scale of flows on our rotating plan-
et, and is the scale at which rotational forces acting
on the fluid motion become comparable to buoyan-
cy forces. It depends on the rotation rate of the
earth, the latitude of the motion, the vertical density
gradient, and the depth of the fluid. The latitudinal
dependence is such that the length-scale decreases
with distance away from the equator. In the ocean,
the equatorial Rossby radius is around 200 km. At
mid-latitudes the Rossby radius is around 30 km,
decreasing to less than 10 km in Arctic and
Antarctic waters. Meso-scale eddies in the ocean are
found to have a similar scale to the Rossby radius,
with the same latitudinal dependence. In the atmos-
phere, the Rossby radius is closer to 1000 km, the
scale of the atmospheric weather systems. The
eddies in the ocean and atmosphere, with their very
different scales of motion, not only have a similar
appearance, but also are dynamically equivalent.
Thus, the term ‘ocean weather’ is a particularly apt
description of ocean eddies.

Not all meso-scale eddies in the ocean originate
from unstable currents. Other generating mechanisms
include shedding from topographic features and vari-

able forcing by fluctuating winds. Eddy energy may
be exported from a region where it is generated by
transport, by the flow, or by radiative mechanisms.
Eddies interact with each other, waves, and the mean
flow. There are several proposed generation mecha-
nisms for sub-meso-scale coherent vortices — current
instability, flow over topographic features, vortex
concentration in geostrophic turbulence, and mixing
and adjustment of the density field.

The mechanism for the ultimate demise of eddies
is not well-understood, but is probably a conse-
quence of bottom friction (if the eddy extends to
the bottom), loss of energy by the radiation of
large-scale waves, or dissipation by smaller scale
motions. Isolated eddies may decay through hori-
zontal interleaving with the surrounding water or
may be scattered and broken up over topographic
features. We still have much to learn about eddies
in the ocean, their dynamics, and the controlling
factors for their growth and decay.

Are Eddies Important?

At any one location in the ocean the day-to-day
variation in current speed, temperature, and salini-
ty is very much dictated by the evolving eddy field.
Predicting the state of the ocean weather is useful
for some activities, such as commercial fishing
where particular fish stocks are known to favour
certain types of eddy and their associated fronts.
However, to an oceanographer trying to measure
large-scale gradients in the ocean, or the flow aver-
aged over a long period, eddies are a nuisance. The
overwhelming effect of the eddy field masks the
weaker signal of the larger-scale circulation of the
ocean. Time series of currents at many locations in
the ocean have to be of several years duration in
order to obtain a reliable measure of the mean
flow.

But are eddies more than just a nuisance? Are
they important in shaping the circulation of the
ocean or in the oceanic transport of heat? The
answer to many such questions is that we simply
do not know. For the atmosphere, the intimate
links between weather and longer-term changes in
the state of the atmosphere, or climate, are well-
established. We have yet to establish the link
between ocean weather and the climate of the
ocean.

The major difficulty in assessing the role of
eddies is the problem of sampling the eddy field.
We do know that eddies are effective at dispersing
and mixing properties in the ocean (for instance,
see Figures 4.6 and 4.11), or that they do affect the
distributions of plants and animals in the ocean
(Figure 4.10) and the exchanges between the
atmosphere and the ocean. An important aspect of
eddy mixing is the homogenisation of potential
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vorticity, a dynamical property which dictates the
behaviour of ocean currents'?. Eddies also transport
heat (a striking example is the Agulhas Current
eddies which transport heat from the Indian Ocean
to the Atlantic around the tip of South Africa; see
Chapter 3, Figures 3.19 and 3.20).

Quantifying the effect of eddies is very difficult.
Often we have to resort to mathematical models of
the ocean to discover what eddy processes may be
important. From these models we have learnt much
about how eddies interact and affect the mean
flow. For instance, eddy—eddy interactions can pro-
duce intense vortices; eddy-mean flow interactions
can tighten a jet and split a jet into a number of
multiple jets. It is only very recently that computer
technology has advanced sufficiently that meso-
scale eddies can be represented explicitly in models
of the circulation in ocean basins or in the entire
world’s ocean (see, for example, Semtner and
Chervin'®). Whether or not eddies play a major role
in the oceanic conveyor belt (Chapter 3) is still
unclear.

Epilogue

The future will bring an increase in the power of
computers, allowing more detailed and more realis-
tic models of the world’s oceans to be developed.
We are becoming more skilled in the use of mea-
surements from space to tell us about the dynamics
of the oceans. New instruments are being devel-
oped to measure not only the physical properties of
the ocean, but also biological and chemical proper-
ties in greater detail. With new technology and
insight we will learn more about ocean eddies and
their effect on the ocean’s climate, biology, and
chemistry. The study of the weather of the oceans
has brought together theoreticians, satellite
oceanography, and those who make measurements
at sea. This collaboration will continue well into
the future.
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CHAPTER 35:

Observing Oceans from Space

I.S. Robinson and T. Guymer

Introduction — A New Way of

Viewing the Ocean

At first consideration it may seem surprising to find
a chapter on space in a book about oceanography.
But it is not so surprising when we recall that it
was the lunar astronauts’ first pictures of Earth, the
beautiful blue and green planet seen from a barren,
dead moonscape, which awakened a new aware-
ness of the fragility of the Earth’s natural environ-
ment. It took a visit to our nearest neighbour in
space to emphasise how important it is to under-
stand the global oceanic and atmospheric environ-
ment on which we depend for our continued exis-
tence. That global view and wide spatial perspec-
tive eventually led to a new branch of oceanogra-
phy. In this chapter we examine the basic principles
of how the oceans can be measured remotely from
satellites (and also from aircraft), explain some of
the techniques which are used by particular sen-
sors, and present some illustrative examples of
image data and their oceanographic interpretation.

The scientific understanding of ocean processes
depends upon being able to measure the wide vari-
ety of variable parameters which describe the sea.
Until recently, oceanographers could make mea-
surements only from ships or buoys (see Chapter
19), and were consequently limited by the sampling
constraints of an Earth-bound perspective. The
vantage point from aloft, which Earth-orbiting
satellites provide, has enabled spatially detailed
measurements (using, e.g., the electro-magnetic
spectrum, Figure 5.1) to be made almost instanta-
neously over wide areas and provide a novel per-
spective of the ocean. It has also made possible the
regular, repeated monitoring of the ocean on a
global scale, and the detection of some of the
changes of climate discussed in Chapter 3.

‘Satellite oceanography’ had its birth as a scien-
tific endeavour in the 1960s, when the first astro-
nauts in orbit around the Earth noticed features in
the sea which were so much easier to discern from
above than from ground level. Soon satellites were
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Figure 5.2 Schematic showing the different classes of sensors used in satellite
oceanography, the different types of instrument, the primary measurement which each
class can make, and examples of the ocean parameters which can be derived from

these measurements.

flown specifically for the purpose of Earth observa-
tion, and by 1978 sensor technology had developed
to the stage where oceanographers could begin to
make scientific measurements of the sea. In that
year three satellites (Seasat, Tiros-N, and Nimbus-
7) were launched with sensors capable of recording
a variety of ocean processes, and since then the use
of satellite data has become widely accepted in
marine science.

Remote Sensing Methods

How can we observe the ocean from space?

Remote sensing relies on electromagnetic radiation
to convey information about the sea to a sensor on
a satellite or aircraft. Most electromagnetic wave-
lengths are absorbed or scattered by the atmos-
phere, and so are of no use for this purpose, but
there are three distinct wavebands, ‘spectral win-
dows’, at which rays can penetrate the atmosphere
with less interference (see Figure 5.1). These are the
visible waveband (400-700 nm), parts of the infra-
red (the regions around 3.7 mm and 10-13 mm are
used), and microwaves, which include radar, longer
than about 10 mm. Visible and infra-red light can-
not penetrate clouds without being scattered or
absorbed, but microwaves are much less affected
and permit all-weather monitoring of the sea.

As well as selecting the spectral window, the
remote sensing scientist can use a number of sen-
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sor types designed with the object of measuring
one or more particular ocean parameter (see
Figure 5.2). Sensors may be either passive or
active. Passive sensors measure naturally occurring
radiation, using either the Sun’s rays scattered
from below the sea surface, or energy emitted by
the sea itself in the infra-red or microwave parts of
the spectrum. Active sensors produce their own
source of electromagnetic energy which is emitted
toward the sea and measured after reflection.
Sensors that rely on solar illumination, like the
human eye, can operate only in the daytime, when
the Sun is not too close to the horizon, but the
other sensors can operate both day and night.
Active sensors deployed on satellites are restricted
to microwaves, although visible-wavelength lasers
have been used from aircraft.

The instrument designer can choose the particu-
lar electromagnetic property which a sensor will
measure. This may simply be the magnitude of
radiation at a particular wavelength, or the relative
magnitude at several wavebands. It may also relate
to a particular polarisation state of the radiation.
Active sensors provide more options because they
can measure not only the magnitude of the
returned pulse relative to that emitted, but also its
timing, the shape of the pulse, and any frequency
shift. For a sensor to be useful for a particular
application requires that the measured radiation be
influenced in some way by the ocean parameter
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Figure 5.3 Depiction of the four primary measurements of the sea which can be made in
satellite oceanography, and an indication of how they are made. (a) Ocean colour; (b) sea sur-
face temperature; (c) sea surface slope (length scale of tens of kilometres); (d) sea surface

roughness (length scale of 10 mm to 10 m).

being monitored. The influence can be direct, as
with infra-red radiation emitted by the sea surface
according to its temperature. It can be more com-
plex, as in the way the spectral composition, or
colour, of sunlight scattered from below the surface
is influenced by both the chlorophyll and particu-
late content of the water (see Chapter 14). It may
be more subtle, as in the way the sea state changes
the shape of the reflected pulse of a nadir-viewing
radar. After two decades of experience a number of
useful oceanographic instruments have emerged
from the wide range of potential design options.

What can we measure from space?

Despite the variety of instruments, remote sensing
is able to measure just four basic properties of the
sea; the surface temperature, the colour of the near-
surface waters, the surface roughness (at short
length-scales), and the slope of the surface averaged
over tens of kilometres (Figure 5.3). It is from these
primary measurements that a range of other prop-
erties can be derived, depending on the detailed
design of the sensor. For example, given measure-
ments of the appropriate wavebands, colour can
yield an estimate of the chlorophyll content and
hence the primary production in the upper ocean
(see Chapter 6). From the detection of surface slope
can be derived a measure of ocean currents, while

surface roughness can be interpreted in terms of
wind speed. Some more details about how oceano-
graphic information is extracted from these prima-
ry measurements are given in the examples in
Boxes 5.1-5.6 which describe different applications
of remote sensing.

Remote sensing has many limitations. There are
many important aspects of the ocean that cannot
be detected remotely, such as salinity, at least with
the present technology and knowledge. Remote
sensing cannot penetrate far below the sea surface
and cannot tell us much about how the ocean prop-
erties and composition change with depth. Like any
measurement tool, we should not misapply it, but
use it for what it can do well, and be aware of its
particular characteristics.

Sampling Capabilities of Remote Sensing

The greatest advantage of remote sensing lies in its
ability to provide measurements of ocean parameters
over a wide sea area. The size of the area that can be
viewed almost simultaneously, the spatial resolution
of the resulting image data, and the frequency with
which it can be revisited depend on the type of sen-
sor and the platform carrying the instrument.
Sensors record individual point measurements of
a property of the ocean corresponding to an aver-
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/ Orbit path

7

Instantaneous field
of view (IFOV)

integration time

age over the instantaneous field of view (IFOV),
which may be as small as a few metres or as
large as hundreds of kilometres, depending on
the sensor. Some sensors, such as an altimeter,
simply view in a single direction, following the
ground-track beneath the moving satellite or air-
craft (Figure 5.4). Mounted on a polar orbiting
satellite such sensors gradually build up coverage
of the Earth’s surface. There are typically 15
orbits per day during which time the Earth
rotates underneath the sensor, which therefore
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Ground track

Figure 5.4 Earth viewing by a non-
scanning sensor. The IFOV is the
area of ground observed at any
instant by the sensor, but the record-
ed measurement is representative of
the footprint covered by the IFOV
during the instrument integration
time.

Footprint

Distance moved by IFOV along
ground track during sensor

samples along the track illustrated in Figure 5.5.
Over many days, given a suitable orbit, the gaps
between the single-day paths can be filled, provid-
ing a fully global picture of the oceans.

If the sensor is one which scans several times per
second across the direction of travel, however, an
array of data is collected almost simultaneously
which corresponds to an image (Figure 5.6) of the
ocean surface, composed of individual picture ele-
ments, or pixels, each of which is an independent
measurement. Careful specification of the sampling

Figure 5.5 The Earth coverage of a typical near-polar satellite orbit during one day. Orbit one is shown in blue,
descending in local daytime and ascending in local night. This leads on to orbit two (shown in red). For this and
the rest of the orbits (in black) that day, only the daytime pass is shown. Note how the spacing between ground
tracks is closer toward the poles.



5: Observing Oceans from Space

rate and scan rate relative to the satellite speed can
ensure that each IFOV is contiguous with its neigh-
bour, and then sampling is at its most efficient. The
swath width depends on the spatial resolution
required. For a small IFOV to give high spatial res-
olution, the swath must be narrower than if the res-
olution is to be coarser. If the swath is wide
enough, the coverage of successive orbits overlaps
and coverage of the whole Earth can be achieved
daily. Thus, there is a trade-off between frequency
of coverage and spatial resolution. Colour scanners
and imaging radars with a resolution of about
30 m may take 15-25 days to revisit every point on
the Earth, whereas the medium resolution sensors
of about 1 km resolution can view the Earth once
every one or two days. The sampling capability of
the sensor—satellite combination must be matched
as carefully as possible to the characteristics of the
oceanographic phenomenon to be observed.

Earth observation satellites in near-polar orbit
fly at an altitude of about 700-1000 km above the
Earth. The orbit is normally arranged to precess

slowly so that the orbit plane remains fixed relative
to the Sun, despite the seasonal changes of the
Sun’s position relative to the fixed stars. Such a
‘Sun-synchronous’ orbit ensures that the local
(solar) time is always the same whenever the satel-
lite crosses a given latitude, no matter what the lon-
gitude. This ensures a uniformity of solar illumina-
tion for ocean colour scanners, and helps to elimi-
nate problems of the diurnal heating cycle. The
drawback of the low polar orbit is the difficulty of
covering the Earth more frequently than once per
day (or twice if night-time images can be used), and
the necessity of viewing the sea surface very
obliquely at the swath extremities if daily coverage
is required.

The only other type of satellite used for remote
sensing of the sea is that in geostationary orbit.
Parked at a height of about 36000 km above the
Earth, this orbits once per day, so that if it is placed
over the equator it remains stationary relative to an
observer rotating with the Earth. From this vantage
point a sensor can scan the whole of the visible disc

5.6

Orbit

Ground track

Figure 5.6 An imaging sensor scans across the direction of travel. If the scan rate is matched to the IFOV
and synchronised with the speed of the satellite over the ground, the IFOVs are contiguous and the

ground area is covered efficiently.
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Figure 5.7 The Earth coverage achieved by geostationary meteorological satellites. Locations of the five
satellites which span the equator are shown as plus signs. Although the horizon of the Earth-view from
geostationary satellites is about 60°, at latitudes greater than 50° the viewing angle is too oblique to be
useful, as indicated by the limit lines.

Figure 5.8 Space-time sam-
pling characteristics of major
classes of sensor. The capability
of each sensor is defined as a
box on the diagram. The left
boundary represents the sam-
pling frequency; it defines the
shortest revisit period (assuming
no cloud cover) and depends on
a combination of the orbit path
and swath width. The bottom
boundary represents the spatial
resolution of the sensor and
defines the length (left scale) or
area (right scale) of a picture
element (pixel). The top bound-
ary indicates the largest length-
scale that can be observed near-
instantaneously, as controlled
by the swath width. The right
boundary depicts the span of
time over which image
sequences are obtained, limited
only by the lifetime of the sensor
or series of sensors. ATSR, The

Along-Track Scanning Radiometer, an infra-red sensor, flown on the ERS-1 satellite, to measure sea surface temperature.
AVHRR, The Advanced Very High Resolution Radiometer, flown on the NOAA meteorological satellite series, to
observe clouds and land surfaces (visible channels), and the temperature of the sea and cloud tops (infra-red channels).
CZCS, The Coastal Zone Colour Scanner, flown in 1978-1986 by NASA to measure ocean colour in four narrow-band
spectral channels. ERS-1 SAR, The Synthetic Aperture Radar on the European Space Agency’s first remote sensing satel-
lite (ERS-1), launched in 1991. Landsat TM, The Thematic Mapper, a high-resolution multichannel visible wavelength
sensor mainly for land applications, flown on the US Landsat satellite series. Meteosat, The European geostationary
meteorological satellite (one of five which by international agreement should be in place around the equator) observes
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of the Earth (Figure 5.7), and can sample at any fre-
quency. Present meteorological sensors scan the full
view once in 30 minutes, but spatial resolution is no
better than 5 km, and generally worse because of the
oblique view. Such sensors cannot view high latitudes
above 55° because of the curvature of the Earth.

The sampling characteristics of a number of
oceanographically useful sensors are depicted in
Figure 5.8.

Procedures for Analysing Satellite Data

Before the raw data transmitted from the satellite
to the ground station can be of use to the marine
scientist, a number of operations have to be per-
formed. Figure 5.9 outlines the various procedures
involved in acquiring satellite data and processing
them to yield oceanographic information. Data are
recovered from the satellite as a sequence of num-
bers corresponding to the digitized signal every
time it is sampled. Given a knowledge of the detec-
tor characteristics, it is possible to apply a sensor
calibration to the digital signal in terms of the
property of radiation being measured at the satel-
lite. The digitization capacity, i.e., whether the val-
ues are stored as 6-, 8-, 10-, or 16-bit numbers,
determines the resolution and therefore can strong-
ly affect the usefulness of the data.

An atmospheric correction also has to be applied
in most cases. This attempts to remove the effect of

the atmosphere on the transmission of the ocean
information from sea to satellite. The atmospheri-
cally corrected value is an estimate of the radiation
which the sensor would have detected leaving the
surface of the sea if there were no intervening
atmosphere. A variety of approaches are used for
this, including modelling of the atmospheric effects,
and using multispectral methods to correct for vari-
able factors which cannot easily be modelled. For
data derived in infra-red and visible wavebands,
screening for cloud detection is applied, in which
all pixels corrupted by cloud are rejected, leaving
blanks in the final image.

While for some applications the value obtained
after atmospheric correction may be a useful para-
meter, e.g., the sea surface temperature (SST), in
many cases it is appropriate to apply what is
termed a geophysical calibration to convert the
measured properties into an oceanographically use-
ful parameter, e.g., converting the radiance mea-
sured in several bands within the visible spectrum
into an estimate of chlorophyll concentration, or
converting radar back-scatter into wind speed and
direction. Calibration algorithms are generally
derived empirically using in situ data and calibra-
tion or validation experiments.

Another essential requirement is to identify the
geographical position of every data value in a
geolocation procedure. If image data are to be pre-

75

5.9



LS. Robinson and T. Guymer

Box 5.1 Sea Surface Temperature Maps from Infra-Red Sensors

Figure 5.10 Infra-red sen-

sors measure the radiation
emitted from the sea <
surface in the wavebands Satellite track

=2 oy Ues=l1e [, Forward view has twice

a”d 11 -5—.1 2_-5 i The the atmospheric path
emitted radiation increases length of the

with the sea surface temper- nadir view
ature (SST), but is reduced
by passing through the
atmosphere, so the detected
(brightness) temperature is
not the true value. The
atmospheric effect varies Thermal emission from sea surface

with wavelength, and so the

difference between bright-

ness temperatures at differ-

ent wavebands can be used as the basis for an atmospheric correction. The ATSR sensor also observes each sea
area twice, once from above and once obliquely through twice the atmospheric path length. As the difference in
temperature between the two views gives a direct measure of the atmospheric effect this approach gives a high
absolute accuracy of SST recovery.

Nadir view has the
shortest path through
the atmosphere

Figure 5.11 This image
depicts SST in the Bay of
Biscay and English Channel,
derived from measurements
made by the AVHRR sensor
on the NOAA-9 satellite on
6 August, 1988. The tem-
perature has been colour-
coded according to the
scale bar displayed. Black
corresponds to the land and
white indicates that cloud
has been detected. There is
a wealth of oceanographic
information to be found in
this image, including the
overall distribution of tem-
perature, showing a drop of
9°C between northern Spain
and the English south coast,
the discontinuous nature of
the thermal structure rather
than smooth gradients, and
the evidence of meso-scale
eddies in the patterns drawn
out in the temperature field.
There appears to be cool
coastal upwelling along the
French west coast. Off the
Brittany peninsula, the dis-
tinctive cold front, on which small-scale eddies have developed, is probably the boundary between offshore strat-
ified water with a warmer surface layer and the tidally well-mixed water inshore. Further offshore from Brittany,
and disappearing under the cloud, is evidence of cool surface temperatures above the shelf edge, caused by
breaking internal waves stirring cooler water into the mixed layer.
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Figure 5.12 This brightness temperature image of
a region 500 km? in the South Atlantic, just north
of the Falkland Islands, was obtained from the
ATSR 11 pm channel on 13 October, 1992. It
illustrates the richness of the dynamical structures
which can be found in the ocean and demon-
strates the unique capability of remote sensing to
capture them. The image is from a region centred
about 55°W 45°S. The coldest water comes from
the Falkland current, which flows from the south-
west. The warmest water derives from the Brazil
current flowing from the north. As the two currents
interact, large eddying motions occur, entraining
warm water into the cold and vice versa. What is
striking from the resolution achieved with this sen-
sor is the narrowness of some of the warm and
cool filaments drawn out in a complex interleav-
ing, leading in some places to the growth of small
eddies. Eventually, these will diffuse into a uni-
form body of intermediate temperature, but this
particular instant within a rapidly evolving pattern
has been captured by the satellite in a way that
could not have been possible using ships. Remote
sensing is providing new challenges for the study
of the dynamical processes which control these
temperature patterns.

Figure 5.13 Individual high-resolution
images are used to contribute to global
compilations of sea surface temperature.
(@) The contribution of just one day’s over-
passes of the ATSR. The regular gaps show
the limits of daily coverage; the gaps with-
in the swath are due to cloud being
encountered. Over a month the swath
covers most of the globe, and very few
locations remain persistently cloud-cov-
ered (black on the image), leading to the
monthly average SST map (b). This is
based on a resolution cell of 0.5° latitude
and longitude. It reveals the global struc-
ture of SST, warmest at low latitudes and
coldest toward the poles. However, the
east-west asymmetry in the oceans is
apparent, particularly in the Atlantic. Also
evident is the characteristic cool zone
along the equator in the Pacific, and the
cool upwelling off the east coasts of Africa
and South America. Despite its coarse res-
olution, an image like this still shows eddy
activity (see Chapter 4), particularly in the
Atlantic sector of the Antarctic
Circumpolar Current.
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Temperature
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sented in the form of a regular map projection, geo-
metric correction has to be applied. This may
require resampling of the image onto a different
grid base; since this degrades the data slightly it is
usually performed only when all the other correc-
tions have been applied. For many purposes it is
convenient to combine the data from several differ-
ent satellite overpasses into a single map represent-
ing average conditions over a given time span, a
procedure known as compositing.

For example, a global map of sea surface temper-
ature is built up from the cloud-free pixels derived
from all the overpasses on several days (see Box
5.1). This enables gaps due to cloud on some days to
be filled from clear overpasses on others, although
care has to be taken if the ocean variable is likely to
vary rapidly within the compositing period.

Ocean Applications of Satellite Data

The routine processing outlined above generally
leads to images or maps of a particular ocean vari-
able. Although much challenging scientific work
has been done developing these procedures to the
point where satellite measurements are scientifically
reliable and have a specified accuracy, this aspect
of satellite oceanography is just the prelude to the
main task which is to analyse and interpret the
data. Here, the exciting scientific opportunity is to
use the unique capabilities of remote sensing to
extend our understanding of ocean processes.
Satellite data potentially have a contribution to
make to all aspects of marine science, but here we
have room only to look at a few examples.

In Box 5.1 the measurement of SST using infra-
red sensors is described. One of the primary objec-
tives in developing these sensors has been to
acquire regular global maps of SST distribution and
its seasonal variation. Once a long-enough time
sequence has been established (useful records com-
menced in 1980), it will be possible to identify
anomalous trends which may herald changes in the
patterns of global climate. Already such data pro-
vide early indicators of the onset of irregular cli-
mate phenomena, such as the El Nifio—Southern
Oscillation (ENSO) events (see Chapter 3). From
the same sensors, but analysing data at higher spa-
tial resolution, maps of SST provide synoptic views
of the ocean ‘weather’, the meso-scale eddies
(Chapter 4) which help to distribute heat and
ensure that the ocean is far from homogeneous.
Such images can be used by fishing fleets to locate
regions, such as frontal zones, which are favourable
for finding certain species of fish.

A completely different technique, using the mea-
surement of ocean colour, is illustrated in Box 5.2.
Interestingly, this method can also reveal similar
meso-scale dynamical processes to those imaged by
their temperature signature. It can also be applied
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on the scale of ocean basins to reveal clearly how
the primary production in the upper ocean varies
spatially and seasonally. At the much higher spatial
resolutions achievable from aircraft, it is possible to
detect small-scale dynamical processes occurring in
coastal seas and estuaries, and to use this to under-
stand the processes which control coastal pollution
and the dispersion of river discharges.

Images derived from synthetic aperture radar or
SAR (Box 5.3) represent the variation of radar back-
scatter over the sea. They are not so readily inter-
preted as colour or thermal images, but the spatial
patterns often provide clues for interpretation. On
some images, swell waves are clearly shown by the
way in which back-scatter varies between trough,
crest, and leading and trailing face. Sometimes the
refraction of wave patterns is imaged. Surprisingly,
since the radar is influenced only by the surface
roughness, patterns appear which are associated
with phenomena beneath the water surface, such as
sea-bed bathymetry, or the presence of undulations
of density layers known as internal waves. In other
images the radar is strongly influenced by the pres-
ence of surface films which generate slicks of
smoother water having low back-scatter. The spatial
coverage of the satellite SAR over 100 km can reveal
the coupling between local roughness phenomena
and meso-scale dynamical features.

Altimeters do not generate images like scanning
sensors, although over time they can build up evi-
dence of sea surface topography which can be
interpreted in terms of ocean currents (Box 5.4).
Until there is an independent measure of the shape
of the geoid due to the variation of gravity, only
deviations of slope from the mean can be obtained,
but these can reveal the variability in ocean cur-
rents and map the global distribution of eddy kinet-
ic energy (EKE, see Chapter 4). The altimeter’s
ability to estimate wave height from the shape of
the reflected radar pulse (Box 5.5) gives it an
important operational role in sea state forecasting.

The scatterometer (Box 5.6) measures the aver-
age roughness over large areas of the sea surface
and enables the local wind speed and direction to
be derived. While the direct application of this is in
meteorology, it is valuable for indicating the way in
which the dynamical forcing of the ocean by the
atmosphere (Chapter 2) can vary spatially. It can
also be used operationally in improving wave fore-
casting models.

Although microwave radiometry cannot match
the fine spatial and radiometric resolution of infra-
red sensors, its reduced sensitivity to cloud cover
enables it to play a valuable role in cloudy regions.
Microwave radiometers can yield not only a mea-
sure of SST, but also can measure wind stress and
detect the presence of sea ice. They therefore have a
valuable operational role to play in polar seas.
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Box 5.2 Ocean Colour Images

Figure 5.14 The apparent colour of
the water is affected by the combi-

nation of scattering and absorption #

of the Sun’s light, as illustrated. The

red end of the spectrum is preferen- \/A
tially absorbed by sea water, and

light scattered from deep in the sea
consequently appears blue. How-
ever, chlorophyll present in the
water absorbs blue light, so that the
water-leaving light appears greener
in the presence of phytoplankton,

Scattering by the
atmosphere changes
the apparent colour
of the water-leaving

The ratio of green/blue in the
water-leaving light is a measure
of the chlorophyll content

provided there is enough particulate Scatering from shllow

material to scatter the green light all visible wavelengths

before it is absorbed by the water

itself. Other substances can also SCatering o deeper
influence the water colour, such as ﬁmﬁﬁﬁfﬁfgﬁ@m
dissolved organic material (known S

as yellow substance) and exception-
al ‘red tide’ plankton blooms (see
Chapter 6). The brightness of scat-

tered light also gives a qualitative indication of the amount of suspended particulates in the water.
Consequently, the remote sensing of ocean colour can be used to measure the concentration of phytoplankton
in the upper layers and to monitor the distribution of suspended particulates, as well as to act as a tracer for the

patterns of dynamical features.

Figure 5.15 An image defining the distribution of chlorophyll pig-
ment concentration in the North Atlantic off the Iberian peninsula on
7th April, 1980, derived from CZCS observations of ocean colour.
Images such as this illustrate how variable the ocean can be, and
demonstrate the value of remote sensing methods for instantaneously
capturing the spatial distribution of phytoplankton. The heterogeneity
derives from the patchiness of primary production in spring, which
depends on the distribution of nutrients and of overwintering seed
populations. Once ‘hot spots” of production have commenced, the
variable currents associated with meso-scale dynamical features move
the patches by advection, stretching and twisting them into complex
patterns. One of the most interesting features in this image is the
strong filament which extends several hundred kilometres offshore
from Lisbon. This, and other less distinct filaments further north, are
important for the transport of continental shelf water into the deep
ocean. The image suggests, however, that between the offshore flow-
ing filaments are zones of less productive water flowing toward the
coast to form an onshore—offshore circulation cell.

Figure 5.16 An enhanced colour image of part of Southampton
Water, UK, generated from Airborne Thematic Mapper data. The
image has been constructed from measurements in the blue, green,
and red parts of the spectrum to give a near-real colour image, but
because the contrast is enhanced the colours appear brighter than
they would to the naked eye. The most apparent feature on this image
is the plume in the wake of the large container vessel. Whereas the
surrounding water appears dark blue-green, the plume appears yel-
lower, indicating that red as well as green and blue light is being
back-scattered. This occurs when there are high suspended-sediment
concentrations close to the surface and the image indicates that the
passage of the ship has stirred up material from the sea bed. Brighter
patches elsewhere also indicate increased suspended sediment, possi-
bly caused by the earlier passage of other ships.
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Box 5.3 Synthetic Aperture Radar Imaging of

Small-Scale Ocean Processes

Figure 5.17 It is not possible with a satellite
sensor to focus microwaves in the same
way as visible or infra-red radiation. To
achieve a high-resolution image in the
range direction (the radar pointing direc-
tion), the radar uses the timing of the return
pulse to determine the precise distance to
the patch of sea surface being viewed. To
achieve comparably high resolution in the
azimuth (along track) direction would
require a very large aperture antenna. This
cannot be constructed physically, but its
effect is synthesized digitally using the
recorded pulse returns from many positions
of the satellite along its orbit, hence the
name Synthetic Aperture Radar. SARs on
satellites are capable of resolving down to
20 m. A typical SAR image consists of up to

4000 x 4000 picture elements (pixels). A SAR produces an image corresponding to the magnitude of the radar
energy returned from the sea surface. Since the radar views the sea at an oblique angle, the signal relies on
detecting back-scattered radiation caused by the interaction between the incident radar waves and the rough-
ness of the sea surface. The microwaves do not penetrate the surface at all, and so the patterns on the radar
image are due to variations of the sea surface roughness.

Figure 5.18 An image of the southern North
Sea adjacent to the Dover Straits acquired by
SAR on Seasat, 19th August, 1978. The origi-
nal data have been averaged to a resolution
cell of 168 m, eliminating the speckle effect
and resulting in a very smooth image. The
width of the image represents about 90 km
and the direction of North is 26.1° clockwise
from the top of the image. The radar back-
scatter patterns appear to reveal the bathym-
etry of the sea bed — the image looks rather
like a photograph of the sea bed laid bare
and illuminated from an oblique angle.
Images like this took many oceanographers
by surprise when they were first obtained. It
must be emphasised that the radar signal
does not penetrate through the sea to the sea
bed. The imaging mechanism is this: the
tidal currents fluctuate in magnitude as they
flow over shallow or deep regions, causing
horizontal convergence and divergence
which concentrates or reduces the surface
wave energy, and hence the roughness con-
trolling the radar return. Although such a

5.17
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mechanism seems rather complex, the clarity of bathymetric features in the image, which correlate very well
with bathymetric charts, demonstrates that this is an effective method for mapping sandbanks and sandwaves.
Current research is determining whether quantitative as well as qualitative information can be recovered, and
examining the conditions of tide and wind which are necessary to produce such clear images of the sea bed.
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Figure 5.19 This ERS-1 SAR image of the English
Channel off the Isle of Wight was recorded on 2
July, 1993, and the width of the image represents
80 km. Slicks, regions in which the sea surface is
smoother than normal, appear as dark regions on
the image and may be caused either by the pres-
ence at the surface of material such as organic
films, or by dynamical features which produce
local divergence of the surface current. Either
process reduces the amplitude of the short surface
waves which influence the radar back-scatter. In
this image the slicks provide a way of detecting
other dynamical processes. In some of the coastal
embayments narrow slicks appear to be aligned
with the local tidal circulation. In other areas the
slicks relate to old ship wakes which have left a
trail of smoother water behind. Further offshore the
larger slicks are probably patches of surface film
discharged from ships. The corrugated shape of
these patches is due to the shear associated with
the strong tidal streams which flow parallel to the
coast. (The data from which this image was derived
were supplied by the European Space Agency.)

Figure 5.20 This ERS-1 SAR image of the Atlantic
coast off Portugal contains a lot of wave-like phe-
nomena consisting of clusters of between four and
eight slightly curved, concentric crests. Since the
size of the whole image represents 100 km across,
the wavelengths of these phenomena, greater than
1 km, imply that they are the surface manifestation
of internal waves. These are subsurface waves pro-
ducing undulations of the interface between the
upper mixed layer of the sea and deeper, cooler,
denser layers, and are generated by tidal flow
encountering the shelf edge. Packets of several
internal waves are produced by each tide and the
surface currents associated with them act to com-
press or stretch the wind waves and thus generate
zones of rougher and smoother sea surface.
Observations at sea coincident with SAR overpass-
es confirm that the zones of rough and smooth sea
are in phase with the internal waves, which thus
acquire a signature in the SAR image. Because
these waves propagate quickly, it is not possible to
use ship measurements to map their spatial extent.
SAR images provide the only systematic way of
detecting their occurrence and defining their spa-
tial distribution. By making assumptions about their
tidal origin, it is possible to estimate their propaga-
tion speed from the spacing between distinct wave
packets. (The data from which this image was
derived were supplied by the European Space
Agency.)
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Box 5.4 Sea Surface Topography

As implied by its name, the altimeter primarily measures height — in this case, that of sea level. The
method is conceptually very simple. A sharp pulse is transmitted vertically toward the Earth’s surface
from an antenna on the satellite. Some of the signal is reflected back to the same antenna from those
parts of the surface within the 7 km footprint which are aligned perpendicular to the beam. The key to
the technique is the accurate measurement of the time delay between transmission and reception of
the pulse by the antenna. If the signal’s propagation speed is known then the distance between the
satellite and the surface can be obtained. The height of the satellite orbit can be determined by track-
ing stations and the difference between the two provides an estimate of sea level. As the satellite cir-
cles the Earth, so sea level changes in space and time can be monitored.

In practice, it is very difficult to achieve the accuracy required for oceanography (better than 10 cm).
Corrections must be made for the effects of the atmosphere on the propagation speed and, because
the reflected pulses are very noisy, sophisticated processing techniques are needed to time the arrival
of such pulses with high precision. Even the task of precisely determining the position of the satellite
presses orbital dynamics computations to their limit, because large satellites in low altitude orbits are
influenced significantly by such processes as air drag and solar radiation pressure. It is, indeed,
remarkable that the present generation of altimeters flying at altitudes of 1000 km can measure sea
level to 4 cm — a precision of 1 in 25 million!

What can we learn from the resulting sea level data? The largest variations by far, amounting to
more than 200 m, are those of the geoid, a surface connecting points of equal gravitational potential.
The Earth’s gravity field is rather uneven because of the way in which mass is distributed, and this is
manifested in sea level. Although of great interest to solid Earth geophysicists — the influence of ocean
trenches and seamounts is often readily discernible — it is a nuisance to oceanographers wanting to
use altimetry because it prevents the calculation of mean currents. What is required is global mapping
of the geoid, independently of altimetry. This surface must be subtracted from the altimeter data to
yield the oceanographic signal, referred to as the dynamic topography. An example is shown in Figure
5.21. Dominant large-scale oceanographic features, such as the Antarctic Circumpolar Current and the
Subtropical Gyre, can be identified, but most of the structure represents uncertainties in the geoid
which mask the relatively weak signals produced by ocean dynamics. We must await the launch of
satellites dedicated to mapping the Earth’s gravity field at high spatial resolution before we can signifi-
cantly improve our ability to separate the ocean’s dynamic topography from the geoid.

Happily, the need to know the geoid can be eliminated by studying time-varying altimeter signals
of the ocean, since the geoid is constant on the time-scales of interest to us. One of the most obvious
changes in sea level with time is that due to tides. Altimeters now provide the most accurate means of
mapping open-ocean tides on a global basis. However, after allowing for these regular rises and falls
there remain the irregular changes due to ocean currents. Their speed and direction are related to sea
level in the same way as winds in the atmosphere are associated with the horizontal distribution of air
pressure. Thus, as an oceanic eddy or meander passes through an observation point there is a change
in sea level (depressed for a cyclonic eddy and raised for an anticylonic one). These sea level changes
can be expressed as departures from a long-term mean — we call them anomalies. Figure 5.22 shows
sea level anomalies in the South Atlantic obtained from ten days of altimeter data. Over most of the
region the signal is less than 5 cm, but two areas (off South Africa and in the Southwest Atlantic)
show positive and negative anomalies of 40 cmm magnitude. The former corresponds to the Agulhas
Retroflection (where the Agulhas Current turns and flows toward the east, south of South Africa) and
the latter to the exit region of the Brazil-Falklands Confluence — see also Figure 5.12; both are known
to be highly energetic and to spawn meso-scale eddies (Chapter 4). Eddies are important in contribut-
ing to horizontal heat transports and, through upwelling of nutrients, help to determine biological vari-
ability. Altimeter data offers the possibility of monitoring the movement and development of such fea-
tures and, by assimilation into models, should provide a key element in a future ocean-forecasting
system.
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Figure 5.21 Mean sea surface height of the South Atlantic in metres above the
geoid. The high in the centre corresponds to the Subtropical Gyre; to the south the
Antarctic Circumpolar Current shows up as a region of increased north—south gradi-
ent. (Courtesy of Matthew Jones, James Rennell Division for Ocean Circulation,
SOC, and Mullard Space Science Laboratory, UCL.)
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Figure 5.22 Sea surface height anomaly field derived from ten days of TOPEX/POSEI-
DON data, calculated with respect to a 2-year mean. The colour scale shows heights
of the anomalies in metres. (Courtesy of Matthew Jones, James Rennell Division for
Ocean Circulation, SOC, and Mullard Space Science Laboratory, UCL.)
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Box 5.5 Wave Height

Contained within the shape of the return pulse of the radar altimeter is information on significant
wave height. This quantity corresponds closely to the mean of the highest one-third of the waves
being observed at any one time and is similar to the wave height estimated from visual observations.
In contrast to the calm sea case, reflection takes place earlier from the wave crests and later from their
troughs, which leads to a smearing of the leading edge of the received pulse. The higher the waves
the greater is the slope of this leading edge; it is this behaviour that is used to calculate values of wave
height. Comparisons with buoys have shown that accuracy of wave height estimates may be better
than 10%.

Our knowledge of global wave climate from conventional data is rather poor: buoys equipped with
wave sensors are confined to coastal regions and most ship values come from visual observations,
which can be very subjective and are biased to fair-weather conditions. Altimeters can provide uni-
form coverage regardless of weather conditions (except in those areas where sea ice is present).
Figure 5.23 portrays the seasonal variation in significant wave height. Significant differences between
winter and summer occur, especially in the northern hemisphere. The high wave heights in the Indian
Ocean in June are a consequence of the southwest monsoon.

Less obvious, but more intriguing, is the variation from year-to-year [a selection of cases is shown
in Figures 5.23(b) and 5.24] compiled from three altimeter missions — Geosat, ERS-1, and
TOPEX/POSEIDON. The plots are for winter in the northern hemisphere. Some features are common
to all years — highest waves occur in the mid-latitudes of both hemispheres, corresponding to the
stormy westerly winds. The maxima are displaced to the eastern side of ocean basins, where the fetch
is greatest. Despite it being summer, wave heights in the Southern Ocean are as large as their north-
ern counterparts, although the high wave height zones do not extend so far equatorward. Wave
heights in the tropics are always small when averaged over a month or so. However, some differences
can be detected. In some years (e.g., 1992-1993) the North Atlantic and Norwegian Sea are rougher;
when this happens the North Pacific is calmer. Likewise, the South Atlantic shows large changes with
a minimum in 1987-1988 and a maximum in 1993-1994. Why does this interannual variability occur?
Since it presumably reflects changes in the wind forcing, there are important implications for ocean
circulation. We are exploring these links as part of the contribution to the World Ocean Circulation
Experiment (see Chapter 3).
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Figure 5.23 Mean significant wave height (m) obtained from TOPEX/POSEIDON altimeter data: (a) June 1994;
(b) December 1993—-January 1994. (Courtesy of David Cotton, James Rennell Division for Ocean Circulation,
SOC.)
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Figure 5.24 Mean significant wave height (m) for four northern hemisphere winters: (a) 1986-1987 from
Geosat; (b) 1987-1988 from Geosat; (c) 1991-1992 from ERS-1; (d) 1992-1993 from TOPEX/POSEIDON.
Wave heights vary from less than 0.5 m to greater than 5 m as shown in the colour scale. (Courtesy of David
Cotton, James Rennell Division for Ocean Circulation, SOC.)
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Box 5.6 Scatterometer

Like the altimeter, the scatterometer is also a radar sensor, but instead of measuring time delay or the
distortion of pulse shape, it relies on using the amount of back-scattered power to infer an oceano-
graphic quantity. From the early days of radar it has been known that when the sea surface is viewed
obliquely ‘ground clutter’ exists, which increases with sea state. In glassy calms there is no detectable
return because the incident radiation is reflected away by the mirror-like surface, with no return along
the beam. As the wind speed increases small waves are set up which scatter some energy back
toward the antenna. The ‘cat’s paws’ often seen on the sea surface when a breeze springs up are an
example. Microwave radars operating at wavelengths corresponding to this ripple-scale (ca 2 cm) are
found to be most sensitive to wind variations. Furthermore, the back-scatter is not the same in all
directions, being a maximum in the direction of the wind and a minimum across it. This is due to the
effect of longer wind waves which are aligned more or less across the local wind.

Such knowledge is exploited in scatterometry in that broad swaths are illuminated with microwave
radiation at incidence angles of 20-55° and with spatial resolution cells of side 50 km. The effect of
individual waves on the back-scatter is averaged out on this scale. Several antennae are deployed at
various azimuth angles so that the same area of ocean can be viewed from different directions over a
period of a few minutes, allowing wind direction to be inferred. There is no accepted model of the
wind dependence of the measured back-scatter and so the retrieval algorithm is empirically deter-
mined from simultaneous radar back-scatter and in situ wind measurements (see Figure 19.13). In the-
ory this model function can be achieved by comprehensive airborne measurements prior to the
launch of the satellite, but in practice it has proved necessary to carry out considerable modifications
using the satellite data themselves.

Despite the lack of fundamental understanding, comparisons of scatterometer wind velocities have
shown agreement to 2 m/s and 20° with independent in situ data. The accuracy, spatial resolution, and
all-weather coverage of scatterometer data make them very useful for studying individual meteorolog-
ical events and for obtaining the time-averaged wind fields needed to calculate surface momentum
and heat and water vapour fluxes for large-scale ocean circulation studies. Figure 5.25 is an example
of the detailed winds in a hurricane, generated from scatterometer data and superimposed

5.25

Figure 5.25 ERS-1 scatterometer surface wind vectors across Hurricane Emily on
30 August, 1993, superimposed on a coincident Meteosat cloud image. The
length of the vectors is proportional to wind speed and those in red near the eye
of the hurricane correspond to winds greater than 15 m/s. (Courtesy of the
European Space Agency.)
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on an infra-red cloud image obtained by a geostationary weather satellite. The realistic distribution of
wind speed relative to the hurricane and the counterclockwise flow centred on the eye cloud add cred-
ibility to the scatterometer data. In some cases tropical storms have been detected in ERS-1 scat-
terometer data before they have appeared on analysis charts, presumably because of the sparseness
of the routine weather observations in relation to the relatively small scale of these tropical systems.
For some oceanographic purposes, e.g., study of localised coastal upwelling or deepening of the sur-
face mixed layer, the scatterometer wind data should prove extremely valuable, especially in remote
ocean areas where other forms of data may not be available. Global wind fields can be produced by
combining data from consecutive passes of the satellite, as in Figure 5.26. The Trade Winds can be
observed converging on the Equator. At higher latitudes the winds are stronger and more variable in
direction, being influenced by the passage of depressions. The largest areas of strong westerlies are

found in the Southern Ocean.

5.26

.l‘x‘: ___“_'{
a2 A
A £ i I
o W
PRSI T
= g 1
v se s VTN
e AL
e et et o it o S P [

et P P
ko it B 5 AP F P Lk Al S

At g 5
S

A e v
el

AAAPRRILL PP RPL BB,

APS P PPN ) na b b -
"“-""\'-\\\k .\“\:‘

””‘*ﬂ‘ﬁﬁﬁs\\x\\\\\l\

wwNARA Y,
e

N Ty e N Y,
YW T, "“"“‘-‘-ﬂ\.‘v‘h\\.\\, L
M‘_)\m\\ﬁ_ﬁﬂ'“’i oY o iy S
iy b3 - g g
Iy, S :.-.:4- ::\ﬁ« LA !3‘-‘\ “E ;: Py | :V,\"'_:Z':\}‘ P :\;"\}\;
RN ARSI DRSS N A b T CARR XYY - 0 i
B \ﬁ.,’,.“\,‘qu..'h\\_.\,,_,_ A1V aaad o ,_‘,“,LSJI}\\a.«...,r_......,.,......H\ 1747
SRS g ) WAL NS e 4 LV ) L i L L ol oy gL St ainnbERn T YL 3
Sty {1 P o % syl T e P amil ol 4
ad PFE” ani by’ ¥ S A A e A A e e AR AR N S e Je
hAN A e\ At g e prr iy At Syt AT, S A St et A A A A A Ve
i e T s ) e e e e S LR LR R T L ———
L R I— e ra— L ¥ PP it~ AR S s nnnn.

A e oae St

Figure 5.26 Average global wind field for April 1993 derived from ERS-1 scatterometer data. The strength of
the wind is indicated by the length of the arrows (lightest winds are in blue, strongest are in red). (Courtesy of

the European Space Agency.)
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The Future for Satellite Oceanography

From these few examples of the applications of
satellite data, the versatility and wide scope of
marine remote sensing should be apparent. New
sensors with higher performance are being designed,
and new methods for processing the data are being
developed to improve the accuracy with which
ocean parameters can be measured. The space agen-
cies of Europe, North America, and Japan have a
continuing programme of Earth Observation
Satellites planned, with a number of sensors dedi-
cated to oceanographic applications, and there is
scope for new ideas to be injected into the develop-
ing technology.

An even more challenging task is to improve the
way in which remotely sensed data are integrated
with more conventional measurements from ships
and buoy-mounted instruments. The goal should be
to enable the different types of measurements to
complement each other in global ocean-monitoring
programmes. An important integrating factor will
be the use of computer models. Because of their
pixellated nature, satellite data are well adapted for
assimilation into numerical models or for valida-
tion of model predictions. The rapidly improving
performance of global telecommunications will
ensure that the vast quantities of numbers being
transmitted from Earth Observation Satellites can
readily be used to improve operational forecasts, as
well as contributing to an improved understanding
of oceanic processes.

88

However, the increased use of satellites is unlike-
ly to reduce the requirement for in situ measure-
ments. In fact, the reverse is true. The calibration
and validation of satellite sensors requires regular
comparisons with data acquired at sea, so there is a
demand for new ocean instrumentation to measure
parameters, such as surface roughness and surface
radiation temperature, which have not been readily
measured from ships before.

Remote sensing methods, by offering a new per-
spective on the ocean, are stimulating new oceano-
graphic endeavours which will embrace all types of
oceanographic techniques. The challenge for the
next generation of oceanographers is to combine
satellite data with more traditional methods, and to
use an integrated approach to answer questions
about global ocean processes that could otherwise
not even be asked.
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CHAPTER 6:

Marine Phytoplankton

Blooms
D.A. Purdie

Introduction

Marine phytoplankton are often referred to as the
‘grass of the ocean’, since they form the productive
basis on which most animal life in the oceans is
ultimately dependent, be it a herbivorous zooplank-
ton consumer, a top carnivore, or a benthic deposit
feeder. ‘Phytoplankton’ is a collective term to
describe the single-celled microscopic algae (they
may also form chains or clumps of cells), that float
in the surface, well-illuminated waters of the sea.
When conditions are optimum for their rapid
growth, or if more dispersed cells are aggregated by
some mechanism, such as the fronts described later,
planktonic micro-algae become sufficiently abun-
dant to colour the sea; this phenomenon is often
referred to as a plankton ‘bloom’.

The term bloom was originally used by analogy
with terrestrial plants, to describe the spring flow-
ering of the diatoms which characterises most tem-
perate waters. Blooms normally consist of one par-
ticular species that dominates the plankton in the
surface waters affected. The term ‘Red Tide’ is also
often used to describe blooms, as many of the
organisms cause a red colouration to the sea —
although green, brown, and yellow colourations
are also known. These characteristic colourations
of the water are a direct result of high concentra-
tions of photosynthetic compounds (i.e., chloro-
phylls) and accessory pigments which are found in
the micro-algae. The pigments absorb certain wave-
lengths of visible light, and algal cells scatter a sub-
stantial fraction of the submarine light, causing the
apparent change in the colour of the water (see also
Box 5.2 and Chapter 14).

Blooms of micro-algae represent a large increase
in biomass and generally last for relatively short
periods, a week or so. They are not exclusive to the
sea; they also occur in freshwater lakes and rivers.
Blooms become visible as a discolouration of sea
water when chlorophyll concentrations exceed
10 mg/m’ and cell concentrations in the nanoplank-
ton size-range exceed 0.5 x 10’ cells/m’. Typically,
however, chlorophyll levels and cell densities may
exceed 100 mg/m’ and 30 x 10° cells/m’, respec-
tively, and may range up to 2000 mg/m’ and 100 x
10’ cells/m® in some localised coastal regions. These

very dense blooms are often termed ‘exceptional
blooms’; they are recurring features in some sea
areas and lead to a variety of notable consequences,
as described below.

In estuaries or coastal waters, phytoplankton
blooms may be small localised features, a square
kilometre or so in extent, but they are often much
more extensive in deep water, sometimes covering
hundreds of square kilometres. The discolouration
of the sea that they cause can be detected by air-
craft or satellites, and photographed' or measured
by specialised narrow-range spectral sensors
mounted on airborne® or space platforms®’ (see
Chapter 5). An upwelling bloom event along a
60 km front in the central mid Pacific has been
photographed from satellites, ships, and the space
shuttle Atlantis'®. An extensive bloom of the coc-
colithophore Emiliania huxleyi, detected in the
North Atlantic from a series of satellite images’ (see
Figure 4.11), covered an area of ca 250,000 km?.

The mechanisms responsible for changes in the
micro-algal carbon biomass with time in the near-
surface waters of the sea, known as the euphotic
zone (i.e., the zone in which there is sufficient light
for growth and cell division of phytoplankton), are
controlled by a balance between the primary (algal)
production rate and losses from the plankton com-
munity through respiration, grazing by herbivores,
and sedimentation of intact cells. During non-
bloom periods, micro-algal biomass in the sea
remains quite constant — the production of biomass
is approximately balanced by respiration, grazing,
and sedimentation losses. Phytoplankton blooms
result when production exceeds loss. The environ-
mental conditions required for a phytoplankton
bloom to occur are:

e Availability of the inorganic plant nutrients
nitrate and/or ammonium, phosphate, and sili-
cate (in the case of diatoms).

e Sufficient irradiance levels within the surface
waters.

e An imbalance or lag between the production of
micro-algae and their grazing by herbivores,
advection, or sedimentation out of the produc-
tion zone.
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Once nutrients become exhausted in surface
waters, cells begin to die and the phytoplankton
sediment out of the water column. This may result
in production of rapidly sinking amorphous aggre-
gates of dead and decaying phytodetritus, known
as ‘marine snow’. This material may descend great
depths through the water column in a few days,
and result in a thick flocculant covering of the sur-
face sediment (see Chapter 7). These processes of
bloom growth and decay can be expressed in math-
ematical terms and represented in biophysical
models®.

Marine phytoplankton blooms are natural phe-
nomena. There is, however, increasing evidence
and consequent concern that anthropogenic activity
(e.g., the supply of nitrates by rivers) is fertilising
coastal waters, resulting in an increase in the inten-
sity and frequency of bloom events, as well as
affecting the natural balance of phytoplankton
species diversity (see also Chapter 15). These
‘unnatural’ blooms have a number of both direct
and indirect affects on the marine biota, many of
which are deleterious and result in severe environ-
mental problems.

Common Examples of Bloom-Forming
Marine Phytoplankton

Diatoms are the dominant marine phytoplankton
in most marine waters, particularly during the
spring bloom. The cells are enclosed in a micro-
scopic porous shell or frustule constructed from sil-
ica assimilated as dissolved silicate from sea water.
Dinoflagellates are spirally swimming organisms
propelled by flagella; they are the major primary
producers in many marine regions during summer.
Phaeocystis sp is a prymnesiophyte that forms large
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Figure 6.1 Colonies of Phaeo-
cystis sp showing small dot-like
cells embedded in a mucous
colony. The spherical colony is
about T mm in diameter.

colonies of cells embedded in a mucous envelope
(Figure 6.1). Dense blooms of Phaeocystis occur in
many coastal regions, including the southern North
Sea. A related group of marine phytoplankton, the
coccolithophores, produce calcite plates that cover
the outside of the cell [Figure 6.2(a)] and, during
bloom conditions, cause the water to take on a
milky turquoise colour [due to the scattering of
light by the cells; Figure 6.2(b)].

The two most frequently observed ‘protozoa’
that cause discolouration to the sea when present in
high abundance are Noctiluca and Mesodinium
rubrum, neither of which are known to posses any
toxic effects.

Noctiluca is a heterotrophic (i.e., organism
deriving nutrition from assimilation of organic
matter) dinoflagellate and a voracious phagotroph-
ic (i.e., particle ingesting) feeder. It is pigmented by
orange carotenoids (i.e., non-photosynthetic pig-
ments), possesses the ability to control its buoyancy
in sea water, and is often noticed as a tomato-red
colouration on the surface during calm conditions.
In enclosed shallow harbours blooms of this organ-
ism can cause severe oxygen depletion, leading to
mortality of marine animals.

The highly motile ciliate Mesodinium rubrum
(Figure 6.3) contains a photosynthetic cryptomon-
ad symbiont (i.e., an algal cell living within the pro-
tozoan host) and can be functionally considered a
member of the phytoplankton®. It is extremely pro-
ductive in some regions, reaching levels of chloro-
phyll concentration of 1000 mg/m’, with a highest
recorded production rate of >2000 mgC/m’/h. M.
rubrum causes red-water events in coastal, estuar-
ine, and upwelling ecosystems in many parts of the
world®. It has been intensively studied in the
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Figure 6.2 The coccolithophore Emiliania huxleyi: (a) an electron micrograph of cells (about 6 ym in diameter)
showing calcite plates covering the cell (courtesy of D. Harbour, Plymouth Marine Laboratory, Plymouth, England);
(b) milky turquoise colouration to surface waters (picture taken from RV Charles Darwin during June 1991 in the
northern North Atlantic).

Southampton Water estuary in southern England,
where it forms red tides almost annually (Figure
6.4). During the development of these blooms, the
inorganic nutrient levels (ammonia and nitrate) in
the estuary are considerably reduced; also, bottom-
water oxygen levels are depleted by the organism
due to its downward displacement at night*. The
unusually high swimming speed of the organism
reduces its chances of being flushed from the estu-
ary, since it avoids increased surface turbulence
caused by the ebb tide by swimming to deeper
depths.

The Spring Bloom

The best-known type of phytoplankton bloom
occurs in spring in temperate and subpolar waters.
It was once thought that onset of the spring bloom
was triggered by the spring increase in solar irradi-

ance. Subsequently, it was realised that the depth of
mixing also plays an important role. A Norwegian
scientist, H.H. Gran, first established that, in win-
ter, phytoplankton are mixed vertically to the bot-
tom of the mixed layer and spend considerable
periods at depths where there is insufficient light
for photosynthesis; with the onset of the spring
warming of surface waters and a decrease in storm
mixing, the mixed-layer depth and therefore the
depth to which phytoplankton cells are regularly
mixed, decreases; they are consequently exposed to
increasingly higher average light levels, allowing
blooms to occur. The classic quantitative explana-
tion of the spring bloom, known as the ‘critical
depth theory’, was first proposed by Sverdrup'*.
We now know that the spring bloom is initiated
when the carbon fixed by phytoplankton photosyn-
thesis in the mixed layer exceeds the respiration

Figure 6.3 (a) Photomicrograph of the photosynthetic ciliate Mesodinium rubrum (about 100 pm diameter) (Courtesy
of Dr D. Crawford, Department of Oceanography, SOC, Southampton, England.) (b) Red tides caused by Mesodinium

rubrum in Southampton Water estuary, UK.
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losses per unit area, or when phytoplankton are
confined above a ‘critical depth’. Riley'' showed
from empirical evidence that phytoplankton cannot
bloom before the average irradiance in the mixed
layer exceeds 3.25 E/m*day. This critical irradiance
is reached as a consequence of seasonal increases in
both density stratification (shallowing of the mixed
layer) and increasing solar irradiance. In some well-
mixed coastal regions and estuaries, a decrease in
turbidity may also result in a deepening of the criti-
cal depth’.

Diatoms are almost without exception the group
of micro-algae that dominate the spring bloom in
temperate waters. This is ascribed to their rapid
growth rates, which are sustained by the high con-
centrations of available nutrients in early spring
and the tolerance of these organisms to the turbu-
lent conditions which prevail during this period. An
example of a spring bloom in an estuary is shown
in Figure 6.4.

Whereas many studies have been reported of the
temporal development of phytoplankton biomass
and the species succession associated with the
development of spring blooms in coastal waters,
few detailed studies of the spring bloom are avail-
able for offshore regions. One approach to study-
ing the development of the phytoplankton spring

bloom in the North Atlantic'? is to follow the water
movement rather than to stay in a fixed (e.g.,
mooring) position; this has highlighted the com-
plexity of spatial and temporal variability in an off-
shore region, where mesoscale eddies complicate
the picture of temporal chlorophyll changes (see
also Figure 4.10).

The poleward migration of the spring bloom in
the North Atlantic has been reported by Strass and
Woods" from data collected using a towed vehicle,
the SeaSoar (see Figure 19.6). Chlorophyll distribu-
tion throughout the surface 200 m between the
Azores (38°N) and Greenland at 58°N was mea-
sured from chlorophyll fluorescence using a sub-
mersible fluorometer attached to SeaSoar. The
near-surface chlorophyll fluorescence showed a
patchy bloom development between 40-49°N in
April, with a bloom centred on 49°N in June-July
and low chlorophyll levels throughout most of the
transection in August-September, with bloom con-
ditions existing only north of the polar front at
52°N.

At a particular location, the spring bloom can be
a very transient feature and is easily missed if water
samples are not collected frequently, a particular
problem in offshore waters. This is well-demon-
strated in the data obtained during a study in the
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Figure 6.5 Seasonal changes in depth (m) distribution of
(a) water temperature, (b) dissolved oxygen saturation,
and (c) chlorophyll (derived from fluorescence) at a sta-
tion in the central North Sea, sampled once a month.
These waters become thermally stratified in the spring
due to surface heating; in autumn, storms cause complete
mixing of the water column. Phytoplankton blooms were
detected in late summer in surface waters; however, the
transient surface spring bloom chlorophyll peak in April
was not detected from the research ship. Settled bloom
material in near-bottom waters was observed in late
April. Dissolved oxygen is supersaturated during surface
blooms and the development of undersaturated oxygen
conditions is evident in bottom waters in late summer
and autumn.

North Sea, in which water samples and water col-
umn data were collected by a research ship that vis-
ited a particular site in the central North Sea every
four weeks and failed to detect the peak chloro-
phyll levels. Innovative new autonomous instru-
mentation to monitor chlorophyll fluorescence at
intervals of up to four times per hour over a
month’s deployment on a mooring at this site did
detect a transient peak in chlorophyll levels
between ship surveys'. The levels were up to three
times higher than those measured from the ship.

Deleterious Effects of Blooms

Toxic effects and ‘Red Tides’

The term ‘Red Tide’ is often used in an emotive
way to describe a poisoning of water. Only a few
dozen of the thousands of marine phytoplankton
species are known to be toxic, and most of these
are dinoflagellates, prymnesiophytes, or
chloromonads. Human life can be affected if shell-
fish, such as clams, mussels, oysters, or scallops,
ingest the algae as food and retain and concentrate
the toxins in their tissues. Although the shellfish are
not greatly affected themselves, a single clam can
accumulate sufficient toxin to kill a human being.
Shellfish-poisoning syndrome is known as paralytic,
diarrhoetic, and neurotoxic shellfish poisoning, or
PSP, DSP, and NSP, respectively. A new type of
shellfish poisoning was reported in 1990 on the
eastern seaboard of Canada, termed amnesiac shell-
fish poisoning or ASP, in which infected individuals
suffered short-term memory loss. The toxins
responsible for these poisonings are from families
of compounds such as the saxitoxins, which cause
PSP by disrupting nerve impulses to the muscles
and nervous tissue. It is unclear why certain algae
produce toxins, but it is possible they serve as a
deterrent to grazers and may give the algae an
unpleasant taste.

Other nuisance effects

Many phytoplankton bloom-forming species have
no apparent directly toxic effect on organisms in
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the marine environment. However, the immense
increase in organic matter associated with blooms
can cause other indirect deleterious effects on local
waters and their adjacent environment.

During the day micro-algae photosynthesise and
produce new organic matter and oxygen. Rapidly
growing phytoplankton populations cause oxygen
supersaturation of surface waters, with values of
greater than 160% having been recorded; this may
cause some motile macrofauna to avoid such
regions, since oxygen bubbles may form in their
gills. A more frequent problem is that caused by the
severe undersaturation of oxygen, or hypoxic con-
ditions, that occur during the latter stages of phyto-
plankton blooms (Figure 6.5). Respiration by the
algae themselves, as well as by animals and bacte-
ria, consumes oxygen. In some estuaries, such as
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Chesapeake Bay, the bottom waters may become
deficient in oxygen after a phytoplankton bloom
and, in extreme cases, anoxic (i.e., totally devoid of
oxygen), causing mass mortalities of benthic fauna.
This process is exacerbated if the water column
becomes stratified, either by freshwater inputs to
estuaries or by seasonal heating of surface waters
(causing a surface mixed-layer above a thermo-
cline). Such conditions occur in the German Bight
region of the North Sea; during the early 1980s
massive fish kills occurred, which were thought to
be in part caused by severe undersaturation of
near-bottom waters. Subsequent data, however,
showed that the waters below the thermocline
become reduced in oxygen following the spring
bloom; this is caused by the algal material sedi-
menting through the thermocline and decomposing
in deeper waters® (Figure 6.5).

Phytoplankton blooms may influence recreation-
al use of coastal regions by causing foam and nox-
ious slime deposits on the beach. Many beaches in
Belgium and the Netherlands become covered in
thick foam, washed up following the breakdown of
the Phaeocystis blooms in adjacent coastal waters.
The occurrence of Phaeocystis in coastal regions of
the North Sea has been linked to enhanced inor-
ganic nutrient enrichment (eutrophication) of these
waters. A rare time-series of measurements was
conducted over a period of 14 years, from
1976-1988, by Cadee’ at one point in the Dutch
Wadden Sea. Water samples were collected weekly
in spring and summer, and less frequently, during
the rest of the year from the pier at the Netherlands
Institute for Sea Research on the island of Texel.
Results showed that both the intensity and dura-
tion of Phaeocystis blooms had significantly
increased over the 14-year period, which is proba-
bly related to the eutrophication of this region.

Many coastal regions of the Adriatic Sea have
been affected in recent years by the production of
an extracelluar excretion of mucus or slime caused,
apparently, by dense, mixed phytoplankton popu-
lations. It appears that no single organism is
responsible for the production of this mucous
material, but a number of diatoms and dinoflagel-
late species have been collected within the affected
areas, on both the Italian and Yugoslavian (as was)
sides of the Adriatic. Eutrophication of these
coastal waters, particularly caused by large inor-
ganic nutrient inputs from the river Po outflow, has
been blamed for these recent events, with chloro-
phyll levels rising to more than 800 mg/m’ in some
coastal parts of the Emilia Romagna region. The
occurrence in recent years of these events each sum-
mer has greatly affected the tourist trade in many
regions, since the slime occurs on beaches, yields a
noxious smell, and is unpleasant to swim in,
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although not apparently directly toxic. The extent
of bottom-oxygen deficiency in the central northern
Adriatic has also been shown to have increased sig-
nificantly over the past 20 years, as a consequence
of this material sinking to deeper depths following
its wind-driven advection offshore.

Phytoplankton blooms can cause a reduction in
benthic plant communities due to an increased tur-
bidity of the water, thus reducing the penetration
of light to bottom-dwelling plants. This has caused
a reduction in sea-grass beds in some coastal tropi-
cal regions, and has also affected coral-reef devel-
opment.

Many of the marine bloom-forming phytoplank-
ton are known to produce the volatile sulphur com-
pound dimethyl sulphide (DMS)'. DMS undergoes
photochemical oxidation into sulphur dioxide in
the atmosphere and contributes to the production
of acid rain. Bloom-forming phytoplankton species,
such as Phaeocystis and Emiliania huxleyi, are
known to be important producers of DMS; in
coastal regions they may add significantly to
localised atmospheric sulphur levels'’.
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CHAPTER 7:

Snow Falls in the
Open Ocean

R.S. Lampitt

When I think of the floor of the deep sea, the single, over-
whelming fact that possesses my imagination is the accu-
mulation of sediments. I see always the steady, unremitting,
downward drift of materials from above, flake upon flake,
layer upon layer — a drift that has continued for hundreds
of millions of years, that will go on for as long as there are
seas and continents ... For the sediments are the materials
of the most stupendous snowfall the earth has ever seen ...
Rachael Carson’

Introduction

It is hard to improve on this inspiring prose,
describing so graphically as it does a process which
continues to excite and tantalise marine scientists.
It is widely accepted that the means by which mate-
rial is transported down to the abyssal depths and
the rates at which this occurs present a range of
fundamental questions. These are of direct interest
to a wide variety of scientists, from those interested
in global biogeochemical cycling (see Chapter 11)
to, for instance, those keen to understand the popu-
lation dynamics of the deep sea benthic fauna (see
Chapter 13).

In this brief review I acknowledge the technical
and philosophical developments which have
occurred over the past 120 years, but focus primar-
ily on the progress which has been made during the
last 10, progress which has transformed our under-
standing of the processes involved in material flux.
The means by which small particles at the top of
the ocean, with almost negligible sinking rates, are
transformed into larger, rapidly sinking aggregates
which reach the deep-sea floor in only a few weeks
continues to provide exciting insights into the com-
plex processes of material cycling in the oceans.

In the language of the travel agent, the open
ocean has become a smaller place, and the linkages
between the top sunlit zone and the dark, cold,
deep sea interior are now thought to be far closer
than previously imagined. Rachael Carson’s stu-
pendous snowfall’ is no less awe-inspiring now
than it was to her in 1951, and without doubt the
questions surrounding its elucidation are as
demanding.

96

Historical Developments of the Concept

We should not think that interest in the way mater-
ial is transported and modified has only recently
been kindled. In the second half of the ninteenth
century, there was a vigorous debate among the
giants of old (Jeffreys, Thomson, and Lohmann)
about the way in which the sediments of the oceans
were formed and if, as some believed, there was life
in the deep sea, how it was sustained. While
Wallich® thought that such life was supported by
what is currently referred to as chemo-autotrophy,
Thomson** thought particulate transport of shal-
low water macrophytes (seaweeds) and terrestrial
run-off were the keys to the food supply of the
deep-living animals. Jeffreys'®, however, thought
that the dead remains of surface dwelling organ-
isms would be an important source of their food.
Lohmann'* made some surprisingly modern calcu-
lations about the rate at which the sediments of the
ocean were formed by the deposition of planktonic
material. He commented on the fact that near-bot-
tom water above the abyssal sea bed sometimes
contained a surprising range of thin-shelled phyto-
plankton species, some still in chains and with their
fine spines well preserved. He deduced that they
must have been transported there very quickly from
their near-surface habitat, and thought that the fae-
cal pellets from some larger members of the plank-
ton (Doliolids, Salps, and Pteropods) were the like-
ly vehicles. His deductions may, in many cases,
have been entirely correct and it remains a poor
comment on our science that these observations
were largely ignored during the next few decades.

The descriptions of Rachael Carson’ soon found
their mark in the minds of a group of Japanese
oceanographers using the submersible observation
chamber ‘Kuroshio’, suspended from a fisheries
training ship (Figure 7.1). The amorphous particles
they could see through the portholes were clearly
not living and they coined the term ‘marine snow’
to describe them?'. The term is still only loosely
defined, but is generally recognised to encompass
immotile particles of diameter greater than 0.5 mm.
In the open ocean these are all biogenic and are
thought to be the main vehicles by which material
sinks to the sea floor.
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The submersible used by the Japanese oceanog-
raphers was a cumbersome device and did not per-
mit anything but the simplest of observations to be
made. They did, however, manage to collect some
of the material and reported that its main compo-
nents were the remains of diatoms, although with
terrestrial material present that provided nuclei for
formation.

In spite of these observations and the outstand-
ing questions surrounding material cycles in the
oceans, it was, until the late 1970s, a widely held
belief that the deep-sea environment received mate-
rial as a fine ‘rain’ of small particles. These, it was
assumed, would take many months or even years to
reach their ultimate destination on the sea floor.
The separation of a few kilometres between the top
and bottom of the ocean was thought sufficient to
decouple the two ecosystems in a substantial way,
such that any seasonal variation in particle produc-
tion at the surface would be lost by the time the
settling particles reached the sea bed. This now
seems to have been a fundamental misconception.
Part of the reason for this is the lack of understand-
ing of the role of marine snow aggregates.

We now ask the most basic of questions about
this important class of material: What is marine
snow, how is it distributed in time and space, and
why is it of such significance?

A Vertical Profile

Marine snow is found throughout the world’s
oceans in all parts of the water column. It is not
uniformly distributed, either in space or time, but is
usually found in higher concentrations in the upper
water column and in the more productive regions
of the oceans. Although it had been suspected since
the early observations of Suzuki and Kato?' that
marine snow concentration decreased with increas-
ing depth, this has been confirmed only recently.
The profiles now becoming available do not, how-
ever, suggest a simple decrease. There is consider-
able structure, undoubtedly related to the processes
of production, destruction, and sinking. These are
all related to the physics, biology, and chemistry of
the water column and of the particles themselves.
Figure 7.2 shows some examples of profiles
from different parts of the world and using a vari-
ety of techniques (Box 7.1). Bearing in mind the
strong seasonal variation which can occur even
well-below the upper mixed layer (see below) and
the different techniques employed to obtain these
profiles, a common story seems to be emerging.
Apart from profiles near the continental slope,
where snow concentrations tend to increase near
the sea bed due to resuspension, there is generally a
rapid fall in concentration over the top 100 m.
Peak concentrations are not, however, found

Figure 7.1 The submersible observation chamber
‘Kuroshio’ as used to make observations on the distribu-
tion and characteristics of marine snow aggregates in the
1950s. The chamber was lowered on a cable from the
mother ship, providing a rather cramped view of the sea’s
interior and sea bottom through the small portholes. Two
or three investigators were able to fit into the chamber,
descending to depths of up to 200 m for several hours.
(Courtesy of Dr Masahiro Kajihara, Hokkaido University.)

throughout the upper mixed layer, but are located
at its base, a feature which is directly related to the
rates of production and loss of the marine snow
particles in this highly dynamic part of the water
column.

The upper mixed layer (UML) factory

The mixed layer at the top of the oceanic water col-
umn varies in thickness from up to a few hundred
metres in winter to a few tens of metres in the
spring and summer. It is subject to rapid changes in
light, heat, turbulence, nutrient concentration, and
depth of mixing on the scale of hours, as well as
having distinct seasonal variations. This physical
forcing creates changes in the biological processes
which depend on them. Furthermore, it is highly
variable in the spatial sense, producing a rapidly
changing mosaic of physical, chernlcal and biologi-
cal properties not found elsewhere in the water col-
umn (Chapters 4 and 5).

It is here in the UML that the primary produc-
tion of material occurs as a result of phytoplankton
growth (see Chapter 6). The cells thus produced
(mainly in the range 1-50 pm diameter) are imme-
diately subject to attack from many other elements
in the plankton community, but principally from
the microplankton (20-200 pm diameter) and the
mesozooplankton (0.2-20 mm body length). The
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Figure 7.2 Examples of the distribution of marine snow particles greater than 0.6 mm diameter, expressed as volume
concentration (p.p.m.). (@) 19 May 1990 (MSP 11), (b) 22 May 1990 (MSP 15), and (c) 26 May 1990 (MSP 19) from the
Northeast Atlantic at a water depth of 4800 m (Lampitt et al.’?). Sigma t is a measurement of water density, [Chl a]
(Chlorophyll a) is the concentration of phytoplankton pigment, and Atten (attenuation) is a measure of the concentra-
tion of the smaller particles as determined by their effect on light transmission through the water. In terms of abun-
dance, the maximum concentration of particles at around 50 m depth is about 200/I, decreasing to a deep-water mini-
mum of approximately 30/I. (d) 22 November 1987 and (e) 28 January 1988 from Northwestern Gulf of Mexico at a
water depth of 1500 m on two occasions; the lines are 9-point running means®. In most instances there is a peak in
concentration near the surface, but not necessarily at the surface. Near the sea bed there are also elevated levels.
There appears to be a very wide range in concentrations and, although some of this may be related to differences in
technique, there can be considerable temporal variability at any one site (Figure 7.6); there are also likely to be large
regional differences reflecting the structure and dynamics of the biological communities in the different environments.
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Box 7.1 How to Examine the Distribution in Time and Space
of Marine Snow Aggregates

In situ studies: enumeration, measurement, and collection

Marine snow is a highly variable and ephemeral commodity (Figure 7.2). It varies dramatically, not
only in its abundance, size, and sinking rate, but also in its origins, composition, and value as a food
source. One of the greatest and yet apparently simplest current requirements is to obtain good data
on its variability in time and space. Most attempts have used in situ photographic techniques. A vari-
ety of other sensors are now often attached to the cameras in order to measure other environmental
variables, such as water density, fluorescence (a measure of phytoplankton concentration), turbidity
(determined primarily by the smaller particles), and oxygen. Subaqua divers have also been used to
count particles, but because of the difficulty in seeing the smaller classes of marine snow and the bias-
ing influence of different ambient lighting conditions, divers are mainly reserved for collection and in
situ experimentation. Manned and unmanned submersibles are also used to observe and capture
marine snow. Figure 7.3 shows examples of some of the photographic and diver-operated techniques.

Both video and emulsion-based photography are used; a light source produces a collimated beam
which can then be viewed at right angles by the camera. This produces an image of a known water
volume with the particles displayed on a dark background. For long-term observations of temporal
changes, such devices have been deployed on moorings'. Profiling instruments are generally
deployed from research ships?%.

7.3b

Figure 7.3 A variety of photographic devices used to record the spatial and
temporal variation in marine snow aggregates in situ. (a) The Large Aggregate
Profiling System (LAPS)® with collimated light beam: 35 mm camera (A),
flashlight (B), CTD (C), fresnel lens (D), and transmissometer (E). A volume of
about 20 | is photographed and particles binned into six separate size cate-
gories from 0.5 mm to >3 mm. (Courtesy of Drs Gardner and Walsh, Texas A
& M University.) (b) The Atlantic Geosciences Centre Floc Camera Assembly
(FCA)?. This carries three cameras (A) and flash (B), and records particles
>0.25 mm in a volume of 0.2 |. (Courtesy of Dr Syvitski, Bedford Institute of
Oceanography.) (c) In this case the device is associated with a variety of
other instruments, such as a fluorometer to measure the concentration of phy-
toplankton, conductivity and temperature sensors, an echo-sounder (E), and a
transmissometer to measure the concentration of the smaller particles. The
grey vertical tubes (F) on top of the device are sampling bottles activated by
the conducting wire on which the device is suspended. Particles greater than
0.5 mm are recorded in a volume of 40 | using 35 mm film. These are later
analysed on an image analyser (see Figure 7.6). (d) In contrast to (a)—(c), this
instrument is attached to a mooring to record temporal changes (Figure 7.6).
It has the same arrangement as in Figure 7.3(c) and the frames are similarly
analysed. Also shown are a buoy (G), vane (H), and battery pack (1).
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Figure 7.4 Examples of Types A and B marine snow aggregates. (a) Type A aggregate comprising an abandoned filter
net or ‘house’ of an appendicularian. It is identifiable by the presence of two in-current filters and a large U-shaped
internal filter surrounded by an envelope of particle-studded mucus. These are typically several centimetres in diame-
ter. (Courtesy of Dr Alldredge, University of California.) (b) Type B aggregate comprising living chain-forming diatoms
(scale bar = 1 cm). (Courtesy of Dr Gotschalk, University of California.)

complex food web which thus develops is being
intensively researched through experimentation and
numerical modelling (e.g., Fasham et al.”).
However, the focus of this chapter is the material
lost from this UML community, or at least in the
process of being lost.

Various parts of the food web produce material
which is less attractive to consumers. Some of this
material is easily considered as a waste product,
such as faeces, senescent phytoplankton cells,
gelatinous feeding webs, and zooplankton moults.
Marine snow can be divided conveniently into two
main classes based on the origin of the compo-
nents: Type A is derived from the gelatinous houses
constructed by some zooplankton species and
mucous feeding webs used by others, and Type B is
derived from small component particles such as the
waste products mentioned above (Figures 7.4 and
7.5). The mechanisms by which the snow is formed
clearly depend on its class, Type A starting as rela-
tively large particles which remain the dominant
component. They are probably not much affected
by the physics of the water column in their creation
and growth.

Type B snow particles are likely to develop in
response to specific biological, chemical, and physi-
cal conditions; it is the nature of these conditions
which we are only now starting to appreciate.
Aggregates can be formed by a variety of processes
which cause collisions, such as differential settling
during which one particle sinks at a faster rate than
the one below and collides with it. Turbulent mix-
ing also increases collision rates between particles,
a situation which may be particularly important at
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the base of the UML where internal waves, wind
driven sheer, and tidal sheer are pronounced”. In
all cases, significant concentrations of snow can
only develop if there are sufficiently high concen-
trations of the component particles. Until very
recently there seemed to be not enough particulate
matter in the water column for this to occur.
However, the problem may have been related to an
underestimate of the abundance of the component
particles. Recent observations show that at least
one class of particles are naturally transparent
unless stained in the laboratory, and yet they are
intimately connected to the development of aggre-
gates. These are the transparent exopolymer parti-
cles (TEP), which are formed from the polysaccha-
rides excreted by living phytoplankton and bacteria
(Figure 7.5d)". A further requirement for aggrega-
tion is that the particles must be sufficiently sticky,
as are the TEPs, to aggregate when they do collide’.

The material produced in the UML reaches the
bottom of this layer both by mixing processes and
by gravitation settling; once there, the physical and
biological processes conspire to aggregate the mate-
rial into yet larger particles to produce the charac-
teristic peak at this depth.

In the case of Type A snow particles, the mecha-
nisms of production and, indeed, loss are quite dif-
ferent and depend on the presence of the particular
zooplankton species which produce these struc-
tures.

As mentioned above, the distributions shown in
Figure 7.2 do not, of course, simply reflect the rates
of production, but also the rates of loss either by
consumption or sinking. These are discussed below.
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Figure 7.5 (a) Miscellaneous aggregate containing a vari-
ety of planktonic particles. (Courtesy of Dr Alldredge,
University of California.) (b) Scanning electron micro-
graph of snow particles dominated by diatoms. In this
case they are primarily of the genus Chaetoceros. The
spherical cell body on the right hand side is about 10 pm
in diameter. (Courtesy of Dr Gotschalk, University of
California.) (c) In situ marine snow aggregate dominated
by diatoms; the aggregate is about T mm in diameter.
(Courtesy of Dr Gotschalk, University of California.) (d)
Diatom aggregate after staining with Alcian blue to show
transparent exopolymeric material gluing cells together
(scale bar = 100 mm). (Courtesy of Dr Alldredge,
University of California.)

The long descent

Once it has left the upper reaches of the ocean and,
in particular, has passed through the seasonal ther-
mocline at the base of the mixed layer, settling
material experiences much shallower gradients in
its physical, chemical, and biological environment.
Differential settling still occurs and some de novo
production of Type A snow particles still proceeds.
One might think that transformations would take
place at a leisurely pace. This is not, however, like-
ly as long as there are significant numbers of zoo-
plankton and nekton migrating from the surface at
night and to depths as great as 1000 m by day (see
Chapters 14 and 15). This phenomenal diel migra-
tion, demanding large energy expenditure by the
migrating organisms, may have a significant effect
on the vertical transport of sinking material as the
migrants consume food primarily in the upper
water, where it is most abundant, but excrete,
respire, defecate, and die throughout the water col-
umn. Furthermore, from the perspective of marine
snow, these relatively large organisms are the ones
most likely to feed on the sinking material.

Recent observations of long-term changes in
marine snow at 270 m in the northeast Atlantic
show dramatic changes in their abundance and vol-
ume concentration. Peaks correspond to elevated

101



R.S. Lampitt

7.6a April "May, ' June ' July ' August' Sept _ = . 7.6b
- 30 - 1 E 11th June-
E Q_ 30th June
d_ . Size . | v 'l
B 5 pt running classes (mm) & v
o means S vr | S|
S 20 (3.4 days) BN 6399 =] | I
= Bl 3963 © . v
o B 25-39 frar] | wi ¥ = |
5 1.6-2.5 c v v vv
c R 1.0-16 8 1 Y |‘ v d
Q mm 06-10 c o M 4
o st v ¥ v L s
c (] v 1 v l v
c 10 - o r v v Yy v
S - e [ Ll [T
2 Total particulate volume g ¥ v'l | R =
“ S v
E 1’_& L/ o v % v Y v
2 TR = | |
0400 1200 1 2000 2400
100 150 200 250

Day number 1990 Time of day

Figure 7.6 (a) Temporal variation in marine snow volume concentration (night values only to remove diel periodicity)
at 270 m depth in the northeast Atlantic(48°N 20°W), derived from photographs taken using the marine snow camera
system, Figure 7.3(d). The photographs obtained with this instrument are analysed by computer to give a maximum
and minimum dimension of each particle in the frame. The volume of each particle is calculated and assigned to one
of six size categories. Dramatic peaks in concentration are caused primarily by the larger size classes and occur soon
after pulses in productivity of the phytoplankton in the surface water layer above'. (b) Accumulated data for volume
concentration of marine snow at 270 m depth during the period 11-30 June 1990. During this period concentration
levels were significantly higher between the hours of 05.00 and 14.00, identified by the dotted vertical lines.

Figure 7.7 Examples of time-
lapse photographs of the sea
bed at 4025 m depth off the
European continental slope,
taken using the ‘Bathysnap’
instrument. Between 1 May
and 15 June there is little
change in its appearance, but
during the rest of the summer
there is a progressive increase
in the amount of material cov-
ering the sea bed, visible as
dark patches obscuring the
underlying sediment. Between
14 July and 10 August there is
a progressive decrease in this
covering. The mound in the
centre of the frame is 18 cm
across.
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Figure 7.8 The photographs in Figure 7.7 were used to
derive a semi-quantitative measure of the material lying
on the sea bed on each frame (a); the green band is to
highlight the trend over the year. Also shown in (a) (verti-
cal bars) is a semi-quantitative estimate of the degree of
resuspension in each frame, which reduces visibility of
the sea bed. It can be seen that resuspension only occurs
after the deposition of phytodetritus and is not a constant
feature. The letters A-F indicate the times at which the
photographs in Figure 7.7 were taken. (b) The current
speed which shows that it is only when currents exceed
about 7.5 cm/s that a significant resuspension occurs. It is
thought that the material is not resuspended very high in
the water column as, from other Bathysnap deployments,
resuspension causes an initial loss of material from the
sea bed, which is followed within only a few tens of min-
utes by its redeposition. The current meter rotor stalls at
speeds less than 2 cm/s, as indicated. The tidal cycle is
clearly evident, but during late July and early August the
minimum of the tidal cycle is above the stall speed of the
rotor, indicated by red shading. These are particularly
energetic periods.

levels of primary productivity in the overlying
water and precede peaks in material flux deter-
mined by sediment traps 3000 m below. As can be
seen in Figure 7.6(a), the values of volume concen-
tration in the spring are more than ten times those
later in the year; this is mainly due to the contribu-
tion of the larger-size categories. An additional fea-
ture of this data set is that there is a distinct diel
variability; in Figure 7.6(b) data from one period
are presented to demonstrate this signal. It is
tempting to relate this signal to the diel migration
of most of the larger members of the planktonic
biosphere, but at present the mechanism is
unknown.

Although much of the material sinks at rates of
a few tens to hundreds of metres per day, some of
it is modified or remineralised in support of the
mid-water community of bacteria and zooplank-
ton. Other components dissolve during the descent,
especially calcite particles when below the calcium
compensation depth (see Chapter 13), but it seems
that in spite of this long descent, some of even the
delicate structures of phytoplankton spines are still
apparent when the deep -sea floor is reached, just as
found by Lohmann'* back in 1908.

The benthic experience
The ultimate repository for much of the material
which sinks into the deeper parts of the water col-
umn is the deep-sea floor; it is here we now look
for evidence of a close link with the surface of the
ocean and indications about the role of marine
snow.

Rapid changes in material flux in deep mid-
water and apparent seasonal reproduction by some
of the larger benthic fauna posed a serious threat to
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the established view of weak linkages between the
top and bottom of the oceans. Repeated sampling
of the deep-sea sediment, particularly the loose sur-
face layer, was technically very difficult and very
demanding on ship time. It was therefore fortunate
that in the 1980s, time-lapse photographic tech-
niques using an instrument called the ‘Bathysnap’
became available for use in an area which was sub-
ject to very strong seasonal depositions of phytode-
trital material. In Figure 7.7, recently deposited
material can be readily seen on the sea bed as dark
patches of loose fluffy material.

The image of the material above the sediment
surface is a reflection of supply and demand. It is
the difference between the supply of settling parti-
cles from above and the demand by benthic com-
munity members, which either ingest or bury these.
Under less productive parts of the ocean, such as
the Madeira Abyssal Plain, no detrital layer is visi-
ble on benthic photos; this not only reflects the
lower overall level of productivity, but also the
reduced variability in particle flux. Here the supply
is more constant and the benthic community con-
sumes or buries it at the same rate as it arrives on
the sea floor.

Although difficult to quantify on the pho-
tographs, an approximation can be made by mea-
suring the density of the film at one particular loca-
tion on each frame of the time series (Figure 7.8).
We can now collect the material using a remark-
able coring device, the Scottish Marine Biological
Association (SMBA) multiple corer. This has the
ability to collect sediment samples with virtually no
disturbance to the light interfacial layer, and we
can state with certainty that the dark patches seen
on the photographs are primarily of phytoplankton
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origin (Figure 7.9). We also know that the phyto-
plankton species composition is oceanic, demon-
strating that it does not slump off the adjacent con-
tinental shelf. Finally, in a water depth of 4000 m
the peak deposition occurs only 4 weeks after the
expected phytoplankton bloom in the overlying
water. This all gives strong evidence that this mater-
ial is transported vertically and rapidly to the deep-
sea floor. On closer inspection of some of the benth-
ic time-series photographs, one can even discern the
nature of the particles arriving to form this carpet.
Figure 7.10 shows an enlargement of one part of a
pair of photographs of a series taken at 2600 m
depth on the European continental slope. They are
separated in time by only 16 minutes, but during
this interval an aggregate of several millimetres
diameter arrived on the sea bed. It remained there
and, in common with many other similar particles,
gradually degraded over the subsequent few days.

In those productive regions, once on the sea bed

Figure 7.9 Plastic core tube from the SMBA multiple
corer with sediment taken in May 1981. The core tube is
56 cm in diameter and a layer of phytodetritus can be
clearly seen lying above the less granular sediment. This
core was taken on the European continental slope
(Porcupine Seabight) at a depth of 2000 m.

the phytodetrital layer is moved about and resus-
pended by the near-bottom currents (Figure 7.8),
fed upon by the benthic biota and buried by some
of the larger members of this community. In Figure
7.11, visual examples of the benthic fauna’s res-
ponse are shown. Here, at last, was an explanation
for the apparent seasonal reproduction of some of
the larger benthic species®, a response that has
now been found in the macrofaunal and meiofau-
nal communities.

Properties and Characteristics of
Marine Snow

The physical properties of marine snow particles are
as diverse as the origins of the material from which
they are derived. Some are sticky, some are fragile,
some are porous, and some sink fast. Their biologi-
cal properties are also diverse, reflecting their ori-
gins as mentioned above, but also displaying widely
varying rates of biological processes; some have
unusually active bacteria within them and others
have rapidly growing phytoplankton. In all these
cases there are aggregates which display entirely the
opposite property, and generalisations are hard to
make. The methods used to collect the particles are
also far from simple (Box 7.2).

Physical and biological properties

As indicated above, the physical characteristics of
stickiness and fragility determine whether marine
snow aggregates tend to grow in size, and their

Figure 7.10 Enlargements of consecutive ‘Bathysnap’ frames of the sea bed in the Porcupine Seabight (northeast
Atlantic continental slope) at a depth of 2600 m in May 1981. (a) The arrow shows the spot where 16 minutes later (b)
a 10 mm marine snow aggregate (grey) arrived between frames. Over the subsequent few days this particle, and many
others like it, degraded and coalesced to form a continuous layer.
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Figure 7.11 Examples of the response of the large benthic fauna to a layer of
phytodetritus. (a) The holothurian Benthogone rosea of body length 15 cm at a
depth of 2008 m in the Porcupine Seabight in June 1982. (b) 30 minutes later
the specimen has left a faecal cast to demonstrate its satisfaction with the phy-
todetrital meal. The echinoid Echinus affinis tends to move into depressions in
the sediment at times when phytodetritus is present, as in (c), one-third up in the
centre, and (d), three-quarters to the right, both found in the Porcupine Seabight
at a depth of 2000 m in May 1982.
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Box 7.2 How to Collect and Study Marine Snow Aggregates

Sediment traps can be used to collect settling particles, but it is unlikely that the integrity of the indi-
vidual particles so-collected is maintained, even when they are immersed in a preservative as is usual-
ly the case. Because of the fragility of some types of marine snow, and because of their low abun-
dance and high sinking rates, traditional water-bottle techniques are usually of little value. In spite of
the inherent difficulties of subaqua diving (limitations of depth, sea state, and personnel), it remains
one of the best methods to obtain undamaged snow particles for experimentation (Figure 7.12).

Large bottles have been developed by some groups with the specific aim of collecting marine
snow, Figure 7.13(a). This 100-litre water bottle is closed at depth by sliding a weight, the ‘messenger’,
down the supporting wire. On recovery it is left on deck for several hours to allow the snow aggre-
gates to settle to the bottom of the vessel. The top 95 litres are drained off and the bottom chamber
removed for collection of the particles in the laboratory, Figure 7.13(b). This has proved to be a useful
and successful method where diving is not possible.

7.12

Figure 7.12 Subaqua diver behind a very large marine snow aggregate in the
northern Adriatic sea. (Courtesy of Dr Stachowitsch, University of Vienna.)

A | SeessS7.13b

Figure 7.13 The large-volume marine snow
catcher, the ‘snatcher’, for collecting undamaged
samples of the aggregates. (a) The entire device
just prior to deployment from RRS Discovery. (b)
The lower chamber of the ‘snatcher” in the cold
laboratory on board ship. Aggregates are being
collected from the base of the chamber using a
wide-bore pipette to avoid damage. The lights
are directed through the transparent sides of the
chamber for ease of collection.
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Figure 7.14 Scanning electron micrographs of marine snow particles collected off Baffin Island, showing a wide range
of morphologies and composition. (a) Large mucoid aggregate collected at 30 m depth. (b) ‘Stringer’ collected at T m
depth. (c) Mixed agglomerate dominated by biogenic material collected at 100 m depth. (d) Aggregate dominated by
mineral matter collected at 5 m depth. (Courtesy of Dr Azetzu-Scott, Bedford Institute of Oceanography.)

excess density over that of the surrounding water
controls the speed with which they descend
through the water column. The proportion of free
water in an aggregate, its porosity, determines how
fast its internal environment changes in response to
varying external conditions; for example, during
sinking, porosity controls the rate of exchange of
water within the aggregate with that outside.
Porosity also influences the rate at which small par-
ticles, such as clays, accumulate on the aggregate
and the rate at which surface-active elements, such
as thorium, are adsorbed onto the snow. Rates of
adsorbtion and desorbtion are of considerable rele-
vance to particle-cycling models, which use adsorb-
tive radioisotopes, such as ***Th, as proxies of solid
material (see later).

The physical properties of an aggregate are
clearly closely tied to its chemical and biological
components. However, as a general pattern, Type B
aggregates develop as bloom conditions are reached
and nutrients become limiting (see Chapter 6). It is

during this stage that the concentration of TEP
increases'® and the particles probably become more
sticky. With increasing size of aggregate, excess
density tends to decrease', so that the increase in
sinking rate is not as pronounced as might be
expected. Simultaneously, and when still in the
euphotic zone, primary production may be
enhanced within the aggregate due to an efficient
use of the ammonia released within them’. In fact,
production may proceed so fast that bubbles of free
oxygen are created which, in turn, cause the snow
to rise in the water'’. There is also good evidence
that the bacteria’ and protozoa" find the micro-
environment within the aggregates attractive, some-
times producing anoxic microzones'®. This may
reduce sinking rates if free gases are produced. The
activity of the microbiota may change, however,
during the descent of the aggregate; it now seems
that this activity may be inhibited by increasing
pressure”’.

The composition (Figure 7.14) of Type B aggre-
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Figure 7.15 Marine snow aggregates collected using the ‘Snatcher” (Figure 7.13) during May 1990 in the northeast
Atlantic over the Porcupine Abyssal Plain from depths of either 45 m (A, C, and D) or 300 m (B). The composition of
the aggregates can best be observed under the microscope using ultraviolet excitation, either after staining with acri-
dine orange (A and B) or relying on the autofluorescent properties of the material (C and D). The aggregates contain a
wide range of component particles (d, lorica of the tintiniid Dictyosysta elegans; p, pennate diatom; z, zooplankton
carapace; ¢, small chlorophyte; m, bacterial matrix). In this instance, the tintiniid lorica tended to be physically dam-
aged when found further down in the water column [scale bars = 100 pm (A and B) and 50 pm (C and D)]. (Courtesy

of Dr C Turley, Plymouth Marine Laboratory.)

gates generally reflects that of the suspended parti-
cles in the euphotic zone. As such, the aggregates
present at any one time at a particular location are
of a similar composition®, whether they be domi-
nated, for instance, by diatoms, faecal material,
coccolithophores, or flagellates (Figure 7.15).
Whatever the origin of the particles, and however
porous the aggregates, it is safe to assume that the
environment of a free-living organism or particle
changes dramatically when it becomes incorporated
into an aggregate. Not only will its chemical envi-
ronment change, but so too will its sinking rate and,
in the case of an organism, its ability to control its
depth by, for instance, buoyancy modification. An
organism associated with an aggregate will also be
subject to quite different predator pressures from its
free-living counterparts, as discussed below.

108

Quantitative Study of Particulate Flux

In order to understand the cycling of biogeochemi-
cal components of the oceans, data must be
obtained about the time-varying fluxes of the prin-
cipal compounds, elements, and particle types at
different depths in the sea. The concentrations and
size distributions of particles can only give a gener-
al indication of fluxes, and then only after some
major assumptions on sinking rates. There are few
ways in which particle flux can be measured; these
can be divided broadly into direct measurements
using sediment traps and numerical modelling
approaches, frequently based on the distributions
of various chemicals and particles.

The particle interceptor trap, or sediment trap, is
a device akin to the rain gauge, having a funnel
into which falling particles are collected. In the case
of modern time-series traps (Figure 7.16), a rotat-
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ing carousel moves a fresh collecting jar under the
bottom of the trap at predetermined times, such
that data may be obtained over several months’
duration with a resolution of a week or so. There
are several problems related to the accuracy with
which sediment traps measure particle flux, but
these devices provide the only means of determin-
ing directly the flux of material at a particular
depth; furthermore, they are the only way in which
the material responsible for the downward flux can
be collected, described, and analysed.

In 1978, soon after the sediment trap had
become a reliable oceanographic technique, a long
time-series of measurements was initiated off
Bermuda at a depth of 3200 m (Figure 7.17). This
remarkable series, still continuing, demonstrates a
strong seasonal signal of deposition with a peak in
the early part of the year. This is certainly not a
universal pattern, due to the large physical and bio-
logical differences between oceanographic regimes.
In this case, the depositional peak lags behind a

SIEEs
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. except where indicated

Figure 7.16 (a) Time-series sediment trap photographed
just after recovery. Settling material enters the yellow
cone and from there into the white collecting cups
below. The trap had been at a depth of 3200 m for the
previous 6 months, in a water depth of 4800 m, and the
collected material can be clearly seen in the cups (previ-
ously filled with a preservative, formaldehyde). Such
devices are suspended on a supporting wire, with a bal-
last weight on the sea bed attached to the wire by an
acoustically operated release mechanism. Buoyancy
spheres at the top of the wire carry the entire mooring to
the surface after the release has been activated. (b)
Sample cups from deep-water sediment traps deployed at
two locations in the northeast Atlantic (7 day collection
periods except where indicated). The increased flux from
the end of May resulted from elevated productivity in the
surface waters about 4 weeks previously. (Courtesy of Dr
Williamson, University of East Anglia.)
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peak in the UML by about 6 weeks; the reason is
that the deepening of this layer introduces nutrients
into the upper ocean to produce a phytoplankton
bloom. The data also demonstrate significant inter-
annual variability, a feature which has been found
in most studies for which there are sufficient data.
Explanations are, however, not always readily
available.

In the upper ocean, zooplankton tend to swim
into the sampling cups, thus contaminating the
material by defecating and/or dying in them. This is
particularly unfortunate as it is here where the
sharpest gradients in flux occur and where there is
the greatest requirement, from the modelling per-
spective, for good quality data. Most of the organic
carbon lost from the UML in spring and summer is
remineralised before it reaches a depth of 1000 m,
but at present it is not clear how much is lost from
the UML.

Indirect methods of monitoring particle flux
usually demand measurements of the vertical distri-
bution of the dissolved and particulate phases of
certain radionucliides which are particle reactive.
Most promising in this regard is ***Th, which is
produced from dissolved ***U at a known rate.
Using a box model, uptake and removal rates of
**Th can be calculated and carbon fluxes derived®.
These methods do not, of course, provide material
for examination and at present frequently give
rather different conclusions from those using the
direct methods.

Significance of Marine Snow
in Biogeochemical Cycling

There is an ever-increasing interest in the material
cycles of the oceans and the relevance of these to
global cycles. The significance of marine snow in
these cycles may be considered in several ways,
depending on the physical dimensions of interest.
Marine snow may be considered as an environment
in which biogeochemical processes occur (scales
ranging from micrometres to centimetres), as a
resource on which the plankton and nekton can
feed (scales from millimetres to metres), and as a
vehicle by which material is transported down
through the water column (scales from decimetres
to kilometres).

The micro-environment

The micro-environment of a marine snow aggre-
gate has already been described from the perspec-
tive of its properties. With regard to biogeochemi-
cal cycling, the conclusion is that the bulk proper-
ties of sea water (nutrient, oxygen, etc.) may have
little bearing on the way material is modified if the
micro-environment of the marine snow aggregate
contains a significant proportion of sea water. It is,
however, still an open question as to the size of the
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material pool which is influenced by this micro-
environment, a major challenge to our understand-
ing of material cycling in the oceans.

Role as a food source

Considering now the next spatial scale, that of the
planktonic feeder, if, as stated above, small parti-
cles such as cyanobacteria become incorporated
into aggregates, they will be available to quite dif-
ferent predators than when they are free living.
Observations by divers have, on several occasions,
commented on the physical proximity of some zoo-
plankton species and marine snow, which suggests
that the zooplankton are feeding on the snow parti-
cles or a component of them. Preliminary experi-
mental evidence is now giving support to this con-
clusion, extending the range and diversity of species
which feed on snow aggregates (Figure 7.18). One
of the important conclusions from this with regard
to biogeochemical cycling is that it represents a
food-chain short-cut in which small particles can be
consumed by species normally restricted to a much
larger size of food. Once again, if models of bio-
geochemical cycling are to be realistic, they must
not only consider the bulk properties of the sea
water, but also the micro-environments within it.

Role as a transport vehicle

The vast majority of material produced in the UML
is recycled there. As described above, there is a
sharp reduction in the vertical flux over the top few
hundred metres, reflecting the activity of the organ-
isms which feed on the sinking material. Particles
which sink slowly are particularly susceptible to
this recycling, as their residence times are long.
Although some marine snow particles have low or
even negative sinking rates, those which leave the
euphotic zone sink at high rates, between several
metres per day and several hundred metres per day.
The close temporal coupling between surface
processes and the deep sea, the undegraded nature
of material collected in deep sediment traps, and
the visual observations of snow-sized particles
arriving on the deep-sea floor all give strong sup-
port to the contention that they are the principle
vehicles by which material is transferred to depth.
This is important in terms of both the transport of
mass and of key compounds, such as those contain-
ing organic carbon, trace metals, and radioisotopes
adsorbed onto the surfaces of particulate material.

Conclusion

Marine snow is a class of large inanimate particles
found throughout the world’s oceans. Fragile, and
occurring at low abundances, these particles have
proved to be difficult to record and collect, but are
now thought to be the principal vehicles by which
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Figure 7.18 Living zooplankton of the genus Oncaea feeding on marine snow aggregates. (a) This specimen, of body
length 3 mm, was studied in the laboratory for 3 days during which it made repeated visits to an aggregate comprising
cyanobacteria, phytoplankton, and microzooplankton remains (Type B). During this period it produced a large number
of its own faecal pellets. (b) In situ specimen of about 1.5 mm body length associated with an aggregate derived from a
discarded larvacean house (Type A; courtesy of Dr ). King, University of California).

material is transported from the site of primary
production in the upper sunlit zone of the water
column to the deep sea. Due to their rapid sinking
rate, these large aggregated particles link the top
and bottom of the ocean in a much closer temporal
sense than had been thought the case; they provide
an explanation for apparent seasonal changes in
the appearance of the deep-sea floor and for the
seasonal reproduction of some species of deep-sea
benthic animals. It now seems that the rates of pro-
duction and destruction of marine snow are high so
as to facilitate diurnal changes in the particle pool
well below the UML of the ocean, a feature which
will have far-reaching implications for our under-
standing of particle cycling.

There are still many unanswered questions sur-
rounding the mechanisms of production and
destruction of marine snow particles, but it is
expected that, with the techniques now available,
major advances will be made over the next decade.
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CHAPTER 8:

The Evolution and Structure

of Ocean Basins
R.B. Whitmarsh, J.M. Bull, R.G. Rothwell, and J. Thomson

Plate Tectonics

Plate tectonics is the paradigm, developed during
the 1960s, by which the majority of large-scale
topographic features on the Earth’s surface can be
explained. Plate tectonics also explains the kinemat-
ic and dynamic behaviour of the outer parts of the
Earth in terms of rigid lithospheric plates. These
plates, which comprise the uppermost mantle and in
most cases both continental and oceanic crust, ride
on a relatively weak viscous asthenosphere and
move relative to each other over the Earth’s surface
(Figure 8.1). The plate motion is driven by mantle
convection, the main mechanism by which heat,
derived from radioactive decay, is transferred from
the Earth’s deep interior to the surface.

One of the axioms of plate tectonics is that the
plates are strong and rigid, with deformation
occurring only at their margins, where the plates
interact. This is consistent with the fact that most
of the Earth’s major topographic features occur at
the past or present edges of plates and most seismic
(Figure 8.2) and volcanic activity is found at active
plate boundaries. There are three types of plate
boundary (Figure 8.1). Accretionary plate bound-
aries (Chapter 10) are elongate ridges where new
oceanic crust is formed; subsequently, the crust is
carried away from the ridge axis by sea-floor
spreading and subsides as the lithosphere cools.

Figure 8.1 The principal fea-

Convergent plate boundaries are often marked by
oceanic trenches, where the oceanic lithosphere is
subducted into the asthenosphere (when two conti-
nents collide a mountain range results instead). At
transform faults, adjacent plates slide past each
other and material is neither created nor destroyed.

There are a dozen major plates, most of which
contain both oceanic and continental lithosphere,
which move relative to each other at
10-200 mm/yr (Figure 8.3).

The movement of the lithospheric plates over a
spherical Earth can be described by Euler’s
Theorem. This states that the relative motion
between two plates can be defined by a rotation
about an axis passing through the centre of the
Earth and intersecting the surface at the Euler
poles. The most accurate technique for determining
the current Euler pole for two adjacent plates uses
the locus of the oceanic transform faults between
them (Figure 8.4). Such faults follow the traces of
small circles centred upon the Euler pole; they are
mapped using bathymetry, side-scan sonar images,
and maps from satellite altimetry (see Box 8.1).
Thus, the Euler pole can be determined by the
intersection of great circles drawn normal to the
transform faults. Statistical techniques are used to
constrain the likely position of the Euler pole and
to give an estimate of its uncertainty.

tures of plate tectonics, includ-

ing (a) accretionary (divergent),

(b) convergent, and (c) trans-
form plate boundaries. Arrows
on the lithosphere represent the
relative motion between pairs
of plates and arrows in the

asthenosphere represent com-
plementary flow in the mantle.
The lithosphere is typically
100 km thick; the horizontal
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extent of the features shown is
often at least tens or hundreds
of kilometres (after Isacks et
al.”; © American Geophysical
Union).
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Figure 8.2 Global earthquake activity superimposed on a topographic map of the world (based on a cylindrical equidis-
tant map projection). The epicentres of earthquakes with body-wave magnitudes greater than five are shown as coloured
dots, colour-coded according to the focal depth of each earthquake (<50 km, red; 50-100 km, yellow; 100-300 km,
green; >300 km, blue). Note how most epicentres are concentrated in bands which delineate the plate boundaries (cour-
tesy of the National Oceanographic and Atmospheric Administration/National Geophysical Data Center).
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Figure 8.3 The Earth’s major plates and their relative and absolute motions. The plates are bounded by
oceanic ridges (dotted lines), oceanic trenches, mountain ranges, and transform faults (all as dashed lines).
Thin arrows show the directions and rates (in mm/yr) of relative motion at selected points on the plate
boundaries [after Bott®; reproduced by permission of Edward Arnold (Publishers) Ltd., and based on data in
Chase''; © Martin H.P. Bott, 1982].
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Figure 8.4 Method to determine the Euler pole for a spread-
ing ridge system. Transform faults (thick lines with double
arrows), which offset the ridge segments (double lines)
describe small circles about the pole. Hence lines drawn
normal to the transform faults intersect at the Euler pole.

Rates of contemporary sea-floor spreading at
accretionary plate boundaries are also used to con-
strain the angular rotation rate about the Euler
pole, which is required to describe current plate
movements. However, active convergent plate
boundaries are more problematic and relative
velocities have to be determined indirectly. For
example, if the relative divergent motions between
plates A and B and between plates A and C are
known, the relative convergent motion between
plates B and C can be determined by simple vector
algebra. The above approach can be extended to
include all known plate boundaries, with the addi-
tional constraint that, globally, all the vectors must
form a single self-consistent set (Figure 8.3).
DeMets et al.'* have completed the most recent

Box 8.1 Satellite Gravity Fields

8.4

Short-wavelength (<400 km) gravity anomalies are highly correlated with small-scale topography; because of
this it is possible to use high-resolution gravity fields computed from satellite data to map the bathymetry and
tectonic features of the sea floor. This is particularly useful in parts of the Southern Ocean where ship-collected

data are sparse (Figure 8.5).

—45°

Figure 8.5 (a) An ‘illuminated” image of high-resolution gravity anomalies over the Pacific—Antarctic Ridge.
This accretionary ridge, outlined in orange and yellow, runs ENE-WSW across the figure, and is offset by
numerous transform faults (dark blue and purple; courtesy of W.H.F. Smith, first published in Sandwell and
Smith?*?). (b) An interpretation of the gravity image, which reveals features as small as a few tens of kilometres
and the complex relationships between spreading segments (thick lines) and small and large offset transform

faults and fracture zones (thin lines).

8.5b
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global analysis of current plate motions. The power
and use of this technique is that, provided the rele-
vant observations are available, it can be applied to
deduce past plate motions; by working backward
from the present the relative positions of the plates
in the past can be computed.

The definition of the boundary between the
lithosphere and asthenosphere depends on the par-
ticular physical property under consideration (e.g.,
temperature, seismic velocity, or flexural rigidity).
One of the main factors affecting the strength of
sub-surface materials is temperature. Melting
occurs where the temperature-depth curve inter-
sects the melting curve or ‘solidus’ (see Figure 8.12
later). A thermal definition of lithospheric thickness
is given by the depth at which the mantle is closest
to melting. In fact, only a small fraction of the
asthenosphere is believed to be molten, because it
can transmit seismic shear waves which, if it was
largely fluid, it could not do. Clearly, the depth of
the base of the lithosphere depends on the tempera-
ture gradient within the Earth (or geothermal gra-
dient), the melting temperature of mantle minerals,
and the relative abundance of such minerals.
Therefore, under ocean ridges, where the geother-
mal gradient is high, the asthenosphere occurs at a
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depth of a few kilometres, at the base of the crust.
Oceanic lithosphere thickens with time as it cools
and reaches about 100 km in the oldest parts of the
ocean basins. The continental lithosphere thickness
varies between 100-200 km. The thermal defini-
tion of the base of the lithosphere is in good gener-
al agreement with observations of a zone of low
seismic velocity and high shear-wave attenuation at
similar depths. These observations, in turn, are
consistent with the existence of a weak zone mark-
ing the lithosphere—asthenosphere boundary.

Models of Lithospheric Evolution

An important observation first made in the 1960s
was that heat flow is highest at mid-ocean ridges
and decreases with distance from the ridge-axis, as
the mean depth of the ocean increases. These two
observations have provided the main constraints on
models of the thermal evolution of the oceanic
lithosphere. Two models explain these observa-
tions. In the first model, the lithosphere behaves as
the cold, upper boundary of a cooling half-space,
such that the depth varies as (age)’’ and heat flow
varies as (age)™. In the second model, the lithos-
phere is treated as a cooling plate with an isother-
mal lower boundary. The lithosphere thus behaves
as a cooling boundary layer until such time as the
lithospheric temperature gradient, constrained by
the lower boundary condition, causes the curves
describing the variation of depth and heat flow
with age to flatten and change more slowly with
time, as shown in Figure 8.6. In this model old
lithosphere approaches the asymptotic value of
thermal plate thickness. Parsons and Sclater*” origi-
nally found that a 125 km thick lithosphere with a
basal temperature of 1350°C fitted the data then
available. However, more recently Stein and
Stein®, using improved heat flow data, predicted a
hotter and thinner lithosphere (1450°C at the base
of a 95 km thick plate; Figure 8.6).

Another property of the lithosphere is its
response to vertical loading, or flexure. The conti-
nental lithosphere is commonly loaded by ice

Figure 8.6 Observations and models for (a) heat flow
and (b) oceanic depth as a function of crustal age. Depths
are average values for the North Pacific and Northwest
Atlantic Oceans; heat-flow measurements are from sites
in these regions. Depths and heat-flow values (dots) have
been averaged over 2 Myr intervals. Also shown are
functions computed from the plate model of Parsons and
Sclater® (PSM), a cooling half-space model with the same
thermal parameters (HS), and the Stein and Stein®
(GDHT1), plate model. In (a) the HS and PSM curves over-
lap for ages younger than ca 120 million years (Myr; from
Stein and Stein®*; reprinted with permission from Nature,
© 1992 Macmillan Magazines Ltd).



8: The Evolution and Structure of Ocean Basins

Age (Myr)

9 8 7 6 5 4 3 2 1
I ) I I N B D

1 2 3 4 5 6 7 8 9
I I I I I I I I I

" Gilbert ! |
|

reverse normal, reverse

1Gauss! Matuyama | Brunhes ! Matuyama 'Gauss,  Gilbert
, normal ,

1
reverse normal reverse
i ]

!

Oceanic
lithosphere

Asthenosphere

Upper mantle

Figure 8.7 Sea-floor spreading and the generation of magnetic lineations by the Vine-Matthews hypothesis. A marks
the rise of basaltic magma to form the oceanic crust, and the residual material which is left to form the mantle part of
the oceanic lithosphere. B marks the magma chamber, which eventually cools to form the widespread Layer 3 in the
crust. C marks the rapid cooling of basaltic magma to form the pillow lavas and dykes of crustal Layer 2. In Layer 2,
blocks of normal magnetic polarity are shown black and blocks of reverse polarity are shown white. ‘Moho’ indicates
the seismic discontinuity which marks the base of the crust. Vertical exaggeration is about 10:1 for a half-spreading
rate of 30 mm/yr [after Bott®; reproduced by permission of Edward Arnold (Publishers) Ltd; © Martin H.P. Bott, 1982].

sheets, sedimentary basins, or mountain ranges,
while the oceanic lithosphere is loaded by
seamounts, sediments, and aseismic (volcanic)
ridges. If the lithosphere behaves perfectly rigidly,
then it can be treated as an elastic plate; thus, the
amount of flexure depends on its flexural rigidity,
the magnitude of the load, and the elastic thickness
(defined as the thickness of an equivalent uniform
sheet that responds elastically in the same way as
the real lithosphere). Within the ocean basins, elas-
tic thickness increases with the age of the lithos-
phere”. However, in general it is found that elastic
thickness is much less than thicknesses based on
thermal or seismological criteria. This is not sur-
prising, given the simplified rheology inherent in
the elastic plate model. The upper part of the
lithosphere actually behaves in a brittle manner,
while the lower lithosphere behaves plastically. The
duration of the loading also needs to be considered.
In summary, therefore, the lithosphere can be
defined in several ways dependent on the processes
being considered.

Sea-Floor Spreading

The magnetic field of the Earth is approximately
that of a dipole, with an axis close to, but not nor-
mally coincident with, the Earth’s axis of rotation.
At present, the polarity of the geomagnetic field is
such that a compass needle points to the North
Magnetic Pole, but sometimes in the past the geo-
magnetic field had the opposite polarity for 10°

years or more, and a compass needle would have
pointed to the South Magnetic Pole. Vine and
Matthews’® were the first to combine the notion of
sea-floor spreading with the phenomenon of polari-
ty reversals of the geomagnetic field. They envis-
aged that new oceanic crust acquires a stable ther-
mal remanent magnetisation after cooling through
the Curie temperature (the temperature at which
magnetic minerals acquire the magnetisation vector
of the ambient geomagnetic field). They proposed
that the formation of oceanic crust is symmetric
and continuous, on geological time-scales, as the
lithosphere moves away on either side of the axis of
an accretionary ridge. Thus, the stripy magnetic
anomalies characteristic of the oceanic crust are
produced by alternating crustal blocks of opposite
polarity that have recorded the polarity reversals
(Figure 8.7).

Sequences of polarity reversals observed on land
enable magnetic anomaly patterns to be predicted
at sea. The use of the geomagnetic polarity reversal
time-scale to date the oceanic lithosphere is based
on the identification of characteristic magnetic
anomaly profiles and their relation to the indepen-
dently established reversal chronology (see Box
8.2). The Vine-Matthews hypothesis was verified
by confirming the age of the oceanic crust predicted
from the magnetic anomaly pattern by drilling, and
dating with microfossils, the sediments immediately
overlying the oceanic basement. The magnetic
anomalies preserved in the oceanic crust have
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allowed the sea-floor spreading history of about the
past 200 Myr to be reconstructed in detail. For
example, Figure 8.8 shows reconstructed positions
of the continents following the break-up of
Pangaea, a supercontinent that existed about 200
Myr ago.

The Life Cycle of Ocean Basins

The creation, evolution, and eventual destruction of
the ocean basins is cyclical and has been called the
Wilson Cycle [Figure 8.9(a)—(e)] after the famous
Canadian Earth scientist Tuzo Wilson. The cycle
starts when a continental area is thrown into ten-
sion, either because of a sub-crustal heat source

Figure 8.8 A sequence of maps, recon-
structed using sea-floor spreading and
palaeomagnetic data, to illustrate the
break-up of the Pangaea supercontinent.
(a) The configuration of land about
200 Myr ago; the dark blue on the east
side of the supercontinent is the Tethys
Ocean. The configurations for 160 Myr
(b) and 80 Myr ago (c), and the present
day (d) show that the dispersal of the
continents occurred by the opening of
the Atlantic and Indian Oceans, and the
resultant closure of the Tethys Ocean to
form the Alpine-Himalayan mountains
(dark blue, Atlantic-type — interior —
ocean; medium blue, Pacific-type — exte-
rior — ocean; light blue, flooded conti-
nent; from Nance et al.?’; © 1988 by
Scientific American, Inc. All rights
reserved).

causing uplift or because of the geometry of the plate
boundaries surrounding the continent. This tension
causes the development of normal (extensional)
faults in the brittle crust and ductile flow at depth,
leading to significant crustal thinning. The East
African Rift Valley and the Rio Grande Rift in New
Mexico are examples of this phase, Figure 8.9(a).
With continued extension the crust is eventually
thinned to such an extent that hot mantle material
rises to the surface, oceanic crust begins to form,
and an ocean basin is born (see later for a fuller
explanation). The uplifted continental flanks are
gradually eroded (see, e.g., Chapter 9) and sedi-
ments are deposited in the new ocean basin. The

Box 8.2 Sediment and Rock Dating

Fossiliferous sediments and rocks younger than 600 Myr may be dated by a variety of techniques.
These involve the recognition of individual fossil species, or the content of assemblages of such
species, within a biostratigraphic framework which describes the sequence of appearances and disap-
pearances of species over geological time. The marine oxygen-isotope record (see Box 8.3) also pro-
vides a well-constrained means for dating Late Cenozoic biogenic carbonate sections. Physical meth-
ods, such as geomagnetic polarity reversal stratigraphy (see text) and radiometric techniques, may
also be used for dating; such methods are especially useful when applied to nonfossiliferous sedi-
ments. Radiometric dating methods depend on the high-precision measurement of the parent-daugh-
ter pairs of isotopes by mass spectrometry; knowing the natural radioactive decay chains and decay
constants of the individual isotopes in such chains, it is possible to compute ages from these mea-
surements. Sediment dates tend to be based on the decay of shorter-lived natural or cosmogenic
radionuclides; rock dates are generally based on the predictable rates of conversion of long-lived nat-
ural parent radionuclides into daughter products by radioactive decay over time.
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Red Sea is an example of such a young oceanic rift,
Figure 8.9(b). The ocean basin then expands by
sea-floor spreading. The Atlantic Ocean is an
example of a mature ocean basin surrounded by
rifted continental margins, Figure 8.9(c).

Cooling of the oceanic lithosphere continues
until its density exceeds that of the asthenosphere
and a potentially unstable situation arises. A sub-
duction zone may form. The machanism for this is
presently controversial; it is the one part of the
cycle which is poorly understood. The main charac-
teristics of a subduction zone are shown in Figure
8.9(d), which illustrates the incipient collision of
India and Tibet. The subduction of oceanic lithos-
phere may cause the ocean basin to contract. The
Pacific Ocean is a present-day example of a con-
tracting ocean delimited by active plate margins
(subduction zones and transform faults).

Eventually, if all the oceanic lithosphere has
been subducted, continent—continent collision takes
place. The collision of India with Asia, which led to
the formation of the Himalayan mountains and the
high Tibetan Plateau, is a dramatic example of the
closure of an ocean basin (the Tethys Ocean — see
Figure 8.8) and continent—continent collision,
Figure 8.9(e). Present-day Asia represents a com-
plex assembly of a large number of small continen-
tal blocks that have collided to form a large conti-
nent, or supercontinent. Eventually, this continent
will be rifted, a new ocean basin will form, and the
Wilson Cycle will begin again.
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Intraplate Deformation

Although most volcanic and seismic activity is con-
centrated at plate boundaries, some activity occurs
within plates. For example, the ocean basins are
marked by the frequent occurrence of seamount
chains and aseismic ridges associated with one or
more active volcanoes. Much of this intraplate vol-
canic activity is related to ‘hot spots’ caused by
thermal plumes rising from the lower mantle. Over
time, the motion of the plates over the near-station-
ary hot spots leads to elongate chains of volcanoes
and aseismic ridges. Two conspicuous examples are
the Hawaiian—-Emperor seamount chain in the
Pacific Ocean and the Ninetyeast Ridge in the
Indian Ocean.

Bergman® recognised that oceanic intraplate seis-
mic activity could be divided into two categories
based on the focal mechanisms of the earthquakes
(the focal mechanism is the form of rupture at the
seat of the earthquake inferred from the distribu-
tion of initial compressional or dilatational
motions, generated by the earthquake, at the
Earth’s surface). A large proportion of the seismic
activity occurs in oceanic lithosphere less than
35 Myr old; focal mechanisms of these events are a
poor indicator of the state of regional stress,
because they are dominated by the early thermal
evolution of the lithosphere. The second type of
seismic activity occurs in lithosphere older than
35 Myr and is characterised by thrust or strike-slip
focal mechanisms. These indicate an intraplate
stress field dominated by maximum horizontal
compression oriented normal to the ridge crest. The
focal mechanisms associated with this type accu-
rately reflect the regional state of stress.

Seismicity in old oceanic lithosphere is not entire-
ly randomly distributed throughout the oceans and
may be associated with a few areas of intraplate

Figure 8.10 A simplified model for the evolution of
transform and rifted continental margins based on the
example of the Cote d’Ivoire and Ghana margins off West
Africa. (a) Onset of continent-to-continent active trans-
form contact. (b) Continent-to-continent and continent-
to-rifted-margin contacts. Shearing produces a lateral
marginal ridge and associated tectonic deformation. (c)
Progressive drift of the end of the hot accretionary ridge
along the transform margin. Thermal exchange occurs
between continental and oceanic lithosphere, leading to
vertical adjustments. (d) Mature stage of rifting; evolution
of the margin includes thermal subsidence. 1, Direction
of relative plate motion; 2, transform motion between
continental crusts; 3, transform motion between oceanic
crusts (transform faults); 4, thick continental crust; 5,
thinned continental crust; 6, oceanic crust; 7, axis of
accretionary plate boundary; 8, marginal ridge and
region of related tectonic deformation (courtesy of J.
Mascle, with permission).



8: The Evolution and Structure of Ocean Basins

0 1300 km

1300 km

125 km

1300 km

125 km

1 Myr

(+4 km)

10 Myr

(+40 km)

20 Myr

(+80 km)

1300 km

125 km

0 1300 km

125 km

1300 km

125 km

Figure 8.11 Numerical modelling of strain rate within a continental lithosphere which is stretched under tension by
200 km over 50 Myr relative to the fixed left side of the model. The intensity of deformation is shown by the colours;
greater redness indicates more intense deformation and emphasises the loci of extension. The colour scale is logarith-
mic from 107"°/s (darkest blue) to 107'"/s (red). The crust-mantle boundary is shown in white (horizontal line at T Myr).
From the start the model has an in-built mid-crustal zone of weakness (white lines outlining the enclosed region at
centre top) and an upper mantle weakness caused by the thickened crust to the right of the upper crustal weakness.
Note how the locus of extension begins in the upper crust, but shifts to the right and into the lower lithosphere after
20 Myr. Models such as this explain why crustal rifting precedes the appearance of volcanic products at the surface
and why the rifting and volcanism occur in different places. If the rifting illustrated here continues beyond 50 Myr,
eventually new oceanic crust will be formed in the centre of the model (courtesy of D.S. Sawyer, with permission).

deformation. These areas have also been called dif-
fuse plate boundaries**. The best-developed exam-
ple is in the northeastern Indian Ocean, where a
1500-km-wide zone of intense tectonic deformation
separates the Indian and Australian plates™'.

The Margins of the Ocean Basins

An ocean basin is created by the rifting and break-
ing apart of a continental lithospheric plate and is
bounded by rifted or transform continental margins
(Figure 8.10). Rifted margins extend from the edge
of the continental shelf into oceanic depths; conse-
quently, such margins are major bathymetric fea-
tures on the Earth’s surface. They contain evidence
of the processes which accompanied the initiation
of sea-floor spreading, as well as the poorly under-
stood transition from continental to oceanic crust.

Rifted margins are more common; for example,
they border the Atlantic Ocean from 50°S to the
Norwegian Sea. They are of particular interest for
economic reasons, since the same processes which
lead to rifted margins can also form major sedi-
mentary basins in which oil and gas may accumu-
late (see Chapter 21). Transform margins are often
shorter and have been less widely studied.
Continental rifting, like most other major Earth
processes, is driven by heat from within the Earth.
The temperature of the asthenosphere largely deter-
mines the amount of melt produced during rifting;
the temperature of the lithosphere determines
when, and how much, uplift and/or subsidence is
experienced by the margin. The rifting and break-
up of continents is often thought to be a response
to tensional forces resulting from the sub-lithos-
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Figure 8.12 (a) Adiabatic decompression paths in temperature—pressure space (asthenospheric potential temperature is
given on the right). Melting begins when material rising along an adiabatic decompression curve (arrowed lines) meets
the solidus curve. The melt fraction is indicated on the curves between the solidus and the liquidus. (b) The higher the
temperature of the adiabatic decompression curve, the greater the thickness of melt produced. The total thickness of
melt present below a given depth, calculated by integrating the volume of melt implied by the curves in (a), is plotted
as a function of depth. (c) Predicted thicknesses of melt produced as a result of different lithospheric stretching factors
8. The numbers against the curves give the thickness of the mechanical boundary layer and the temperatures on the
right are the interior potential temperatures, i.e., the temperatures the rocks would have if brought to the surface with-
out loss of heat (Figures 7 and 22 in McKenzie and Bickle**; by permission of Oxford University Press).

pheric loading associated with regions of reduced
density in the mantle. Numerical dynamic model-
ling of rifting suggests that a continental lithos-
pheric plate subjected to prolonged tension begins
to stretch and thin. At the top it behaves brittly, so
the upper crust is dissected by normal faults; deep-
er, the deformation is viscous (Figure 8.11). The
asthenosphere responds passively to this thinning
in a very important way. Material rises to fill the
space vacated by the lithosphere and consequently
experiences lower pressure. Usually this happens

adiabatically (i.e., heat is conserved), the tempera-
ture rises, and eventually the more volatile compo-
nents of the rock begin to melt (Figure 8.12). The
higher the initial temperature and the greater the
ascent of the asthenosphere, the more magma is
produced. The magma separates from the host rock
and rises by its own buoyancy. Eventually, after
several million years, following the surface faulting,
magma may reach the surface. Even later, the con-
tinental lithosphere ruptures and the asthenosphere
itself essentially reaches the surface. This is when
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Figure 8.14 Models of gravity and surface and
deep-towed magnetometer profiles across the
West Iberia margin (see inset for location; OC
= oceanic crust; TC = transitional crust; CC =
continental crust). (a) Deep-tow and (b) sur-
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Whitmarsh and P.R. Miles).

the steady-state process of magma production, and
its intrusion and extrusion at the ocean floor,
which we know as sea-floor spreading, begins. An
ocean basin has been born.

As well as influencing horizontal movements,
the above events also determine the vertical
motion of the margin. If the asthenosphere is hot
enough, then initially the lithosphere expands suf-
ficiently to cause uplift, even well-above sea-level,
of the continent adjacent to the rifting. However,
in all cases following break-up the lithosphere
cools, and therefore subsides, with a time constant
of about 60 Myr. Erosion of the adjacent conti-
nents frequently leads to substantial offshore sedi-
ment accumulations, which load the margin; these
can flex the margin and cause further isostatic sub-
sidence. It is very difficult to measure accurately
the subsidence history of a margin; palaeodepth
estimates based on benthic microfossils from deep
wells are often crude. However, given the uncer-
tainties, numerical cooling and isostatic models
can usually be fitted to such curves quite well
(Figure 8.13).

The West Iberia margin is a good example of
one which rifted over a cool asthenosphere, as indi-
cated by the apparent absence of syn-rift volcanism
(rifting associated with a relatively hot asthenos-
phere is accompanied by the production of large
quantities of volcanic lavas). The crust of the mar-

Distance (km)

gin has been studied using seismic refraction and
reflection profiles, magnetic and gravity anomalies,
heat flow measurements, and cores from scientific
drilling*" (Figure 8.14). The first-formed oceanic
crust is abnormally thin (only about 3—4 km), indi-
cating a poor magma supply, and is bounded on
the landward side by a basement ridge of serpen-
tinized peridotite (peridotite is an iron- and magne-
sium-rich silicate rock originating in the mantle;
this rock can become altered by a process known as
serpentinization, which occurs when peridotite
comes into contact with water at low tempera-
tures). Between this ridge and the thinned continen-
tal crust, typified by gently landward-tilted fault
blocks and half graben, there is a recently discov-
ered 130 km wide transitional zone. This zone has
linear magnetic anomalies parallel to the isochrons
(i.e., lines of constant crustal age) of sea-floor
spreading, yet does not have the magnetic or seis-
mic character of oceanic crust. It is probably either
a mixture of continental crust and igneous intru-
sives—extrusives or unroofed mantle. A similar tran-
sitional zone may be exposed today on the Arabian
margin of the central Red Sea.

The western edge of the Rockall Plateau in the
northeast Atlantic is a good example of a margin
which rifted over a hot asthenosphere. Here, the
uppermost crust overlying the continent-ocean
transition is marked by seaward-dipping reflectors
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Figure 8.15 Seismic velocity
SE model from NW (left) to SE
(right) of the northwest margin
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(Figure 8.15). Drilling of similar reflectors off
Norway has shown that they represent a thick
sequence of dipping lava flows. Seismic refraction
measurements show that the crust off the western
edge of the Rockall Plateau is unusually thick, with
up to 15 km of material with a velocity over
7.3 km/s at the base of the crust (Figure 8.15). Both
the dipping volcanic reflectors and the thick crust
can be explained by a high asthenospheric tempera-
ture and extensive melt production at the time of
break-up. The lavas denote magma which reached
the surface and the high-velocity lower crust signi-
fies denser magma ‘underplated’ at the base of the
crust. The precise reason for the prodigious melt
production at this margin is debatable. It may have
been due to the proximity of the Iceland plume or
hot spot. An alternative hypothesis is that the melt
was produced by vigorous local convection within
the asthenosphere.

World-wide, few transform margins have been
studied. Such margins are believed to develop very
differently from rifted margins. Principally, they
experience shear motion, perhaps with a minor
component of extension or compression, along one
or more deep crustal faults (faults which are very
difficult to detect on reflection profiles). Every
point on the margin also experiences a temporary
rise in temperature, and consequent uplift, as the
end of the adjacent spreading ridge traverses along
the margin (Figure 8.10). Figure 8.16 is a section
across the southern Exmouth Plateau margin off
northwest Australia. Here there is a relatively
abrupt transition from 26 km thick underplated
continental crust to 8 km thick oceanic crust.
Between the two there is a 50 km wide zone of
complicated structure which may include a zone of
intrusion and, seaward, a tilted fault block.
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of Rockall Plateau, northeast
Atlantic Ocean. A-H and DD
indicate locations of expanding-
spread profiles aligned normal
L to the northwest-southeast sec-
tion. VE is the vertical exaggera-
tion. The diagonal shading indi-
cates the estimated extent of the
seaward-dipping reflectors and
L ‘late stage volcanics’. Moho rep-
resents the Mohorovicic discon-
tinuity, the depth at which seis-
mic velocity exceeds 7.8 km/s
and where the mantle begins
L (Figure 4 in Morgan and
Barton?®; by permission of
Elsevier Science).

The Structure of the Oceanic Crust

A vertical section through the Earth beneath the
ocean basins generally consists of hundreds or
thousands of metres of sediment overlying 7 km of
igneous crust, formed by sea-floor spreading, which
in turn overlies the upper part of the mantle. Our
knowledge of the structure and composition of the
igneous crust comes from direct sampling and from
remote sensing by geophysical measurements.

Sampling by dredging, where rocks are exposed
on the sea floor, reveals a wide variety of rock
types from basalts and gabbros of the crust to
ultramafics (iron- and magnesium-rich rocks)
derived from the uppermost mantle. However, it is
frequently difficult to relate even well-located
dredged rocks to an unambiguous layering of the
crust. Drilling is a better way to do this (e.g., see
Chapter 19). The international Ocean Drilling
Program (ODP) has succeeded in drilling hundreds
of metres into the crust at several holes around the
world. The deepest is the 2111 m deep Hole 504B
in the eastern Pacific Ocean? (Figure 8.17). In spite
of this unique achievement the hole has so far
probably penetrated only basaltic pillow lavas and
sheeted dikes of the uppermost crust. Down-hole
physical measurements demonstrate that the crust
is vertically variable on a scale of metres or tens of
metres. Lateral variability is also expected from
models of crustal creation, which include a varying
magma supply and magmatic, as well as purely tec-
tonic, extension. A simpler picture emerges if we
use remote geophy51cal measurements to obtain a
more averaged view of the crust.

The best way to investigate remotely the Earth
beyond the reach of the drill is through seismic
energy. Using the wide-angle refraction technique,
where the seismic source (usually towed at the sea
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Figure 8.16 (a) Multichannel seismic reflection profile after migration and depth conversion, from southwest (left) to
northeast (right) across the Exmouth Plateau transform margin (vertical exaggeration = 3). Near vertical lines denote
features interpreted as faults; other possible near-horizontal faults are labelled detachment or d, d,, d,. The positions of
five intersecting expanding-spread profiles (ESPs), labelled C1, C2, etc., and the velocity—depth profiles computed from
them, are also shown. (b) A two-dimensional gravity model (densities in Mg/m?), based on the seismic observations,
which incorporates transitional crust (grey) between common depth point (CDP) gathers 6500-8000 (see horizontal
axes) and underplated crust (black) landward of this zone. The transitional and underplated crusts may have been
intruded as the adjacent rift axis migrated along the transform margin (Figures 2 and 3 in Lorenzo et al.”?; by permis-

sion of the authors).

surface) and receivers (usually placed on the ocean
floor) are many kilometres apart, it is possible to
compute the increase of seismic velocity with depth
and to measure the thickness of the crust (Table
8.1; see Figure 19.16). Although the crustal struc-
ture is often reported in terms of two or more dis-
tinct layers, in practice, velocity increases more or
less steadily with depth. We know from sampling
that the uppermost layers (at least 2.5 km/s) repre-
sent basaltic pillow lavas. Although solid basalt has
a velocity of about 6.3 km/s, cracks, fissures, and
widespread voids in the lavas lead to lower veloci-
ties. In time, many of these spaces are filled by
hydrothermally deposited minerals; consequently,
the upper crustal velocity is greater in older crust.
The lava flows are underlain by dikes, subvertical

Layer 2
Layer 3
Mantle
Total

igneous
crust

Velocity (km/s)

2.5-6.6
6.6-7.6

>7.6

Thickness (km)
2.11+0.55

4.97+0.90

7.08+0.78
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sheets that intrude parallel to the ridge axis during
sea-floor spreading. Below the dikes there is a layer
of 6.7-7.2 km/s material which forms the greater
part of the crust. This oceanic layer, or Layer 3, has
rarely been drilled in situ. From samples, and by
analogy with ophiolites (sequences of mainly
igneous rocks which contain the same rock types,
and in the same order, as are found within the
oceanic crust) exposed on land, most geologists
think it largely consists of gabbro, a coarser
grained rock representing the frozen melt which
was the source of the basaltic flows and dikes. At
the base of the crust, velocity increases, often
abruptly, to around 8.0 km/s, comparable to the
Mohorovicic discontinuity at the base of the conti-
nental crust; this marks the top of the Earth’s man-
tle. The velocity—depth structure in Table 8.1 is an
average for normal crust; in fracture zones the crust
is often thinner and may be underlain by velocities
thought to represent serpentinized peridotite; and
near hot spots, such as Iceland, it is thicker. The

Figure 8.18 Wet-bulk density of samples of oceanic crust
and ophiolites plotted against the inverse of compression-
al-wave velocity. The solid line represents a least squares
fit, with the standard error indicated by the dashed lines
(Figure 1 in Carlson and Raskin'®; reprinted with permis-
sion from Nature, © 1984 Macmillan Magazines
Limited).
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Figure 8.17 Down-hole logs from Ocean Drilling
Program Site 504B (as at the end of Leg 148, February,
1993). Note the broad changes in velocity (V,) and resis-
tivity between the volcanic and sheeted-dike layers, and
the short wavelength (ca. 1-10 m) variations in these
properties (profiles begin at 250 mbsf; mbsf = metres
below sea floor; Figure 2 in ODP Leg 148 Shipboard
Scientific Party?®; © American Geophysical Union).

density of rocks is strongly correlated with their
seismic velocity (Figure 8.18); this useful property
means that we can infer density from velocity and
check our seismic models by computing their gravi-
tational effect and comparing this with independent
gravity observations (e.g., Figure 8.14).

Another important property of the igneous crust
is its magnetisation. When magma, containing a few
percent of certain iron oxides, cools it acquires a
remanent magnetisation, in the “direction of the con-
temporary Earth’s field, which is stable over mil-
lions of years (see above). This magnetisation pro-
vides the ‘memory’ in the rocks, whereby sea-floor
spreading records reversals of the Earth’s magnetic
field. The remanent magnetisation slowly decreases
with time as some iron oxides undergo further oxi-
dation, a process accelerated by hydrothermal circu-
lation. Older basalts acquire a stronger, secondary,
possibly chemical, magnetisation (Figure 8.19).
Hence a minimum magnetisation occurs in rocks
which are 8-20 Myr old. The magnetic susceptibili-
ty of the crustal rocks is usually relatively insignifi-
cant, so that it does not have to be included when
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Figure 8.19 Summaries of crustal magnetisation against
crustal age. (a) Obtained from the inversion of marine mag-
netic anomalies. (b) Derived from measurements of normal
remanent magnetisation made on drilled basalt samples.
Both curves show the decrease in magnetisation caused by
the oxidation of magnetic minerals in the first 20 Myr and
the subsequent increase indicating the acquisition of a
remanent (chemical?) magnetisation (Figure 4 in Sayanagi
and Tamaki*’; © the American Geophysical Union).

computing the magnetic effect of these rocks.

Other important physical properties of crustal
rocks include electrical resistivity, shear wave
velocity, permeability, and thermal conductivity;
many are anisotropic.

Recently, our perception of the igneous crust has
been improved by seismic-reflection profiling?.
Using the same equipment and ships as in the
search for oil and gas, but with specially designed
configurations, intriguing reflecting surfaces have
been detected below the Atlantic Ocean, deep with-
in the crust (Figure 8.20). On profiles acquired
along isochrons, these surfaces tend to have low
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Figure 8.20 Multichannel seismic-reflection profiles of oceanic crust produced at slow-spreading rates in the North
Atlantic Ocean, illustrating a variety of forms of reflectivity (the vertical scale in seconds is the time required for sound
to be reflected back to the sea surface). A, B, D, E, and F are from the western North Atlantic; C is from the eastern
North Atlantic. A and B are from flow-line profiles, C is oblique to the spreading direction, D and E are isochron lines,
and F is along the trough of the small-offset Blake Spur fracture zone. Typically, the shallow crust contains distinct
sub-horizontal reflections and the middle crust is almost reflection-free. The lower crust exhibits the strongest and
most diverse reflectivity, including banded patterns of dipping reflectors. The dipping reflectors may have a tectonic or
igneous origin. A distinct Moho reflection is seldom seen; the reflective lower crust typically merges downward to a
reflection-free upper mantle (Figure 4 in Mutter and Karson?; © 1992 by the AAAS).
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Figure 8.21 Chart of the global distribution of sediment in the ocean (green, calcareous sediments; yellow, siliceous
sediments; brown, terrigenous sediments; blue, glaciogenic sediments; pink, deep-sea clay; white, margin sediments;

drawn by R.G. Rothwell).

dips, be highly reflective throughout the igneous
crust, and dip bi-directionally; on profiles parallel
to the spreading direction they are steeper, usually
dip toward the spreading centre, and offset the
basement surface. The former may represent either
contrasts developed during the igneous creation of
the crust or faults; the latter are probably ridge-
parallel normal faults, mostly active in the early
development of the crust.

Sediment Provenance and
Transport Processes

Sediments cover most of the ocean floor. Our
knowledge of these sediments, and the Earth histo-
ry they record, has increased markedly in the past
three decades, through gravity and piston coring
(see Figure 19.4), and deep-sea drilling. The sedi-
ments comprise, in varying amounts, detrital mate-
rial derived from the weathering of the continents,
biogenic debris derived from planktonic organisms,
and clay-size material. Sediment types are distin-
guished by particular constituents; different sedi-
ments show well-defined global distributions
(Figure 8.21; see also Figure 11.8). Sedimentary
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material is transported to the ocean floor by a
number of mechanisms and processes (Figure 8.22;
also see Chapter 9).

Rivers form the main pathway of terrigenous
sediment to the oceans, although wind transport is
particularly important for fine-grained detrital
material. Glacier input is important at high lati-
tudes. The main factors controlling the flux of sedi-
ment derived from continental erosion are climate,
precipitation, type of weathering, character of the
coarse-grained material, topography, and land area
in the source regions. When sea-level was low, such
as during glacial periods, deep-sea terrigenous sedi-
mentation was especially dynamic. At such times,
the mechanical erosion of continents and the sedi-
ment loads of rivers were much greater. Much of
the continental shelves were exposed as coastal
plains, resulting in rivers that transported their
loads to the outer edge of the continental shelf for
more rapid deposition into the deep-sea basins.

Pelagic sediments are typically dominated by
biogenic material, but vary considerably with lati-
tude and water depth®”. They include the deep-sea
calcareous and siliceous oozes, composed largely
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Figure 8.22 Sediment transport
routes to the deep ocean (1, Aeolian
transport; 2, fluvial transport; 3, coastal ero-
sion; 4, fallout from volcanic ash clouds; 5, bio-
genic debris; 6, authigenesis; 7, ice-rafting; 8, mass

gravity flows; 9, hydrothermal activity; 10, submarine vol-
canism; 11, fallout from high-altitude jetstreams; 12, micro-

meteorites; drawn by R.G. Rothwell).

of the remains of planktonic organisms, and deep-
water clays (Figure 8.23). Four main processes
control the character of biogenic oozes: the supply
of biogenic material, its dissolution in the water
column, its dilution by nonbiogenic material, and
subsequent diagenetic alteration (see later). Pelagic
sedimentation can be viewed as a form of interac-
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tion between the near-surface ocean and the deep
ocean. Locally, these two distinct environments
interact through wind-driven upwelling of deep
water, and the consequent downwelling of near-
surface water, and through the constant ‘rain’ of
skeletons from dead planktonic organisms (Figure
8.23). This ‘rain’ of biogenic particulate matter
forms the primary sink in the ocean basins
(Chapter 7).

The spatial distribution of calcareous oozes is
controlled by depth due to dissolution (Chapter
11). Calcite, which forms the main skeletal material
of many planktonic organisms (such as
foraminifera and coccolithophores), shows increas-
ing solubility with water depth; this is related to
increased hydrostatic pressure, increasing CO, con-
tent within the water, and decreasing temperature.
Therefore, there is a depth, called the lysocline, that
separates well-preserved from poorly preserved,
solution-etched foraminifera and coccolithophores

Figure 8.23 Sources and pathways of pelagic sedimenta-
tion in the oceans (after Hay'’).
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(Figure 8.24). The lysocline varies, but generally
lies at depths of 3000-5000 m. At some greater
depth, called the calcite compensation depth
(CCD), the rate of supply of biogenic calcite equals
its rate of dissolution. Below the CCD, only car-
bonate-free sediments accumulate. Regionally, the
depth of the CCD is a function of a number of vari-
ables which reflect oceanic productivity patterns
and the shoaling of the lysocline near continental
margins. The CCD varies between 3500 and
5500 m in the Atlantic and Pacific Oceans, but has
a mean depth of around 4500 m.

Siliceous oozes are the typical pelagic sediments
found beneath regions of high productivity (the
equatorial and polar belts and areas of coastal
upwelling), especially where the sea floor is deeper
than the CCD. The dissolution of opaline skeletons
within the surface sediments releases silica to deep
waters; its dissolution within the sediments forms
silica-rich interstitial solutions which migrate along
bedding planes and fractures to precipitate in near-
by permeable lenses and layers, as deep-sea cherts.
Such deposits seem to occur more frequently at
particular times in the geological record (e.g., in the
late Eocene), which may reflect changes in the glob-
al supply of silica to the ocean or changes in ocean-
ic productivity.

Pelagic clays are generally found only in deep
areas far from land. They generally contain less
than 10% biogenic material and are mainly com-
posed of clay minerals and fine-grained quartz, the
bulk of which have been derived from aeolian fall-
out. They are commonly reddish brown to choco-
late brown and have accumulated slowly, at gener-
ally less than 1 mm per 1000 years, compared to
the 10-30 mm per 1000 years typical of calcareous
and siliceous oozes.
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Figure 8.24 Conceptual model for calcite dissolution
rate in the ocean, showing the relationship between the
calcite compensation depth (CCD) and the lysocline.
Increased carbonate supply at the equator depresses the
CCD (Figure 11 from Berger et al.’; © American
Geophysical Union).

Terrigenous sediments are composed largely of
detrital material derived from the weathering of
continents. They include turbidite muds, which
cover the abyssal plains, and glacial material,
which covers substantial parts of the sea floor in
polar regions. Such sediments are characterised by
high rates of deposition, usually contain small
quantities of biogenic material, and are usually
transported to the deep sea by some form of sedi-
ment gravity flow, such as debris flows or turbidity
currents®*® (Figure 8.25 and Chapter 9).

Sediment Diagenesis

The constituents which comprise a newly deposited
marine sediment include relatively unreactive detri-
tal materials, introduced to the ocean from the con-
tinents by winds and rivers (and by ice at high lati-
tudes), and more reactive biogenic materials, such
as CaCO,, opal (an amorphous form of silica
which contains water) and organic matter supplied
by ocean-surface productivity. The concentration
of a particular component subsequently observed in
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Figure 8.25 Processes of clastic sedimentation in the
oceans (after Hay'?).
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Figure 8.26 Schematic representation of trends of pore-water concentration profiles of
oxidants (O, and NO;") and oxidation-reduction products (Mn** and Fe?*) against sub-bot-
tom depth in deep-sea sediments as a result of bacterially mediated early diagenesis.
Oxygen and nitrate from sea water are consumed during oxidation of organic matter [for-
mally (CH,0),,(NH,),,(H;PO,)] according to reactions (a) and (b) below. Mn?* and Fe** do
not co-exist with high pore-water oxygen concentrations, but are present in pore waters as
a consequence of similar reactions of organic-matter oxidation deeper in the sediments,
with Mn and Fe oxyhydroxides initially present in the solid phase. These reactions may
take place within a few centimetres or over several metres in deep-sea sediments, depen-
dent mainly on the relative fluxes of organic matter and oxygen (reprinted from Froelich et

al.’’; © 1979 Elsevier Science Ltd, with kind permission).

(CH,0)106(NH,)1(H;PO,) + 1380, = 106CO, + 16HNO, + H,PO, + 122H,0 @

(CH,0),06(NH,),o(H;PO,) + 94.4HNO, = 106CO, + 55.2N, + H,PO, + 177.2H,0 (b)

a sediment of a particular age, however, depends
not only on the original relative rates of supply of
all the sedimentary constituents, but also on the
preservation of each constituent after burial. The
physical, chemical, and biological processes respon-
sible for converting an original, water-rich, uncon-
solidated sediment into solid rock are collectively
termed diagenesis.

Deep-sea sediments contain about 0.2-0.5%
organic carbon, while shelf sediments contain up to
5%. Although organic matter is therefore a minor
component, its importance is out of all proportion
to its abundance. As organic matter is the only
reductant supplied to sediments in any quantity, its
microbially mediated degradation drives early dia-
genetic reactions, which progressively consume the
oxidants (electron acceptors) available in sediment
pore-waters (e.g., oxygen, nitrate, and sulphate) and
as coatings on sediment grains (e.g., manganese and
iron oxyhydroxides). This gives rise to a vertical
succession of geochemical environments or zones in
the sediments" (Figure 8.26) as the electron accep-
tors are consumed in the order of decreasing ther-
modynamic advantage (i.e., in the order of decreas-
ing energy produced by each mole of carbon that is
oxidised). One classification of these successive
early diagenetic environments is in terms of the con-
centrations of oxygen and total dissolved sulphide
of the pore water; it recognises oxic, post-oxic, sul-
phidic, and methanic environments with increasing
depth. Other redox-sensitive elements in the sedi-
ments also respond to the changes in geochemical
conditions experienced within these different envi-
ronments. In particular, the abundant metals iron
and manganese form a variety of authigenic miner-
als (i.e., new minerals formed from constituents pre-
existing within the sediment), which can also impart
characteristic colours to the sediments’.

As sediments are progressively buried, they
experience both physical changes, which result in a

Concentration

Depth

reduction of water content and porosity with burial
depth and time, and concurrent chemical changes,
which result in cementation and chemical com-
paction. It is these diagenetic processes of lithifica-
tion which convert carbonate sediments into lime-
stones, siliceous oozes into cherts, clays into clay-
stones, and so on. Organic-rich marine sediments
which have undergone these later diagenetic modi-
fications are also the potential source rocks for
most of the world’s oil reserves (see Chapter 21).
What conditions are required for the initial forma-
tion of organic-rich sediments remains controver-
sial. The traditional interpretation that black (i.e.,
organic-rich) shales develop under anoxic water
columns® has been challenged by the alternative
contention that high primary productivity provides
the first-order control®’. Regardless of the relative
importance of preservation and productivity, how-
ever, organic matter undergoes progressive com-
plex diagenesis as it is buried and experiences
increases in pressure and temperature over a pro-
longed period (Figure 8.27). This diagenesis causes
a loss of hydrogen and oxygen relative to carbon in
the residual sediment, compared with the organic
matter originally deposited.

The low temperature, bacterially mediated, early
diagenesis discussed above is referred to as eogenesis,
while the later reactions deeper in the sedimentary
column are referred to as catagenesis or metagenesis.
Catagenesis takes place at moderate temperatures
(50-150°C) and pressures (30-150 MPa), and
includes the ‘oil window’, which generates liquid
hydrocarbons of medium-to-low molecular weight.
Metagenesis occurs at higher temperatures and pres-
sures, and generates methane in the ‘dry gas’ zone'”.

The Oceans in the Past

Deep-sea drilling has shown that conditions in
ancient oceans were sometimes different from those
of today'®'®**, Mid-Cretaceous sediments, cored by
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Figure 8.27 Calculating the volume of hydrocarbons
generated from a given source-rock unit. The yield of
hydrocarbons generated per 1% total organic carbon
(TOC) in the source rock is indicated on the horizontal
axes in p.p.m. (wt/wt) and other units. As shown, C,—C,;

and C,;, hydrocarbons (the major components of a typi-
cal North Sea oil) are generated in large quantities from
80-130°C, while over this temperature range the light
hydrocarbons (C,-C, and methane) are present in rela-
tively small quantities. Once heavy hydrocarbon genera-
tion has ceased, at about 130°C, a presumed cracking
reaction takes over, increasing the yield of the C,—C, frac-
tion and CH, at the expense of heavier hydrocarbons
(from Brooks et al.?, reproduced with permission).
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the Deep Sea Drilling Project and the Ocean
Drilling Program from the Atlantic and some parts
of the Pacific, commonly contain organic-rich
black shales, testifying to periods of probably quite
brief, but widespread, anoxia. The black shales
may have been caused by the lack of a regular sup-
ply of cold, dense, well-oxygenated water to the
deep oceans, due to the absence of ice-caps, and by
5y abundant biological production encouraged by the

- 250 warm conditions and extensive continental shelves
of the time. Recently, it has been suggested that
widespread volcanism during the Cretaceous may
have played a role in causing contemporary deep-
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Box 8.3 Oxygen Isotope Stratigraphy

Oxygen has three stable isotopes ('°0, 0, and ®0) with atomic mass numbers of 16, 17, and 18:

* 0 makes up 99.763% of natural oxygen.
« 70O makes up 0.033% of natural oxygen.
* 80 makes up 0.204% of natural oxygen.

Oxygen makes up 90% of water by weight; the '®O isotope is lighter than the O isotope. Therefore,
0 is preferentially evaporated relative to 0.

During glacial periods, *0-enriched water vapour is precipitated as snow which builds up to form
glacier ice and ice caps. This ice is relatively depleted in 0. The oceans, however, become relatively
enriched in 0, because of evaporation of '®*O-enriched water vapour. The larger the ice caps, the
larger the proportion of O removed from seawater, and the more the ®0:"0 ratio of the sea water
increases.

Marine organisms, such as foraminifera, which form skeletons or tests of calcium carbonate, incor-
porate different proportions of 0 and 'O from the water, according to the temperature; but, more
importantly, according to the background ratio of ®*0:'0 in the sea water, which reflects global ice vol-
umes. Measurements of the small differences in the ®0:'0 ratio in different samples using a mass
spectrometer allow the sequence and age of warm and cold conditions to be determined.

The ™®0:"0 ratio of foraminifera, especially benthic species which live in low-temperature bottom
water (and hence are not affected by temperature changes), can therefore be taken as a measure of
the amount of water held in ice sheets at any given time, and hence also as an indicator of global sea
level.
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8.29

Figure 8.28 Combined plot of global production of
oceanic crust, high latitude sea-surface palaeotempera-
tures, long-term eustatic sea-level, black-shale deposi-
tion, and rate of production of the world’s oil resources
against geological time (from Late Jurassic to Pleistocene;
Figure 1 from Larson?', by permission of the author).

sea anoxia. The resulting increase in outgassing of
mantle volatiles and CO, and increased ocean crust
production (Figure 8.28) at this time may have
resulted in an enlarged supply of nutrients and car-
bon to the ocean. The ‘greenhouse’ effect of
increased CO, in the atmosphere led to relatively
high sea-surface temperatures. The resultant explo-
sion in productivity led to vast increases of organic
carbon in the marine system.

During the Cenozoic, the CCD fluctuated widely
(Figure 8.29), which may have been related partly to
changes in sea level. Continental shelves, being shal-
low, are favourable places for carbonate accumula-
tion in times of high sea-level and may, therefore, act
as carbonate traps, thereby removing CaCOj; from
the oceanic chemical cycle. However, changes in
productivity also lead to changes in the CCD, since
biogenic production of CaCOj skeletons lowers sat-
uration. Therefore, fluctuations in the CCD may
possibly reflect productivity fluctuations too.

Oxygen isotope studies (Box 8.3) of the skele-
tons of benthic foraminifera have shown a general
cooling trend in the oceans since the Cretaceous.
Palaeoceanographic changes, caused by plate
motions over the same period, led to greater parti-
tioning of the world ocean system with time and
played a major role in causing this trend.
Palaeoceanographic studies show that polar cooling

Non-equatorial Pacific

Depth (km)
o

50
Time (Myr BP)

Figure 8.29 Reconstructions of past fluctuations in cal-
cite compensation depth in the Pacific Ocean (recon-
struction from Van Andel*’; after Seibold and Berger*).
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was particularly pronounced toward the end of the
Eocene (Figure 8.28), presumably due to the ther-
mal isolation of the Arctic and Antarctic oceans
from the rest of the world ocean, but also perhaps
due to albedo changes resulting from changing veg-
etation and snow cover. This led to the equator-
ward shifting of climatic belts and, on high latitude
shelves, to the cooling of water, which became cold
and dense enough to sink and fill the deep ocean
basins. The late Eocene cooling therefore resulted
in a new type of world ocean — one characterised
by the development of marked contrasts between
high and low latitudes, between different oceans,
and between the deep sea and the ocean margins.
Large amounts of ice-rafted debris in sediments
around Antarctica since the middle Miocene testify
to the build up of the Antarctic ice cap. The micro-
fossil record, particularly of siliceous types, indi-
cates that fundamental changes in deep-water cir-
culation were occurring in the Miocene, concur-
rently with the build up of Antarctic ice and the
world-wide cooling of abyssal waters. Subsequent
changes in palaeogeography, particularly the north-
ward drift of land masses and possibly the closing
of the Panama seaway (about the middle Pliocene),
reinforced by other mechanisms, such as mountain
building, resulted in the onset of northern hemi-
sphere glaciation 2.5-3.5 Myr ago and in the
oceans we know today.
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CHAPTER 9:

Slides, Debris Flows,
and Turbidity Currents

D.G. Masson, N.H. Kenyon, and P.P.E. Weaver

Introduction

Gravity-driven flows, in a variety of forms ranging
from turbulent suspensions to coherent sliding
masses, are the major agents of downslope sedi-
ment transport in the deep sea. They sculpt the
continental slopes into complex shapes, carry land-
derived sediment into the deep ocean basins, and
redistribute biogenic sediment on a vast scale. Slope
failures and resultant flows are often near-instanta-
neous events, capable of the destruction of marine
installations and submarine telecommunications
cables and, in some extreme cases, of generating
deadly tsunamis. In ancient rocks, sand bodies once
deposited by gravity flows, such as the sands found
in submarine sediment fans, are a major reservoir
facies for oil and gas, and have considerable eco-
nomic importance.

The study of gravity flows in the deep ocean has
progressed rapidly since the early 1950s. Perhaps
the best-known study is the analysis of cable breaks
caused by the turbidity current (a sediment-laden

flow) associated with the 1929 Grand Banks earth-
quake, from which the first velocity estimate for a
turbidity current was produced’ (Figure 9.1); this is
discussed later. Understanding of downslope sedi-
ment transport processes has developed, not only
through studies in the modern ocean, but also
through studies of ancient marine sequences now
exposed on land, and through experimental work
in the laboratory. Important contributions include
the concept of sequential deposition of fining-
upward sediment in individual turbidites (the sedi-
mentary layers or deposits laid down by turbidity
currents'), and the comprehensive theoretical
analysis of turbidity current flow and turbidite
deposition'*™*. The development of seismic profil-
ing and side-scan sonar equipment over the past 40
years (see Chapter 20) has revolutionised the way
in which we analyse the sea floor, leading to a new
appreciation of the extent and importance of gravi-
ty flows and their deposits. The discovery of huge
sediment slides on the flanks of the Hawaiian
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Figure 9.1 Cross-section through the continental slope and
1929 Grand Banks earthquake and turbidity current. Green

200

rise south of Newfoundland in the area affected by the
arrows mark the positions of cable breaks, with the time

after the earthquake in minutes. Inset shows the turbidity current velocity as deduced from the timing of cable breaks

(redrawn from Heezen and Ewing®).
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Table 9.1. Statistics of some major slides, debris flows, and turbidity currents.”

Name/Location Waterdepth (m) Area (km?)  Length (km) Thickness (m) Volume (knv’) Slope
Nuuanu Slide (Hawaii)®> 0-4600 23,000 230 up to 2000 5000 25—>-0.1°
Storegga Slide/Debris  150-3000 112,500 850 up to 430 5580 21.5->0.05°
Flow<

Saharan Slide/Debris 1700-4800 48,000 700 5-40 600 1.5-0.1°
Flow

Canary Debris Flow 4000-5400 40,000 600 up to 20 400 1-0°

f turbidite (Madeira -5400 >60,000 1000+ up to 5 190 20.2° average
Abyssal Plain)

1929 Grand Banks 600-6000 160,000 1100 2upto3 185 ?-0.01°

Turbidite

*Turbidite areas are those covered by deposit only, slide and debris flow areas include scar and deposit.

®Nuuanu Slide flowed uphill for final 140 km.
“total of three slide events.

Islands using the GLORIA long-range side-scan
sonar (see Chapter 19) is one example of the appli-
cation of these technical advances"

Classification of Gravity-Driven
Sediment Flows

Gravity-driven sediment transport includes a wide
variety of processes, such as slumping, sliding,
debris flow, grain flow, and turbidity currents.
However, sediment slides, debris flows, and turbid-
ity currents are the three major gravity-driven
processes which transport significant volumes of
sediment over large distances in the deep ocean.

A slide is defined as the movement of an upper
layer on a basal failure surface. It can result in the
downslope transport of large coherent blocks of
material, with internal deformation ranging from
negligible to severe.

Debris flow has been described as the movement
of granular solids, sometimes mixed with minor
amounts of entrained water (or, on land, air) on a
low slope. A common and effective analogue is
with the movement of wet concrete.

A turbidity current is a type of gravity or density
current driven by gravitational buoyancy forces
resulting from the difference in density between two
fluids. To the geologist, it is the downslope flow,
under the influence of gravity, of a suspension of
sediment in water. The sediment particles, kept in
suspension primarily by turbulence, provide the
excess density which drives the flow.

Size and Scale

The largest slope failures on earth occur around the
margins of and in the ocean basins. This is a conse-
quence of the relief and shape of ocean basins (see
Chapter 8), as well as the huge quantities of uncon-
solidated or partially consolidated sediment which
occur on smoothly sloping continental margins,
often under geotechnical conditions only marginal-
ly in favour of slope stability. Should failure occur,
the ocean floor offers unimpeded slopes and flat-
floored basins hundreds of kilometres in length,
allowing flow over enormous distances.

Individual sediment slides and debris flows can
involve many thousands of cubic kilometres of
material (Table 9.1). The largest of the huge slides
on the flanks of the Hawaiian Islands is up to 2 km
in thickness, with a volume of 5000 km®. A volume
as great as 20,000 km® has been ascribed to the
Agulhas Slide, off South Africa, but the available
evidence perhaps suggests that this is a complex of
failures rather than a single gigantic event. The
Storegga Slide?, off Norway, and the Canary and
Saharan Debris Flows"', off West Africa, all have
runout distances of 600-800 km, much of this on
slopes less than 0.5°.

The volume of sediment carried by the largest
known turbidity currents is an order of magnitude
less than that of the largest sediment slides and
debris flows. Individual turbidites of 100-200 km®
are known from several abyssal plain basins in the
Atlantic. However, transport distances can be
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spectacular, frequently exceeding 1000 km. It has
been suggested, but not proven, that single turbidi-
ty currents may travel up to 4000 km in the
Northwest Atlantic Mid-Ocean Channel, which
extends from the northern Labrador Sea to the
Sohm Abyssal Plain south of Newfoundland.

It is important, however, to realise that the low
resolution of the tools commonly used to survey
the ocean floor tends to lead to overemphasis of the
role of large-scale failures. In addition to most
small failures, the role played by slow creep goes
unrecognised in the modern submarine environ-
ment, even though well-represented in ancient
rocks.

Sediment Slides and Debris Flows

Processes

Sediment sliding and debris flow are clearly closely
related, with the principal difference being in the
degree of fluidity, deformation, and clast (i.e., frag-
ments of broken sediment layers) mixing. It is clear
that a slide can be transformed into a debris flow
as downslope movement leads to its progressive
disintegration. Many of the larger ‘sediment slides’
described in the literature (e.g., the Saharan Slide)
appear to be complex events involving elements of
both sliding and debris flow.

Most, if not all, submarine slides in which trans-
port over a significant distance is known to have
occurred show evidence for deformation and dis-
ruption of the slide material. Although a slide may
begin as a single displaced block (Figure 9.2), most
slides rapidly disintegrate under the stresses
imposed during transportation. The typical end-
product, when imaged from the sea surface, is an
area of hummocky topography indicative of a mass
of displaced blocks embedded in a more highly dis-
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Figure 9.2 TOBI 30 kHz side-scan sonar image showing
a slope failure in sediments on the flank of an abyssal hill
(A), almost certainly caused by undercutting of the slope
by erosion of the channel floor (B). Note the progressive
disintegration of the large slabs of sediment as they slide
toward the channel floor. The topographic relief between
the channel floor and the crest of the abyssal hill is about
80 m.

rupted matrix. Deposits of this type are widespread
in the geological record (Figure 9.3). For example,
Macdonald et al.’ have described a sediment slide
in Mesozoic sediments in Antarctica which covers
an area of at least 20 km x 6 km. This slide is made
up of coherent blocks, some in excess of 1 km
across, in a mudstone matrix, although the propor-
tion of matrix to blocks is small. Some blocks are
completely undeformed, some show minor defor-
mation only at their edges, while a few are folded.
Almost all observations of debris flows have
been made in the subaerial environment (Figure
9.4), but there is no reason to believe that subma-
rine debris flow processes differ significantly. The
classic model of debris flow is of an upper raft of
semi-rigid material carried along on a basal layer
undergoing intense shearing. The flow is predomi-
nantly laminar, although some internal mixing is
clearly required to account for the observed chaotic
clast structure of most debris-flow deposits. Debris
flows differ from simple viscous fluid flows in that
they have a finite strength. This manifests itself in

Figure 9.3 Section through a debris flow exposed in a
road cutting in N.W. Ecuador (photograph courtesy of
C.D. Evans, British Geological Survey).
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Figure 9.4. Man-made debris flows of muddy sand pro-
duced by a gravel washing plant, showing the steep
snout and flanks typical of all debris flows. The flows in
the foreground are a few centimetres thick (photograph
courtesy of Professor J.R.L. Allen, University of Reading,
UK).

the typical steep margins of debris flow deposits
and contributes to the ability of debris flows to
support large clasts.

Subaerial debris flows are renowned for their
ability to carry seemingly impossibly large boulders
(Figure 9.5). In theory, clasts in debris flows are
supported primarily by a combination of clast
buoyancy and the cohesive strength of the matrix.
However, in many flows the largest clasts may not
be totally supported by the matrix, and their trans-

Figure 9.5 A large, rafted block in a subaerial debris
avalanche on the flanks of Mount Rainier, in the north-
western US. The block is 50 m long, 40 m wide, and
18 m high (note the person on top of the block for scale;
reprinted from Rockslides and Avalanches, 1, Natural
Phenomena®*, with permission of Elsevier Scientific
Publishing).

port may include a component of sliding or rolling,
with the matrix giving some buoyancy and acting
as a lubricant. In submarine debris flows, it seems
likely that sliding is important in the emplacement
of the largest rafted blocks. Off Northwest Africa,
for example, rafted blocks in both the Saharan and
Canary Debris Flows show evidence of having
moved more slowly than the bulk of the flow, sug-
gesting some frictional drag on the underlying sea
bed (Figure 9.6).

Figure 9.6 TOBI 30 kHz side-scan sonar image of part of the Saharan debris flow deposit (see Table 9.1), illustrating a
rafted block (A) with a streamlined ‘halo” of chaotic debris. The block is about 1 km in length, no more than 50 m
thick, and rises only a few metres above the general level of the flow. The block appears as a dark feature, because of
its relatively flat and smooth surface which back-scatters little sound. The flow is from right to left. The halo, and pres-
sure ridges (B) upstream of the block, suggest that the block moved more slowly than the bulk of the flow, possibly
because it was sliding on the underlying substrate.
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Case studies

Hawaii

The idea that submarine landslides were of funda-
mental importance in shaping the Hawaiian Islands
has provoked controversy since the late 1890s, but
was only confirmed following extensive GLORIA
surveys in the late 1980s; submarine landslides
have now been recognised on the flanks of every
Hawaiian Island" (Figure 9.7). Similar failures are
now recognised on the flanks of many other ocean-
ic volcanic islands® (Figure 9.8). Landsliding
appears to begin even before a submarine volcano
grows enough to reach sea level, peaks in frequency
during the shield-building stage of volcanic con-
struction, and continues at a decreasing rate long
after volcanic dormancy.

Figure 9.8 Mosaic of TOBI 30 kHz side-
scan sonar images showing part of a debris
avalanche off Hierro in the Canary Islands
(the arrow shows the flow direction). The
largest blocks are up to 1 km across and
200-300 m high. The lack of any obvious
flow fabric seems to be typical of this type
of flow (see also Figure 9.7).
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Figure 9.7 Mosaic of GLORIA 6.5 kHz side-scan sonar
images showing the blocky surface of the combined
Nuuanu and Wailau debris avalanches north of the
Hawaiian Islands of Oahu (bottom, left) and Molokai
(bottom, right). The largest transported block (arrow, cen-
tre) is 20 km long and stands up to 2000 m above the
surrounding sea floor.

Hawaiian Island slides occur within poorly bed-
ded volcanic rock sequences. Slide deposits range
from relatively coherent masses up to 10 km in
thickness (called slumps in the literature) to thinner
(up to 2 km thick), more disaggregated masses
(called debris avalanches). The former are probably
emplaced by slow, intermittent movement, the lat-
ter by individual catastrophic failures. Many of the
mapped slides may be intermediate between these
two end members. The best-known slow moving
failure is the Hilnia Slump on the southern flank of
Kilauea volcano on the main island of Hawaii. This
affects an area of about 5200 km?, some three
times greater than that of the subaerially exposed
volcano. Bathymetric evidence, showing a stepped
submarine slope, suggests that the slump consists of
two or more enormous rotational slide blocks, each
up to 60 km long and 20 km wide. Alternatively,
the steeper areas of sea floor may represent the
fronts of enormous slump folds. In 1975, a large
earthquake located beneath the head of the slump
was associated with 3.5 m of subsidence and sever-
al metres of seaward movement along much of the
south coast of Hawaii. Two similar events occurred
in the nineteenth century. The earthquake epicen-
tre, at a depth of around 10 km and approximately
coincident with the pre-volcanic sea floor, indicates
that the slump probably involves the entire 10 km
thick volcanic pile, with lateral movement concen-
trated within the pre-volcanic pelagic sediment
layer which covers the oceanic crust.
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Figure 9.9 Map of the northwest African continental margin around the Canary Islands, showing the
locations of known, major, debris flow deposits and turbidity current pathways. Solid arrows show
mapped turbidity current channels; dashed arrows are more generalised pathways where detailed infor-
mation is not available. The debris flows have volumes of several hundred cubic kilometres and transport
material for up to 600 km. Individual turbidity currents, carrying up to 200 km? of sediment, can travel
distances in excess of 1000 km. Contours are in kilometres.

The largest Hawaiian slide mapped to date is the
Nuuanu Debris avalanche, originating on the north
flank of Oahu Island. This avalanche is 230 km
long, has a maximum thickness of 2 km, covers
23,000 km?, and has a volume of perhaps
5000 km®. The surface of the avalanche has a dis-
tinctive blocky texture, with a clear downslope
decrease in the size of the slide blocks (i.e., toward
the top of Figure 9.7). The largest block, originally
mapped as a seamount, is 30 km long by 17 km
wide, with a flat summit about 1800 m above the
adjacent avalanche surface. The Nuuanu Avalanche
flowed across the Hawaiian Deep, the moat-like
feature surrounding the islands, and climbed at
least 300 m up the flank of the Hawaiian Arch to
the north. This indicates that the slide had consid-
erable momentum. There is evidence that some
debris avalanches give rise to associated turbidity
currents which can climb at least 500 m, to overtop
the Hawaiian Arch, and which may travel up to
1000 km from the islands. These catastrophic
events can also generate huge tsunamis, with one

astonishing example, which occurred around
105,000 years ago, reaching over 300 m above
sealevel on the island of Lanai. This same tsunami
may even have affected the east coast of Australia,
some 7000 km distant.

West Africa

The most common submarine slope failures typical-
ly involve only the upper few metres to tens of
metres of relatively unconsolidated sediment. These
failures often produce a thin, narrow tongue of
debris extending downslope from a distinct failure
scar. They can occur on very low slopes (<1-5°)
and have enormous runout distances. The Saharan
and Canary Debris Flows (often referred to as
slides) on the northwest African margin near the
Canary Islands, are large examples of this type of
failure" (Figure 9.9).

The Saharan Debris Flow originated at about
2000 m water depth on the African continental
slope south of the Canary Islands, and flowed
northwest and then west for 700 km across the
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2 km

75 m

Figure 9.10 3.5 kHz high-resolution profile across the Saharan debris flow deposit (A), immediately southwest of the
western Canary Islands (see Figure 9.9), showing the typical expression of debris flow deposits (for survey methods see
Chapter 20). In this location, the 25 m thick debris flow deposit sits within and partially fills a broad channel across

which the profile has been taken.

slope and upper continental rise. The sea-floor gra-
dient decreases downslope from about 1.5° in the
source area to as little as 0.1° near the end of the
flow. The debris flow incorporated around 600 km®
of sediment. Its failure scar is bounded by a com-
plex scarp 20-80 m in relief. Southwest of the
Canaries, on the continental slope below 4000 m
water depth, the debris flow deposit forms a narrow
tongue about 25 km wide, ranging in thickness
from 5-40 m (Figure 9.10). In this area, high-reso-
lution side-scan sonar data show spectacular images
of flow banding, longitudinal shears, lateral ridges,
and transported blocks (Figures 9.6 and 9.11).

The Canary Debris Flow originated on the west-

ern slopes of the Canary Islands, at about 4000 m
water depth. It produced a relatively broad
(60-100 km wide), but thin (usually <20 m thick)
debris sheet, which extends for 600 km from the
source area to the edge of the Madeira Abyssal
Plain. This sheet has an average thickness of 10 m,
a volume of about 400 km’, and covers an area of
40,000 km?. Gradients decrease from 1° in the
source area to effectively 0° at the edge of the
abyssal plain. The Canary Debris Flow has a com-
plex outline, which appears to have been strongly
influenced by even the gentlest topography, partic-
ularly at its distal end, where very subtle topo-
graphic lows (e.g., pre-existing shallow channels)

Figure 9.11 False-colour TOBI 30 kHz side-scan sonar image showing the edge of the Saharan debris flow deposit
southwest of the western Canary Islands (see Figure 9.9). Blue is low back-scatter, and yellow is high back-scatter. The
lateral ridge (A), which has a relief of about 5 m, is believed to comprise chaotic rubble deposited along the edge of the
flow (B). It is separated from the main part of the flow deposit by a distinct longitudinal shear. The main flow has a char-
acteristic ‘woodgrain’ fabric (C), which may be evidence for drawing out of the debris into a flow-parallel banding.
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clearly control the path of narrow tongues of
debris. The head of the Canary Debris Flow is
somewhat unusual because no clear headwall scarp
is present. Instead, there is a broad zone of appar-
ent shallow rotational faults some 30 km in width.
The sediment surface between the faults shows dis-
ruption increasing downslope until a featureless,
apparently completely homogenised facies is
reached. Within this facies, rafted blocks of undis-
turbed sediments up to 5 km across are seen.
Shears within the debris surrounding the blocks,
extensional depressions adjacent to their downs-
lope margins, and trails of fragments behind some
blocks all suggest that the blocks moved more
slowly than the bulk of the flow, presumably
because they were in contact with, and dragging
on, the underlying sea floor.

Storegga Slides

Some of the world’s largest known catastrophic
earth movements are found beneath the sea off the
heavily populated coasts of northwestern Europe®.
They are in an area of the mid-Norwegian margin
known as the Storegga (‘great edge’), because the
290 km wide headwall of a submarine slide forms
the top of the continental slope.

The last major slide event occurred about 7000
years ago. It involved erosion of up to 300 m thick-
ness of slope sediments and displacement of about
1700 km® of material. The deposits include very
blocky slide deposits, containing some huge, largely
intact slabs up to 10 km x 30 km in plan view and
200 m thick. The blocky nature is due to the failure
having cut down into more consolidated sediments.
A very thick (up to 20 m) homogeneous fine-
grained turbidite covers the entire deep basin of the
Norwegian Sea. It is believed to be related to this
latest slide event. Probable tsunami deposits on the
coasts of Scotland and Norway are also believed to
be related to the latest slide. They confirm the age
of about 7000 years.

An earlier slide affected an even wider area and
displaced about 4000 km® of sediment. It involved
shallower, less consolidated sediments and the
resulting deposits are less blocky. This event
occurred about 30,000 years ago. Two older slide
events are now known to have occurred in the
region and there were probably others whose scars
have been removed by later erosion, but whose
deposits may be present in the deep basin.

The slides are believed to have been triggered by
earthquakes and the decomposition of gas hydrates
(see later). Gas hydrates have been recognised on
seismic profiles from the slope just to the north of
the slide.

Turbidity Currents

Processes

Turbidity currents may be generated directly from
sediment suspensions delivered to the shelf edge by
agencies such as tidal currents, rivers, or storms.
Many others appear to have their origins in sedi-
ment failures on the continental slope, although the
actual initiation mechanisms remain poorly under-
stood. One possibility is that they evolve from
debris flows, in effect continuing the process of dis-
integration which first led from slide to debris flow.
This evolution requires the dilution of the flow by
incorporation of water and a transition from lami-
nar to turbulent flow. One elegant mechanism,
which has been demonstrated in flume experi-
ments, is the generation of turbidity currents by
erosion of the steep snout of a debris flow as it
moves downslope®. An alternative mechanism
involves mixing of water into the body of the flow,
perhaps due to internal flow turbulence. This latter
process is attractive because it offers a mechanism
for transforming entire debris flows into turbidity
currents. However, it has proved difficult to repro-
duce in experiments, and its occurrence in nature
remains hypothetical.

Proving turbidite-debris flow relationships in the
modern ocean basins is difficult, the main problem
being the collection of appropriate samples from
deposits which may be spread over thousands of
square kilometres. One set of cores, collected across
the snout of the Canary Debris Flow deposit at the
edge of the Madeira Abyssal Plain, does, however,
conclusively demonstrate such a relationship
(Figures 9.12 and 9.13). Here, the debris flow actu-
ally occurs within the turbidite, interrupting the lat-
ter’s fining-upward depositional sequence. It appears
that the faster moving turbidity current began
depositing sediment at the edge of the plain, perhaps
a few hours before the arrival of the debris flow,
which then buried the lower turbidite layers.
Deposition of the finer fraction of the turbidite then
continued on top of the debris deposit. A wider
study of this debris flow—turbidity current pairing
indicates that the two phases have markedly differ-
ent (although overlapping) depositional patterns,
and that they clearly had divergent paths as they
crossed the lower continental slope and rise'. This
strongly suggests that the debris flow did not contin-
uously spawn a turbidity current as it moved downs-
lope, but that the two phases evolved in or near the
source area and then travelled independently.

The flow characteristics of large turbidity cur-
rents in the modern ocean have not been directly
observed. Flow models are based on indirect obser-
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Figure 9.12 Diagrammatic logs of a transect of cores (for
a description of coring devices, see Chapter 19) across
the snout of the Canary debris flow deposit, showing the
relationship between the debris flow and a coeval tur-
bidite, identified as ‘b’ in the Madeira Abyssal Plain tur-
bidite sequence (see Figure 9.15). Lettered units are tur-
bidites which can be correlated across the Madeira
Abyssal Plain. The feather edge of the debris flow deposit
occurs within ‘b’, indicating that the two flow phases
must be part of the same event (see text for a more
detailed explanation).
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vations of both the flow (e.g., cable breaks, Figure
9.1) and the structures it leaves along its path (e.g.,
channels, levees; see later), geological evidence
from ancient rock sequences (Figure 9.14), and
flume experiments. The available evidence suggests
that flows range widely in concentration, thickness,
turbulence, and velocity, although some of these
parameters are obviously linked. For example, one
model for the emplacement of the thick, ungraded
mud turbidites found on abyssal plains is based on
thin (<20 m thick), high concentration
(50-100 kg/m’) and low velocity (<1 m/s) flows,
which, as they approach their point of deposition,
are almost nonturbulent. In contrast, a model for
thin, fine-grained turbidites, such as those which
characterise channel-overbank sequences, indicates
thick (up to several hundred metres), low density (=
2 kg/m?) flows, but with similar velocities. Overall,
velocities are known to vary from <1 m/s to at least
25 mf/s.

The classic turbidite, described in minute detail
from ancient rocks, is a fining-upward sequence
with grain size ranging from sand to mud.
Turbidites are usually described in terms of the
Bouma sequence’, a five-fold division based on sed-
imentary structures and grain size. Using flume
experiments, the progression of sedimentary struc-
tures has been shown to relate to the progression of
bedforms seen under a decelerating flow. In nature,
few turbidites exhibit a complete Bouma sequence.
For example, the thick fine-grained turbidites
which characterise many abyssal plains may consist
entirely of only the upper two Bouma divisions.

Case studies
The 1929 Grand Banks turbidity current

In November 1929, a magnitude 7.2 earthquake
occurred beneath the upper continental slope just
south of the Grand Banks of Newfoundland. Six
submarine telephone cables in the immediate vicini-
ty of the epicentre were broken instantaneously and
a further six, in an orderly downslope sequence,
over the next 13 hours 20 minutes (Figure 9.1). In
attempts to explain these observations, various the-
ories, based on sea-floor faulting or movement of

Figure 9.13 Gloria 6.5 kHz
side-scan sonar image of the
Canary debris flow snout. The
chaotic nature of the debris-flow
material (A) generates a high
level of back-scatter (light tones)
and ensures a strong acoustic
contrast with the flat (low back-
scatter) abyssal plain (B).
Numbers show locations of the
CD56 cores shown in Figure
9.12.
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Figure 9.14 Cyclical turbidite
sequences believed to be char-
acteristic of sandy fan lobes
(reproduced from E. Mutti’s
Turbidite Sandstones'®, by per-
mission of AGIP, Milan, Italy).

it Ly

sediment leaving sections of cable unsupported,
were proposed during the next 20 years. None,
however, satisfactorily explained the orderly
sequence of cable breaks, the fact that substantial
sections of cables were buried (but only on the
deeper, less steep, area of the continental slope), or
the lack of damage to cables on the continental
shelf. The hypothesis that the cables were broken
by a turbidity current is the only explanation for
this combination of observations, as was realised
by Heezen and Ewing’ in their classic paper.
Subsequent sampling in the Sohm Abyssal Plain to
the south of the cable break area proved the exis-
tence of a basin-wide turbidite, underlain by
Holocene sediments, at the sea floor. This turbidite
covers an area of some 160,000 km?, has a maxi-
mum thickness in excess of 3 m, and a volume of
about 185 km’.

From the timing of the cable breaks, Heezen and
Ewing realised that it was possible to calculate the
velocity of the turbidity current. They estimated a
maximum velocity of about 25 m/s on the conti-
nental slope, decreasing, over a distance of about
500 km, to about 6 m/s at the edge of the abyssal
plain. Lack of precise knowledge of the point of
origin of the turbidity current, within the general
source area, casts some doubt on their maximum
value. Most authorities, however, agree that veloci-
ties of at least 15-20 m/s were attained. Similar
velocities have since been calculated for turbidity
currents associated with both the 1954 Orleansville
(Algeria) earthquake and the 1979 slope failure off
Nice (southern France).

The Madeira Abyssal Plain
The turbidites of the Madeira Abyssal Plain (for
location, see Figure 9.9), the deepest part of the

Canary Basin off northwest Africa, are probably
the best-studied in the modern ocean basins'. This
turbidite sequence has been created by enormous
turbidity currents which carry sediment from the
African continental margin, often over distances in
excess of 1000 km. On the plain, these currents
become ‘ponded’ by the surrounding higher topog-
raphy and deposit their sediment load. Indeed, the
flat plain results from the stacking of numerous
turbidites on top of each other, forming a 350 m
thick layer which has levelled off the otherwise
irregular topography. The upper 35 m of this
sequence, corresponding to the past 750,000 years,
has been sampled, allowing its depositional history
to be determined.

During that time, a turbidity current reached the
Madeira Abyssal Plain, on average, once every
30,000 years. Most occurred during periods of
rapidly changing sealevel (both rises and falls) asso-
ciated with Pleistocene glacial cycles (Figure 9.15).
The turbidity currents derive from the northwest
African continental slope, from the flanks of the
Canary Islands, and, occasionally, from seamounts
to the west of the plain.

The turbidites deposited on the abyssal plain
range in volume from a few cubic kilometres to
almost 200 km?, with those over a few tens of
cubic kilometres forming layers over the whole
plain. They consist predominantly of fine-grained
mud; any sand present tends to be deposited at the
break of slope at the edge of the plain (Figure
9.16). Much of the coarser sediment is transported
across the continental rise through deep-sea chan-
nels, while, in contrast, the finer material appears
to move as an unconfined sheet flow. The incoming
turbidity currents cause no significant erosion of
the underlying sediments, and successive turbidites
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Figure 9.15 Summary of turbidite emplacement on the
Madeira Abyssal Plain, showing the ages of individual
turbidites (each identified by a letter) and turbidite groups
based on source area (organic turbidites — green arrows —
from the northwest African continental margin,
volcanic - red arrows — from the Canary Islands and
Madeira, and calcareous — blue arrows — from seamounts
to the west of the plain). These groups can be further sub-
divided into turbidites from north (filled arrows) and
south (open arrows) of the Canaries. Ages of turbidites
have been determined relative to the oxygen isotope
time-scale' (blue and even numbers are glacial periods,
brown and odd numbers are interglacials). Note the
strong correlation of turbidite emplacement with oxygen
isotope stage boundaries, suggesting a relationship
between turbidity currents and changing sea level.

146

are separated by sediment layers built up by a slow
pelagic rain of biogenic carbonate and wind-blown
dust from the Sahara Desert. Fossils in this pelagic
record allow us to date the turbidite sequence, and
even to assign approximate ages to individual tur-
bidity currents.

Turbidites such as those sampled on the Madeira
Abyssal Plain (Figures 9.15 and 9.16), which origi-
nate as failures on sedimented slopes, contain a
mixture of sediments (and microfossils) with an age
range corresponding to that of the failed sediment
mass. In theory, if the pelagic fossil record in the
source area is well-known, it should be possible to
estimate the age range and thus thickness of the
original sediment failure. If, in addition, the volume
of the resultant turbidite is known, then the area
eroded to form the corresponding turbidity current
can also be calculated. In the case of the Madeira
Abyssal Plain turbidites, this theory has been put
into practice, allowing a typical sediment failure on
the northwest African margin, 1000 km away from
the study area, to be described — this failure is a few

o
: s ‘-.-.’
Mud
£ Turbidite
=
Y
A
Pelagic
sediment

Figure 9.16 Core photograph of some typical Madeira
Abyssal Plain sediments. The upper part consists of a tur-
bidite with a black volcanic sand/silt basal unit and a
brown mud top. The lower part consists of pelagic sedi-
ment, with the brown sediment marking deposition dur-
ing a cold glacial climate and the white that during a
warmer interglacial.
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Figure 9.17 (a) The distribution, through time, of five key
coccolith species occurring in pelagic sediment in the
Madeira Abyssal Plain area. For sediments deposited dur-
ing the most recent half million years, variation in the
ratio of these species gives an age accurate to within one
or two oxygen isotope stages, i.e. a few tens of thousands
of years. (b) Erosion of sediment representing more than a
few tens of thousand years produces coccolith mixtures
not seen in the pelagic record, but dependent upon the
age range of sediments which were eroded. Using the
distribution of coccolith species through time (a), it is rel-
atively simple to calculate what age range any observed
coccolith mixture represents. In the example shown, for
turbidite ‘f” of the Madeira Abyssal Plain sequence
(emplaced at the end of oxygen isotope stage 6), synthet-
ic mixtures can be created for the erosion of stage 6 sedi-
ments only, 6 + 7, 6-8, and so on. By comparing these
with the actual mixture found in ‘f' (inset), it can be seen
that ‘f’ contains sediments originally deposited during
isotope stages 6-12, i.e. between 130,000 and 480,000
years ago. This corresponds to erosion of about 50 m of
sediment from the source region of ‘f’ on the African mar-
gin south of the Canaries.

tens of metres thick, covers an area as great as
6000 km?, and incorporates sediment with an age
range of 50,000-500,000 years (Figure 9.17). An
important additional observation based on this
study is that none of the turbidites examined con-
tains a significant excess of surface sediment, sug-
gesting that, once formed, the turbidity currents
which transported them were virtually nonerosion-
al, and that they travelled many hundreds of kilo-
metres in this state.

Turbidites and sediment fans

Turbidites and related deposits, such as debris
flows and debris avalanches, have the greatest vol-
ume of any types of sediment in basin fills. The
processes that form them concentrate the sands
into bodies that are potential reservoirs for hydro-
carbons. It is necessary for effective hydrocarbon
exploration that the size, shape, and relationships
of the bodies are known. These deposits usually lie
in front of a subaerial and shelf-feeder system, such
as a river drainage basin or a glacially carved cross-
shelf trough. The largest, high-input, feeder sys-
tems, such as the Indus, Amazon, Mississippi, and
Nile, can supply enough material to the deep sea to
form bodies of sediment (sediment fans) that are
10 km or more thick. Glacial-fed submarine fans,
like that in front of the Barents Sea, can be of an
equivalent size. However, small fans fed through
the almost ubiquitous submarine canyons which
dissect the continental slopes are much more com-
mon. Submarine canyons can be thousands of
metres deep, and are usually fed by submarine trib-
utary systems with a hierarchy of gullies (Figure
9.18). The fans at the mouths of these canyons are
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Figure 9.18 A hierarchy of tributary gullies feeding into
the main, flat-floored Var Canyon (A), off Nice in the
northwest Mediterranean Sea. The main canyon is up to
300 m deep; depth contours are in metres.
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difficult to detect as positive morphologic features,
often merging together with the neighbouring sys-
tems to form a continental rise or slope apron.
Paradoxically, these more common fan types have
been relatively little-studied because of the difficul-
ty of detecting them and because they are usually
sand rich, which makes them difficult to sample
with conventional corers.

The high-input fans have extensive distributary
channel-levee systems, only one of which seems to
be active at any one time. This implies that there
are many instances where there has been a switch
to a new channel. The gradients of these large
fans are low. The levees (banks on either side of
the channel) can be hundreds of metres high, as
on the upper Indus Fan (Figure 9.19), in contrast
to the levees of rivers, which reach a maximum
height of only 10 m or so. The submarine chan-

9.20

Figure 9.19 High resolution
acoustic profiles showing the
down-fan changes in the mor-
phology of the Indus Fan. (a)
Large channel-levee system
about 300 m high; (b) small
channel-levee systems nested
above each other; (c) and (d)
the flat sandy lobe where the
sand content is preventing
much sound penetration
(arrows show locations of
channels).

nels, which decrease in depth down fan, are seen
on swath mapping systems, such as GLORIA, to
have a remarkable resemblance to river channels
in their sinuosity. They tend to be highly sinuous
or meandering in their middle reaches® (Figure
9.20).

Migration of meanders can leave riverine fea-
tures, such as abandoned reaches reminiscent of
oxbow lakes. Just as sands in rivers tend to deposit
on the inside of meander bends, in what are called
point bars, so too do sands in submarine channels.
Submarine point bars can be as wide as the mean-
der belts (typically 2-10 km). Sands can also be
deposited within channels, in what are called chan-
nel lag deposits, causing build-up of the channel
floor. This accumulation of sand can be imaged on
geophysical records, where it is seen as strong
acoustic reflectors beneath the channel floor. Sand

Figure 9.20 A mosaic of GLORIA images of meandering channels on the middle Indus Fan. The channels are about
1 km across; water depth varies from 3550-3650 m, from left to right. The stronger backscatter is purple.
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Figure 9.21 Interpre-
tation of the youngest
major sequence of the
Mississippi Fan based
on GLORIA survey
data. The sediment
slides have a swirly pat-
tern, whereas the exten-
sive sandy lobes, fed by
a single channel, have a
distributary, frond-like
pattern (small grey box
at the right shows area
of Figure 9.22).

bodies associated with channels are thickest in the
upper or proximal fan (typically tens to hundreds
of metres thick). Sandy lobes which occur beyond
the ends of channels (i.e., on the distal fan) have
only recently been detected on large fans. The
Mississippi fan (Figure 9.21) has a hierarchy of
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sandy lobes which are only a few metres thick,
reaching a maximum of about 20 m. When seen in
high resolution, individual sandy flow deposits dis-
play a remarkable frond-like pattern’ (Figure
9.22). Each of these deposits was laid down over a
relatively short period, probably at an early stage in

Figure 9.22 Frond-like
pattern at the end of one
of the sandy lobes of the
Mississippi Fan, seen on
high-resolution side-
scan sonar. The relative-
ly high level of acoustic
back-scatter from the
sandy lobes is shown by
dark colours. The diago-
nal line (top left to mid-
dle right) across the
image lies directly
beneath the sonar vehi-
cle path (courtesy of D.
Twichell, U.S. Geolog-
ical Survey).
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Figure 9.23 The Umnak turbidite system in the Bering Sea basin, mapped using GLORIA. The subdivisions of the
extensive sandy lobe are shown in blue, green, and yellow; islands of the Aleutian chain are shown in brown (from

Kenyon and Millington”).

a phase of rising sealevel. Hence the flows that gave
rise to them must have been frequent. In recent
times, flows have occurred approximately once a
year on the active Zaire Fan.

The more common low-input types of fan gener-
ally have small subaerial drainage basins and well-
developed tributary canyons that feed poorly devel-
oped, usually single, channel-levee systems. A good
example has been mapped using GLORIA side-scan
sonar on the northern flanks of the volcanic islands
of the Aleutian Chain’ (Figure 9.23). It is thought
that this fan is particularly well-imaged by the
sonar because it is young and fresh, being in an
area of very active earthquakes. The single,
straight leveed channel has a trumpet-shaped
mouth fed from an elaborate distributary channel
system, beyond which is an enormous spread of
flat and strongly patterned ground that is thought
to be a sandy lobe. The patterns are arranged in
zones that indicate a decreasing energy of flow
away from the channel mouth. Maximum channel
gradients are usually greater than for the high-
input fans and channels are fairly straight. Sands
should be found mainly in the channel mouth
lobes (typically tens of kilometres across). Flows in
low-input fans are believed to be infrequent. For
instance, flows on the low-input Var system, off
Nice in southern France (Figure 9.18), have
occurred about once every 1000 years throughout
the Holocene.

Triggering Mechanisms

Although individual slope failures may be cata-
strophic in nature and, cumulatively, their products
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may dominate the sediment sequences in deep-sea
basins, in historical terms they are infrequent
events, except on the largest river-fed submarine
fans. Since they also occur beneath an opaque blan-
ket of sea water, it is not surprising that little is
known about the circumstances in which they are
generated. Among the many factors which may
contribute to the triggering of slope failures are:

Earthquakes.

Loading and oversteepening of slopes.
Underconsolidation (i.e., when the fluid pressure
within the sediment exceeds hydrostatic
pressure), usually due to rapid sedimentation, to
gas build-up, or to gas hydrate decomposition
within the sediment.

Sealevel change.

The occurrence of slope-parallel weak layers
within bedded sequences.

The majority of historically recorded slope fail-
ures, recognised because they broke telephone
cables or caused tsunamis, have been triggered by
earthquakes. Other historical failures, such as the
1979 Nice Slide, may have been caused by man-
made slope loading. One example of earthquake-
induced failure, from off northern California,
occurred during a magnitude 6.5 earthquake in
1980. Parts of the area had fortuitously been sur-
veyed with a high-resolution profiler in the late
1970s, when no deformation was found; repeat
surveys immediately after the earthquake found
evidence® for failure on slopes as low as 0.25°. The
common occurrence of failures in areas of very
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rapid sedimentation, such as major river delta
fronts, is persuasive evidence that underconsolida-
tion contributes to the failure process. Such fail-
ures have been implicated in the damage, and even
loss, of oil-drilling platforms in the Mississippi
Delta area. In this area, failures have occurred pri-
marily during hurricanes, suggesting that loading
by wave action may be a triggering factor.

Many slope failures, however, have no obvious
trigger. This is particularly true on passive continen-
tal margins around the North Atlantic, for example
off the east coast of the US. In these areas slopes are
low, as is seismicity. Sedimentation rates are low-to-
moderate, and there is no evidence for gas in the
upper sediment column. Failure on slope-parallel
bedding planes is the common type of failure in this
situation”. One suggestion is that these failures are
the end product of slow deformation under the
action of gravity or under the repeated loading effects
of earthquakes, none of which, individually, are
capable of causing failure. Eventually, one or more
weak layers fail under the cumulative strain effects.

The prediction of submarine slope failures is not a
simple task. Nevertheless, the ability to forecast geo-
logical hazards, or at least areas prone to such haz-
ards, is of fundamental importance to man’s activi-
ties, both offshore and in low-lying coastal areas. The
rewards for a better understanding of submarine
landslides and their causes could be very large indeed.
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CHAPTER 10:

Mid-Ocean Ridges and
Hydrothermal Activity

C.R. German, L.M. Parson, and R.A. Mills

Mid-Ocean Ridges

The mid-ocean ridge system is the largest continu-
ous topographic feature on the Earth’s surface,
comprising a mountain range of volcanoes and
faulted blocks that, in places, rise several kilome-
tres from the surrounding sea floor. Sections of the
ridge system extend throughout all of the world’s
oceans (Figure 10.1) and total more than
50,000 km in length, some four times the diameter
of the globe.

The ridge marks the zone along which the tec-
tonic plates that comprise the Earth’s surface are
separating, allowing new sea floor to be created"
(see also Chapter 8). The new sea floor is generated
at the ridge axes in the form of a dense igneous
rock called basalt. The mid-ocean ridge is the most

volcanically active continuous zone on the Earth’s
surface, where hot, soft mantle rises from a depth
of several tens of kilometres in the Earth’s interior,
to melt and form abundant basalt magmas (semi-
molten rock) in ponds or reservoirs beneath the sea
floor. The basalt seeps through the overlying rock
in complex plumbing systems and is extruded onto
the sea-floor surface. Flows become broken and
fragmented as they are shunted off-axis by succes-
sive additions of new sea floor. The lava flows, vol-
canoes, and dyke systems combine to create some
20 km® of new crust per year in a layer 6 km thick
(Figure 10.2).

Continuous separation of the two tectonic plates
at a spreading centre induces extensional stress on
those sections of ridge where no new sea floor is

Figure 10.1 Distribution of the principal plate tectonic boundaries and the locus of the global mid-ocean ridge system
is shown in blue. Convergent margins are shown in black, the triangles indicating the direction of subduction.
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6 km

Figure 10.2 The likely complexities of magmatic plumbing in the shallow crust beneath a slow-spreading
ridge system. Basaltic sheet flows and axial volcanoes (brown) are fed by a complex plumbing arrangement
(red). Steeply inclined, sheeted intrusives (purple) carry complex sill/dyke fabrics (orange) and overlie gab-
bros in the lower crust (green). As the new crust moves away from the ridge axis, it cools and large faults

and fissures develop (black).

being generated. These stresses cause thinning and
eventual cracking of the crust. The degree of fissur-
ing and faulting of the crust varies with the rate of
spreading; hence, to a first approximation, the
shape of the ridge system can be used as a clue to
the rate of spreading activity®.

The rate at which different tectonic plates sepa-
rate varies considerably. While the American and
European—African plates are moving apart at rates
of between 20 and 60 mm/yr (roughly the speed at
which fingernails grow), the American and Pacific
plates are distancing themselves at nearly ten times
that speed. The type of sea floor generated at these
different speeds is usually very different, in terms of
the topography and the composition of the basaltic
rocks generated to make the crust. In general,
faster-spreading ridges are characterised by an ele-
vated crestal region, while slower spreading sys-
tems have a well-defined axial valley or trough,

Figure 10.3 The deeper magma
supply system to the mid-ocean
ridge. Regularly spaced diapirs of
magma rise from the mantle, pond
as reservoirs, and feed the central

portions of ridge segments. Here,
the ridge segments are separated
by a fracture-zone offset, which
perturbs the magma supply.

marked by inward-facing fault scarps which may
have more than 500 m of throw. The faults bound
an axial floor, commonly 10-12 km wide, within
which a range of neovolcanic and neotectonic
activity takes place. Volcanoes, which are common-
ly distributed across the axial floor, are fed through
a complex system of pipes and cracks which con-
nects them to magma chambers. The magma has
risen and ponded in shallow levels of the crust, in
what are believed to be discrete supply systems fol-
lowing the melting of crustal rock during the uprise
of heat from the upper mantle (Figure 10.3).

Inevitably, as the plates continue to move apart,
sediments accumulate on the surface of the crust,
burying the volcanic and tectonic features which
characterise the ridge.

The technology which has become available to
marine scientists during the past two decades has
allowed the mid-ocean ridge system to be studied

Fracture
zone
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10.4

Figure 10.4 Enhanced Lansat TM satellite image of the southern branch of the Afar rift triple junc-
tion, northeast Africa, showing an area of 120 km by 120 km. Marked NNE linear fabrics indicate
faulting, which locally cuts and is cross-cut by fresh volcanic features, such as volcanoes and
basaltic lava flows (© C. Oppenheimer and J.P. Rogers, Open University).

with a degree of detail hitherto impossible. On the
broadest scale, satellite imagery (see Chapter 5) has
been used to increase the understanding of mid-
ocean ridge processes'’. Although most of the glob-
al ridge system is submerged, a few sections are
subaerially exposed (e.g., Iceland and the East
African Rift). These provide the opportunity to cal-
ibrate our interpretations of satellite data by direct
examination of the outcrop. The developing
rift-ridge systems of the East African Rift, as illus-
trated in the LANDSAT thematic mapper images in
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Figure 10.4, can be elucidated using computer pro-
grammes that generate high-resolution structural
maps, which are then interpreted by geologists.
From satellite data, faults can be mapped over
many hundreds of kilometres; their relative
chronology of activity can be estimated, along with
their relationship with volcanic activity, from inter-
secting or cross-cutting features. On the ground, as
in Iceland (Figure 10.5), where the Mid-Atlantic
Ridge is exposed, even finer details are recorded;
features of ridge systems can be measured, such as
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10.6

Figure 10.5 One of the steep-
walled rift valleys exposed on
land in Iceland, where the
Mid-Atlantic Ridge passes
from its submarine to a sub-
aerial setting. A volcanic cone
can be seen in the distance.
This section of the rift displays
intense hydrothermal venting
(hot springs, geysers, etc.).

valley width, slope angles of faults, and volumes of
lava flows.

Satellite altimetry has been used offshore to map
the mid-ocean ridge in detail, in places where ships
seldom venture — like the Southern Ocean — and to
demonstrate the extent to which the ridge system is
cut by closely spaced fracture zones. Otherwise,
offshore surveying of the ridge relies on the acquisi-
tion of remotely sensed marine geophysical data
obtained from ships. Methods include conventional
seismic-reflection profiling and magnetic and gravi-
ty surveying, but also new methods of mapping
whole swaths of sea floor in terms of their reflectiv-
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28"330N 28°330N
28°320N 28°320N
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ity or topography (see Chapter 20); these new
methods have provided the greatest recent advances
in understanding the origins of the ridge system
(Figure 10.6).

On the scale of a few metres, molten magma is
extruded at the sea floor and rapidly cooled to
form sheet-like lava flows, rounded pillow basalts,
hummocky pillowed topography, or volcanoes of
varied shapes (Figure 10.7). Piles of pillows accu-
mulate to form pillow mounds which, with contin-
ued supply, build into volcanoes.

The factors which control the shapes of volca-
noes, their size, and their number along the mid-

Figure 10.7 Photograph taken from a submersible at
3080 m water depth, showing pillow basalts outcropping
on the floor of the Mid-Atlantic Ridge at 29°N (the view
is ca 6 m across; © Deep Submergence Laboratory,
Woods Hole Oceanographic Institution).

Figure 10.6 TOBI deeptow side-scan image of the central portion of the Mid-Atlantic Ridge at 29°N (the image width is
ca 5 km). The lighter tones represent areas which are rough unsedimented fresh basalt, or are orientated normal to the
acoustic beam and have higher levels of back-scattered energy. Darker tones mark surfaces with higher acoustic absorp-
tion or shadows. Clear examples of volcanoes and hummocky sea-floor surfaces are recognisable.
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ocean ridge system are not yet well-understood”’.
Variations in the composition of volcanic material,
speed of plate motion, and rate at which magma is
fed to the ridge are certainly contributory. More
significantly, we recognise that the localised coales-
cence of pillow basalt mounds and seamounts into
linear ridges several kilometres in length is a funda-
mental mechanism in the generation of new crust.
It is a major thrust of marine geoscientific endeav-
our in the 1990s to understand the relationship of
these volcanic features, and their subsurface plumb-
ing, to the occurrences of hot-fluid circulation sys-
tems (hydrothermal activity), and to predict their
location along the world’s spreading ridges.

Hydrothermal Circulation

One of the most exciting developments since the
beginning of the study of oceanography was the dis-
covery, in the late 1970s, that submarine hydrother-
mal vents were associated with the volcanically
active zone at the crest of the mid-ocean ridge sys-
tem (Figure 10.1). The base of the oceanic crust is
extremely hot (>1000°C), yet its upper boundary is
in contact with sediments and sea water at tempera-
tures that are only a few degrees above 0°C. Since
the earliest recognition of mid-ocean ridges and
their significance to plate tectonics in the 1960s,
geophysicists have known that conductive heat flow
measured through young ocean crust could not
account for all the heat lost at these tectonic spread-
ing centres. So, they predicted that some alternative
convective heat-transfer process must also occur
near the crests of mid-ocean ridges®.

It was not until the late 1970s that these predic-
tions were proved correct, with the discovery of,
first, low-temperature submarine hydrothermal
activity (10-30°C) at the Galapagos Spreading
Centre’ and, second, high-temperature (350°C)
hydrothermal activity on the East Pacific Rise®. The
importance of these discoveries went much further
than simply proving the geophysicists’ theories cor-
rect. To marine geochemists, hydrothermal activity
represented a new supply of chemicals to the oceans,
comparable in importance to the influence of rivers
flowing from the land®. For marine biologists, the
discoveries were, perhaps, even more outstanding.
Here, fed by the chemicals emanating from the
vents, living in total darkness, and isolated from
almost all other strands of evolution, were extraordi-
nary, undescribed species. These animals were previ-
ously unsuspected and certainly not looked for, yet
were soon recognised to be living in an entirely novel
ecosystem whose origins could be traced back to the
earliest life on Earth (see also Chapter 13).

The pattern of hydrothermal circulation is one
in which sea water percolates downward through
fractured ocean crust toward the base of the ocean-
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ic crust and, in some cases, close to molten magma.
In these hot rocks, the sea water is first heated
before it reacts chemically with the surrounding
host basalt. As it is heated, the water expands and
its viscosity reduces. If these processes occurred on
land, at atmospheric pressure, catastrophic explo-
sions would result as temperatures would rise
above 100°C and the water would turn into steam.
But, because mid-ocean ridges lie under
2000-4000 m of sea water, at pressures 200-400
times greater than atmospheric pressure, the react-
ing sea water reaches temperatures up to
350-400°C without boiling. At these temperatures,
the altered fluids do become extremely buoyant,
however, with densities only about two-thirds that
of the downwelling sea water; thus, they rise rapid-
ly back to the surface as hydrothermal fluids. The
movement of the fluid through the rock is such
that, while the downward flow proceeds by gradual
percolation over a wide area, the consequent
upflow is often much more rapid and tends to be
focussed into natural channels emerging at ‘vents’
on the sea floor.

Beneath the sea floor, the reactions between sea
water and fresh basalt remove the dissolved Mg
and SO,* ions that are typically abundant in sea
water, resulting in the precipitation of a number of
sulphate and clay minerals. As the water seeps
lower into the crust and the temperature rises, met-
als, silica, and sulphide are all leached from the
rock to replace the original Mg** and SO,* ions.
The hot and, by now, metal-rich and sulphide-bear-
ing fluids then ascend rapidly through the ocean
crust to the sea floor'. As soon as they begin to mix
with the ambient, cold, alkaline, well-oxygenated
deep-ocean waters there is an instantaneous precip-
itation of a cloud of tiny metal-rich sulphide and
oxide mineral grains®. These rise within the ascend-
ing columns of hot water, giving the impression of
smoke. Precipitation around the mouths of the
vents over time builds chimneys through which the
smoke pours, hence the term ‘black smokers’
(Figure 10.8); hot water gushes out of these tall
chimney-like sulphide spires at temperatures of ca
350°C and at velocities of 1-5 m/s. Upon eruption,
this hydrothermal fluid continues to rise several
hundred metres above the sea bed, mixing with
ordinary sea water all the time, in a buoyant turbu-
lent plume (see later).

At slightly lower temperatures (below 330°C),
the fluid may cool and mix with sea water suffi-
ciently to deposit some metal-rich precipitates in
the walls of the channels up which the fluids rise,
before reaching the surface. In such cases, the par-
ticulate material formed when the ascending hot
water finally emerges at the sea bed is made up pre-
dominantly of amorphous silica and various sul-
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Figure 10.8 Black smokers on the sea floor of the East
Pacific Rise at approximately 2600 m depth, near 21°N.
Individual chimneys measure approximately 30-40 cm
tall and 10 cm across, and are seen venting hydrothermal
fluids at temperatures of 350-400°C and velocities of
1-5 m/s. The fluid within the chimneys is extremely clear,
but rich in dissolved metals and hydrogen sulphide. As
soon as this fluid mixes with cold oxygen-rich sea water,
at the very mouths of the vents, precipitation of a range of
sulphide and oxide minerals occurs, giving rise to the
clouds of tiny black ‘smoke” particles, which are seen bil-
lowing upward above the chimneys into the overlying sea
water. A previously active vent chimney, which has been
cemented solid by mineral precipitation, is at the extreme
right. The light, angular area to the top of the structure
represents the relatively fresh internal composition of the
dark grey, almost cylindrical, chimney structure, where it
has been broken open using the robot arm of the sub-
mersible (photograph courtesy of Woods Hole
Oceanographic Institution and the American Geophysical
Union").

phate and oxide minerals, yielding a white cloud of
mineral precipitates; the common name for these
slightly cooler vents is thus ‘white smokers*'.
Individual high-temperature vents at mid-ocean
ridges may only be ca 10 cm in diameter at their
mouth, yet over time, growing like stalagmites from
the sea floor, they can form chimneys anywhere
from 1 m to 30 m tall. A typical vent field might
comprise several such chimney structures spread
over a circular area ca 100 m in diameter.
Throughout this area there may also be a number of
lower temperature vents emitting hot, shimmering
water from the sea bed. Even these vents are as hot
as 10-30°C, which is notably warmer than typical
deep-ocean water (2-3°C)"**. It is in the vicinity of
these warm and more diffuse emissions that the
majority of vent-specific biota are most abundant.

Life at Hydrothermal Vents

Hydrothermal fluids are enriched in dissolved
hydrogen sulphide, a substance which is toxic to
most forms of life; elsewhere in the oceans it is
found only in lifeless, stagnant anoxic basins such
as the Black Sea. It is quite remarkable, therefore,
that sites of active hydrothermal venting are not
barren wastelands where no life can exist. Instead,
scientists diving at the very first vent site to be dis-
covered, on the Galapagos rift in the eastern equa-
torial Pacific, were surprised to find dense concen-
trations of benthic (sea-bed dwelling) megafauna
(large animals) living within the vent-field area.
Since that time a number of new vent sites have
been discovered around the world — and most have
remarkably high concentrations of animals around
them'”*. The reason why these areas attract such
abundant life is even more remarkable. A common
observation at all the vent fields that have been

studied to date is that the dominant species of ani-
mals at any site often appear to be extremely large.
This has raised the question: “Where do the ani-
mals get food to grow at all, let alone enough to
reach such a size?” The answer is that hydrother-
mal vent animals derive their food from a chain
that is driven by geothermal (terrestrial) energy,
unlike all the other organisms that rely, directly or
indirectly, upon sunlight for their survival. In
hydrothermal-vent communities, free-living bacte-
ria, which are anchored on the sea bed or float free
in the water column, coexist with symbiotic sul-
phide-oxidising bacteria, which live within the larg-
er vent-specific organisms; these exploit the free
energy of reaction released when hydrogen sulphide
present in the vent fluids interacts with dissolved
carbon dioxide and oxygen in ordinary sea water
to form organic matter (equation 10.1), where
(CH,0), is a carbohydrate. Because it is a chemical,
hydrogen sulphide, which plays the role that sun-
light plays in the more familiar process of photo-
synthesis in the warm surface waters of the oceans
and on land, this unique deep-ocean, sunlight-
starved process has been given the name chemosyn-
thesis?.

n(CO H,S + O, + H,0) = (CH,0), + n(H,SO,)  (10.1)

Approximately 95% of all animals discovered at
hydrothermal vent sites are previously unknown
species. So far, over 300 new species have been
identified and, for many of these, the differences
from previously known fauna are so great that new
taxonomic families have had to be established in
order to classify them satisfactorily’>. Some of the
most exciting examples of hydrothermal vent
species discovered include the spectacular tube-
worms found along the East Pacific Rise vent sites,

157

10.8



C.R. German, L.M. Parson, and R.A. Mills

which can measure 2-3 m or more long, and which
typically appear in thick clusters as shown in Figure
10.9. Also common along the East Pacific Rise are
giant clams and mussels (Figures 10.10 and 10.11),
which can often reach the size of a large dinner
plate. The total biomass at any one hydrothermal
site is typically very high. Indeed, hydrothermal
vent fields have been likened to submarine oases
which punctuate the deserted barren plains of the

Figure 10.9 Dense populations of tube
worms (Riftia pachyptila) and brachyu-
ran crabs inhabiting the Genesis
hydrothermal vent site, 13°N, East
Pacific Rise (depth, 2636 m). The tube-
worms, which can grow up to 2-3 m
in length and may be 2-5 cm across,
derive their nutrition from symbiotic
sulphide-oxidising bacteria which live
within their gut. The crabs, which may
only grow to a modest 5-10 cm across,
feed by scavenging on the red haemo-
globin-filled ‘plumes’ of the tube-
worms; these can extend up to 10 cm
beyond the end of their protective
chitin tubes to draw in the hydrogen
sulphide rich waters necessary for
chemosynthesis, but can be withdrawn
rapidly back into their tubes for protec-
tion (photograph by R.A. Lutz, Institute
of Marine and Coastal Studies, Rutgers
University, and the American
Geophysical Union').

deep-sea floor (Chapter 13). In contrast, biodiversi-
ty at individual vent sites (i.e., the total range of
different species present; see Chapter 15) is surpris-
ingly low. Not only that, but the species present at
vent sites in the different oceans show remarkably
little similarity. For example, no giant tube-worms
or giant clams have been found at any of the five
known hydrothermal fields discovered so far in the
North Atlantic Ocean. Instead, for example, the

Figure 10.10 Giant white clams (Calyptogena magnifica)
living in clusters within the crevices between basalt pil-
lows, in an area known as Clam Acres at 21°N on the
East Pacific Rise. Other vent fauna include a clump of
tube worms (Riftia pachyptila), galatheid crabs
(Munidopsis susquamosa), and limpets. Note the robot
arm of the submersible ‘Alvin’ collecting a clam approxi-
mately 25 cm in length (photograph by R.A. Lutz,
Institute of Marine and Coastal Studies, Rutgers
University, and the American Geophysical Union').
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Figure 10.11 Dense beds of mussels (Bathymodiolus
thermophiolus) and clams (Calyptogena magnifica) at the
Rose Garden vent site along the Galapagos Rift. Again,
individual clams and mussels are typically 20-30 cm in
length. Other vent fauna seen include galatheid crabs
and snails (photograph by R.A. Lutz, Institute of Marine
and Coastal Studies, Rutgers University, and the
American Geophysical Union').



10: Mid-Ocean Ridges and Hydrothermal Activity

Figure 10.12 A schematic cross-section of the
TAG hydrothermal mound, 26°N Mid-Atlantic
Ridge (the co-ordinates give the dive site). Hot
vent-fluid (shown in pale blue) flows up an open
fissure in the deeply faulted oceanic crust, and
then percolates out through the entire sulphide
mound along a tortuous network of interconnect-
ed channels, giving rise to the highest-tempera-
ture (350-365°C) black smoker fluids at the apex
(50 m across and 50 m above the sea floor) and
to the lower temperature (270-300°C), partly
diluted white smokers around the outer section of
the mound (200 m across and 20-30 m above the
sea floor). Extinct chimneys are also seen across
much of the outer mound, where earlier fluid
flow has ceased because subsurface mineral pre-
cipitation has choked the flow-channels solid.
Toward the flanks of the mounds, rubble deposits
occur where oxidised and altered material from
the hydrothermal mound has been broken up by
mass-wasting (‘landslide’) events and carried out
across the sea floor, to be deposited upon more
typical volcanic basement and a thin veneer of

Dive site

more typical pelagic sediments (courtesy of Pierre Minon, © National Geographic Society).

southernmost three of these sites are characterised
by abundant small shrimp, which cluster in their
millions around the black-smoker chimneys.

Such completely isolated biological communities
indicate separate paths of evolution over many gen-
erations — perhaps stretching back millions of
years. However, we know that individual vent
fields and chimneys may only remain active for
periods of perhaps 100-1000 years at a time,
before the chimneys themselves become choked
with minerals and the flow of warm fluids becomes
blocked. For any one 