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PREFACE

This volume, The Basal Ganglia VIII, is derived from the proceedings of the Eighth
Triennial Meeting of the International Basal Ganglia Society (IBAGS). The meeting was
held from 59" September 2004 at the Crieff Hydro Hotel, Crieff, Scotland. Over 270
delegates from 16 countries (Argentina, Australia, Austria, Canada, Hong Kong, France,
Germany, Israel, Italy, Japan, The Netherlands, New Zealand, Spain, Sweden, United
Kingdom and USA) attended the meeting, and there were over 54 oral presentations and
186 poster presentations. In keeping with the traditions of IBAGS meetings inclusion of
chapters in this book was open to all presenters. In the event, we have 59 contributions.
The Scientific Organising Committee of the meeting had identified several themes of out-
standing interest to the basal ganglia researcher and we are pleased to say that three of
them, ‘Oscillations in the basal ganglia: The good, the bad and the unexpected’, ‘The
ventral/dorsal divide: To integrate or separate’ and ‘Cholinergic mechanisms in the stria-
tum’, are featured here. The remaining sections of the book do not necessarily reflect the
sessions organised for the meeting, but rather, the chapters have been grouped according
to more general research topics. Timed to coincide with the meeting were two special issues
of Trends in Neurosciences, ‘Current Thinking in Basal Ganglia Research’, designed to
highlight key issues in contemporary basal ganglia research.

The triennial meetings of IBAGS are traditionally organised to enable young and
(more) senior scientists to interact at both scientific and social levels, and we hope that the
eighth meeting fulfilled this role. The beautiful Scottish setting of the meeting presented
the ideal opportunity for delegates to exchange ideas on an informal basis, which variously
included bracing countryside walks, ferocious ceilidh dancing, and plenty of whisky! A
particularly pleasing event was the ‘opening lecture’ given by Oleh Hornykiewicz, who
took us through forty years of dopamine research, thus enabling the younger scientists to
put their work in an historical perspective. For his contributions to neuroscience, and in
particular to dopamine research, he was elected as an Honorary Member of the society, as
were Ann Graybiel and Anne Young for their long and continuing contributions to basal
ganglia research. They join John McKenzie and Gerard Percheron, both long-standing
honorary members.

The next meeting will take place in The Netherlands in 2007 under the watchful eyes
of “The Henks’, Henk Groenewegen and Henk Berendse. We all look forward to the ninth
meeting with eager anticipation.

Paul Bolam, Cali Ingham and Pete Magill
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Section 1

OSCILLATIONS IN THE BASAL GANGLIA



OSCILLATIONS IN THE BASAL GANGLIA:
The good, the bad, and the unexpected

Thomas Boraud, Peter Brown, Joshua A. Goldberg, Ann M. Graybiel,
and Peter J. Magill*

1. INTRODUCTION

Oscillations are present at many levels in the basal ganglia (BG), and can describe
regular fluctuations in, for example, gene expression, current flow across the plasma mem-
brane, the firing rate of a single neuron, the activity within and between small networks of
neurons, and activity at the level of whole nuclei. Many BG neurons, including those of
the subthalamic nucleus, globus pallidus (both segments), substantia nigra (both divisions),
and some striatal interneurons, are endowed with a battery of intrinsic membrane properties
that promote the expression of oscillatory discharge at both ‘rest’ (or in functional isolation)
and in response to organized synaptic input (Richards et al., 1997; Bennett and Wilson,
1999; Bevan et al., 2002). The oscillatory activity of a single cell may or may not be syn-
chronized with the oscillatory activity of another cell or network of cells. Indeed, oscillation
and synchronization are distinct properties of neuronal networks. This is well illustrated in
the BG; while the firing patterns of pallidal neurons are strongly periodic, the discharges
of pairs of these neurons are typically uncorrelated (Bergman et al., 1998; Boraud et al.,
2002). Conversely, the activity of BG neurons may be synchronized to within milliseconds
but without being strongly periodic. These facts aside, it may be that synchronized oscilla-
tions offer the BG, and indeed the whole brain, something more than the simple sum of
the parts (Steriade, 2000; Engel et al., 2001; Buzsaki and Draguhn, 2004). For example,
they may provide the brain with a mechanism to execute tasks that require the combined

* Thomas Boraud, Basal Gang., Laboratoire de Neurophysiologie, CNRS UMR 5543, Université Victor Segalen
Bordeaux, 33076 Bordeaux, France. Peter Brown, Sobell Dept. of Motor Neuroscience and Movement Disor-
ders, Institute of Neurology, London, WCIN 3BG, UK. Joshua A. Goldberg, Dept. of Biology, University of
Texas at San Antonio, San Antonio, TX 78249, USA. Ann M. Graybiel, Dept. of Brain & Cognitive Sciences,
Massachusetts Institute of Technology, Cambridge, MA 02139, USA. Peter J. Magill, MRC Anatomical
Neuropharmacology Unit, University of Oxford, Oxford, OX1 3TH, UK.
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function of distant and disparate neural networks (Engel et al., 2001). This premise is of
great importance in terms of cultivating research on the candidate mechanisms that underlie
the elusive ‘neural code’.

In this chapter, we will explore the evidence for synchronized network oscillations in
the BG. We will focus on those oscillations that are generated by the coordinated and cor-
related activity of populations of neurons in the BG and their afferent partners in vivo.
Research on synchronized network oscillations in the BG is still at an early stage. Perhaps
as a consequence of this, the intrinsic cellular and circuit mechanisms that must underlie
such oscillations remain obscure. Whilst it is conceivable that the intrinsic oscillations of
single BG neurons can serve as the basis for collective synchrony and thus, the expression
of such network oscillations, we will not venture further than to highlight this interesting
possibility. We discuss the hypothetical roles played by synchronized network oscillations
that permeate cortico-basal ganglia circuits during motor and cognitive behaviours, and we
will re-examine the common view that synchronized network oscillations are primarily a
feature of the diseased BG. New data suggest that oscillatory activity within the BG, and
particularly the striatum and subthalamic nucleus, is prevalent during, and thus, may be
important for, normal behaviour (the “Good”). We also take into account recent studies in
humans, specifically patients with Parkinson’s disease, that have reinforced the idea that
BG population activity synchronized in certain frequency bands may be counter-productive
or pathological in the truest sense (the “Bad”). Finally, we synthesise these discussion points
in the context of fresh insight into the co-evolution of parkinsonian motor symptoms and
BG oscillations (the “Unexpected”).

2. PREVALENCE OF SYNCHRONIZED OSCILLATIONS IN CORTICO-BASAL
GANGLIA CIRCUITS

All oscillations have a frequency associated with them. Oscillatory activities with a
wide ranged of frequencies have been reported to occur in the healthy and diseased BG,
with examples reported for each constituent nucleus. Thus, oscillations in the subthreshold
and suprathreshold activities of single neurons or networks of neurons have been reported
to occur at ‘ultra-slow’ frequencies (0.05-0.5Hz; Allers et al., 2002; Ruskin et al., 2003)
and at frequencies commonly associated with sleep rhythms, such as ‘slow-wave activity’
(~1Hz: Stern et al., 1998; Magill et al., 2000, 2001, 2004b; Goto and O’Donnell, 2001a)
and ‘spindles’ (5-12Hz: Magill et al., 2000, 2004b, 2005; Berke et al., 2004). Some BG
oscillations are synchronized within other frequency bands, such as the ‘theta’ band (4—
10Hz: Brown et al., 2002; Berke et al., 2004; DeCoteau et al., 2004, 2005), the ‘alpha’ or
‘mu’ band (8—15Hz: Raz et al., 2000; Goldberg et al., 2002, 2004), the ‘beta’ band (15—
30Hz: Levy et al., 2000, 2002b; Brown et al., 2001; Williams et al., 2002; Courtemanche
et al., 2003; Magill et al., 2004b; Sharott et al., 2005a), and the ‘gamma’ band (30-90Hz:
Brown, 2003; Brown et al., 2002; Berke et al., 2004; Masimore et al., 2004). The gamut
of synchronized oscillations that occur in the BG extends to ‘ultra-fast’ frequencies at
around 300 Hz (Foffani et al., 2003).

Oscillations in the BG are often defined according to frequency bands that were estab-
lished decades ago to distinguish between the oscillatory phenomena that are widespread
in the neocortex, thalamus and hippocampus (Steriade, 2000; Buzsaki, 2002, Buzsaki and
Draguhn, 2004). The functions that may be subserved by synchronized oscillatory activity
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within and between ensembles of cortical and thalamic neurons have received much
attention over the last twenty years (for reviews, see MacKay, 1997; DeCharms and Zador,
2000; Steriade, 2000; Engel and Singer, 2001; Engel et al., 2001; Buzsaki, 2002; Buzsaki
and Draguhn, 2004). It is now well established that neurons in both cortical and subcortical
structures can synchronize their discharges to within a few milliseconds, and that such
synchrony is often subject to oscillatory modulation. Importantly, synchronized network
oscillations are present across systems and species, and the degree and/or frequency of
synchronization is often task-dependent or at least dependent on behaviour (see Steriade,
2000; Engel and Singer, 2001). The existence of complex, brain state-dependent synchro-
nizations of neuronal activity in different frequency bands raises the possibility that syn-
chronization itself may be mechanistically important in the functional organization of these
circuits. In particular, oscillatory synchronization of activity at frequencies of >20Hz has
been suggested to offer one solution to the so-called ‘binding problem’ (Engel and Singer,
2001; Engel et al., 2001). That is to say the problem of how to define dynamic functional
relations between anatomically-distributed neuronal networks. The functional coupling of
circuits through coherent oscillations may facilitate the binding together of distributed
neural assemblies during, for example, sensory-motor integration (MacKay, 1997,
Roelfsema et al., 1997; Engel and Singer, 2001; Engel et al., 2001). Entrainment of affer-
ents and their targets during synchronous network oscillations could also underlie the
cooperativity that is thought to be essential for the long-term modification of synaptic
weights (Buzsaki, 2002).

One fundamental issue is whether the BG employ the same strategy for information
processing that has been hypothesized to be favoured in the cortex and thalamus, the two
structures that together provide the bulk of the extrinsic input to the BG. There is some
evidence to suggest that the BG do not encode information in the same way as the cortex,
and that the BG might instead perform some sort of active desynchronizing process, as a
function of a ‘dimensional reduction’ of their cortical input (Bar-Gad et al., 2003). The idea
that the BG and cortex use distinct mechanisms for information processing seems logical
enough in the face of such striking differences in their physiological and anatomical proper-
ties. Yet, it would be somewhat surprising if BG networks could not at least distinguish
between synchronous oscillatory inputs and a bombardment of uncorrelated and/or arrhyth-
mic inputs. The mechanisms that may underlie the (presumably) meaningful dialogue
between the oscillating circuits of the thalamus/cortex and the neuronal networks of the
BG are unknown, although the finding of coherent network oscillations in cortico-basal
ganglia circuits supports the idea that a dialogue founded on oscillatory activity could take
place (Marsden et al., 2001; Williams et al., 2002; Magill et al., 2004b, Sharott et al.,
2005b). To determine whether synchronized network oscillations carry information or serve
some other computational role, the description of a feasible ‘readout’ mechanism for the
information is required. One hypothetical readout mechanism, as proposed for the hippo-
campus, is founded on differences in frequency and phase between the subthreshold mem-
brane oscillations of a select few neurons and the synchronized oscillations of the network
in which they are embedded (Buzsaki, 2002; Buzsaki and Draguhn, 2004). It is not known
whether a readout mechanism exists in the BG or, if it does exist, how it operates. However,
with a viable readout mechanism, it is possible that synchronized oscillations in cortico-
basal ganglia networks could solve the binding problem by creating a common temporal
reference or ‘master clock’ for the computations carried out in distant regions. The idea
that the BG could encode or transfer information in synchronized oscillations (for better
or worse) will be discussed below in more detail.
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3. RECORDING AND ANALYZING SYNCHRONOUS OSCILLATIONS

Before exploring synchronized oscillations in the BG in more detail, it is important to
consider the methods that may be employed to record and analyze oscillatory and synchro-
nized activity. Two distinct, but largely complementary measures, single-/multi-unit activity
and local field potentials (LFPs), are most commonly used to determine the prevalence of
synchronized and/or oscillatory activity in networks of neurons. The former represents the
suprathreshold activity i.e., action potential discharges, of one cell or a small group of
neurons. In contrast, LFPs are dominated by synchronized, subthreshold and, to a lesser
extent, suprathreshold events in much larger populations of neurons (see section 3.1). In
practical terms, single-/multi-unit activity and LFPs may be recorded simultaneously or
independently. Single-/multi-unit activity is typically recorded with electrodes of relatively
high impedance (e.g. 0.5-20MQ), whereas LFPs can also be recorded with electrodes of
much lower impedance (e.g. >0.05 MQ). The major frequency components of single-/multi-
unit activity are at least an order of magnitude faster than those of LFPs and, as such, these
signals can be isolated from each other with appropriate high-pass and low-pass filtering.

We must defer to statistics to determine whether a given stationary stochastic process,
which might be a point process (e.g. a ‘spike train’ derived from unit activity) or a time
series (e.g. LFP), is oscillatory. Analyses can be based in either the time domain or fre-
quency domain. In the time domain, auto-correlograms can be constructed to test for
oscillations in the spike train of a single neuron (Fig. 1A; Perkel et al., 1967a; Abeles, 1982;
but see Bar-Gad et al., 2001). Similarly, autocovariance sequences can be computed in
search of periodicities in time series, such as LFPs or the electroencephalogram (EEG).
However, spectral analysis in the frequency domain is preferable over time-domain analyses
because the estimation of oscillatory activity at each frequency is, in principle, independent
of any other. The statistical significance and frequency of rhythmic activity can be assessed
in the frequency domain using spectral analysis methods, most commonly based on the
discrete or finite Fourier transform (FFT: Brillinger, 1975; Halliday et al., 1995). The power
spectrum displays the frequency decomposition of the stationary process.

The occurrence of significant peaks in the power spectrum of the LFP is indicative of
synchronized network oscillations, because LFPs likely reflect the synchronous activity of
many neurons. The principal statistical tool used for determining the relationship between
pairs of spike trains in the time domain is the cross-correlation histogram or cross-
correlogram (Perkel et al., 1967b). The presence of a significant peak and/or trough in these
histograms can indicate a firing rate co-variation, or even spike-to-spike synchronization,
between the pair of neurons (Fig. 1B). The deviation of the centre peak from zero time
shows the latency of interaction between the pair. Importantly, cross-correlograms can be
used to discriminate between non-oscillatory and oscillatory firing relationships. Indeed,
synchronous oscillations are reflected as side peaks or lobes in the histogram (Fig. 1C).

Analyses of mixed point process/time series data describing two stochastic processes
can also be performed in either the time or frequency domains (Halliday et al., 1995; also
see the chapter by Goldberg and Bergman in this volume for a formalism for such mixed
processes). Thus, in the time domain, spike-triggered averages or cumulant density esti-
mates may be calculated to characterise the relationship between the activity of a single
neuron and that of the greater neuronal population, as reflected in the LFP. These measures
are particularly useful because they provide information on the relative timing of synchro-
nized oscillatory activity. A useful frequency-domain measure of synchronized oscillations
is coherence (Halliday et al., 1995). Coherence is a measure of the linear association
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Figure 1. Permutations of auto-correlograms and cross-correlograms. 4: Multiple peaks/troughs in the auto-
correlograms of neurons 1 and 2 (AC1 and AC2, respectively) indicate that the firing of each neuron is oscillatory.
However, the flat cross-correlogram (CC) suggests that the firing of the pair is not related. B: The flat auto-
correlograms in this example imply that neither cell is engaged in oscillatory activity. However, the single peak
in the CC indicates that there is a non-oscillatory co-variation in the firing of the pair. C: In this case, both neurons
discharge in an oscillatory manner. The multiple side peaks/troughs in the corresponding CC suggest that there
is also an oscillatory firing relationship between this pair of neurons.

between two stochastic processes and thus, oscillations must be temporally coupled (phase
locked) and their amplitudes must have a constant ratio to be coherent at any given fre-
quency. The relative timing of synchronized (coherent) oscillations can be extrapolated
from the related phase estimates (Halliday et al., 1995). Unfortunately, paradoxical phase
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estimates can arise when different coherent activities have overlapping frequency compo-
nents, which is particularly likely in highly interconnected circuits, such as the cortico-basal
ganglia loops. In some cases, difficulties in assessing the effective timing or direction of
coherent activity may be overcome with other statistical methods, such as the Directed
Transfer Function (Sharott et al., 2005b).

It should be noted that local stationarity of data is a prerequisite for these statistical
analyses. Because most contemporary methods require the averaging of data gathered over
relatively long periods of time, measures of apparent synchrony, coherence and oscillatory
power are often challenged by oscillations that are fleeting, weak or highly dynamic (e.g.
phase-variable). The successful detection and analysis of synchronized oscillations will be
a direct function of the networks examined. Studies in awake and anesthetized animals have
shown that high-frequency oscillations can be effete and focal in nature, especially in sen-
sorimotor systems (Murthy and Fetz, 1992, 1996a; Sanes and Donoghue, 1993; MacKay,
1997; Donoghue et al., 1998; Destexhe et al., 1999). Indeed, correlations between single
unit and population activities are sometimes elusive, perhaps as a consequence of the rapid
recruitment of neurons to, and release from, the population oscillation (Murthy and Fetz,
1992, 1996b; Donoghue et al., 1998).

3.1. The Nature of Local Field Potentials Recorded in the Basal Ganglia

The last five years has seen renewed interest in the recording of LFPs in the BG
(Brown, 2003). Recordings of single-/multi-unit activity and LFPs are complementary, both
in terms of the different scales of synchronized activity that are reflected by these measures
and the distinct mechanistic insights that are offered. There is much evidence from studies
of laminated structures, such as the neocortex, hippocampus, olfactory bulb, and cerebel-
lum, that LFPs are representative of the aggregate activity of local neuronal populations
(Creutzfeldt et al., 1966a,b; Frost, 1968; Hubbard et al., 1969; Mitzdorf, 1985). Currents
must be synchronized in time and space in order to significantly influence the field potential.
The spatiotemporal summation of currents in a neuronal network is promoted by a regular
arrangement of the constituent elements e.g. the regimented apical dendrites of principal
neurons of the cerebral cortex. Although synchronized action currents or presynaptic cur-
rents can be observed in the LFP, as a ‘population spike’ or a ‘fiber volley’, respectively,
it is almost certainly the case that LFPs better reflect synchronized, subthreshold currents
generated in the somata and dendrites of local neuronal elements (Hubbard et al., 1969;
Mitzdorf, 1985).

Although the neural basis of LFPs recorded in layered structures is reasonably well
characterized, we currently lack a clear mechanistic understanding of how LFPs are gener-
ated in non-layered structures, such as the BG. In fact, it is somewhat surprising that such
potentials exist in regions like the BG because their anatomy would be predicted to oppose
the generation of strong fields. This of course raises the possibility that LFPs recorded in
the BG are the result of the passive spread of currents generated in other brain areas (so-
called ‘volume conduction’), rather than the subthreshold and suprathreshold activities of
local networks of BG neurons. Nevertheless, there is evidence to support the notion that
LFPs recorded in the BG also reflect synchronized aggregate activity. Local field potentials
can be registered in the BG using a differential recording configuration, with a near-field
reference, which would be predicted to minimize contamination by volume conduction
(Brown et al., 2001, 2002; Courtemanche et al., 2003; DeCoteau et al., 2005; Sharott et
al., 2005a). Moreover, LFPs recorded across BG nuclei can show a phase shift or polarity
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reversal, which would not be expected for volume-conducted potentials (Brown et al.,
2001). In defining a population oscillation, it is important to demonstrate a relationship
between synaptic activity (presumed to be reflected globally in the LFP) and the output of
active cells (as reflected in spike trains). Temporal coupling of single-/multi-unit activity
to the LFP has been reported for several different oscillations in the BG, thereby substan-
tiating the idea that LFPs can be generated locally by BG neurons (Goto and O’Donnell,
2001a; Levy et al., 2002a; Courtemanche et al., 2003; Berke et al., 2004; Goldberg et al.,
2004; Magill et al., 2004a,b; DeCoteau et al., 2005; Kiihn et al., 2005). These issues are
discussed in more detail by Walters et al. and Berke elsewhere in this volume. This temporal
coupling of input and output activities in the BG further suggests that their targets could
receive synchronized oscillatory inputs.

Despite, or perhaps because of, the limitations and uncertainties that are commonly
assigned to recordings of LFPs in the BG, it is important to ascertain what LFPs can tell
us about the dynamics of neuronal activity in these structures. To refine our understanding
of the LFPs, we can study their relationship to another widely-used measure of collective
synchrony, the pair-wise cross-correlogram. Elsewhere in this volume, Goldberg and
Bergman describe a partial-spectra based method for using the LFP to predict the pairwise
cross-correlograms between pairs of neurons. They have recently applied this method to
predict cross-correlograms of neurons recorded in the cortex and BG of 1-methyl-4-phenyl-
1,2,3,6-tetrahydropyridine (MPTP)-treated parkinsonian primates (Goldberg et al., 2004).
They found that the LFP was a better predictor of the cross-correlograms in the MPTP-
treated monkeys than the cross-correlograms in the healthy control animals. This was true
regarding neuronal correlations in cortex, among the tonically active neurons (TANs) of
the striatum, among pallidal neurons, and between TANs and pallidal neurons. Thus, LFPs
may be a useful indicator of the synchronized activity of BG neurons. These findings further
suggest that brain dynamics become more ‘globalized’ in the MPTP-treated parkinsonian
condition. In addition, several of the cross-correlograms and spike-triggered averages of
the LFPs that were generated following the MPTP treatment showed the presence of oscil-
latory activity at 10 Hz, indicating a propensity for global, albeit intermittent, oscillations
in the diseased condition (see section 5 below).

4. THE GOOD: SYNCHRONIZED OSCILLATIONS IN THE HEALTHY
BASAL GANGLIA

In contrast to the extensive experimental evidence that oscillatory activity is a promi-
nent feature of the thalamus, neocortex and hippocampus in the normal state, most studies,
until very recently, suggested only low levels of oscillatory activity in the BG under normal
conditions. This situation has changed, and this change has brought the challenge of trying
to determine the functional significance of such oscillatory activity. The paucity of evidence
for oscillatory activity in the BG of behaving animals stands in contrast to growing evidence
that oscillatory activity is a property of subthalamo-pallidal circuit neurons, key modulators
not only of the output of the BG to the thalamus, but also of other parts of the BG circuitry,
including the striatum (Bevan et al., 2002). Yet all studies agree that only small numbers
of striatal neurons have oscillatory spike activity in the normal state. As LFP recordings
have been re-introduced into the study of BG circuitry, however, it has become evident that
there is indeed robust oscillatory activity in the striatum (and subthalamic nucleus) when
animals are alert and behaving, and that this activity is modulated as the animals perform
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behavioral tasks (Brown et al., 2002; Courtemanche et al., 2003; Berke et al., 2004,
DeCoteau et al., 2004, 2005; Gervasoni et al., 2004; Masimore et al., 2004; Sharott et al.,
2005a). The evidence for striatal network oscillations comes from experiments both in pri-
mates and in rodents.

In macaque monkeys, LFP recordings have been made in the caudate nucleus and
putamen with chronically-implanted multiple electrodes while monkeys, seated in primate
chairs with their heads fixed, are observed under a variety of behavioral conditions
(Courtemanche et al., 2003). Low-frequency large-amplitude activity dominates during
resting and dozing states. But when the monkeys become alert, and as they perform visuo-
motor tasks, prominent beta-band activity (ca. 10-25Hz, average near 15 Hz) appears, along
with lower levels of oscillatory activity in other frequency bands (Fig. 2A). This oscillatory
activity is present with local (near-field) referencing, as well as with distant referencing,
indicating that it is not the result of volume conduction (see section 3.1 above).

This 10-25Hz LFP oscillatory activity in the striatum has several striking features.
First, the oscillations are episodic, not continuous. The episodes last for less than a second
(average of ~600 msec) and they occur about 20 times a minute, but irregularly, with inter-
episode intervals ranging from less than 1 second to about 3 seconds. This suggests that
they are related to shifting activity states in the system. The origin of these activity shifts
is not known, but it was found that some striatal neurons (classified as either projection
neurons, or as TANs) have spiking activity that is in-phase or in anti-phase with the LFP
oscillations. In the total population of neurons, there is a discernable tendency for spiking
to be related to the LFP oscillations. These findings suggest that the oscillations, in part at
least, reflect local neuronal activity in the striatum.

Second, the striatal LFP oscillations are highly synchronous across the caudate nucleus
and putamen, with near sites more highly coherent than far sites. For example, in paired
two-site recordings, cross-covariance values at zero lag ranged from 0.93 for sites 2mm
apart to 0.63 for sites 10 mm apart, and across all recorded sites in the caudate nucleus and
putamen, values ranged with distance from almost 1.0 (sites were relatively near) to ~0.2
(relatively far). This finding suggests that large parts of the striatum can come into syn-
chronous states of beta-band activity episodically, and repeatedly, at irregular intervals
averaging half a second or so (Courtemanche et al., 2003).

Third, and perhaps most interestingly, the level of synchrony, as well as the content of
these striatal beta-band oscillations, can vary depending on the behavior of the monkey
(Fig. 2B). In the experiments reported by Courtemanche et al. (2003), macaques were
trained to fixate a target light on a screen in front of them and then to perform single sac-
cades in response to visual targets briefly presented at varying locations. Local field poten-
tials were recorded simultaneously from up to five microelectrodes implanted in and near
the oculomotor zone of the striatum. Single-unit and multi-unit activity was recorded from
the same electrodes, and LFPs that were recorded at sites with saccade-related unit activity
were compared with those simultaneously recorded at sites lacking such saccade-related
unit activity (Fig. 2B). When the monkeys fixated the fixation point, the level of cross-
covariance between pairs of recording sites was consistently high (0.8-0.9). This level
remained high for sites at which saccade-related activity was not recorded. But the oscil-
latory activity at some sites with saccade-related unit activity fell out of such strict syn-
chrony during the peri- and post-saccadic period, only to return afterwards. This finding
suggests that the high levels of synchrony in striatal oscillatory LFP activity in the normal
monkey can be modulated locally according to the particular activity of units at the sites
of recorded LFPs.
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Figure 2. Oscillatory activity in the striatum of macaque monkey (A—B) and rat (C—E). A: Example of beta-band
LFP oscillation in the oculomotor striatum of a macaque monkey performing a single saccade task. Horizontal
and vertical eye position is shown below the trace of a raw LFP (fop). Spectral plot (bottom) shows the relative
power of oscillatory activity in the 0-50Hz range. B: Raw LFP traces recorded on three electrodes (Chl, Ch2,
Ch3) in the oculomotor striatum during a single saccade task (eye positions shown in degrees under the LFP
traces). Middle plot shows cross-correlation coefficients calculated for different pairings of the three electrodes.
One pair (1 x 3) falls out of the otherwise tight synchrony. There was saccade-related unit activity on electrode
3 (bottom plot), in contrast to electrodes 1 and 2. Modified from Courtemanche et al. (2003). C—E: LFPs recorded
in rats running in a simple T-maze. C: illustrates a raw LFP trace recorded as a rat ran down the maze illustrated
in D. Power spectra are shown below. D: An example of a run trajectory in the T-maze task and, below, the raw
LFP traces simultaneously recorded in the striatum and hippocampus during this maze run. Note that striatal and
hippocampal theta are not identical. £: LFPs recorded from two sites in the lateral striatum as a rat spontaneously
moved along the maze (/eft) and the coherogram calculated for these traces, illustrating the high level of cohernce
of oscillatory activity in the rat striatum (right). Modified from DeCoteau et al. (2005).
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The working model prompted by these experiments is that LFP activity in the normal
primate striatum is characterized by widespread, coordinated, episodic oscillatory activity,
and that local sites in the striatum can ‘pop out’ of this synchrony when task demands
engage the striatal neurons at the pop-out sites. These local sites were estimated to be on
the order of a millimeter in diameter, suggesting that they could be related to the compart-
mental architecture of the striatum. In the oculomotor zone, as elsewhere in the striatum,
functionally-related sets of input fibers converge on zones roughly 0.5—1 millimeter wide
(“matrisomes”) and output neurons in these small regions can in turn project to similar
small sites in the pallidum. This model suggests that one function of the oscillatory activity
in the primate striatum may be to serve as a thresholding device. If, and only if, activity in
a local region exceeds the level of synchronous oscillatory activity would the threshold for
exciting spike activity in striatal projection neurons be crossed. These are the neurons
responsible for sending outputs to the pallidum and substantia nigra. Thus, the modulatory
control over oscillatory activity in the striatum could be part of a dynamic and state-
dependent filter mechanism in the striatum, biasing attention and action. If such a filter
were set at too high a threshold (as in the exaggerated oscillatory states characteristic of
Parkinson’s disease), activation of striato-pallidal and striato-nigral outputs could be
impaired, contributing to the parkinsonian syndrome.

Oscillatory LFP activity has also been observed in the normal state as rats behave in
task paradigms (Berke et al., 2004; DeCoteau et al., 2004; Masimore et al., 2004). Record-
ings in the striatum (Fig. 2C—E) show that the dominant frequency band for these oscilla-
tions is in the theta range (4-10Hz), but activity at lower (<4Hz; ‘delta’) and higher
(30-50Hz; ‘gamma’) ranges is also observed. In the rat, some of this activity has been
associated with the activity of (presumed) fast-spiking striatal interneurons, thought to
correspond to the parvalbumen-containing GABAergic interneurons of the striatum
(Berke et al., 2004). When rats were trained to run mazes, such as simple T-mazes (Fig.
2D), robust theta-band oscillatory activity is apparent in striatal recordings made with
multiple chronically-implanted tetrodes (DeCoteau et al., 2004, 2005). By contrast, when
the rats are grooming or resting, this activity is relatively weak.

Like the beta-band oscillations in the macaque striatum, these theta oscillations in the
rodent are highly synchronous across the striatum. In the ventral striatum, theta oscillations
are synchronous with those in the hippocampus (Goto and O’Donnell, 2001b; Berke et al.,
2004), but the theta oscillations in the dorsal striatum can be uncoupled from those in the
hippocampus (Fig. 2D), and they occur robustly with local referencing, suggesting their
independence from oscillations generated in the hippocampus or other sources (DeCoteau
et al., 2004, 2005). As for the beta-band LFP activity in the macaque striatum, local inho-
mogeneities are found in the theta oscillations in the rat striatum. Furthermore, theta-band
activity is modulated during task performance in trained animals. For example, when rats
are trained to run a T-maze in order to receive a reward, theta-band oscillations are highest
during the outbound (straight) part of the runs, but they decline before reaching the goal,
at which point gamma-band oscillatory activity sharply increases. Interestingly, although
the spectral peak of the striatal theta oscillation is near 8 Hz, the highest coherence of unit
activity with the LFP oscillations is approximately 4 Hz (DeCoteau et al., 2005).

These and other recent studies raise a number of important questions. If such oscilla-
tory activity is important for normal striatal function, why are the dominant frequencies in
rats and monkeys different? What could set up such synchronous network activity? Are
these activities actually devices for facilitating network communication with other
brain regions? Are they internally generated or predominantly dictated by afferents? Ample
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evidence suggests that both afferents and local interneuronal networks might be responsible
for the activities recorded. What functions do these oscillations serve? As stated at the
outset of this chapter, this is a question relevant to all brain regions in which oscillatory
activity has been recorded. The perturbations of these oscillations in dopamine-depleted
parkinsonian states, however, may offer a special clue to their function in the BG and, at
the least, provide a clear indication that when oscillatory activity in the BG is aberrant,
then abnormal behavioural states are likely to occur.

5. THE BAD: SYNCHRONIZED OSCILLATIONS IN THE PARKINSONIAN
BASAL GANGLIA

The chronic loss of dopamine from the forebrain, as occurs in idiopathic Parkinson’s
disease (PD) and its animal models, is associated with profound changes in the patterning
of activity in the BG and their afferent/efferent networks. Much of the early evidence for
this was derived from studies of animal models of PD, most often MPTP-lesioned primates
and the 6-hydroxydopamine-lesioned rat (Bergman et al., 1998; Bevan et al., 2002; Boraud
et al., 2002). Thus, along with the changes in the firing rates of BG neurons that were
posited by the now-classic model of BG dysfunction (DeLong, 1990), increases in oscilla-
tory activity and synchronized firing (rate co-variations) have been frequently reported to
occur in the BG, most notably in the subthalamic nucleus-pallidum network, and the cortex
of parkinsonian animals (Bergman et al., 1994; Nini et al., 1995; Raz et al. 2000, 2001,
Magill et al., 2001; Goldberg et al., 2002, 2004; Heimer et al., 2002). In terms of increases
in the power and prevalence of oscillations, these studies have emphasized the role of
(pathological) activity that is synchronized at frequencies below 15Hz, including those
frequencies associated with parkinsonian tremor, although exaggerated oscillations at
higher frequencies have also been reported (Vorobyov et al., 2003; Sharott et al., 2005a).
Taken together, data from animal models of PD serve to further highlight the potentially
critical roles played by synchronized oscillatory activity in the function and dysfunction of
cortico-basal ganglia-thalamocortical circuits.

The recent renaissance in functional neurosurgery has provided an opportunity to
record neuronal activity directly from the subthalamic nucleus (STN) and internal pallidum
(GPi) in patients with PD. Unit activity, with or without LFPs, can be recorded intra-
operatively through microelectrodes, or LFPs (only) may be recorded directly from the deep
brain stimulation electrode (DBS-electrode). In the latter case, LFPs may be recorded intra-
operatively, or after implantation surgery while the electrode leads are externalized and
prior to connection to the subcutaneous stimulator. Such recordings have demonstrated that
oscillatory activity is synchronized in two major frequency bands in PD patients withdrawn
from dopaminergic therapy (as is the case intra-operatively). The first band contains activity
in the frequency range of parkinsonian rest and action tremor (3—12Hz). This is seen in
microelectrode recordings of pairs of units drawn from the same electrode or electrodes in
close proximity to each other (Hurtado et al., 1999; Levy et al., 2000). Paradoxically,
however, this form of synchronization is neither a consistent nor strong feature of LFPs
recorded in the basal ganglia (but see Liu et al., 2002), perhaps because synchronization
between neurons occurs within small local ensembles, thereby mirroring the multiple
peripheral oscillators manifest in parkinsonian rest tremor (Hurtado et al., 2000). Moreover,
neurons oscillating at tremor frequency tend to vary their phase relationships with one
another over time, so that spectral analysis methods that average LFPs over time would
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tend to underestimate the strength of such synchronized activity when it occurs (Hurtado
et al., 1999, 2004; Levy et al., 2000).

The second major band of synchronized oscillatory activity evident in recordings from
the STN or GPi of patients with PD is 13—-32 Hz, often termed the ‘beta’ band (Fig. 3). It
is manifest in single-unit activity and in the cross-correlograms of pairs of neurons (Levy
et al., 2002a,b; Amirnovin et al., 2004; Kiihn et al., 2005), but is particularly prominent in
the LFPs recorded from subthalamic (Brown et al., 2001; Priori et al., 2002; Williams et
al., 2002, 2003, 2005; Kiihn et al., 2004; Priori et al., 2004) and pallidal (Brown et al.,
2001; Priori et al., 2002; Silberstein et al., 2003) DBS-electrodes. Indeed, subthalamic and
pallidal LFPs are coherent (i.e., show linear amplitude and phase co-variation) in the beta
band (Brown et al., 2001), and, in turn, are coherent with EEG activity recorded over corti-
cal motor areas at the same frequencies (Marsden et al., 2001; Williams et al., 2002). Thus,
synchronized beta-band activity, as indexed by the LFP, is a physiological hallmark of
cortico-basal ganglia-thalamocortical circuits in PD.

Synchronized oscillatory activity in the STN and GPi of patients with PD may also
occur at frequencies in excess of 65 Hz, which, for convenience, we will term the ‘gamma’
band (Fig. 3). In particular, after treatment with dopamine agonists or the dopamine precur-
sor, levodopa, some PD patients develop a new pattern of LFP oscillation at 65-85Hz
(Brown et al., 2001; Cassidy et al., 2002; Williams et al., 2002; Brown, 2003). This high-
frequency activity is observed at rest and is increased with movement (Cassidy et al., 2002;
Brown et al., 2002) and may therefore have some similarities to the cortical activity of
similar frequency that has been implicated in the planning of movement (Crone et al.,
1998). There is a single report of a further band of activity at 200 to 350Hz in the LFP
recorded from the STN region that behaves in a similar manner (Foffani et al., 2003).
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Figure 3. Example of LFP activities recorded by DBS-electrodes in the subthalamic nucleus (STN) and globus
pallidus interna (GPi) of a patient with PD when withdrawn from antiparkinsonian treatment (OFF levodopa) and
following restitution of treatment (ON levodopa). Off medication, there are prominent oscillations at around 20 Hz.
These beta-band oscillations are suppressed by treatment with levodopa, which also promotes the expression of
higher frequency oscillations at around 70 Hz.
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However, activities above 65Hz are an inconsistent feature of BG LFP recordings in
patients with PD, and have not been detected in the cross-correlation of pairs of neurons,
or in correlations between unit activity and the LFP. In the absence of direct evidence that
such oscillations are coupled to neuronal activity in the BG, we will not consider these
activities in any further detail, other than to highlight their potential interest in the future.

5.1. Do Synchronized Oscillations in the Parkinsonian Basal Ganglia Contribute to
Motor Abnormalities?

Oscillatory synchronization at tremor frequencies might be related to the genesis of
tremor, but the same neurons that synchronize at these frequencies also tend to be activated
by passive movements, raising the possibility that some of this activity may be afferent
rather than efferent in nature. Both oscillations at tremor-related frequencies (Volkmann et
al., 1996) and those in the beta band (Brown, 2003) have been implicated in the sparsity
and slowness of movements in PD. The evidence is strongest in the case of activity in the
beta band, which generally exhibits an inverse relationship with motor function. Thus, a
reduction in the power of beta oscillations is often coincident with the improvement of
motor symptoms that is seen after levodopa administration (Fig. 3) or high-frequency
(>70Hz) stimulation of the STN region (Brown et al., 2004). Furthermore, beta oscillations
in the STN are suppressed prior to, and during, self- and externally-paced voluntary move-
ments, and following environmental cues informative of subsequent movement demands
(Cassidy et al., 2002; Levy et al., 2002a; Priori et al., 2002; Williams et al., 2003, 2005;
Kiihn et al., 2004; Doyle et al., 2005). In reaction-time tasks, the timing of the reduction
in power of beta activity positively correlates with both the mean reaction time across
patients (Kiihn et al., 2004; see also Fig. 4) and the reaction time across single trials within
a single patient (Williams et al., 2005). Similarly, in self-paced movements, the onset of
suppression of beta oscillations in STN can be used to predict the timing of voluntary
movements on-line (Loukas and Brown, 2004). The critical feature in these paradigms is
that oscillatory activity fluctuates with motor-related information processing, rather than
any non-specific changes in attention. Thus, in reaction-time tasks, warning cues that allow
premovement motor selection are associated with more frequent and prominent suppression
of beta-band LFP activity in STN than those warning cues that are uninformative and do
not allow premovement motor selection (Williams et al., 2003). Such warning cues do not
vary in their attentional demands.

The above indicates a strong relationship between the onset of suppression of beta-band
activity in STN and the timing of subsequent voluntary movements. If such a reduction in
the power of beta oscillations is linked specifically to the facilitation of subsequent move-
ment, an augmentation of power might also be predicted when a pre-prepared movement
requires cancellation and, indeed, this also seems to be the case (Kiihn et al., 2004).

The inverse relationship between beta-band activity and motor function suggests that
the information processing necessary for renewed movement may be actively antagonized
by the synchronization of activity in this band. Recent recordings in primates confirm an
inverse relationship between oscillatory LFP activity in the beta band and task-related
coding of movement by neurons, so that oscillations are preferentially suppressed in the
local area of the striatum that contains neurons exhibiting task-related increases in dis-
charge rate (Courtemanche et al., 2003; see section 4 above). Parallel observations have
been made in the primate motor cortex, as exemplified by the ‘clamping’ of single-unit
firing rates during periods of 20—40Hz oscillatory synchrony (Murthy and Fetz, 1996b)
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Figure 4. Change in the power of beta activity (13-30Hz) in the STN LFP while PD patients are engaged in a
Go No-Go task. A: Averaged power changes represented in the form of a cumulative sum (8 patients, 16 STN).
In such cumulative sums, periods of zero, negative and positive gradients demonstrate no change, power decreases
and power increases, with respect to baseline, respectively. B: Paradigm. Patients sat with a button device held in
each hand and an imperative ‘go’ signal on a computer screen instructed patients to press the button with either
their left or right hand as fast as possible. Under these circumstances (thick black trace in A4), there is a drop in
beta power after the warning signal, and an even more marked drop following the go signal, but preceding the
mean reaction time (RT), as indicated by the thin vertical line in 4. The ‘go’ cue was preceded by a warning cue
that correctly anticipated the form of the ‘go’ signal. In 20% of trials, however, the ‘go’ signal was substituted by
a stop signal (S), instructing the subject not to make a movement. In these circumstances, the drop in power after
the imperative cue was abbreviated, and followed by an early increase in beta power (grey trace in 4). This is best
seen in the trace illustrating the difference between the average ‘go’ and ‘no-go’ cusums (thin black trace in A).
C: Correlation between latency of onset of ‘go’ cue (event)-related desynchronization (ERD) of beta activity and
mean reaction time (RT) across eight patients. Note the highly significant correlation (r = 0.986, p < 0.001).
Adapted with permission from Kiihn et al. (2004).
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and the tendency of firing rate modulation to occur as oscillations decrease in motor cortical
LFP (Donoghue et al., 1998).

In summary, activity synchronized in the beta band is prominent in the STN and GPi
of parkinsonian patients and inversely correlates with motor-related information process-
ing, or at least motor function. Studies in the striatum of healthy rats (Vorobyov et al., 2003;
Berke et al., 2004) and monkeys (Courtemanche et al., 2003), and recordings in the
putamen of a patient without PD (Sochurkova & Rektor, 2003), suggest that synchronized
beta oscillations, and their task-related suppression, are not a de novo feature of parkinson-
ism. However, the parkinsonian state certainly seems to be associated with an exaggeration
of this form of synchronized activity, as demonstrated by comparisons of activity in the
cortex and STN of healthy and 6-hydroxydopamine-lesioned rats (Sharott et al., 2005a),
and PD patients before and after treatment with levodopa (Brown et al., 2001; Silberstein
et al., 2003; Priori et al., 2004). This exaggeration of an activity that is inversely related to
motor information processing might contribute to a lack of movement (akinesia) in untreated
PD. In addition, the elevated beta-band activity in PD seems less easily suppressed when
movements are made after withdrawal of levodopa (Doyle et al., 2005). Restoration of
levodopa treatment improves movement-related suppression of beta LFP activity in the
STN. Thus, an impaired ability to suppress the synchronization of activity in the beta band
might also contribute to the slowness of movement (bradykinesia) in untreated PD.

6. THE UNEXPECTED: WHICH DATA CHALLENGE OUR VIEWS ON
THE ROLES SUBSERVED BY OSCILLATIONS IN THE BASAL GANGLIA?

A key question remains as to the functional significance of synchronized oscillations
in the human BG. One possibility is that they are a passive characteristic of BG and cortical
neuronal networks when they are not engaged in active information processing. In this
formulation, the oscillatory activity is viewed as a characteristic of the resting or idling
state, as proposed for cortical alpha-band activity (Pfurtscheller et al., 1996), rather than a
phenomenon that may actively impede novel processing. Although this possibility has not
been completely refuted, several observations would argue against it. First, there is the
rebound synchronization of beta activity above resting levels following movement, and
there is a premature synchronization of this activity when movement is to be voluntarily
suppressed (Cassidy et al., 2002; Kiihn et al., 2004). Although there may be degrees of
active suppression of dynamic movement-related processing, it seems unlikely that the BG
and cortex would enter into a deeper idling state than that present at rest when movement
has to be actively inhibited or terminated (Fig. 4). Second, direct stimulation of the BG at
tremor and beta frequencies may exacerbate parkinsonism. The worsening of bradykinesia
in PD patients has been reported following 5 Hz (Moro et al., 2002), 10 Hz (Timmermann
et al., 2004) and 20 Hz (Fogelson et al., 2005) stimulation in the region of the STN. Simi-
larly, stimulation of the putamen in healthy cats at 30 Hz leads to akinesia (Hassler and
Dieckmann, 1967). It is important to note, however, that these stimulation experiments were
conducted with square-wave current pulses of short duration (<100 s). Such artificial trains
of oscillatory stimuli can differ dramatically from the oscillations in unit activity and LFPs
that can be recorded in the parkinsonian BG and thus, the two may engage different mecha-
nisms in producing their effects.

If pathological synchronized oscillations do indeed underlie motor abnormalities in
PD, then we can expect that the two will co-evolve during disease progression. In a recent



18 T. BORAUD ET AL.

study (Leblois et al., submitted) designed to characterize the evolution of spontaneous and
movement-related neuronal activity in the GPi of rhesus monkeys during a slow dopamine
depletion induced by daily injections of small doses of MPTP, abnormal synchronized
oscillatory activity (10-20Hz) at rest appeared significantly later in the depletion process
than did the first parkinsonian symptoms (Fig. 5). Moreover, the appearance of these

—~ 18 * % *

A & v *
S 16 . *
g 14
Q
A 12
E 10
€ 8 -

O s
*
4
2.
o‘ —
0 5 10 15 20 25 30
Days
% T P
B 60! : *
50+
40 I
| W
a0} *
B
20 | s
*
10; |
0
%

88888 3

-
=]

l 1
Tl Ly an Ml
0 § 10 15 20 25 0
Days

Figure 5. Comparison of the evolution of the clinical scores (4) and synchronized oscillations in the pallidum
(B and C) during the slow development of a parkinsonian syndrome in 2 monkeys. 4. Clinical scores of monkey
J (grey) and M (black). B: Evolution of the percentage of auto-correlograms (black) and cross-correlograms (grey)
containing significant oscillations with a frequency of between 10 and 20 Hz for monkey J. The dashed line indi-
cates the appearance of significant parkinsonian feature in the animal. C: The same for monkey M. *, p < 0.05,
as compared to control situation before MPTP treatment.



OSCILLATIONS IN THE BASAL GANGLIA 19

oscillations was preceded by a drastic change in the movement-related neuronal activity;
pallidal neurons responded less specifically to active movement during a motor task, while
reaction and movement times increased significantly. In these experiments, the monkeys
displayed a pure akinetic-rigid form of the parkinsonian syndrome, without tremor, which
is the rule for this species.

The above study determined the level of synchronization through cross-correlation
analysis of the discharges of pairs of pallidal neurons. It may be that LFPs provide a more
sensitive measure of synchronized activity at the network level. Nevertheless, the data as
they stand argue against a strong causative influence of synchronized oscillations upon the
bradykinetic symptoms of PD. Instead, the primate data suggest a more complex model in
which dopamine depletion leads to the loss of some specific function of the BG yet to be
determined, whether related to pure motor control (Mink, 1996) or information processing
(Bar-Gad et al., 2003). Moreover, the appearance of oscillations synchronized at mu/beta
frequencies in the BG may be related to the progression (worsening), rather than establish-
ment, of the parkinsonian syndrome.

7. FUTURE DIRECTIONS

A number of fundamental issues concerning synchronized network oscillations in the
BG remain unresolved. Perhaps most importantly, the complex cellular and network mecha-
nisms underlying these oscillations must be further elucidated. With the proven utility of
LFP recordings in the BG coming to the fore, there also remains a pressing need for further
studies of their neural basis.

Many of the synchronized network oscillations described here are not found (or at least
have not been reported to occur) in vitro. One possible explanation for this is that the nec-
essary levels of connectivity between the BG and their afferent/efferent partners are not
maintained ex vivo. This would in turn suggest that some or all of the circuit elements of
the intact cortico-basal ganglia-thalamocortical loops are required for the generation and/or
maintenance of these synchronized oscillations in the BG. A critical question arises as to
which circuit element(s) lie at the heart of the oscillations. The network formed by the
reciprocally-connected neurons of the STN and external pallidum is one candidate pace-
maker, although a mechanism that might generate oscillations at >5 Hz is currently lacking
(Bevan et al., 2002; also see Stanford et al. elsewhere in this volume). It has also been
proposed that oscillations arise from competition between two feedback loops, namely the
cortex-STN-GPi-thalamocortical loop and the cortex-striatal-GPi-thalamocortical loop
(Leblois et al., 2005). The cerebral cortex itself may drive much of the synchronous oscil-
latory activity in the BG (Magill et al., 2000, 2001; Brown, 2003), yet there are clear con-
tradictions (Courtemanche et al., 2003; Goldberg et al., 2004). The thalamus is implicated
in several brain rhythms, and most prominently those related to states of vigilance (Steriade,
2000). The ventral nuclei of the dorsal thalamus provide the final connection in the loop
circuit, whereas the intralaminar thalamic nuclei provide direct inputs to the BG,
notably the striatum (Smith et al., 1998). The physiological and anatomical properties of
the thalamic neuronal networks place them in an ideal position to play a lead role in modu-
lating synchronized oscillatory activity in the BG, yet little is known about how and when
they might do this. One possibility is that oscillatory activity in the striatum is strongly
influenced by the conjoint effects of thalamic and cortical inputs to striatal interneurons;
thalamic input to the (cholinergic) TANs and cortical input to the (GABAergic) fast-spiking
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interneurons (Courtemanche et al., 2003). The contribution of such thalamic and cortical
inputs to the physiological and pathophysiological rhythms in the BG is arguably one of
the most important scientific issues that face us. The roles played by other structures that
are interconnected with the BG, such as the pedunculopontine tegmental nucleus (Mena-
Segovia et al., 2004), should also be considered.

Electrophysiological investigations in PD patients have focused on the synchronization
of oscillatory activity in the beta band, and the frequencies associated with resting tremor.
Synchronized oscillations at >60 Hz have received far less attention. These fast oscillations
are an inconsistent finding in recordings of LFPs from the STN of patients with PD (Brown,
2003; Foffani et al., 2003) and thus, their nature remains obscure. Further investigation is
warranted as to how they may relate to specific coding of movement-related parameters
and how they might contribute to dyskinesias. Beta-band oscillations at 20-30Hz are a
predominant activity pattern in patients with idiopathic PD and thus, it is perhaps surprising
that, with only one published exception (Sharott et al., 2005a), similar activity patterns are
not widespread in experimental PD. The reasons for this inconsistency are unknown but it
calls for a careful re-examination of the pathophysiology of animal models of PD.

Finally, it must not be forgotten that much of the evidence linking synchronized
network oscillations and function in the BG is correlative in nature and there remains the
need for a direct demonstration of a causal relationship. One experimental approach (yet
to be attempted) would be to induce, in a physiologically relevant manner, oscillations in
the networks of BG and subsequently correlate neuronal activity patterns with behavioral
performance.
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PARTICIPATION OF STRIATAL NEURONS
IN LARGE-SCALE OSCILLATORY NETWORKS

Joshua D. Berke

1. INTRODUCTION

In recent years basal ganglia physiologists have become increasingly interested in
oscillations and synchrony (Bevan et al., 2002; see also chapters by Boraud et al., and
Walters et al., this volume). This reflects a now broad recognition that “box-and-arrow”
models of the basal ganglia based upon simple inhibition and excitation are inadequate to
explain current data, and too conceptually limited to serve as a basis for further experi-
mentation. In this brief chapter I shall address some recent observations while recording
local field potentials (LFPs) and single-units in the striatum of awake, unrestrained rats
(Berke et al., 2004). Rather than reiterating previously published points, I shall focus on
some difficulties encountered in interpretation of field potential recordings, and some
(incomplete) solutions to these problems.

The striatum is just one component of the cortex — basal ganglia — thalamus — cortex
loops, and may or may not reflect all the dynamic activity seen in subsequent nuclei such
as the globus pallidus. However, it will be difficult to understand oscillations in such other
structures without considering oscillations in their inputs — so the striatum, together with
its relationships to cortex, is a reasonable place to begin.

2. WHAT IS A LOCAL FIELD POTENTIAL, AND WHAT IS IT GOOD FOR?

Extracellular recordings are made by measuring the potential difference between the
tip of an electrode in the brain, and some reference location. Fluctuations in this potential
difference can be filtered into either higher-frequency (e.g. 300—6000Hz) or lower-
frequency (e.g. 0.1-300Hz) components. The higher frequency parts of the signal can
include brief action potentials (spikes) from individual neurons (“single-units) or groups
of cells (“multi-unit activity”’). The lower frequencies are called the local field potential
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(for some examples, see Figs. 1,3), and can be an indication of the collective activity of
large populations of neurons and/or synapses. Such population activity may be of interest
in itself, especially in a structure such as striatum where individual neurons tend to have
highly diverse behavioral correlates (Schultz, 1995). Even more importantly, the relation-
ships between single-units and LFPs may give us useful clues to the phenotypes, connectiv-
ity, and temporal coding properties of individual neurons, as discussed below.

3. STRIATAL LFPs ARE TOPOGRAPHICALLY ORGANIZED AND
BEHAVIORALLY CONTINGENT

Oscillatory activity is readily apparent in LFPs recorded from rat striatum. The types
of oscillation observed reflect both the behavioral state of the animal, and the location
within the striatum (Fig. 1). High-voltage spindles (HVSs, ~8 Hz), which engage broad
regions of neocortex, are also strongly present in the dorsal/lateral striatum. These oscilla-
tions occur in awake but immobile animals, and have increased incidence following striatal
dopamine depletion or blockade (Buonamici et al., 1986; Buzsaki et al., 1990). In ventral
striatum strong ~50 Hz gamma oscillations are frequently observed in alert rats (whether
moving or not), and these are sometimes accompanied by beta oscillations (~20 Hz; Berke
and Kunec, 2004). During maze running ventral striatum also shows the ~8 Hz theta rhythm
that is widespread in limbic brain regions (Buzsaki, 2002).

4. HOW LOCAL IS THE STRIATAL LOCAL FIELD POTENTIAL?

To understand the significance of such striatal LFP oscillations, we need to know how
they arise. Firstly we should establish which components of the striatal LFP signal are
actually being generated in striatum, rather than some other structure. While all LFPs rely
on conduction through the extracellular medium to some extent, under some conditions
electrical field changes generated in one brain area can be detected in another, quite distant,
location. This volume conduction is a serious concern when interpreting LFP signals. Sec-
ondly, if the LFP is indeed locally generated, we would like to know which neural elements
are responsible, and over what spatial scale they contribute to the LFP. Unfortunately,
despite a number of useful clues, neither question can currently be answered to our full
satisfaction in any brain nuclei, including the basal ganglia.

To address the first question we must rely heavily on mapping out the amplitude and
phase of oscillations, within and around the structure of interest. Recording from multiple
brain regions and subregions simultaneously can be helpful in establishing the spatial extent
of oscillatory activity, and in adding or excluding candidate structures that may be generat-
ing rhythmic activity. For example, ~S0Hz gamma oscillations appear very similar in
ventral striatum and in nearby piriform cortex, but not in medial prefrontal cortex or hip-
pocampal CA1 (Fig. 3A). Recording different signals from many distinct sites, all using
the same (distant) reference location, also adds confidence that the signals observed are
not actually being detected at the reference site. Similarly, moving an electrode progres-
sively through a structure and observing that a signal disappears at the structure’s boundar-
ies can increase confidence that a signal is local. On the other hand, even in large-scale
electrophysiological recording one is limited in the number of recording sites, so often it
remains possible to argue that another, non-sampled location is actually generating the
observed signal.
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Figure 1. Graded distributions of striatal oscillations. a) Example of tetrode recording positions. “1”—“5” were
positioned along the dorsal/lateral to ventral/medial axis, “Cx” was on the boundary between deep cortical layers
and the white matter of the corpus callosum. b) Example of LFPs recorded from the sites shown in a, in an awake
but immobile rat. Gamma oscillations (~50 Hz) are visible early in some traces, a high-voltage spindle (~8 Hz) is
present on the right hand side. Scale bars: 0.5s, 1 mV. ¢) Power spectral density for LEPs from tetrodes 1,5 during
HVSs. d) Averaged shape of HVS cycles from tetrodes 1,5. HVS peaks in ventral-medial striatum lag slightly
behind those in dorsal-lateral striatum. In addition to smaller amplitude, they also lack the clear negative deflec-
tion (marked by asterisk) slightly before the peak. e) HVS (top), and gamma (bottom) power for each striatal
location, during detected HV'S and gamma epochs respectively. There are opposite gradients of HVS and gamma
power between dorsal/lateral and ventral/medial striatum. f) Power spectral densities for electrodes 1,5 during
well-practiced performance of a radial maze task (solid lines) or slow-wave sleep (dashed lines). Ventral/medial
striatum shows pronounced theta (~8 Hz), beta (~20Hz) and gamma oscillations (~50 Hz). For more details and
methods see Berke et al., 2004. Parts of this figure and the next were modified from that work, with permission
from Elsevier.
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Signals that are the result of volume conduction should propagate at the speed of light
(in brain), and hence have no detected phase lag. This is not the case for striatal high-voltage
spindles (Fig. 1d), which show a small but measurable phase-lag between dorsal-lateral and
ventral-medial sites, as well as a pronounced change in shape (more on this below). This
is fairly good evidence that the high-voltage spindles in striatum actually do reflect local
processes.

Usually, some of the strongest evidence for local generation of LFPs is the observation
of complete phase reversals within the structure. Note that there are two quite distinct
meanings of phase reversal (Duffy et al., 1989). “Instrumental” phase reversal can be
observed when a series of electrode contacts are placed in a line, with each contact serving
as the reference point for the next. A single focus of current can produce voltage deflections
in opposite directions for two adjacent channels in this chain of bipolar recordings, simply
as a result of the referencing arrangement. Such useful evidence for focal oscillatory activ-
ity located between two contacts has been obtained in macroelectrode investigations of the
human subthalamic nucleus (e.g. Brown et al., 2001). However, such electrode and record-
ing configurations are not well suited for mapping out oscillations. For example if two
adjacent contacts are both located within similar parts of the same structure, or in two
structures oscillating in phase, the bipolar arrangement can make it appear as if there is
no oscillation present at all. In addition these human recordings have so far suffered from
the limitations of low spatial resolution and imprecise electrode localization without post-
mortem data.

“True” phase reversal occurs between recording sites whose local potential changes
are truly out of phase — because of opposite directions of current flow at the two locations.
One of the best-studied examples is the hippocampal CA1 region (see Fig. 3A). Here the
phase of theta oscillations changes systematically with depth (Brankack et al., 1993;
Buzsaki, 2002), as electrodes pass through successive layers of synapses from distinct
afferents, and cell bodies. The organized separation of these current “sources” and “sinks”
in coherently aligned neurons allows large electrical fields to be generated. High-density
recording methods, together with current-source-density analysis, have now allowed sys-
tematic investigation of current sources and sinks within such laminar structures (e.g.
Kandel and Buzsaki, 1997; Csicsvari et al., 2003).

Our understanding of LFPs in structures such as striatum, in which cells have radial
morphology and lack organized orientation, is far more limited. Current theories that treat
neurons as electric dipoles (balanced sources and sinks) would predict that the electric
fields generated by a set of randomly arranged dipoles should cancel one another out, unless
the LFP signal reflected activity from just one or a small number of cells (this would be a
“very local” field potential). This is not the case, since striatum LFPs can remain nearly
unchanged during electrode movements of a millimeter or more, while extracellular spikes
from individual units typically disappear with electrode movements of 100 wm or less. Thus,
in so far as the LFPs within striatum are indeed being striatally-generated, they are reflect-
ing synchronized population activity of many neural elements. In cortex it has long been
believed that the longer duration of synaptic currents (especially EPSCs) compared to
spikes results in synaptic activity dominating the LFP (Mitzdorf, 1985). More recent work
suggests that other cellular processes that affect membrane potentials may also make a
substantial contribution (Nadasdy et al., 1998; Logothetis, 2003). It would be useful to have
more theoretical analyses to tell us what processes may contribute to the striatal LFP, and
over what spatial scales.

If striatal LFPs are generated largely by EPSCs, one could conceivably observe sub-
stantial LFP phase changes in striatum if there were sharp boundaries between the terminal
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fields of distinct afferents, and these afferents oscillated with different phases. For the most
part, the divergent nature of corticostriatal innervation would seem to discourage this — cor-
ticostriatal axons tend to innervate rather wide areas within striatum, and make only a small
number of synapses on each striatal neuron they pass (e.g. Cowan and Wilson, 1994; Zheng
and Wilson, 2002). Although focal zones within striatum can receive rather different inner-
vation (e.g. Gerfen, 1989; Ragsdale and Graybiel, 1990), we have not yet observed any
sharp transitions in the striatal LFP during electrode movements that might correspond to
distinct LFPs in these zones.

To summarize so far, while we have observed phase changes within striatum that are
suggestive of a local origin, we have not observed the sort of LFP phase reversals that are
used to make inferences about LFP generators in laminar structures. Nor, given the micro-
anatomical organization of the striatum, would one necessarily expect to. On the other hand,
one at least has the consolation of never being in the “wrong” layer within striatum — allow-
ing useful analyses of LFP—single unit phase relationships with only moderately precise
anatomical reconstruction.

5. RELATIONSHIP BETWEEN INDIVIDUAL STRIATAL NEURONS AND LFPs

In the absence of extracellular phase reversals, some of the best evidence for local
generation of striatal LFPs comes from examination of the timing relationships between
LFPs and the activity of individual cells. Some useful demonstrations that the local field
potential in the striatum can closely mirror local individual neuronal potentials have come
from combined intracellular and extracellular recordings in ventral striatum (Leung and
Yim, 1993; Goto and O’Donnell, 2001). In these anesthetized rats, prominent slow-wave/
delta (~1Hz) oscillations were seen in both types of recording, but inverted with respect
to each other. This may reflect current flow between the intracellular and extracellular
compartments. Such slow membrane changes occur simultaneously across populations of
medium-spiny striatal neurons, showing a greater degree of synchrony than individual
action potentials (Stern et al., 1998). Hence the striatal LFP may be a good indicator of
striatal population changes in intracellular membrane potential.

However, as such slow-wave oscillations are synchronously present across wide regions
of the brain during sleep and anesthesia, the causal relationship between intracellular and
extracellular potentials could in principle be indirect (Tseng et al., 2001). Further, intracel-
lular recording is currently limited to anesthetized and/or head-restrained preparations. As
the rhythms observed in the basal ganglia are highly dependent on behavioral state, it is
hard to gain intracellular data on the faster rhythms associated with active behaviors — a
particular problem when investigating the functional roles of the basal ganglia in action
selection and learning.

We have therefore focused on the relationship between extracellularly-recorded single-
units and LFPs (Fig. 2) To briefly address one methodological point first: Magill and col-
leagues have argued that . . . the utility of analyses of the correlation or coherence between
units and LFPs recorded through the same electrode is limited by overlaps in the frequency
content of the two signals, which may lead to the spurious detection of temporal coupling”
(Magill et al., 2004). There is indeed a potential pitfall, but this can be readily avoided.
One common method of relating spikes to LFP oscillations is to find the peaks (or troughs)
of the rhythm, and for each single-unit spike that falls between two peaks calculate
the corresponding phase. This produces a phase histogram (e.g. Fig. 2e) and one can use
standard circular statistics to calculate the significance of any entrainment. A problem can
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Figure 2. Single-unit entrainment to HVS and theta oscillations. a) Upper traces: EEG from frontal cortex (top)
and dorsal/lateral striatal LFP (bottom), averaged around the peak of the striatal HVS cycles. Bottom: Perievent
spike histograms for two single-units, triggered by the same HVS peaks. Top unit is a presumed fast-spiking
interneuron (“F-unit”), bottom is a presumed medium-spiny cell (“M-unit”). b) Firing phase for all entrained F-
units (top) and M-units (bottom). F-units as a population fire with distinct phase to the M-unit population. ¢)
Distribution of HVS-entrained M-units, relative to an arbitrary origin point on the ventral midline. Increasing
distance from this point indicates more dorsal, lateral, and/or posterior locations. d) Spike-triggered average
between a medial striatal M-unit and LFP recorded in dorsal hippocampus. Dashed lines indicate +2 x S.E.M.
The strong oscillation centered around zero indicates that this unit tends to fire at a specific phase of the hippo-
campal theta rhythm. e) Phase histogram for the same unit and hippocampal LFP (theta troughs are at 0°/360°/720°).
This cell tends to fire at or shortly after hippocampal theta peaks. Entrainment was significant at p < 107, f)
Distribution of theta-entrained M-units, relative to same origin as in c. Note opposite gradients of entrainment to
HVS and hippocampal theta.

arise when, depending on the signal filtering and the peak detection algorithm, the action-
potentials of a single-unit contribute transients to the LFP that are falsely detected as peaks
of the LFP oscillation under investigation. The result can be the incorrect assignment of
these spikes as having a zero-phase relationship to the LFP oscillation. Therefore any phase
histogram showing just a narrow peak of high entrainment precisely at zero phase should
be viewed with considerable scepticism. In a similar way, spike-triggered averages of LFPs
can show the averaged action potential contribution to the LFP — though only at time zero,
so oscillations on either side of this are not affected. One can, of course, escape any such
problems altogether by correlating units recorded on one electrode to the LFP recorded on
another. As field potentials change only slowly with distance in the striatum (as discussed
above), clear oscillatory entrainment of single-units is easily detected even when using
LFPs from a considerable distance away (e.g. Figs. 3¢,d).
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We observed that at least some properties of the striatal local field potential do closely
reflect striatal spike activity (Fig. 2). High-voltage spindles (HVS) are strong in dorsal-
lateral striatum, and almost all single-units recorded there are strongly entrained to this
rhythm. The proportion of entrained units drops off medially and ventrally, along with the
HVS power in the LFP. By contrast, ventral-medial striatum contains a high proportion of
units that are entrained to hippocampal theta rhythm, and the LFP there shows a theta peak
with clear coherence to hippocampus. Thus there are opposite gradients of single-unit
entrainment between sensorimotor and cognitive/limbic striatum, which match the proper-
ties of the LFP.

Further, the shape, as well as power, of striatal HVS oscillations reflects local unit
properties. The striatum shows a graded distribution of tonically-active, brief-waveform
cells that are probably parvalbumin-staining, fast-spiking GABAergic interneurons (see
Fig. 1 of Berke et al., 2004). Given that fast-spiking interneurons have been shown to
strongly influence the spike timing of wide populations of spiny neurons in vitro (Koos and
Tepper, 1999), it is quite likely that they play an important role in entraining the wider
population of spiny neurons into the HVS oscillation in vivo — though this remains to be
directly demonstrated. These cells fire just before the peak of the HVS oscillation, while
the main population of single-units (almost certainly medium-spiny cells) fire after the
peak. The activity of the two populations corresponds to two negative deflections in the
LFP; in ventral-medial striatum, where there are relatively few fast-spiking units, there is
a corresponding relative loss of power of the first deflection (Fig. 1d). As this dip has a
similar width to the HVS peak itself, and thus contributes similar frequency components
to the LFP, this waveform change is unlikely to be the result of some passive filtering
property of the striatal neuropil.

Such close correlations between such HVS variations in the striatal LFP and the varia-
tion in the single-unit properties strongly support the view that at least this oscillation is
locally generated in striatum. It may be possible to gain further confirmatory evidence by,
for example, a selective lesion of striatal fast-spiking interneurons — though there is always
the possibility that this would alter the incidence or nature of the oscillation too much to
be useful. The very high proportion of theta-entrained units in ventral striatum, the fact
that these cells as a population fire with coherent phase (Berke et al., 2004), and the spatially
graded decrease of unit entrainment, LFP theta power, and LFP theta coherence with hip-
pocampus argues for local generation of striatal LFP theta as well.

However, there are also some dissociations between spike activity and LFP, both in the
striatum and in other structures (Logothetis, 2003). Consider the rather complex case of
striatal beta and gamma oscillations (Fig. 3). These rhythms show interesting power changes
over the course of habit learning, as well as frequency modulations in response to both
dopaminergic drug manipulations and behavioral task features such as reward receipt
(Berke et al., 2003; Berke and Kunec, 2004). However, the evidence for these LFP oscilla-
tions reflecting local striatal activity is decidedly mixed. It is possible to findsingle-units
in striatum that are strongly entrained to gamma and beta oscillations (e.g. Figs. 3c, d), so
these rhythms undoubtedly have some impact on striatal activity. On the other hand, the
proportion of clearly entrained units is very small compared to (for example) theta-entrained
units, even though ~50 Hz gamma oscillations in particular are very prominent in the LFP.
In addition, extremely similar beta and gamma oscillations are observed in the adjacent
piriform cortex (e.g. Fig. 3a), as well as related structures such as endopiriform cortex
(unpublished observations). Given the potential for large electric field generation by the
laminar piriform cortex, it seems quite likely that a large component of the LFP gamma
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Figure 3. Gamma oscillations in striatum and piriform cortex. a) Simultaneously recorded LFPs from medial
prefrontal cortex (“mPFC”), ventral-medial striatum (“vmStr”), ventral-lateral striatum (“vIStr”), piriform cortex
(“Pir”), cell body layer of dorsal hippocampal CA1 (“CAlpyr”), and deep dorsal hippocampal CA1 (“CAldeep”).
All signals were referenced to the same skull screw at a distant, posterior midline location. Scale bars, 0.5s, I mV.
Note phase reversal of hippocampal theta between the two hippocampal recording sites, and that the large gamma
oscillations are very similar in both ventral striatum and piriform cortex. b) Spike-triggered average between
spikes from an F-unit recorded at one location in ventral striatum and the LFP recorded at another ventral striatal
site. Dashed lines indicate +2 x S.E.M. The complex-appearing averaged signal reflects entrainment to multiple
oscillations. ¢) Phase histogram showing entrainment of the same F-unit to beta oscillations (LFP filtered at 12—
25Hz before peak detection). Entrainment is significant at p < 102, d) Phase histogram showing entrainment of
the same F-unit to ~50 Hz gamma oscillations (LFP filtered at 42-58 Hz before peak detection). Entrainment is
significant at p < 107",

oscillations recorded in striatum is not produced there. We will need to complete phase
mapping and possibly lesion studies before drawing any firm conclusions; initial analyses
suggest that piriform cortex and striatum may have zero phase difference most of the time,
but not under all behavioral conditions. In any case, it appears that at least a large part of
rat striatal beta and gamma oscillations are a manifestation of olfactory information pro-
cessing (e.g. Kay and Freeman, 1998) (Vanderwolf, 2000; Neville and Haberly, 2003; Ravel
et al., 2003) rather than some particular striatal mechanism.

Another unresolved observation is that the few gamma-entrained striatal units
recorded so far have all been presumed fast-spiking interneurons (Berke and Kunec, 2004).
These cells may receive a more convergent pattern of afferents from cortical structures
(Ramanathan et al., 2002) that contributes to higher sensitivity (Parthasarathy and Graybiel,
1997). It is also easier to detect oscillatory entrainment in tonically active units simply due
to a larger number of spikes available for analysis. Nonetheless, given the tight control
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these interneurons can exert over the spike timing of nearby medium spiny cells, it would
be interesting to know what membrane properties or other factors prevent the clear entrain-
ment of projection neuron spikes. Reduced synaptic efficacy at gamma frequencies might
also contribute (Thomson and West 2003).

6. CONCLUSIONS

Given our limited understanding of LFP generation (and not just in the striatum), one
might ask why it is worth recording the LFP at all, rather than just oscillations in spike
trains. One major reason is that the LFP serves as a form of temporal reference. By com-
paring spike times to the LFP, one can indirectly compare the timing properties of individual
neurons recorded from different sessions or even different rats. This has allowed us to
confirm that groups of units with different waveforms and firing patterns actually do rep-
resent functionally distinct neuronal subpopulations. The relationship between individual
neurons and particular rhythms may also give clues as to the sorts of information they are
receiving. For example, both theta-entrained and -unentrained neurons can be recorded
simultaneously from the same electrode. It would be interesting to know whether neurons
that are more entrained to hippocampal theta have behavioral correlates that are more
closely related to hippocampal representations than those that are not.

Recording of striatal LFPs may also be useful when attempting to make connections
to the human neuroimaging literature. Recent studies have found that (at least in cortex)
the fMRI BOLD signal is much more closely related to the LFP than to neuronal spiking
(Logothetis, 2003). Both signals appear to more closely reflect synaptic input and local
processing than the output of a brain structure, which is encoded in the activity of pro-
jection neurons. Because of this, the LFP may contribute useful information about
population-wide subthreshold changes in membrane potential — if we can learn more
about how it is generated.

The oscillatory entrainment of striatal units shows that oscillations are indeed a feature
of rat striatal activity. Do such oscillations play an important role in the functional proper-
ties of the basal ganglia? The significance of neural oscillations has been the subject of
much debate, and the possible advantages of organizing neural information processing
using oscillations have been recently reviewed (Engel et al., 2001; Buzsaki and Draguhn,
2004). While mechanisms for oscillatory pacemaking may exist within striatum (Wilson,
2005), our current evidence suggests that most oscillatory activity found within the normal
rat striatum 1is instead the result of oscillations in striatal afferents. Hence, theta oscillations
in striatum are found in striatal areas that receive afferents from theta-entrained brain
regions, including hippocampus and medial prefrontal cortex. While there have been few
studies of olfactory innervation of striatal regions (e.g. Haberly and Price, 1978; Luskin
and Price, 1983), it appears that striatal ~50 Hz gamma oscillations are another manifesta-
tion of the widespread olfaction-related gamma. And sensorimotor striatum shows the
high-voltage spindles that are most reliably initiated in sensorimotor cortex (Meeren et al.,
2002). Intrastriatal circuit properties may, however, influence the spread, extent, and occur-
rence of oscillations both locally and in other brain structures. For example, high-voltage
spindles are far more synchronized in striatum than between cortical EEGs, which likely
reflects both divergence of corticostriatal pathways and the coupled activity of striatal fast-
spiking interneurons (Berke et al., 2004). The fact that loss of striatal dopamine alters the
nature and incidence of oscillations in the basal ganglia and cortex (e.g. Buonamici et al.,
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1986; Magill et al., 2001; Goldberg et al., 2002; Belluscio et al., 2003) demonstrates the
influence of basal ganglia mechanisms over the dynamic activity of cortex — basal ganglia
— thalamus — cortex loops. We have a long way to go, however, before we are able to prove
or disprove the intriguing hypothesis of Brown and Marsden (1998) that basal ganglia
control of oscillatory activity is central to their functional role in action selection and
initiation.
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DO LOCAL FIELD POTENTIALS REFLECT
SYNCHRONIZED SPIKING ACTIVITY

OF NEURONAL POPULATIONS IN THE
BASAL GANGLIA?

Studies in a rodent model of Parkinson’s disease

Judith R. Walters, Dan Hu, Christy A. Itoga, Louise C. Parr-Brownlie,
and Debra A. Bergstrom*

1. INTRODUCTION

The ability to record neuronal activity during placement of deep brain stimulation
electrodes in the basal ganglia of parkinsonian patients has provided unique opportunities
for exploring relationships between brain activity and movement-related dysfunction. One
issue relevant to the interpretation of the data made available by these procedures is the
extent to which local field potential (LFP) recordings can compliment and extend perspec-
tives obtained from single unit recordings. As LFPs reflect net changes in pre- and post-
synaptic currents in tissue surrounding the recording electrode (for recent discussion of
relevant literature, see Goldberg et al., 2004; Logothetis and Pfeuffer, 2004), it has been
proposed that they may provide insight into wide-spread changes in firing pattern and syn-
chronization of activity in the basal ganglia after loss of dopamine (Brown et al., 2001;
Levy et al., 2002; Goldberg et al., 2004). The present chapter discusses an approach to
exploring the usefulness of LFP as a predictor of change in neuronal population activity
through investigation of relationships between LFP and spiking activity in the subthalamic
nucleus (STN) in a rodent model of Parkinson’s disease.

A number of investigators have reported that, in anesthetized rats, neurons in several
basal ganglia nuclei exhibit altered firing patterns after unilateral 6-hydroxydopamine (6-
OHDA)-mediated dopamine cell lesion. One site where firing pattern changes have fre-
quently been noted in anesthetized 6-OHDA-treated rats is the STN, where an increase in
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bursting activity has been described (Hollerman and Grace, 1992; Hassani et al., 1996;
Perier et al., 2000; Vila et al., 2000; Magill et al., 2001; Ni et al., 2001; Tai et al., 2003;
Hu et al., 2004). This phenomenon provides an opportunity to examine the extent to which
changes in LFP correlate with changes in neuronal firing pattern under conditions where
LFP, firing pattern, and behavior are all relatively stable. To take advantage of this, simul-
taneous recordings of LFP and spike activity were obtained from STN in intact rats and in
rats with unilateral 6-OHDA-mediated lesions of the medial forebrain bundle under ure-
thane anesthesia. Effort was made to sample LFP and spiking activity at multiple sites in
each STN studied. Spectral analysis techniques were used to permit quantitative compari-
sons of LFP and spike train patterns to examine the extent to which LFP recordings were
predictive of changes in firing patterns in STN neurons induced by dopamine cell lesion.
Fast Fournier transform and Lomb periodogram based techniques were applied to the fre-
quency range with the most prominent oscillations in LFPs and spike trains in urethane
anesthetized rats. Results show that relatively dramatic changes in STN firing pattern are
associated with modest but significant changes in STN LFP power. In addition, a significant
increase in coherence between LFPs and spike train waveforms was noted after dopamine
cell lesion. These observations suggest that LFP-spike train relationships in the STN are
affected by loss of dopaminergic basal ganglia innervation.

2. METHODS
2.1. Nigrostriatal Lesions

Male Sprague-Dawley rats (275-325 g at time of surgery) were anesthetized with ket-
amine (100mg/kg, i.p.) and xylazine (10 mg/kg, i.p.) and placed in a stereotaxic apparatus.
Six g of 6-OHDA HBr in 3 ul of 0.9% saline containing 0.1% ascorbic acid were infused
via a cannula into the left medial forebrain bundle. Rats were injected with desmethylimip-
ramine (15mg/kg, i.p.) 30min prior to the intracerebral infusion to protect noradrenergic
neurons. Five to 10 days after surgery, rats were screened for lesion efficacy by step testing
(Olsson et al., 1995). Only rats that demonstrated a strong lesion effect in behavior (number
of steps by contralateral limb/number of steps by ipsilateral limb < 15%) were used for
electrophysiology.

2.2. Single Unit and LFP Recordings

Seven to 13 days after lesion, extracellular single unit activity and LFPs of STN
neurons ipsilateral to 6-OHDA-induced dopamine cell lesion were recorded through the
same electrode. STN recordings were also performed in intact rats. Recordings were con-
ducted under urethane anesthesia (1.25 g/kg, i.p., with additional supplement as needed).
LFPs were filtered with a 0.1-100 Hz band pass filter and spike trains with a 250-5000 Hz
band pass filter. Signals were sampled at 1KHz (LFP) or 24 KHz (single unit). Glass
microelectrodes had resistances of ~4 MQ (measured at 135 Hz) with tip diameter 1-2 um.
Discriminated signals were stored and analyzed using Spike2 data acquisition and analysis
software (Cambridge Electronic Design, Cambridge, UK). Recording sites and extent of
neuronal loss in substantia nigra pars compacta were histologically verified.

Respiration was monitored via a force sensing resistor (406, Interlink Electronics)
placed under the animals, which registered contact-force variations due to breathing.



LFP-SPIKE TRAIN RELATIONSHIPS 39

Cardiac activity was monitored with surface EKG electrodes, lead II (Grass, West Warwick,
RI, USA). All experiments were conducted in accordance with the NIH Guide for Care
and Use of Laboratory Animals and approved by the NINDS Animal Care and Use
Committee.

2.3. Data Analysis

STN spike train burstiness was assessed by the density discharge histogram method
of Kaneoke and Vitek (1996) as described previously (Kreiss et al., 1997; Allers et al.,
2000, 2005). A discharge density histogram with a bin width equal to twice the mean ISI
was used, providing a ‘burstiness index’ = 0.5 (see Magill et al., 2000; Wilson et al., 2004).
A spike train was identified as bursty if its discharge density histogram distribution was
significantly different from a Poisson distribution of the discharge density histogram (2
test set at a significance level of 0.05) and positively skewed, and the number of bursts/1000
spikes was >5. Analyses were conducted on 300sec epochs.

Oscillatory characteristics of spiking activity and LFPs were analyzed over 300sec
epochs for the frequency range of 0.3-2.5 Hz using either Lomb periodogram analysis of
autocorrelograms or fast Fourier transforms (FFT) with a resolution of 0.08 Hz. Lomb
periodogram based analysis of interspike interval (ISI) autocorrelograms (50 msec bins,
10sec lag) were performed according to the method of Kaneoke and Vitek (1996). For FFT
based analyses, spike trains were transformed from events to a series of Gaussian curves
(50msec duration) and summed to provide a continuous waveform smoothed to 20Hz.
LFPs were smoothed to 20Hz and high pass filtered at 0.2 Hz. Total power of LFPs and
spike waveforms in the 0.3-2.5Hz range were calculated from FFT based power spectra,
generated using Spike2 software scripts.

Coherence between LFPs and spike train waveforms was calculated using 23 non-
overlapping windows with a 12.8 sec bin. A coherence confidence level for these parameters
was 0.13, as determined by the equation: 1-(1-Y )" where V is 0.95 and L is the number
of windows used (Rosenberg et al., 1989). Coherences were averaged over the 0.3-2.5Hz
range.

Data were collected from 5 intact and 7 lesioned rats with ~4 cells/LFPs recorded on
average per rat. To assess total power, each spike train was analyzed individually while
LFPs were assessed per track. Lesion effects on incidence of spike train oscillations and
burstiness were analyzed with %2 test. Lesion effects on mean coherence between spike
train waveforms and LFPs, and total power of LFPs and spike train waveforms were ana-
lyzed using Student’s t test or ANOVA with Student-Newman-Keuls post-hoc comparisons.
The criterion for significance was p < 0.05.

3. RESULTS
3.1. STN Spike Trains: Changes in Firing Pattern after Dopamine Cell Lesion

Seven to 13 days after unilateral dopamine cell lesion, most (94%) STN spike trains
recorded ipsilateral to the lesion showed a bursty firing pattern (Figure 1A), as previously
reported in studies in anesthetized rats (Hollerman and Grace, 1992; Hassani et al., 1996;
Perier et al., 2000; Vila et al., 2000; Magill et al., 2001; Ni et al., 2001; Tai et al., 2003;
Hu et al., 2004). Bursts occurred at an average rate of ~50 bursts/1000 spikes when assessed
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Figure 1. A. STN LFP and spike train recordings. Traces are typical of simultaneously recorded LFP and spike
train data from STNs ipsilateral to a unilateral dopamine cell lesion (left) and in a neurologically intact rat (right)
under urethane anesthesia. Most STN spike trains recorded ipsilateral to lesion showed a bursty firing pattern that
was rarely seen in the intact rodent STN. LFPs showed slow oscillations in both intact and lesioned preparations.
B. Incidence of slow periodic oscillations in STN spike trains as determined by Lomb periodogram based analyses.
STN spike trains from lesioned rats had significantly more periodic oscillations in the 0.3—-2.5 Hz range than STN
spike trains from intact rats. C. Total power in the frequency range of 0.3-2.5Hz of STN spike train waveforms
as determined by FFT analyses. STN spike train power was 13-fold greater in the lesioned animal. D. Total power
of STN LFPs as determined by FFT analyses for the 0.3-2.5 Hz range. STN LFP power in the lesioned animal
was significantly greater than in controls. E. Mean coherence for the 0.3-2.5Hz frequency range between STN
LFPs and STN spike trains. Coherences were significant in both preparations and were significantly greater in
lesioned animals compared to intact animals. *p < 0.05 compared with intact.
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with a burstiness index of 0.5, as described in methods. In contrast, no STN spike trains
recorded in the intact rats were bursty; none showed more than 5 bursts/1000 spikes. The
more regular firing pattern observed in the intact rat was reflected in the comparison of the
coefficient of variation (CV) of the ISI from the two groups; ISI CV of the intact STN
spike trains was 43% that of the lesioned STN spike trains.

The temporal dynamics and rhythmicity of the bursty pattern observed in the STN
spike trains were assessed using a) Lomb periodogram based spectral analysis of spike train
ISI autocorrelograms and b) FFT based analysis of spike trains converted to waveforms.
Incidence of significant oscillations, peak oscillatory frequencies, and total power over the
0.3-2.5Hz range were compared for recordings in intact and lesioned animals. While it is
certainly possible for neurons to have a firing pattern that is bursty but not significantly
periodic or oscillatory, or vice versa, the bursts observed in the STN spike trains in 6-OHDA
lesioned, anesthetized rats tended to occur in a significantly periodic manner. Significant
oscillations were observed in the 0.3-2.5 Hz range in 84% of spike train autocorrelograms
(n = 32) from STN neurons recorded ipsilateral to the dopamine cell lesion (Figure 1B).
Peak frequencies of firing rate oscillations were most commonly in the range of 0.6—1.0 Hz,
although a few spike train oscillations had main peak frequencies ranging up to 2.5 Hz. In
intact animals, notably fewer spike trains, only 17%, yielded autocorrelograms that were
significantly periodic in the 0.3-2.5Hz range (n = 23). FFT analyses of spike trains con-
verted to waveforms gave results concordant with the Lomb based analyses. Total power
in the 0.3-2.5Hz range in spike train waveforms FFTs was 13-fold greater in lesioned
animals than in intact animals (Figure 1C). Firing rates of STN neurons ipsilateral to dopa-
mine cell lesions were significantly greater (67%) than those in intact animals.

3.2. STN LFP: Power of Slow Oscillations after Dopamine Cell Lesion

In contrast to the marked differences in firing patterns in STN spike trains recorded in
the intact and lesioned hemispheres, STN LFPs recorded in intact hemispheres appeared
relatively similar to those recorded in lesioned hemispheres. LFPs recorded in both lesioned
and intact STN in urethane anesthetized rats showed prominent slow oscillations. Peak
frequencies of STN LFP oscillations from both intact and lesioned rats were in the same
range as the firing rate oscillations observed in the lesioned rats as described above: 0.6—
1.0 Hz. Notable in the lesioned rats, moreover, was the correlation between the oscillations
in LFPs and the periodic burstiness evident in most STN spike trains. Bursts typically
occurred during the troughs of the LFP oscillations, corresponding to periods of net
increased depolarization in the surrounding neuronal tissue (Figure 1A). This phase rela-
tionship between bursting activity and LFP oscillations in the dopamine lesioned rats was
confirmed using spike-triggered waveform analysis (data not shown).

The contrast between the apparent similarity between STN LFPs in intact and lesioned
brains and the marked differences in spike firing patterns in the two preparations prompted
a further investigation into whether quantitative measures of LFP pattern could, in the
rodent STN, provide an indication of the dramatic alterations in firing pattern in the popula-
tion of recorded STN neurons. To address this question, total power in the 0.3-2.5 Hz range
was assessed in LFP recordings. LFP total power was significantly greater in the lesioned
hemisphere, consistent with the prominent differences in oscillatory spiking activity in STN
neurons in the lesioned hemisphere (Figure 1D). However, the increase in LFP power of
57% in the lesioned hemisphere relative to the intact was notably less than the ~1300%
increase in spike power.
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3.3. STN LFP — Spike Train Relationships: Effects of Dopamine Cell Lesion

The results described above indicated that the striking changes in firing pattern in STN
spike trains were associated with relatively modest changes in simultaneously recorded
LFP. To further explore this apparent nonlinear relationship between LFP and spike pattern,
coherence between LFP and spike waveforms was assessed in recordings from intact and
lesioned animals. Peak coherence was in the 0.7-1.0 Hz range and mean coherence was
significant in the 0.3-2.5Hz range in both preparations. Moreover, loss of dopamine was
associated with a significant increase of 50% in mean coherence between LFPs and spike
train waveforms from the lesioned hemispheres (Figure 1E).

4. DISCUSSION

This study explores the effect of dopamine cell lesion on LFP — single unit activity
relationships in the rodent STN. As a number of investigators have reported and results
discussed in this chapter further highlight, single unit activity is notably more bursty in the
STN of anesthetized rats after dopamine depletion (Hollerman and Grace, 1992; Hassani
et al., 1996; Perier et al., 2000; Vila et al., 2000; Magill et al., 2001; Ni et al., 2001; Tai et
al., 2003; Hu et al., 2004). Spectral analysis of STN spike trains recorded in the present
study has shown (Hu et al., 2004), moreover, that this bursty activity is strongly periodic:
STN spike train ISI autocorrelograms were significantly more oscillatory, and total power
in spike train waveforms in the 0.3—-2.5 Hz range was increased 13-fold in recordings from
lesioned rats, relative to controls. The bursts also appear to occur in a relatively synchro-
nized manner, as they show a consistent phase relationship with the LFP over a range of
recordings sites within the STN.

This effect of dopamine cell lesion on STN neuronal firing pattern provides an oppor-
tunity to compare properties of LFPs from nuclei in the basal ganglia with comparable
anatomy but different neuronal activity. While it remains to be determined whether conclu-
sions drawn from a study of slow oscillations in LFPs in anesthetized preparations are rel-
evant to the awake state where faster frequencies are more dominant, the observations
discussed in this chapter are both encouraging and cautionary with respect to the question
of whether changes in LFP oscillations can provide insight into dopamine lesioned induced
changes in firing patterns and synchronization of spike trains in the basal ganglia. The
recordings described here do show that peak frequencies in spike train oscillations recorded
in rats with dopamine cell lesions correspond with peak frequencies in LFP oscillations.
In addition, changes in power in LFP oscillations in lesioned animals are consistent with
the direction of change in power of spike train oscillations in the lesioned animals with
respect to slow oscillatory activity. Total power in the 0.3—2.5 Hz range from LFPs recorded
in lesioned animals with oscillatory STN spike trains was significantly greater than in
intact animals where STN bursting and oscillatory firing patterns were infrequent or
absent. However, the differences in LFP properties in the intact and lesioned animals were
quite modest, relative to the very substantial differences in firing pattern in the two
populations.

These results can be viewed from two perspectives. On the one hand, the relatively
small change in LFP power in conjunction with a robust change in spike train oscillations
could be taken as support for the view that LFP, recorded under conditions discussed here,
is not a sensitive tool for probing population activity in a small structure like the STN of
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the rat. Historically, researchers have focused on LFPs in structures such as the cortex and
hippocampus, where the more organized topography contributes to a relatively more ampli-
fied and interpretable LFP signal. The significance of LFP signals recorded in areas where
neurons are positioned in a less ordered manner is more controversial, leaving room for
concern that LFPs recorded in structures like the rodent STN may reflect or be diluted by
volume-conducted higher amplitude signals from structures outside the area of the nucleus.
Estimates of the radius of tissue contributing to these signals in the cortex are in the range
of 0.5-3mm (Mitzdorf, 1987) — an area clearly exceeding that of the rat STN. Thus, it is
certainly a concern that LFPs recorded in the STN region may be contaminated by volume-
conducted signals and inaccurately reflect local changes in synaptic input and postsynaptic
neuronal potential.

On the other hand, recent studies have provided support for the view that a substantial
component of the LFP recorded in the STN reflects local changes in STN neuronal trans-
membrane potential triggered by synaptic input (Magill et al., 2004a,b). Viewed from this
perspective, the data have interesting implications with respect to the consequences of
dopamine cell lesion. The results suggest that loss of dopamine has a modulatory effect on
the tendency of STN neurons to generate spikes in response to a given net change in trans-
membrane potential. This perspective is supported by the robust increase in bursts in the
STN spike train in conjunction with the LFP oscillations, as well as the increase in coher-
ence between LFPs and spike train waveforms observed after dopamine cell lesion in the
present study. A variety of direct or indirect effects could alter net input-output relationships
in the STN after loss of dopaminergic innervation in the basal ganglia. A different mix of
excitatory and inhibitory synaptic inputs could produce different intracellular consequences
with respect to spiking activity, but similar fluctuations in net LFP. In addition, loss of
dopamine might directly or indirectly affect expression of ion channels or other processes
regulating spiking activity in STN neurons in the frequency range examined.

Thus, to the extent that LFPs do reflect local changes in the basal ganglia neuronal
populations, the present results suggest that, when considered in the context of parallel
recordings of spiking activity, LFPs can provide insight into the modulatory effects of a
manipulation such as dopamine cell lesion. Similarly, the data predict that LFPs should
reflect population-based firing patterns in the basal ganglia in dopamine lesioned prepara-
tions, as demonstrated by Goldberg and colleagues (2004), more effectively than in intact
preparations. It is interesting to note, in this regard, the literature reflects an extensive range
of studies regarding relationships between single- and multi-unit spike patterns and LFP
(for examples, see Fromm and Bond, 1964, 1967; Marsan, 1965; Weber and Buchwald,
1965; Buchwald et al., 1966; Legatt et al., 1980; Kamondi et al., 1998; Engel and Singer,
2001; Engel et al., 2001; Fries et al., 2001; Buzsaki, 2002; Magill et al., 2004b). Of special
interest is a recent study comparing stimulus-induced changes in LFP oscillations, multi-
unit spiking patterns and BOLD signal from the visual cortex (Logothetis et al., 2001).
Discrepancies were noted between the time courses of LFP change and firing pattern
change, with the BOLD signal being more correlated with changes in LFP than spike
pattern.

Finally, the present results also shed some light on an inconsistency in the literature
regarding the extent to which bursting activity occurs in the STN after dopamine cell lesion.
As referenced above, the observation that STN spike trains exhibit altered firing patterns
after unilateral dopamine cell lesion in anesthetized rats is consistent with a series of previ-
ous observations. However, these observations are strikingly at odds with other observations
from our own laboratory obtained from awake locally anesthetized rats (Kreiss et al., 1997;
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Allers et al., 2005). In these two separate studies in the awake, immobilized, locally anes-
thetized preparation, STN neurons were found to be relatively bursty in both intact and
dopamine lesioned rats 6 or more weeks post lesion. Moreover, burstiness was actually
decreased after dopamine lesion in the awake preparation, in marked contrast to results
observed in anesthetized rats. While the interval between lesion and recording in the study
with awake immobilized rats was longer than the 1-2 week period used in the anesthetized
study discussed here, increases in STN burstiness after dopamine cell lesion have also been
reported in the 4-6 week time period in recordings from anesthetized rats (Hollerman and
Grace, 1996; Magill et al., 2001; Ni et al., 2001; Tai et al., 2003). This argues against time-
dependent compensatory mechanisms accounting for the inconsistent observations in the
different preparations. The present results suggest this discrepancy in effects of dopamine
cell lesion on STN burstiness in the two preparations is related to the fact that in the anes-
thetized rat, slow oscillations are the dominant feature of cortical activity. The coherence
between the oscillatory burstiness of the STN neurons in the anesthetized preparation and
the slow oscillations in the LFP argues strongly that the temporal dynamics of the bursty
pattern is determined by the slow oscillations in synaptic input to these neurons associated
with the global effects of the anesthetic. In the awake, locally anesthetized preparation,
synaptic input to the STN would be dominated by higher frequency activity. While STN
firing patterns might well be altered by loss of dopamine in the awake preparation, effects
of higher frequency oscillations in synaptic input would likely be less notable than the
effects of the relatively stable 1 Hz oscillation dominant in the anesthetized state.

5. SUMMARY

Simultaneous recordings of STN LFPs and single unit activity were obtained from
urethane anesthetized rats in order to explore the effects of dopamine cell loss on relation-
ships between these two indices of neuronal activity, and on the usefulness of LFPs as a
means of estimating changes in temporal dynamics of firing patterns in STN neuronal
populations. In both preparations, STN LFPs were characterized by slow oscillations in the
0.3-2.5Hz frequency range, with peak frequencies typically between 0.6—1.0 Hz. Spectral
analysis showed that the power of LFP oscillations in the 0.3-2.5 Hz range was approxi-
mately 57% greater in recordings obtained 1-2 weeks after dopamine cell lesion than in
controls. Power in the corresponding frequency range in simultaneously recorded STN
spike trains was more dramatically increased, by approximately 1300%, and incidence of
bursty activity in spike trains was increased by 94% by dopamine cell lesion.

These observations argue that LFPs are substantially more predictive of STN spike
train firing patterns in 6-OHDA lesioned rats than in intact rats, and they raise a note
of caution with respect to the general usefulness of LFPs as a quantitative measure of
population-based changes in STN firing patterns across a range of manipulations. On the
other hand, the results support the view that LFPs can be predictive of population based
firing patterns in the STN of dopamine lesioned preparations. A similar conclusion was
drawn in a recent study in the globus pallidus of parkinsonian monkeys (Goldberg et al.,
2004), indicating that these observations are relevant across a range of frequencies and
preparations, and at least two basal ganglia nuclei. Finally, the results focus attention on
the interesting question of the mechanism(s) underlying this effect of dopamine loss on
input/output relationships in the STN, and the extent to which it involves an alteration in
the composition of synaptic input or more local changes in the processing of the input.
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A PARTIAL SPECTRA METHOD FOR PREDICTING
SPIKE CORRELATIONS FROM LOCAL
FIELD POTENTIALS

Application to MPTP induced synchronization

Joshua A. Goldberg and Hagai Bergman*

1. INTRODUCTION

The basic tool for measuring collective synchrony in a network of neurons is the
pair-wise cross-correlation histogram (CCH) (Perkel et al., 1967; Eggermont, 1990).
Using this technique we have demonstrated dramatic changes in the patterns of synchron-
ization among neurons in the basal ganglia and cortex of 1-methyl-4-phenyl-1,2,3,6-
tetrahydropyridine (MPTP)-treated parkinsonian primates (Nini et al., 1995; Raz et al.,
2000; Raz et al., 2001; Goldberg et al., 2002). Another signal that is related to collective
network dynamics is the local field potential (LFP). Models that explain the source and
structure of hippocampal and cortical LFPs rely on the regular layout of pyramidal neurons
(Klee and Rall, 1977; Mitzdorf, 1985), which is essential to the emergence of a summated
macropotential. Thus, in these structures the LFP results from collective neuronal activity
of many neurons. The microanatomy of the basal ganglia does not fit these models, but
nevertheless LFPs are readily recorded from these structures (Brown et al., 2001; Marsden
et al., 2001; Cassidy et al., 2002; Magill et al., 2004; Sharott et al., 2005). Two properties
of the LFP recorded in the basal ganglia suggest that it reflects some global mode of
network activity: a) it is correlated with the discharge of nearby neurons (Levy et al., 2002;
Goldberg et al., 2004); and b) it is coherent across distances of several millimeters in the
brain (Courtemanche et al., 2003; Goldberg et al., 2004).

Armed with these two measures of collective network dynamics — the pair-wise
CCH and the LFP — we need to address the question of the relationship between them.
Specifically, because the LFP is spatially coherent we may be faced with the situation
wherein the discharge of two neurons (that may be several millimeters apart) is correlated
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with the LFP that is common to both. This implies that the discharge of these neurons will
be correlated with each other by virtue of the coupling of each one to the LFP. We therefore
seek a method to quantify what part of the association observed between the two neurons
(measured using the CCH) can be attributed to the coupling between each neuron and the
LFP. In a recent paper (Goldberg et al., 2004), we constructed an LFP-predicted CCH using
the method of partial spectral analysis (Halliday et al., 1995) to address this question.

The main purpose of this chapter is to present the mathematical derivation of the LFP-
predicted CCH. We will then apply this analysis to a trivariate data set composed of simul-
taneous recordings from three separate electrodes — distanced 1-2 millimeters from each
other — of a) a striatal tonically active neuron (TAN); b) a pallidal border cell; and C) the
LFP from an MPTP-treated monkey. Additionally, we hope in this chapter to outline how
to conduct spectral analysis of mixed data sets of analog signals (e.g., the LFP) and point-
processes (e.g., spike trains). A comprehensive treatment of this subject appears in Halliday
et al. (1995). We have structured our presentation around the very lucid formalism of
Percival and Walden (Percival and Walden, 1993) which deals with univariate time series.
This formalism is also easily implemented in Matlab (The Mathworks, Natick, MA) as is
outlined in the Appendix to this chapter.

2. STATISTICAL MODEL OF LFP AND SPIKE TRAINS

We begin with a description of our statistical model. We assume that the band-pass
filtered LFP is a real-valued zero-mean second-order stationary process, denoted X(7).
According to the spectral representation theorem (Percival and Walden, 1993) (under some
mild assumptions) X(7) can be expressed using a stochastic form of the Riemann-Stieltjes
integral as

X)) = j:oe””ﬁdf((f) (1)

where the increments of the orthogonal process X( /) have the following properties:
a) E[dX(f)] = 0 for all f (E[] denotes the expectation operator); and

b) E[dX*(/)dX(f)] = 8,~0°(f)df where &, is the Kronecker delta function; i.e., it equals
1 if f=f" and 0 otherwise. The asterisk denotes complex conjugation.

We further assume that the instantaneous firing rate (or intensity) of the j” neuron,
denoted 7(¢), has a time-invariant linear relationship to the LFP of the form

r (t):rf+£;aj (w) X (t—u)du )
In the frequency domain this relationship becomes
dr, (f)=r)8(f)df +a,(f)dX (f) 3)

where 8(f) is the Dirac delta function. From Eq. (3) we can derive an expression for d( /)

by multiplying both sides by dX*(f) and evaluating the expectation

E[dr; (/)dX" ()] @)
o’ (f)

a,(f)df =
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The cross-correlation function of the rates of the j” and k" neuron is defined as
Cu(0)=E[r; () (t+1)] (5)

which is independent of ¢ due to the stationarity of the firing rates. Substituting Eq. (2) into
Eq. (5) and using the spectral representation of the rates (Eq. (3)) yields

Cjk (T)—Vjpl’ko _ J:e J:oeizn[ﬁ+f'(t+r)]&j (f)E[d)?(f)d)?(f')]dk (f"

N

= Jt;dj (](‘)O'2 (f)ék (f)etZEjfdfzji ZJ O-z(f) ei2nf‘rdf (6)

where

X, (df =E[di; (f)dX (f)] (7)

3. ESTIMATION OF THE LFP-PREDICTED CCH

The estimates of these quantities are constructed as follows. We assume that the spike
trains and the LFP are sampled at a intervals of Az. They are denoted by r, and X, respec-
tively, where 7 is an integer and we have suppressed the index of the neuron. Care must be
taken that no more than one spike falls into each Az interval. The data are then divided into
L segments of 7 samples (using zero padding if necessary). We define the following quantity
for the LFP

IT-1

di (f,D= D, ™ X, (8)

t=(I-DT
where X, has had its empirical mean over the / segment removed and 4, is a data taper
normalized such that Z,T:l h* =1 (Percival and Walden, 1993). We would like to define the

analogous quantity for the spike trains. The estimate for the instantaneous firing rate is
given by the spike train itself. We represented this as a sum of impulses (formally, Dirac
delta functions) occurring at the times ¢, of the spikes

f(t)=2,6(t—ts) 9)

The proper way to discretize this sum of Dirac delta functions is by using the Kronecker
delta function and normalizing by At, as follows

5[[
n=2 (10)

t s

Now, analogously to Eq. (8), we define for the spike trains

IT-1
dl(fD= Y, e, (n

t=(I-1)T
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To calculate the LFP-predicted CCH (Eq. (6)), we estimate ( /), which is the cross spectral
density (csd) of the spike train and the LFP, by

~ At & *
R TZ(df (f,D) di (f.D (12)
[
The power spectrum density (psd) of the LFP can be estimated by

(=S (f07 (13)
I=1

The psd of the spike train can be calculated analogously using Eq. (11). However, the
resulting psd vgill not include the required /ine spectrum (or Dirac delta function) at zero
frequency, (r°) 8(f), which must be added by hand. Unlike the psd of a time series that
tends to zero at high frequencies (Fig. 1a) the psd of a point process tends to its mean
intensity (Fig. le,f). Equations (12) and (13) (without the A¢ pre-factor) are computed in
Matlab with the CSD and PSD functions, respectively (see Appendix). These functions
return only the estimate for the frequencies up to the Nyquist frequency. The estimates for
the other frequencies (sometimes considered negative frequencies) are the complex conju-
gates of these ones, and must be added by hand, in order to complete the next step. The
rightmost hand side of Eq. (6) can then be estimated as follows

U2 UDH U e
- AJInT AR NI 2, 14
TAtZ; () (19

where f, = n/ TAt, and 7 is some integer time lag. Eq. (14), save the 1/Af pre-factor, is com-
puted in Matlab using the IFFT function.

4. EXAMPLE: LFP MEDIATED COUPLING BETWEEN A STRIATAL TAN
AND A PALLIDAL BORDER CELL

Figure 1 depicts the result of this analysis performed on a 13.5 minute long trivariate
data set composed of spikes trains of a TAN, a border cell, and the LFP (1-150 Hz) recorded
from three neighboring electrodes. Panel (a) shows the psd of the LFP. The low-frequency
peak results from the high-pass cuttoff at 1 Hz. There is substantial power at ~10Hz
although there is no distinct peak there. Panels (b),(c) depict the absolute values of the csds
of the TAN and the border (bor.) cell with the LFP, respectively. Both csds display a marked
peak at 10 Hz indicating that both neurons are correlated with the LFP. From these three
spectral densities we construct, using Eq. (14), the LFP-predicted CCH, depicted by a thick
gray line in panel (d). The small amplitude of modulation relative to baseline indicates that
the linearity assumption of Eq. (2) is acceptable. A smoothed estimate of the observed CCH
is depicted by the thin black line. It is clear that while the predicted CCH underestimates
the central peak of the observed one, it nevertheless captures the oscillatory nature of the
correlation. Panels (e) and (f) display the psds (without the DC line spectrum) of the two
neurons. Indeed, the psd of the TAN is itself periodic at 10 Hz. However, the border cell
does not exhibit any peak in the 10 Hz range. This result is interesting as it demonstrates
that the synchronization of a neuron’s discharge to the LFP can be a more robust measure
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Figure 1. Construction of the LFP-predicted CCH. a. Power spectral density (psd) of the LFP. b. Absolute value
of the cross spectral density (csd) of the striatal TAN and the LFP. c¢. Absolute value of the csd of the pallidal
border (bor.) cell and the LFP. d. The LFP-predicted CCH of the TAN and the border cell (thick gray line) is
constructed from the spectral densities of panels (a)—(c) as described in the text. The observed CCH is depicted
by the thin black line. e. psd of the TAN. f. psd of the border cell. Line spectra at zero frequency are not shown
in panels (e) and (f). Note that while the psd of the LFP (panel a) decays to zero for large frequencies, as expected
for time-series, the psds of the spike trains [panels (e) and (f)] tend to their mean firing rates, as expected for
point processes.

of oscillatory neuronal activity, than a measure that depends solely on the neuron’s dis-
charge, or solely on the LFP (panel (a)).

How are we to interpret these results? Strictly speaking, as a correlation-based analysis
we cannot conclude anything about causality among these three signals. We cannot argue
that this analysis proves that the LFP represents some common drive to both neurons.
Nevertheless, this interpretation is the most straightforward one, because the LFP presum-
ably represents some global mode that results from the collective activity of many neurons,
in contrast to the spike trains of single neurons. The fact that the overall discharge of the
border cell is not oscillatory, whereas its coupling to the LFP oscillations is, further
strengthens this interpretation.
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In a recent study we applied this methodology to LFPs and multiple single unit record-
ings from two MPTP-treated primates. We found that several CCHs and spike triggered
averages (which are related to the csds) of the LFP recorded in these structures became
oscillatory at 10 Hz following the MPTP treatment, indicating a propensity for global albeit
intermittent oscillations in the diseased condition. Moreover, we found that the LFP-
predicted CCHs in the MPTP-treated condition better matched the observed CCH than in
the pre-MPTP condition. This was true for neuronal correlations in cortex, among the toni-
cally active neurons (TANSs) of the striatum, in the GP and between TANs and GP units.
We interpret these results as indicating that brain dynamics become more globalized in the
MPTP-treated condition (Goldberg et al., 2004).

5. APPENDIX: MATLAB CODE

function [pCCH,lags]=predcch(lfp,st1,st2,dt);

% [pCCH,lags]=predcch(lfp,stl,st2,dt)returns the LFP-predicted CCH of two spike trains
%ST1 and ST2 given the LFP. DT is the sampling interval of the data. ST1, ST2 and LFP
%must be vectors of equal length. ST1 and ST2 must be vectors whose components are
%zeros except where a spike occurs in which case the component equals 1/DT. LAGS is
%a vector of time lags.

1fp=1fp(:);

stl=stl(:);

st2=st2(:);

nfft=1024;
rl=length(find(stl))/length(st1)/dt;
r2=length(find(st2))/length(st2)/dt;
chil=csd(lfp,stl,nfft,1/dt,"mean’)*dt;
chi=csd(st2,lfp,nfft,1/dt,"mean’)*dt;
Ispec=psd(Ifp,nfft,1/dt, mean’)*dt;
arg=chil.*chi2./Ispec;
linCC=real(ifft([arg;flipud(arg(2:end))]))/dt;
linCC=[linCC(nfft/2+2:end);linCC(1:nfft/2+1)];
pCCH=r1*r2+linCC;
lags=(-nfft/2:nfft/2)*dt;
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PROPAGATION OF CORTICAL PAROXYSMS IN
BASAL GANGLIA CIRCUITS DURING
ABSENCE SEIZURES

Jeanne T. Paz, Pierre-Olivier Polack, Sean J. Slaght, Jean-Michel Deniau,
and Stéphane Charpier*

1. INTRODUCTION

Typical absence, which is a nonconvulsive generalized epileptic seizure, provides the
common symptom of genetic epileptic syndromes such as childhood absence epilepsy and
juvenile absence epilepsy (Panayiotopoulos, 1997). An absence seizure is characterized by
a sudden impairment of consciousness, evident by a brief unresponsiveness to environmen-
tal stimuli and cessation of activity, concomitant with bilateral synchronized spike-and-
wave discharges (SWDs) in the electroencephalogram (EEG) (Panayiotopoulos, 1997).
Electrophysiological recordings in patients (Williams, 1953) and in various animal models
(for review, see Danober et al., 1998; Crunelli and Leresche, 2002) revealed that SWDs
result from abnormal oscillations in the thalamocortical networks.

In the WAG/R]j rat, a genetic model of absence epilepsy (Coenen et al., 1992), non-
linear association analysis of EEG signals from both thalamic and cortical structures during
spontaneous SWDs demonstrated an initial burst of activity in the peri-oral region of the
primary somatosensory cortex (S1po), which promote paroxysms in other cortical and
thalamic areas (Meeren et al., 2002). Consistent with this finding, local injection of etho-
suximide into S1po, a first choice anti-absence drug, specifically suppresses SWDs (Manning
et al., 2004) in genetic absence epilepsy rats from Strasbourg (GAERS), another validated
genetic model of absence epilepsy (Marescaux et al., 1992; Danober et al., 1998). Recent
intracellular investigations performed in our laboratory strongly support the hypothesis that
a cortical focus is a dominant factor in initiating the paroxysmal oscillation within the
corticothalamic loop. Indeed, we found that S1po neurons in GAERS exhibit a sustained
repetitive firing at the onset of the SWD (Fig. 1A), which starts shortly before the surface
paroxysms recorded from a distant cortical region (Fig. 1B, unpublished data).

* J. T. Paz, PO Polack, JM Deniau and S Charpier, Institut National de la Santé et de la Recherche Médicale, U
667, Dynamique et Physiopathologie des Réseaux Neuronaux, College de France, 11, place Marcelin Berthelot
75231 Paris Cedex 05, France. S.J. Slaght, School of Biosciences, Cardiff University, Cardiff CF10 3US, Wales,
United Kingdom.
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Figure 1. Intracellular recording from the presumed cortical focus during SWDs in GAERS. (A) Intracellular
activity of a GAERS pyramidal neuron located in the peri-oral region of the primary somatosensory cortex (S1po)
(bottom trace) simultaneously recorded with the corresponding surface EEG (middle trace, S1po) and the ipsi-
lateral motor cortex EEG (top trace, Mot). (B) Multiple recording during another seizure (same representation as
in A). The rhythmic cellular oscillations in the S1po neuron (oblique arrow) starts clearly before the first EEG
spike occurring in the motor cortex (arrowhead).

Besides the central role of the corticothalamic networks in the generation and the
expression of SWDs, recent pharmacological studies in GAERS suggest that the basal
ganglia circuits could act as a remote control system for absence seizures via a modulation
of activity in the striatonigral and subthalamonigral pathways (Depaulis et al., 1988;
Depaulis et al., 1989; Danober et al., 1998; Deransart et al., 1998, 2000, 2001; Deransart
and Depaulis, 2002). Specifically, the occurrence of absence seizures is significantly
decreased by the activation of GABAergic striatonigral neurons (Depaulis et al., 1988;
Deransart et al., 1998) or following an inhibition of the glutamatergic subthalamonigral
pathway (Deransart et al., 1996; Vercueil et al., 1998). Consistent with the anti-epileptic
effect induced by a reinforced inhibition of the SNr, intranigral injection of GABA,
receptor antagonists increases the occurrence of SWDs (Danober et al., 1998; Deransart
et al., 1998).

Taken together, these findings suggest that an alteration in the balance between synaptic
excitation and inhibition in the SNr provides an endogenous control process for SWDs, a
relative increase in inhibition or excitation having anti- or pro-epileptic effects, respectively.
Such a differential control of SWDs, which could prolong or interrupt the seizure, could
originate from distinct patterns of activity in the cortico-striato-nigral and cortico-
subthalamo-nigral pathways. Because the mechanisms of propagation of cortical epileptic
discharges in these subcortical nuclei remained unknown, we have recently undertaken a
systematic study of the electrical events occurring in the basal ganglia circuits during
spontaneous SWDs in the GAERS. In this chapter, we summarize the work from our labo-
ratory on this important issue relative to the role of the basal ganglia in the control of epi-
leptic seizures.

2. ACTIVITY IN THE CORTICOSTRIATAL NETWORK DURING
SPIKE-AND-WAVE DISCHARGES

Given the functional impact of the corticostriatal projections on the excitability of
striatal output neurons (SONs) (Wilson, 1995; Mahon et al., 2001, 2004), the cortical
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paroxysms associated with absence seizures might produce significant changes in the firing
pattern of SONs which could, in turn, modulate SWDs. The initial step of our work devoted
to the elucidation of the role of basal ganglia in the control of absence seizures was to
determine how these epileptic activities propagate from the cortex to the striatum.

2.1. Corticostriatal Neurons

In corticostriatal (CS) neurons from the GAERS motor cortex (Fig. 2A1), the firing
pattern evoked by intracellular injection of positive current pulses (Fig. 2A1, inset) is
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Figure 2. Striatal output neurons are silenced during absence seizures in GAERS. (A1) CS neurons are identified
by their antidromic activation after electrical stimulation of the contralateral striatum (Str. Stim.). Inset, voltage
responses of the CS cell (top traces) to intracellular injections of square current pulses (bottom traces). (A2)
Spontaneous intracellular activity of a CS neuron (bottom trace) simultaneously recorded with the corresponding
surface EEG (top trace). The occurrence of the SWD is accompanied in the CS cell by rhythmic suprathreshold
depolarizations, which are superimposed on a tonic membrane hyperpolarization (dashed line). (B1) Voltage
responses of a SON (top traces) to intracellular injections of square current pulses (bottom traces). Note the
ramp-like depolarization (arrow) that precedes the action potential discharge. (B2) The occurrence of a SWD in
the EEG (top trace) is accompanied in the recorded SON (bottom trace) with rhythmic depolarizations that remain
subthreshold for action potential firing (dashed line). (C) The EEG paroxysms (top trace) are associated with
bursting activity in extracellularly recorded GABAergic striatal interneurons (bottom trace). In A and B, the values
of the membrane potential are indicated on the left. Results presented in Al and A2 are from the same CS cell.
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characteristic of “regular-spiking” neocortical neurons (Connor and Gutnick, 1990;
Slaght et al., 2004). The basic electrophysiological properties of these cells (Slaght
et al., 2002, 2004), including resting membrane potential, apparent input resistance and
firing threshold, are similar to those described in CS neurons from non-epileptic rats
(Cowan and Wilson, 1994; Mahon et al., 2001). This important observation indicates that
the intrinsic excitability of CS neurons is not altered in our genetic model of absence
epilepsy.

The occurrence of SWDs in the EEG is concomitant in CS neurons with rhythmic
depolarizing synaptic potentials superimposed on a tonic membrane hyperpolarization
(Slaght et al., 2004) (Fig. 2A2), which probably results from a synaptic disfacilitation
(Charpier et al., 1999; Slaght et al., 2002), i.e. a reduction of the tonic excitatory synaptic
drive. Because the large-amplitude EEG waves reflect a synchronization of synaptic poten-
tials in many cortical neurons, and given the relatively homogeneous behaviour of CS
neurons during SWDs, it is presumable that CS neurons are engaged, during seizures, in a
tightly synchronized rhythmic excitation leading to coherent firing.

2.2. Striatal Output Neurons

The membrane properties of SONs recorded in GAERS (Slaght et al. 2004) are similar
to those previously described from non-epileptic rats (Wilson 1995; Mahon et al., 2001,
2003, 2004). In particular, these neurons exhibit a highly polarized resting membrane
potential (~—80mV), a relatively low apparent input resistance and the “classical” slow
ramp-like membrane depolarization in response to a suprathreshold current pulse (Fig. 2B1,
arrow).

Consistent with the synchronized firing in their excitatory cortical afferents, SONs
exhibit, during SWDs, large-amplitude rhythmic synaptic depolarizations (Slaght et al.,
2004) (Fig. 2B2). However, their spontaneous firing rate is dramatically decreased by the
SWD, the majority of cells being silenced during the cortical paroxysms (Fig. 2B2). This
finding was unexpected and surprising. Indeed, it is well established that action potential
firing in SONS is naturally and consistently initiated by synchronized corticostriatal excit-
atory synaptic inputs (Wilson, 1995; Wilson and Kawaguchi, 1996; Stern et al., 1997;
Mabhon et al., 2001, 2004). What is the origin of the collapse in SON firing during SWDs?
Because the electrical membrane properties of SONs are not altered in GAERS, their
inability to generate action potential during SWDs is not due to a reduced intrinsic excit-
ability. Therefore, we searched for a possible implication of the intrastriatal inhibitory
synaptic networks, which could be activated by the cortical inputs during the seizure (Kita,
1993). First, we found that the membrane oscillations in SONs during SWDs are associated
with a powerful chloride-dependent increase in membrane conductance able to preclude
the generation of action potentials during direct stimulation (Slaght et al., 2004). Second,
extracellular striatal recordings revealed a close temporal overlap, during SWDs, between
burst firing in GABAergic interneurons (Fig. 2C) and the rising phase of the rhythmic
depolarizations in SONs. According to these findings, we propose the following scenario
explaining the occurrence of subthreshold synaptic depolarizations in SONs during cortical
seizures: [1] the cortical synchronization during SWDs induces, almost simultaneously,
bursts of action potentials in striatal GABAergic interneurons and glutamatergic synaptic
depolarizations in SONSs, [2] because the membrane potential reached in SONs during
SWDs is markedly more negative than the equilibrium potential of chloride, GABA-
mediated currents induced by the activation of inhibitory interneurons are likely to have
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depolarizing action and, [3] the associated increase in membrane conductance, coincident
with the cortical inputs, produces a robust shunting inhibition that limits membrane
depolarization positive to the equilibrium potential of chloride and, consequently, prevents
SON firing.

3. ACTIVITY IN THE CORTICOSUBTHALAMIC NETWORK DURING
SPIKE-AND-WAVE DISCHARGES

Since the GABAergic striatonigral pathway is transiently silenced during SWDs, it
was essential to determine the corresponding activity in the subthalamic nucleus (STN),
which integrates monosynaptic glutamatergic cortical inputs and relays these excitatory
signals to the SNr and the globus pallidus (GP) (Deniau et al., 1978; Van der Kooy and
Hattori, 1980; Kitai and Deniau, 1981; Magill et al., 2000). Our experimental strategy was
similar to that used for the study of the corticostriatal pathway. First, we examined the cel-
lular events occurring in the corticosubthalamic (CSth) neurons during cortical seizures in
GAERS. Then, we determined the corresponding activity in the subthalamopallidal network
by means of extracellular and intracellular recordings (Paz et al., 2005).

3.1. Corticosubthalamic Neurons

As observed in CS neurons (Fig. 2A1), the firing pattern evoked in motor cortex CSth
neurons (Fig. 3A1) by intracellular injection of positive current pulses (Fig. 3A1, insef) is
characteristic of “regular-spiking” neocortical neurons (Paz et al., 2005). However, these
neurons exhibit additional active membrane properties responsible for an elevated intrinsic
excitability. In particular, CSth neurons display, in response to hyperpolarizing current
injection, a depolarizing “sag” of membrane potential followed by a post-anodal rebound
of excitation. These observations indicate that CSth neurons express a hyperpolarization-
activated inward cationic current and a low-voltage activated calcium current (Fig. 3A1,
inset).

The occurrence of SWDs in the EEG is concomitant with a sudden and pronounced
modification in the activity of CSth neurons (Paz et al., 2005). The interictal, small-
amplitude, irregular synaptic activity in CSth neurons, generating an erratic firing pattern,
is converted by the SWD into a step-like behaviour with suprathreshold depolarizations
eliciting bursts of action potentials (Fig. 3A2). This synaptic activity, and its associated
firing profile, remarkably differ from those of CS neurons, which exhibit oscillatory mem-
brane depolarizations that remain subthreshold, or elicit single action potential during sei-
zures (Slaght et al., 2002, 2004) (see Fig. 2A2). The relatively high firing rate in CSth
neurons during SWDs could result from dynamic interactions between synaptic inputs and
the specific set of voltage-gated currents present in these neurons.

3.2. Subthalamic Neurons

The intracellularly recorded GAERS STN neurons display passive and active mem-
brane properties consistent with those described in vitro from normal rats (Beurrier et al.,
1999; Bevan and Wilson, 1999; Bevan et al., 2002). In particular, the current-driven dis-
charge of STN neurons was characterized by peak firing rates as high as 500Hz with a
slight spike frequency adaptation (Fig. 3B1).
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Figure 3. Rhythmic bursting in the corticosubthalamic pathway during SWDs in GAERS. (A) CSth neurons are
identified by their antidromic activation after electrical stimulation of the ipsilateral STN (STN stim.). Inset,
voltage responses of the CSth cell (top traces) to intracellular injections of square current pulses (bottom traces)
from rest (—60mV, dashed line). Note the “sag” in membrane voltage (arrowhead) during the —1.0nA-induced
hyperpolarization. (A2) Spontaneous intracellular activity of a CSth neuron (bottom trace) simultaneously
recorded with the EEG (top trace). The occurrence of a SWD in the EEG was accompanied in the CSth cell by
rhythmic suprathreshold depolarizations, which were superimposed on a tonic membrane hyperpolarization
(dashed line). (B1) Voltage responses (top traces) of a STN neuron to intracellular injections of square current
pulses (bottom traces) from rest (=58 mV, dashed line). After the termination of the hyperpolarizing current step,
an excitatory rebound initiated a burst of action potentials (grey trace). (B2) Spontaneous intracellular activity of
a STN neuron (bottom trace) during a SWD showing rhythmic burst firing concomitant with the EEG spike (top
trace). (C) Simultaneous extracellular recordings of GP and STN neurons during EEG paroxysm. Results depicted
in B1 and B2 are from the same STN neuron.

Contrasting with what we observed in SONSs, the spontaneous firing rate of STN
neurons doubles during SWDs (Paz et al., 2005). The corresponding firing profile is also
dramatically modified, switching from an irregular interictal pattern to high-frequency
bursts of action potentials during the cortical paroxysms (Figs. 3B2, C). Intracellular
recordings from STN neurons reveal that the intra-burst pattern in STN neurons is sculpted
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by a complex sequence of synaptic and intrinsic events: an early depolarizing synaptic
potential, followed by a short hyperpolarization and a rebound of excitation, which is
mainly due to the activation of a low-voltage activated calcium current (Fig. 3B2). Simul-
taneous extracellular recordings from GP and STN neurons indicate that the rhythmic
hyperpolarizations in STN neurons during SWDs are likely to originate from a subpopula-
tion of pallidal neurons exhibiting rhythmic bursting temporally correlated with the EEG
spikes (Fig. 3C). Taken together, these findings suggest that cortical seizures promote
rhythmic activity in STN neurons via a complex interplay between active membrane prop-
erties, corticosubthalamic inputs and reciprocal synaptic connections with GP cells.

4. PROPAGATION OF CORTICAL SEIZURES IN THE BASAL
GANGLIA CIRCUITS AND POSSIBLE FEED-BACK CONTROL ON
CORTICAL PAROXYSMS

The novel results described above provide the first description of the electrical events
occurring in the basal ganglia circuits during absence seizures. The most important finding
is that spontaneous, genetically determined, SWDs are associated with a transient interrup-
tion of SONSs firing and a synchronized rhythmic bursting in STN neurons. These distinct
modifications of activity in the striatonigral and subthalamonigral pathways during absence
seizures might produce a dramatic change in the balance between excitation and inhibition
in the SNr, which should lead to a powerful reinforcement of the synaptic excitation origi-
nating from the STN. This hypothesis is supported by a recent study in freely moving
GAERS showing a synchronized bursting firing of SNr neurons in phase with the spike-
wave complexes in the EEG (Deransart et al., 2003).

Since a relative increase in SNr excitation (as well as a relative decrease in inhibition)
induces pro-epileptic effects (see Introduction), the synchronized bursting of glutamatertic
subthalamonigral neurons during SWDs, associated with the electrical silence of GABAer-
gic striatonigral cells, could provide a endogenous mechanism controlling positively the
maintenance and the duration of the seizure.

Interestingly, we observed in most SONs a rebound of excitation at the end of SWDs
(Slaght et al., 2004). As a consequence, the transient increase in the activity of striatonigral
pathway, which is consistent with the decrease of SNr activity at the end of cortical parox-
ysms (Deransart et al., 2003), might have a negative modulatory effect on SWDs and thus,
could contribute to the resolution of the absence seizure.

5. SPECULATIONS AND PERSPECTIVES

The cellular and network mechanisms by which the SNr can amplify or attenuate
absence seizures remain unknown. However, it is plausible that the bidirectional modulation
of SWDs by the basal ganglia is governed, at least in part, by distinct changes in the synaptic
inhibition of thalamocortical neurons by SNr. For instance, if the nigral-induced thalamic
inhibition promotes a thalamocortical rhythmicity in-phase with SWDs, the cortical par-
oxysms could be amplified via a resonance mechanism. In contrast, a phase-lag activity in
the thalamocortical loop due to a temporal shift in the nigrothalamic activity might suppress
the seizure at the cortical level. This positive or negative control of cortical SWDs by the
basal ganglia output nuclei could result in an alteration of the epileptogenic processes at
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the cortical focus and/or in a perturbation in the propagation mechanisms of paroxysms in
widespread cortical areas. Experiments specifically designed to resolve this fascinating
issue are currently underway in our laboratory.
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LIMITATIONS OF THE ISOLATED
GP-STN NETWORK
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1. INTRODUCTION

Activity of the globus pallidus (GP) — subthalamic nucleus (STN) network plays a
pivotal role in movement disorders of the basal ganglia. Thus, during dopamine depletion,
in idiopathic and animal models of Parkinson’s disease, there is an increase in oscillatory
burst firing and synchronisation of GP and STN neurons (Bergman et al., 1994, Nini et al.,
1995 Raz et al., 2000, 2001). This activity is transmitted to basal ganglia output stations
contributing to the excessive inhibition of the thalamocortical motor loop and thus, the
symptoms of akinesia and rigidity (Albin et al., 1989, DeLong 1990) and muscle tremor
(Filion and Tremblay 1991, Bergman et al., 1994, Magnin et al., 2002). But how does this
activity arise and can it be sustained in the isolated GP-STN network?

Using a culture preparation, Plenz and Kitai (1999) proposed that the GP and STN
form a central pacemaker responsible for oscillatory activity in the basal ganglia. Brief
applications of GABA (to mimic pallidal synaptic input) were able to promote burst firing
in the STN, through the de-inactivation of a low-threshold calcium conductance, while STN
activity reverted to tonic firing once the pallidal input was disconnected. Therefore, it
appeared that viable reciprocal connectivity between the GABAergic GP and glutamatergic
STN may be sufficient for the generation and recruitment of the STN rebound burst activity
and thus support regenerative oscillatory activity (Plenz and Kitai, 1999; Bevan et al.,
2000).

However, in vivo experiments have indicated that rhythmic activity in GP and STN
neurons is driven by the cortex (Magill et al., 2000), with dopamine depletion sensitizing
the system further (Magill et al., 2001). Therefore, aside from in the culture preparation,
is there evidence that the GP and STN in isolation can maintain such activity? Indeed, such
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a hypothesis would gain credibility if reproduced in situ. This chapter details the search for
such evidence in a mouse brain slice preparation in which reciprocal connectivity between
the GP and the STN is maintained.

2. THE PREPARATION

In order to optimize the extent of the interconnectivity between the GP and the STN
we developed a parasagittal mouse slice preparation cut at 20° to the midline, in which the
distance between the two brain nuclei is about 1 mm. Connectivity was then demonstrated
morphologically, using biocytin-tracing techniques, and by electrical stimulation in either
nucleus to evoke inhibitory GABA or excitatory glutamate mediated post-synaptic currents
(I/EPSCs) respectively. In addition, spontaneous IPSCs (which can only emanate from the
GP) and EPSCs (from the cortex, pedunculopontine nucleus or thalamus) were also observed
in the STN. This preparation was then used to directly investigate the role of GABA and
glutamate release in shaping and modulating neuronal activity in slices taken from control
and MPTP-treated mice.

2.1. Biocytin Tracer Studies

Slices (300 um thick) were obtained from CB57BL/6JGL male mice at 21-40 days
of age. In order to assess the anatomical connectivity between the GP and STN we
exploited the retrograde and anterograde transport of the neuroanatomical tracer biocytin.
Biocytin (Sigma Chemicals, Poole, UK) was mixed with 20% gelatin (Fisher Scientific,
Loughborough, UK) in Tris-buffered saline to a final concentration of 50%. Pellets were
injected into GP and STN in horizontal (cut at 10° to true) or parasagittal (cut at 20° to
the midline) sections using either a 1ul Hamilton syringe or glass pipette attached to a
Picospritzer II (General Valve Corporation, NJ, USA) pressure ejection system. Following
8—10 hours of continuous perfusion with aCSF, slices were fixed in 4% paraformaldehyde
in 0.1 M phosphate buffered saline (PBS) at 4°C for several days. Biocytin was revealed
with avidin biotin complex (Elite ABC kit, Vector Laboratories). Although axonal labelling
between the GP and STN was observed in both planes of section, the most robust connec-
tivity, including labelling of axonal tracts and cell bodies, was observed in 20° parasagittal
sections (Figure 1A). This plane of section was used for all subsequent electrophysiological
recordings.

2.2. Evoked Synaptic Currents

Whole-cell recordings coupled with electrical stimulation were used to show connec-
tivity between the GP and the STN. Whole-cell recordings were made using borosilicate
glass pipettes of 3—6 MQ resistance containing (in mM) K-gluconate 125, NaCl 10, CaCl,
1, MgCl, 2, EGTA 0.5, HEPES 10, GTP 0.3, Mg-ATP 2, biocytin 5, adjusted to pH 7.25
with KOH. Individual neurons were visualized (x40 water immersion objective) using dif-
ferential interference contrast infa-red microscopy (Olympus BX 501, Japan) with CCD
camera (Hitachi KP-M1, Japan) and contrast enhancement system (ADV-2, Brian Reece
Scientific Ltd, Newbury, UK). Membrane currents and potentials were monitored using an
Axopatch 200B patch-clamp amplifier (Axon Instruments, Foster City, CA, USA). Synaptic
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Figure 1. Ai. A parasagittal slice in which the STN was injected with biocytin showing labelled fibre tracts
heading towards the GP and striatum. Aii Biocytin labelled cell bodies of the GP from the slice shown in Ai Bi.
EPSCs, recorded in the GP in response to single shock electrical stimulation in the STN and Bii IPSCs, recorded
in the STN in response to single shock electrical stimulation in the GP. Holding potentials ranged from —90 to
-30mV C. Voltage records from a STN cell held at —-60mV. A 300ms step depolarisation promoted fast action
potential firing. 5 shocks at 200 Hz in the GP evoked IPSPs, which summated and blocked action potential firing.
Following this inhibition there was a rebound depolarisation, which promoted further action potential firing. D.
Spontaneous inward (*) and outward (¥) currents recorded from a GP cell and a STN cell at holding potentials
—40 and —50mV.

events were evoked by bipolar single-shock stimulation (0.2 ms, 1-3mA) using a constant
current stimulation unit (Digitimer, DS2A).

Most GP cells recorded (>90% of the population) corresponded to Type A neurons of
the rat (Cooper and Stanford, 2000), the type II cells of guinea pig (Nambu & Llinas, 1994)
and bursting cells of Nakanishi et al., (1987). They were easily identified by the presence
of a time- and voltage-dependent ‘sag’ of membrane potential evoked by hyperpolarising
current steps, indicative of I, and anodal break rebound depolarisations, often accompanied
by action potential firing (Cooper and Stanford, 2000). All STN cells displayed both I, and
rebound depolarisations, typical characteristics of STN neurons (Beurrier et al., 1999,
Bevan and Wilson, 1999, Bevan et al., 2000).

As there is no anatomical evidence for a GABA projection to the STN, other than from
the GP, or a glutamate projection to the GP, other than the STN, which courses through the
STN, we used single shock electrical stimulation (0.2 ms, 1-3 mA) within the STN or within
the GP to evoke excitatory and inhibitory postsynaptic potentials respectively.
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Stimulation of the STN evoked bicuculline-resistant EPSCs in the GP in 22/33 cells
(66%) (Figure 1Bi), which were blocked by co-application of the glutamate antagonists
CNQX (10uM) and APS (100uM) (n = 5). Often responses with double peaks could be
observed which could be due to the activation of polysynaptic circuitry, asynchronous release
following single stimuli or the promotion of a somatic spike that may evoke further release.

Stimulation of the GP in the presence of CNQX (10uM) and AP5 (100 uM) evoked
GABA, receptor mediated IPSCs in the STN in 44/59 slices (75%) which reversed close
to theoretical equilibrium potential for chloride (Figure 1Bii). These postsynaptic currents
were blocked by the GABA, antagonist bicuculline (10 uM, n = 7). In 2 of 2 slices evoked
IPSCs, and evoked EPSCs were recorded, indicative of reciprocal connectivity.

2.3. Functional Connectivity

STN-evoked EPSPs were able to trigger action potentials in GP neurons while single-
shock simulation in the GP evoked a single IPSP in STN neurons. Increasing the number
of shocks induced IPSP summation and inhibition of STN action potential firing. The fol-
lowing rebound depolarisations were then able to elicit further action potential firing (n =
4, Figure 1C). These rebound depolarisations were not found to produce action potentials
at any consistent frequency but may provide recurrent excitation of the GP in a reciprocally
connected network required for reverberating oscillatory activity, as previously proposed
(Plenz and Kitai, 1999, Bevan et al., 2000). However, regenerative rebound depolarisations
were never observed, even when using stimulus trains.

2.4. Spontaneous Synaptic Currents

Evidence for spontaneous release of GABA and glutamate on both GP and STN cells
was also observed. At a holding potential of =50 mV, spontaneous outward currents indica-
tive of sIPSCs (from the GP) were observed in 85/150 (57%) STN cells. Inward currents
indicative of sSEPSCs (from the cortex, thalamus, pedunculopontine nucleus) were observed
in 106/150 (71%) cells. Inward and outward currents were often observed in the same
recording (Figure 1D). In GP cells, sSEPSCs (presumably from the STN) were observed in
26/43 cells (60%) while sIPSCs (likely from GP axon collaterals) were observed in all 43
cells recorded (Figure 1D).

3. SPIKE FIRING PATTERNS IN THE STN ARE INDEPENDENT OF GABA OR
GLUTAMATE RELEASE IN CONTROL CONDITIONS

Does the connectivity and GABA release from the GP play a role in the rate and pattern
of spontaneous STN activity in the mouse brain slice preparation? To address this question,
we used extracellular single-unit recordings of STN activity using borosilicate glass pipettes
of resistance 6—10MQ filled with 2M NaCl and bath application of the GABA, antagonist
picrotoxin (50 uM) in order to eliminate any effects of synaptically released GABA. Single
units were detected and amplified x10,000 with Axon Cyberamp 380 and AL402 differen-
tial amplifiers. Data acquisition and analysis was performed with a Micro-1401 mkIl and
Spike2 software (Cambridge Electronic Design). Single unit waveforms were discriminated
from noise and sorted off-line.
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Figure 2. A. Extracellular single-unit recording from a spontaneously firing STN neuron in control and following
perfusion with NMDA (20uM) and apamin (100nM). B. Whole cell recording from two STN cells bursting in
the presence of NMDA and apamin. Bath application of Bi picrotoxin (50uM) or Bii CNQX (10uM) had no
effect on the oscillation frequency, number of spikes per burst or the interspike interval (ISI) within bursts.

In control slices, STN cells fire action potentials at a tonic rate of 9.24 + 0.92 Hz.
(n = 82) (Figure 2A). Application of picrotoxin resulted in no effect on the frequency of
all 9 STN cells tested indicating that at least under control conditions the tonic release of
GABA has no effect on firing rate. To block any glutamatergic tone the glutamate antagonist
CNQX (10uM) was applied. No change of firing rate was observed in all 8 STN cells
indicating that at least under control conditions the tonic release of glutamate has no effect
on firing rate. These data also suggest that the GP-STN network is not engaged in oscilla-
tory bursting in the connected slice preparation under control conditions.

4. NMDA- AND APAMIN-INDUCED BURST FIRING IN THE STN IS ALSO
INDEPENDENT OF GLUTAMATE AND GABA RELEASE

In an attempt to replicate the bursting activity observed in STN neurons during dopa-
mine depletion in vivo, and also to increase the release of GABA from the GP, we bath
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applied the ionotropic glutamate receptor agonist NMDA (Zhu et al., 2004). NMDA
(20uM) induced an increase in firing rate of 415 £ 103% (n = 15). However, only 3/18
cells (17%) changed the firing pattern from regular to a burst-firing. Bursting activity was
much more reproducible if NMDA (20 uM) was applied in conjunction with the calcium-
activated potassium channel blocker, apamin (20-100nM). Apamin has previously been
shown to enhance NMDA -mediated burst firing, both in dopaminergic neurons et al., 1993)
and in the rat STN (Wilson et al., 2004b). Addition of 20nM apamin to NMDA (20 uM)
induced bursting in 5/19 STN cells (26%), while 50nM apamin induced bursting in 12/25
cells (48%), and 100nM apamin in 24/44 cells (55%).

The burst parameters of 25 STN cells were analysed using the program of Kaneoke
and Vitek (1996). This burst detection algorithm identifies cells which fire in patterns
which differed significantly from the Poisson distribution with a mean of 2, thus giving a
burst index >0.5. No differences in the burst firing induced by different concentrations of
apamin were observed. Thus, analysis of pooled data revealed slow oscillatory bursting at
a frequency of 0.46 + 0.06 Hz, each burst containing 31.7 + 5.35 spikes, the interspike
interval within bursts being 24.2 + 3.73ms (n = 25). Such bursting activity would be
expected to promote increased GABA or glutamate release in the STN and GP respectively.
Indeed, 6/12 single unit recordings from GP cells show NMDA/apamin induced burst
firing.

As burst firing induces the release of more transmitter than single spiking (Lisman,
1997) and because STN cells display a reverse spike-frequency adaptation and a steep
secondary range in their frequency-intensity curves (Wilson et al., 2004a) and are there-
fore more sensitive to synaptic input when excited in the burst range, we expected to
observe more pronounced effects of applied picrotoxin and CNQX. However, this
was not the case. Using the whole cell technique, picrotoxin (50 uM) was applied to 5
NMDA/apamin induced bursting cells, which all continued to burst fire with no significant
change in oscillation frequency (P = 0.86), spikes per burst (P = 0.86), or ISI within
bursts (P = 0.5). CNQX (100uM) was added to 6 bursting cells. All cells continued to
burst fire with no significant change in oscillation frequency (P = 0.32), spikes per burst
(P = 0.44), or ISI within bursts (P = 0.22). Thus, despite 75% of our GP cells being con-
nected to the STN and 66% of STN cells being connected to the GP and extensive evi-
dence for sIPSCs and sEPSCs in our mouse slice preparation, we have no evidence that
GABA or glutamate has any role in promoting, shaping or modulating the NMDA/apamin
induced burst-firing patterns in STN neurons. Rather, the bursting observed is likely to
be purely intrinsically driven from within the somatodendritic segments of the individual
cells studied.

4.1. Paired Recordings

Simultaneous single unit recordings of neuronal activity were made from a number of
cells in the STN and the GP. Seven pairs of regularly firing STN/GP neurons were recorded.
In the presence of NMDA (20uM) and apamin (100nM), bursting of both cells was
observed in 3 of the 7 pairs (Figure 3A). In 3 pairs, only the STN exhibited bursting activity
and in one pair bursting was promoted only in the GP unit. In all cases the activity observed
remained uncorrelated. Seven pairs of bursting STN neurons were also recorded. In each
pair, the regular/tonic activity in control conditions was uncorrelated as was the bursting
activity induced by NMDA (20 uM) and apamin (100nM) application (Figure 3B).
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Figure 3. Simultaneous single-unit recordings from STN and GP neurons in the presence of NMDA (20 uM)
and apamin (100 nM) showing uncorrelated bursting activity. A. A bursting STN cell and a bursting GP cell. Note
the presence of a second non-bursting unit within the STN recording. B. Two bursting STN units recorded on a
single electrode.

B.

5. STUDIES IN DOPAMINE DELETED ANIMALS

As adaptive changes caused by chronic dopamine depletion may be a fundamental
requirement for the manifestation of synchronous oscillatory activity we repeated the
extracellular studies in slices obtained from mice treated with the dopamine neurotoxin
1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP), using the regime described by
Araki et al., (2001). Eight mice were treated 10-21 days previously with MPTP. Single-unit
extracellular recordings were made from up to 3 spontaneously firing STN neurons simul-
taneously. STN neurons in slices from MPTP-lesioned animals fire at 4.23 £ 0.35Hz (n =
78), significantly slower than those from control animals (9.78 = 1.16, n = 20; p < 0.0001).
STN neurons from MPTP-lesioned animals fire irregularly, with an average coefficient of
variation of inter-spike interval of 94.4% (n = 78), significantly higher (p = 0.0007) than
that seen in neurons from control animals (25.8%, n = 33). However, firing in simultane-
ously recorded STN-STN (20 pairs), STN-GP (8 pairs) and GP-GP neurons (3 pairs) were
all uncorrelated. Furthermore, as in control slices, there was no significant change in rate
or pattern of firing on application of CNQX (10uM), APS5 (100uM) and picrotoxin
(50uM).
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6. CONCLUSIONS

An in vitro mouse slice preparation from control and MPTP-treated mice in which
functional reciprocal GP-STN connectivity is maintained, does not produce oscillatory
bursting or synchronous activity neuronal activity. Pharmacological interventions that
produce bursting activity do so without concomitant neuronal synchrony, or a requirement
for glutamate or GABA transmission. Pre-treatment with MPTP did not alter this behaviour.
Thus, we have no evidence that the functionally connected, but isolated, GP — STN network
can act as a pacemaker for synchronous correlated activity in the basal ganglia and must
conclude that other inputs such as those from cortex and/or striatum are required.
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CONVERGENCE AND PLASTICITY OF INPUTS TO
STRIATAL CHOLINERGIC INTERNEURONS

The generation of synchronised pauses

John N. J. Reynolds*

1. INTRODUCTION

Electrophysiological studies in behaving animals have added significantly to our under-
standing of the mechanisms of reward-related learning. From recordings of neural activity
made while animals are engaged in a behavioural task, discrete populations of neurons have
been described that may mediate particular aspects of task learning or performance. One
group that changes its activity during the learning of stimulus-response associations are
the Tonically Active Neurons (TANs) located within the striatum of the basal ganglia. It is
now well established that the majority of these neurons show little or no change in their
tonic firing pattern in response to novel stimuli. However, after repeated pairings of neutral
stimuli with a primary reward, these stimuli begin to elicit a transient cessation of TAN
firing activity, which has been termed the “conditioned pause response”. This change in
responsiveness increases in parallel with alterations in behaviour that suggest that a condi-
tioned response to the stimulus is being learned. Once acquired, the pause response remains
intact after a prolonged period without exposure to the stimulus or after overtraining, and
disappears after the association between stimulus and reward is lost (Aosaki et al., 1994b).
Although a correlation between response plasticity and behavioural changes does not
establish that changes in TAN firing are causal to the formation of a conditioned response,
it is clear that the pause response exhibits many of the features necessary for involvement
in a long-term behavioural memory process.

A compelling feature of the pause response is that it is induced in TANs that are
sparsely distributed throughout the caudate and putamen (Aosaki et al., 1995). Thus, the
conditioned stimulus acts to elicit a pause that is nearly synchronous throughout the whole
striatum. Since the TANs identified in behavioural experiments are now believed to be
primarily cholinergic interneurons that tonically release acetylcholine, a pause response
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initiated simultaneously throughout the striatum would result in a synchronous drop in
acetylcholine (ACh) levels. By affecting dopamine release and synaptic plasticity mecha-
nisms in other striatal neurons (Centonze et al., 2003; Rice and Cragg, 2004), this transient
notch in ACh tone has been proposed as a temporal signal involved in learning processes
at the cellular level (Morris et al., 2004).

To exhibit a global response of similar latency to a discrete stimulus, the cholinergic
interneurons, as I will refer to them hereafter, must receive inputs which originate from
some common source. The anatomical pathway carrying these inputs must project ubiqui-
tously throughout the striatum since cholinergic interneurons are rare (<1% of striatal
neurons) but are scattered fairly uniformly throughout the nucleus (Holt et al., 1997;
Oorschot et al., 2002). Activity in these inputs must somehow induce an inhibition of the
tonic firing of cholinergic interneurons, either through a direct hyperpolarising effect on
the membrane or by activating an interposed inhibitory neuron. Moreover, for the pause
response to appear anew after repeated pairings of a neutral stimulus with a reward (or with
an aversive stimulus, eg. Blazquez et al., 2002), these inputs must be able to undergo some
form of plasticity. A number of pathways exist that could be involved in mediating aspects
of the pause response. In this chapter, each of the major afferent pathways will be consid-
ered. From my own observations made during in vivo intracellular recording experiments
on striatal neurons, recent data will be summarised that proposes an important role for the
cerebral cortex in initiating and synchronising the conditioned pause response. Finally, a
model will be presented for how these pathways may interact in the acquisition and main-
tenance of conditioned pause responses.

2. DOPAMINERGIC INPUTS TO CHOLINERGIC INTERNEURONS

A close structural and functional relationship exists between the striatal cholinergic
interneurons and the dopamine system. The cell bodies of dopamine neurons that project
to the dorsal and ventral striatum are situated primarily in the substantia nigra pars
compacta (SNc) and ventral tegmental area (VTA). Single dopamine axons arborise exten-
sively throughout a large volume of the striatum (Prensa and Parent, 2001). Their axonal
branches surround cholinergic interneurons in a distribution suitable for volume transmis-
sion of dopamine, as well as forming infrequent synaptic connections on their somata
and proximal dendrites (Dimova et al., 1993). Thus, the dopamine system is appropriately
situated to play a direct role in pause generation in widely-distributed cholinergic
interneurons.

2.1. The Role of Dopamine in the Conditioned Pause Response

It has been well established in behaving animals that the pause response depends on
normal striatal dopamine innervation. Direct application to cholinergic interneurons of
dopamine receptor antagonists suppresses pause responses that have been previously
acquired through reward-related learning (Watanabe and Kimura, 1998). Similarly, deple-
tion of striatal dopamine by lesioning the dopamine projection from the SNc results in a
loss of learnt pause responses that can be restored by exogenous dopamine agonists (Aosaki
et al., 1994a). These data raise two possibilities for the role of dopamine in pausing the
firing of cholinergic interneurons: firstly, that a phasic increase in striatal dopamine release
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by the coordinated burst firing of midbrain dopamine cells (Lee et al., 2004) is directly
involved in the generation of pause responses, and secondly, that background dopamine
“tone” is necessary for the expression of dopamine pauses initiated by some other mecha-
nism. These possibilities will now be considered further.

2.2. Effects of Dopamine Receptor Activation on Cholinergic Interneurons

Determining the role of dopamine in the generation of pause responses requires knowl-
edge of the effect of dopamine on cholinergic interneuron activity. However the evidence
available to date from in vitro preparations is inconsistent. Cholinergic interneurons express
dopamine receptors of both the D1 and D2 families, principally the D5 and D2 subtypes,
respectively (Bergson et al., 1995; Alcantara et al., 2003). Dopamine via D1-family recep-
tors depolarises and increases the firing rate of cholinergic interneurons and enhances ACh
release (DeBoer and Abercrombie, 1996; Aosaki et al., 1998; Centonze et al., 2003).
However, less intense activation of D1/D5 receptors may slow spontaneous firing, by pro-
longing the fast afterhyperpolarisation (AHP) that follows single spikes, and by enhancing
inhibition between intrastriatal GABAergic elements and cholinergic interneurons (Yan and
Surmeier, 1997; Bennett and Wilson, 1998).

Activation of D2-family receptors also induces a combination of direct and indirect
effects on cholinergic interneuron firing. Both N-type Ca®* conductances (Yan et al., 1997)
and the persistent Na" conductance (Maurice et al., 2004) have been shown to be directly
inhibited by D2-like receptor activation. Pre-synaptically, D2 receptor agonists reduce
synaptic potentials that exert an inhibitory influence on cholinergic interneurons (Pisani et
al., 2000). Hence, D2 receptor activation can induce opposing effects: spontaneous firing
is directly inhibited by the effect of D2 receptor activation on intrinsic membrane currents,
whereas activation of pre-synaptic D2 receptors could potentially have a disinhibitory effect
on endogenous firing.

In attempting to make sense of these conflicting in vitro findings, a cautionary
reminder is necessary. In recent years, it has become apparent that the overall effect of
local dopamine release on striatal spiny projection neurons cannot be classified as purely
excitatory or inhibitory based only on the predominant dopamine receptor activated.
Consideration needs to be given to factors present in vivo such as cyclical excitatory input
influencing the membrane potential at the time dopamine is released, and to the mode
and timing of dopamine application (Reynolds and Wickens, 2002; Wickens and Arbuth-
nott, 2005). These factors are likely to be equally important when considering the effect
of dopamine on cholinergic interneurons. However, emulating these conditions is difficult
in the in vitro preparation, since endogenous excitation that drives the smallamplitude
membrane potential fluctuations in cholinergic interneurons (Wilson, 1993; Reynolds and
Wickens, 2004) is absent, as is the phasic burst firing of dopamine cells (Overton
and Clark, 1997). Alternatively, testing the effect of dopamine systematically in the in
vivo preparation is limited by the tremendous difficulty in obtaining intracellular record-
ings from cholinergic interneurons (Wilson et al., 1990). Notwithstanding these caveats,
and taking into account (i) that the direct effect of dopamine on cholinergic cell firing in
vitro seems, on balance, to be inhibitory and (ii) the fact that anticholinergic treatment
improves movement for Parkinson’s patients whose brains are depleted of striatal dopa-
mine, it seems that the predominant effect of dopamine in vivo is likely to be inhibitory
to cholinergic cells.
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2.3. Is the Pause Response Secondary to Dopamine Release?

If the dominant effect of direct dopamine application is to inhibit the firing of cholin-
ergic interneurons, it is possible that pauses may be triggered directly by dopamine release.
However, this seems unlikely to be the mechanism of pause generation in all situations.
Firstly, almost total degeneration of nigrostriatal dopamine terminals does not obliterate
established pauses in all cholinergic interneurons in the locally dennervated area, as would
be expected if dopamine release was necessary for the pauses (Aosaki et al., 1994a).
Instead, dopamine depletion returns the percentage of responding interneurons to the same
as before conditioning (approximately 10 to 20%), as if the conditioning had not occurred.
Secondly, pauses continue to be generated in cholinergic interneurons in response to fully
predicted or aversive stimuli or after the omission of expected stimuli (Morris et al., 2004).
Each of these situations have been shown to activate dopamine cells minimally or to
suppress tonic dopamine cell firing, hence would not augment (or may, indeed, decrease)
dopamine levels in the vicinity of cholinergic interneurons (Morris et al., 2004; Ungless
et al., 2004).

Since it is irrefutable that dopamine is required for the expression of conditioned
pauses, the above findings point to a role of dopamine as “enabling” rather than initiating
cholinergic cell pauses. Hence, another mechanism must be present to initiate pauses in
widely-spaced cholinergic interneurons, which requires dopamine for its continued func-
tioning. Since the temporal coding provided by phasic dopamine release would not be
necessary for such an enabling role, this mechanism need only respond to tonic striatal
dopamine levels provided by single spike firing (Grace and Bunney, 1984).

2.4. Dopamine as a Neuromodulator of Inputs to Cholinergic Interneurons

The proposal that dopamine is facilitating another system to initiate conditioned pauses
is consistent with its well-established role as a neuromodulator of excitatory inputs to other
striatal neurons. Recent evidence supports such a role in cholinergic interneurons. Using
patch-clamp recordings, Suzuki et al. (2001) showed that brief highfrequency stimulation
(HFS) induced long-term potentiation (LTP) of cortical and/or thalamic inputs that required
activation of D5 dopamine receptors. A similar mechanism has been demonstrated in spiny
projection neurons in vitro (Kerr and Wickens, 2001) and is involved in the processes of
reward-related acquisition of new skills in vivo (Reynolds et al., 2001). Hence, dopamine
may, in fact, fulfill a dual role in mediating pause responses: phasic release induces synaptic
plasticity in excitatory inputs, establishing new pauses in cholinergic interneurons, whereas
tonic release maintains the continued expression of newly-acquired pauses. I will now
consider the source of these excitatory inputs and their potential role in the conditioned
pause response.

3. EXCITATORY INPUTS TO CHOLINERGIC INTERNEURONS

We have to this point considered the effect of dopamine directly on cholinergic inter-
neurons and its potential role in modulating other sources of excitatory input. In now con-
sidering the process of initiation and synchronisation of pause responses, it is of special
interest that cholinergic interneurons show a high degree of spike synchrony that is not
itself dependent on an intact dopamine system (Raz et al., 1996). Since afferent excitatory
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activity can modulate the timing of intrinsically-generated spike firing in cholinergic inter-
neurons (Wilson et al., 1990; Bennett and Wilson, 1998) it is possible that a common
excitatory source is involved in the initiation of spike firing. This may originate in the
thalamus or cortex, since sub-threshold membrane potential fluctuations that underlie spike
firing are correlated with corticothalamic EEG activity (Reynolds and Wickens, 2004). It
therefore follows that these same excitatory inputs may also be involved in the generation
of conditioned pauses, and could also play a vital role in the synchronisation of pauses
between cholinergic interneurons. We will now consider both sources of excitatory input.

3.1. Thalamic Inputs to Cholinergic Interneurons

Cholinergic interneurons receive rich synaptic input from the intralaminar nucleus of
the thalamus. In primates, this innervation originates in the centromedian-parafascicular
(CM-PF) nuclear complex, homologous to the lateral and medial parafascicular (PF) nuclei
in the rat (Smith et al., 2004). These areas project in a topographical manner to the striatum,
such that in the rat, the lateral PF nucleus projects to lateral sensorimotor areas of the dorsal
striatum (Berendse and Groenewegen, 1990). Single thalamostriatal neurons from the PF
nucleus arborise extensively within the striatum, innervating a considerable territory
(Deschenes et al., 1996). Terminals of thalamic neurons form abundant asymmetric syn-
apses on the somata, proximal and distal dendrites of cholinergic interneurons, which are
most likely glutamatergic and excitatory (Wilson et al., 1990; Lapper and Bolam, 1992;
Mouroux and Feger, 1993). Thus, the anatomy of the projection from the PF nucleus to the
striatum is consistent with the distribution of responses to sensory stimuli to widely-spaced
cholinergic interneurons.

Recently, results from a functional study of CM-PF neurons in behaving monkeys
elucidated the behavioural conditions that activate the population of thalamostriatal neurons
targeting striatal cholinergic interneurons (Matsumoto et al., 2001). Thalamostriatal neurons
were excited by a range of visual and auditory stimuli, either within or outside of a behav-
ioural task, and regardless of whether or not the stimuli were associated with reward. They
were also excited by unexpected noises that acted as alerting or orienting stimuli, although
these responses quickly habituated with repeated presentation. The responses of cholinergic
interneurons recorded in the same monkeys contrasted significantly. These interneurons
expressed pauses in response to the same stimuli, but the vast majority responded only
when the stimuli were associated with reward (Matsumoto et al., 2001). Since the latencies
of the responses in PF nucleus neurons particularly were shorter than the latencies of all
phases of the pause response in cholinergic interneurons, it follows that neurons of the
CM-PF nuclear complex may be driving the pauses in cholinergic interneurons.

Matsumoto et al. (2001) then investigated the effect of inactivating the CM-PF
nuclear complex on established conditioned pauses. They focused on the effect of this
manipulation on all three components of the conditioned pause response: the period of
reduced action potential firing constituting the pause itself, and the two periods of excitation
that often flank the pause. Chemical inhibition of the CM-PF almost abolished the pause
component and the subsequent rebound excitation, indicating that thalamic inputs to cho-
linergic interneurons are necessary for the initiation of pause responses. Since thalamic
inputs are usually excitatory to striatal neurons, it follows that these inputs must be
somehow transduced into inhibitory effects on the firing of cholinergic interneurons. This
could be achieved in a number of ways, none of which can be fully discounted at
present:
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Firstly, an inhibitory neuron may be interposed between the thalamic input and the
cholinergic interneuron. This is supported by the finding that strong excitation of excitatory
afferent fibres produces a disynaptic inhibitory post-synaptic potential (PSP) in cholinergic
interneurons in vitro (Suzuki et al., 2001). Also, activation of PF nuclear neurons decreases
striatal ACh efflux via inhibitory circuits in the striatum but increases striatal ACh efflux
when inhibitory circuits are disabled (Zackheim and Abercrombie, 2005). This suggests
that both monosynaptic excitation and disynaptic inhibition of cholinergic interneurons by
thalamic inputs co-exist. It is unclear, however, how this disynaptic inhibition is mediated
and how it could be involved in the pause response. The firing of spiny projection neurons
is incompatible with the timing of the pause response. Alternatively, the firing patterns of
GABAergic interneurons during conditioned behaviour are not known, but their synaptic
activation in vivo induces periods of inhibition in cholinergic interneurons that are likely
to be too short-lived to underlie the pause responses directly (Kita, 1993; Reynolds and
Wickens, 2004).

Secondly, activation of thalamostriatal inputs may lead to dopamine release via local
glutamatergic activation of dopamine terminals, in turn leading to a direct inhibition of
cholinergic interneuron firing. This would be an attractive mechanism to explain the require-
ment for both dopamine and thalamostriatal inputs in the expression of pause responses.
However, the lack of spatial convergence of thalamic and dopaminergic synapses at the
level of axon terminals, or onto the dendrites of individual cholinergic interneurons, would
make glutamate spillover and local dopamine release seem unlikely (Smith et al., 1994).

Thirdly and finally, a membrane hyperpolarisation could be triggered intrinsically,
through activity in excitatory inputs. A number of recent observations support the existence
of this latter mechanism, and these will be discussed more fully in a later section. Suffice
to say here that excitatory activity in thalamic afferents is not transduced directly into
pauses, otherwise the patterns of spike activation in CM-PF neurons would be mirrored by
the pauses shown by cholinergic interneurons. Clearly, this is not the case, since activity
in the thalamic inputs does not require reward association. Another source of input that
codes reward association must be integrated with the thalamic inputs at the level of the
cholinergic interneurons. A clue to the nature of this input comes from the thalamic inhibi-
tion experiment of Matsumoto et al. (2001). Although the pause and rebound excitation
were obliterated, there remained an excitation that normally precedes the pause component.
Interestingly, this initial excitation is itself modulated by reward association and shows
plastic changes through reward-related learning (Aosaki et al., 1995; Matsumoto et al.,
2001). The inputs responsible for this component of the pause response presumably origi-
nate in the other source of excitatory input to cholinergic interneurons, the cerebral cortex.
I will now consider the cortical inputs to cholinergic interneurons as an input source that
may initiate pause responses through the temporal convergence with excitatory inputs from
the thalamus.

3.2. Cortical Inputs to Cholinergic Interneurons

Cortical afferents to cholinergic interneurons have received less attention as a possible
source of inputs necessary for the pause response. The reason for this is mostly due to the
anatomical paucity of inputs from the cortex to cholinergic interneurons. Cortical inputs
have been difficult to demonstrate, probably because their synaptic connections are located
in a dendritic region that is difficult to highlight using standard immunohistochemical
procedures (Lapper and Bolam, 1992). Using antibodies against m2 muscarinic receptors
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in conjunction with a cortical lesion, Thomas et al. (2000) demonstrated that degenerating
cortical terminals made synaptic contact with the distal extremities of the dendrites of large
m2-immunoreactive striatal neurons, which have been shown to be cholinergic interneurons
(Alcantara et al., 2001). Interestingly, the cortical contacts on these classically aspiny cho-
linergic interneurons were made with small spines or spine-like appendages, which may
have been considered in early studies as originating from neighbouring spiny neurons.
Although cortical synaptic contacts have now been demonstrated, they are still relatively
rare in comparison with the numerous thalamic synapses located more proximally on
the dendrites of cholinergic interneurons (Lapper and Bolam, 1992; Dimova et al., 1993;
Thomas et al., 2000).

Despite this pattern of sparse connectivity, functional studies suggest that cortical
inputs make a significant impact on the operation of cholinergic interneurons. Firstly, as
mentioned above, the cortical inputs probably mediate the residual excitation of cholinergic
interneurons after the pause has been obliterated by thalamic inactivation (Matsumoto et
al., 2001). Secondly, excitation of cortical inputs is sufficient to elicit striatal ACh release
phasically, independent of the tonic release evoked by activity in thalamic inputs (Consolo
et al., 1996). Finally, electrophysiological responses to cortical stimulation recorded in
cholinergic interneurons are surprisingly large considering this connectivity. In fact, post-
synaptic potentials (PSPs) evoked from the contralateral cerebral cortex or the ipsilateral
thalamus are similar in size and in ability to elicit spike firing (Wilson et al., 1990). This
is unexpected when taking into account the differences in the dendritic location of their
synapses and in the number of synaptic connections made by each pathway. These similari-
ties in the response to cortical and thalamic stimulation probably reflect the cellular proper-
ties of the cholinergic interneuron, particularly the proximity of its resting membrane
potential to firing threshold, its relatively large input resistance and the cable properties of
its dendrites (Wilson et al., 1990). Suffice to say that together, the above findings highlight
that anatomical scarcity does not necessarily signal redundancy.

3.3. Possible Roles for Cortical Inputs in the Generation of Synchronised Pauses

Recently, we reported a number of findings about cortical inputs to cholinergic inter-
neurons that may be significant to the mechanism of the conditioned pause response
(Reynolds et al., 2004; Reynolds and Wickens, 2004). These findings were taken from in
vivo intracellular recordings from a total sample of 14 cholinergic interneurons, obtained
serendipitously during my experiments over a period of six years. Since these experiments
were undertaken to study corticostriatal synapses in projection neurons, conditions were
correct for a systematic comparison of the cortical inputs to spiny neurons with those of
cholinergic interneurons, on the rare occasion that the latter was encountered.

A particularly striking difference was found between the monosynaptic PSPs measured
in both neuronal types in response to stimulation of the cortex contralateral to the striatal
recording site (see Figure 1). Responses were of a shorter latency in cholinergic interneu-
rons, even when a spiny projection neuron and cholinergic interneuron were recorded from
the same rat using the same stimulation electrode and parameters. In contrast, there was
no difference in latencies when the ipsilateral corticostriatal inputs were activated by stimu-
lation in the midbrain. These data suggest that there are anatomical differences in the popu-
lation of corticostriatal neurons that innervate cholinergic interneurons compared to those
that innervate spiny projection neurons. Since the differences in latency were only revealed
when comparing PSPs elicited by activation of the contralateral cortex, any anatomical
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Figure 1. The latency of cortically-evoked PSPs recorded in cholinergic interneurons were shorter than those
recorded in spiny projection neurons. (A) Test pulse stimulation of the contralateral cortex evoked a PSP of shorter
latency in cholinergic interneurons (n = 6) than those measured in spiny projection neurons (n = 12) recorded in
different experiments. (B) Shorter latency PSPs were also elicited in cholinergic interneurons when compared
with a spiny projection neuron from the same animal (n = 5). Adapted from: Reynolds, J.N.J., and Wickens, J.R.,
2004, Brain Res. 1011:115-28, with permission from Elsevier Science.

differences must be limited to the population of crossed corticostriatal neurons, which
innervate the striata on both sides of the brain (Wilson, 1986). Whether these differences
are secondary to the calibre of the axon or its course between the cell body and the target
neuron is not known. Whatever the underlying anatomy, this finding does suggest that
cholinergic interneurons are targeted by a specialised sub-population of corticostriatal
neurons.

Functionally, a faster axonal conduction may be important in ensuring that a cortical
event is delivered rapidly to cholinergic interneurons. A fast conduction system could be
the means by which the initial excitatory component of the pause response is distributed
nearly simultaneously to widely-spaced interneurons. Further, the relatively fast contra-
lateral conduction means that the latencies of contralateral and ipsilaterally-evoked responses
are similar, therefore inputs originating in both cortices simultaneously are likely to
converge simultaneously. Such an event would lead to a temporal convergence at the
level of single cholinergic interneurons, thereby increasing the effective membrane
depolarisation.

3.4. The Transduction of Excitation into Pauses

We have reviewed data thus far which indicate that functionally-significant inputs from
the thalamus and cortex converge onto the dendrites of cholinergic interneurons. Summa-
tion of these inputs, for instance by the temporal convergence of input from the CM-PF
nucleus elicited by a neutral stimulus with an input from the cortex coding reward associa-
tion, could meet the requirements for a signal to initiate the conditioned pause response.
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A mechanism is, however, required to convert this period of augmented membrane depo-
larisation into a pause in action potential firing.

We recently reported that membrane depolarisation can induce a subsequent hyperpo-
larisation sufficient to pause the tonic firing of cholinergic interneurons (Figure 2). This
afterhyperpolarisation (AHP) was elicited using intracellular current injection and therefore
represents an intrinsic membrane mechanism (Reynolds et al., 2004). Increasing the number
of action potentials elicited by increasing the size of the depolarising current injection
increased the size and duration of the AHP, suggesting that the AHP was dependent on the
amount of membrane depolarisation. Importantly, action potentials were not necessary for
the AHP: subthreshold depolarisations also generated an AHP which was, to a lesser degree,
related to the size of the preceding depolarisation. These latter AHPs ranged between
100 ms and 200 ms in duration and were not dependent on preceding action potential firing,
and thus shared a number of attributes with the conditioned pause response. In addition,
small cortically-evoked excitatory PSPs sometimes elicited an AHP that reduced the prob-
ability of action potential firing for a period reminiscent of the pause response in behaving
animal experiments (Figure 3B). Thus, membrane depolarisation induced by synaptic exci-
tation can evoke a period of hyperpolarisation that may underlie the pause response.

We also found evidence that suggested that a synaptically-generated AHP can be
induced in a cholinergic interneuron that does not exhibit one initially. In experiments
involving three cholinergic interneurons, all of which exhibited a cortically-evoked excit-
atory PSP at baseline but none of which displayed an AHP after the PSP, a plasticity-induc-
ing protocol involving activation of the dopamine cells of the substantia nigra was applied.
In all three interneurons, substantia nigra stimulation induced longterm potentiation (LTP)
of the cortical response, which was associated with the emergence of a new AHP (see
Figure 3A). These findings suggest that strengthening of cortical synapses by the substantia
nigra increases the membrane depolarisation achieved by a cortical input and induces an
AHP that can transiently suppress tonic spike firing.
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Figure 2. Depolarisation with or without action potentials induces an AHP in cholinergic interneurons. (A) Action
potentials elicited by suprathreshold intracellular current injection (grey bar) were followed by a prolonged AHP.
The duration and amplitude of the AHP was positively correlated with the number of action potentials evoked
(data not shown). (B) Action potential firing is not essential for the prolonged AHP: subthreshold depolarisation
in response to small-amplitude current injection (grey bar) induces a subsequent hyperpolarisation, which is
dependent on the level of depolarisation obtained. Adapted from: Reynolds, J.N.J., Hyland, B.I., and Wickens,
J.R., 2004, J. Neurosci. 24:9870—7. Copyright 2004 by the Society for Neuroscience.
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Figure 3. Cortically-evoked PSPs can induce a depolarisation-dependent AHP that pauses the tonic firing of
cholinergic interneurons. (A) As depicted in these traces from one cholinergic interneuron, HES of the substantia
nigra (HFS-SN) alone did not change the amplitude of the PSP and there is no discernible hyperpolarisation fol-
lowing the PSP (upper traces). However, persistent potentiation was induced in the same interneuron after com-
bined cortical and substantia nigra HFS (HFS-Cx + SN) and was associated with the appearance of an AHP
subsequent to the depolarising component of the PSP (lower traces). (B) A cortically-evoked response induced a
pause in tonic firing in a different interneuron. Each line in the raster (top panel) represents a single sweep aligned
to the time of the cortical stimulus (arrowhead). The histogram (bottom panel) shows the firing rate of the neuron
summed across sweeps (25 ms bin width). Note the reduction in firing between 100 and 300 ms after the stimulus.
Adapted from: Reynolds, J.N.J., Hyland, B.I., and Wickens, J.R., 2004, J. Neurosci. 24:9870—7. Copyright 2004
by the Society for Neuroscience.

The intrinsic membrane mechanisms underlying the AHP have recently been worked
out in vitro (Wilson, 2005). Interestingly, the AHP that follows a depolarising event seems
to share the same mechanism as a regenerative hyperpolarisation that is evoked by mem-
brane hyperpolarisation. Thus, excitatory synaptic inputs to cholinergic interneurons as
well as inhibitory inputs over a certain threshold, can engage a mechanism that produces
a fairly stereotypical membrane hyperpolarisation compatible with the timing of the pause
response.

4. A MODEL OF THE CONDITIONED PAUSE RESPONSE

Considering as many as possible of the previously reviewed findings, I would like to
propose the following model. This makes predictions as to the mechanisms underlying the
acquisition, synchronisation and maintenance of pause responses in a number of behav-
ioural situations, which might be tested empirically in future.

a) PRE-CONDITIONING: Before association with reward, a neutral, unpredicted sensory
stimulus elicits a pause response in a minority of cholinergic interneurons. Cholinergic



CONVERGENCE AND PLASTICITY OF INPUTS TO CHOLINERGIC INTERNEURONS 87

b)

d)

interneurons receive inputs from the thalamus about sensory events. Activity in these
inputs is thought to underlie the tonic membrane potential fluctuations of these inter-
neurons and may modulate their spike firing and the tonic release of ACh in vivo. The
prediction is that in some interneurons sufficient excitation could be induced by the
occurrence of a particularly well-defined sensory input to initiate an intrinsic AHP,
without requiring pairing with reward-associated excitatory inputs. This may depend
on baseline synaptic efficacy and the location on the dendrites of the thalamic synapses
concerned.

RANDOM REWARDS: The delivery of a random reward induces a pause in firing.
Pauses in this situation are most likely driven by the phasic activation of dopamine
neurons in the SNc¢ and VTA by an unexpected reward. A net hyperpolarising effect
of dopamine would reduce excitability for the period of dopamine exposure. The pre-
diction is that a brief hyperpolarisation induced by a short phasic burst of dopamine
neurons could be translated into a more stereotypical pause response, due to the action
of the conductances underlying the regenerative hyperpolarisation.

ACQUISITION: A neutral sensory stimulus is reliably paired with a primary reward,
inducing originally unresponsive cholinergic interneurons to now exhibit a pause. The
majority of cholinergic interneurons will show little response to a nonreward associated
stimulus before conditioning. The prediction is that with repeated pairings of the
stimulus with reward-related activation of dopamine cells, dopaminedependent poten-
tiation is induced at excitatory inputs on cholinergic interneurons. A further prediction
is that this occurs primarily at corticostriatal synapses, potentiating the reward-
associated initial excitation component of the pause response. Corticostriatal synapses
are located at spine-like appendages on cholinergic interneurons. This relationship
between excitatory synapses and dendritic spines is more spatially and, possibly, func-
tionally associated with dopaminergic synapses than is seen with thalamostriatal syn-
apses on striatal neurons (Smith et al., 1994).

OVERTRAINING: Widely-distributed cholinergic interneurons exhibit a pause response
of similar latency to the same reward-associated stimulus. The prediction is that
reward-related plasticity will occur at excitatory synapses with cholinergic inter-
neurons throughout the striatum. Since the cholinergic interneurons seem to have
specialised, and possibly dedicated, corticostriatal inputs, these interneurons may
become effectively linked through strengthened corticostriatal synapses carrying a
similar reward-associated initiation signal for the pause response. Since phasic
dopamine release is required only to induce the initial corticostriatal plasticity, it is of
no consequence that the dopamine signal shifts to earlier more predictable cues with
overtraining.

DOPAMINE DEPLETION: Returns the percentage of cholinergic interneurons that
respond to the pause to the same as before conditioning. Tonic dopamine release alone
is required to maintain excitatory synaptic efficacy in the striatum, as evidenced by
the emergence of synaptic depression following dopamine depletion (Reynolds and
Wickens, 2000). Thus, dopamine-depleting lesions are expected to weaken the pause-
initiating signal, meaning that only those cholinergic interneurons able to exhibit
pauses before conditioning will exhibit pauses after dopamine depletion.
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f)  OMISSION OF AN EXPECTED REWARD: Cholinergic interneurons that have
acquired stimulus-responsiveness exhibit a pause when the reward was predicted. 1t is
difficult to understand how the omission of an expected reward still results in a pause
in cholinergic cell firing at the time the predicted reward was expected. The mechanism
would probably not involve dopamine, since striatal dopamine levels are likely to be
decreased by the pause shown by dopamine cells under the same circumstances (Morris
et al., 2004). It is as yet unclear how this is achieved in dopamine cells, although this
could involve unopposed activity in striatal spiny projection neurons that send an
adaptively timed inhibitory signal to midbrain dopamine cells (Brown et al., 1999).
Thus, the prediction is that the pause in cholinergic cell firing in response to reward
omission is due to inhibitory inputs exhibiting a similar learned timing mechanism,
originating from intrastriatal GABAergic neurons. Intrinsic membrane mechanisms
would also amplify short inhibitory inputs into a stereotyped hyperpolarisation.

5. CONCLUSIONS

The mechanisms involved in the acquisition and expression of the conditioned pause
response are, without a doubt, multi-factorial. Inputs from the thalamus are necessary for
alerting cholinergic interneurons about the arrival of sensory stimuli but themselves do not
carry information about reward association. Inputs from the cortex communicate rapid
information about the prior association of the stimulus with reward, but by themselves are
not sufficient to trigger pauses. A phasic dopamine signal is probably necessary to directly
reduce cellular excitability in response to an unexpected reward, but is not activated in
every behavioural situation in which pauses are recorded. Thus, all of these inputs to cho-
linergic interneurons are necessary for the full expression of the pause response, however
no one input is sufficient. In this schema, the thalamic inputs can be considered the data
lines, the cortical inputs the address lines and dopamine as a switch to enable the function-
ing of the address lines in computations involving cholinergic interneurons.
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1. INTRODUCTION

Experimental evidence supports the notion that different classes of striatal neurons
are enrolled in distinct aspects of motor, cognitive and motivational functions. Cholinergic
interneurons play a crucial role in cognitive aspects of context-dependent motor
behaviours. There is now reasonable evidence that cholinergic interneurons correspond to
the tonically active neurons (TANs) of the primate striatum, that respond in a temporally
related fashion to stimuli that are conditioned by association with primary rewards
(Apicella et al., 1991, 1998; Aosaki et al., 1994). The response of TANs to reward-related
behavioural signals generally consists of a short-latency depression of firing, often preceded
by a pronounced increase after presentation of conditioning stimuli. The mechanisms
underlying the TAN pause response are still poorly understood although it is known that
synaptic inputs arising from the dopaminergic nigrostriatal system and from thalamic nuclei
involved in sensorimotor integration modulate the responsiveness of TANs to reward-
related stimuli (Aosaki et al., 1994; Matsumoto et al., 2001). Interestingly, this response to
reward-related cues develops through learning and is abolished by inactivating the thalamic
inputs to the striatum, though a short-latency corticostriatal excitatory response to reward-
related cues remains. Cholinergic interneurons, originally described as large type II giant
aspiny neurons (Aosaki et al., 1995), are characterized by a tonic and irregular spontaneous
firing activity during in vitro intracellular recordings (Wilson et al., 1990; Bennett and
Wilson, 1998; Bennett et al., 2000). Moreover, they show a relatively depolarized resting
membrane potential, a long-lasting action potential, a high input resistance and a prominent
afterhyperpolarization (AHP) (Wilson et al., 1990; Kawaguchi, 1993; Calabresi et al.,
1998). Their peculiar intrinsic properties have been proposed to underlie the TAN pause

* Clinica Neurologica, Dipartimento di Neuroscienze, Universita Tor Vergata, Via Montpellier 1, 00133 Rome,
and C.E.R.C., Fondazione Santa Lucia, 00143 Rome, Italy.

91



92 P. BONSI ET AL.

response (Bennett and Wilson, 1998, 1999). However, mechanisms involving GABAergic
synaptic transmission have been postulated to play a role in the generation of the
pause. Indeed, an activity-dependent long-term potentiation (LTP) of the GABAergic
postsynaptic potential has been reported (Suzuki et al., 2001; Bonsi et al., 2004). Moreover,
an increase in spontaneous GABA,-dependent synaptic activity has been reported to
occur in cholinergic interneurons from rats that have learned a rewarded, externally
cued sensorimotor task (Bonsi et al., 2003). Recent findings obtained by means of in vivo
intracellular recordings from TANs have shown that high-frequency stimulation of the
substantia nigra induced potentiation of the cortically evoked excitation and increased
the prolonged AHP after the stimulus, suggesting that a substantia nigrainduced AHP
produces stimulus-associated firing pauses in cholinergic interneurons (Reynolds et al.,
2004). Together, these findings indicate that several mechanisms contribute to the pause
response through the modulation both of the intrinsic and synaptic properties of cholinergic
interneurons.

2. SYNAPTIC PROPERTIES OF STRIATAL CHOLINERGIC INTERNEURONS
RECORDED IN VITRO

Cholinergic interneurons are giant polygonal cells (20-50 um) bearing aspiny den-
drites, and representing less than 2% of the entire striatal neuronal population (Fig. 1).
These cells show a characteristic combination of electrophysiological properties: depolar-
ized resting potential, large input resistance and spike width, prominent AHP, strong firing
accomodation and a hyperpolarization-activated sag conductance (I), known to be a unique
feature among striatal neuron subtypes (Jiang and North, 1991; Kawaguchi 1993;
Kawaguchi et al., 1995). Cholinergic interneurons receive dopaminergic inputs (Kubota
et al., 1987) from substantia nigra; likewise, they receive abundant glutamatergic synaptic
input from the thalamus at their somata, proximal and distal dendrites, whereas input
from the cortex is less represented (Fig. 1) (Lapper and Bolam, 1992; Contant et al.,
1996). Electrophysiological recordings performed in vivo from these interneurons
revealed a tonic, irregular spontaneous firing activity and long-lasting action potentials
(Wilson et al., 1990). Yet, striatal cholinergic interneuron activity is regulated by excitatory
and inhibitory synaptic inputs. In contrast to the striatal spiny projection neurons, in fact,
summation of only two or three excitatory synaptic potentials is sufficient to trigger an
action potential in these neurons (Wilson et al., 1990; Wilson, 1993; Bennett and Wilson,
1998). Recent in vivo recordings from anesthetized rats have shown that the membrane
potential activity of cholinergic interneurons is strongly influenced by spontaneous
corticostriatal and/or thalamostriatal glutamatergic activity (Reynolds and Wickens, 2004).
These observations suggest that the pharmacological modulation of these synaptic inputs
may potentially affect the excitability of cholinergic cells, thereby controlling the tone of
striatal ACh. In vitro sharp microelectrode recordings have shown that the amplitude
both of cortically- and intrastriatally-evoked excitatory synaptic potentials (EPSPs) is
largely reduced by both NMDA and AMPA glutamate receptor antagonists; however, the
full blockade of the EPSP is achieved by adding to the bathing medium the GABA,
receptor antagonist bicuculline (Calabresi et al., 1998). Interestingly, the complete
inhibition of the EPSP by NMDA, AMPA and GABA, receptor blockers reveals a slow
inhibitory synaptic potential (IPSP). This IPSP has been shown to result from an increase
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Figure 1. Striatal cholinergic interneurons, putative tonically active neurons. Within the striatum (Str), in normal
conditions, ACh-containing interneurons (black spots) receive glutamatergic inputs, primarily from the thalamus
(Th) and also from the cortex (Ctx), and dopaminergic influence from substantia nigra pars compacta (SNc).

in K* conductance as it reverses its polarity close to the equilibrium potential for K*
(Calabresi et al., 1998). In addition, the IPSP is reversibly blocked by the muscarinic
receptor antagonist methoctramine, a selective M2 receptor antagonist (Calabresi et al.,
1998), suggesting that these cells may limit their own ACh release by activating M2-like
receptors.

Recent observations suggest that a negative feedback of the cortico- and thalamostriatal
excitatory drive to cholinergic interneurons is exerted via presynaptic group II metabotropic
glutamate (mGlu) receptors. In particular, mGlu2 has been identified in these interneurons,
and its activation reduces glutamatergic synaptic input through a selective modulation of
P-type HVA calcium channels (Pisani et al., 2002). Likewise, an inhibitory modulation by
D2-like DA receptors activation on these synaptic potentials has been described. Bath-
applied quinpirole, a D2-like DA receptor agonist, produced a dosedependent presynaptic
inhibition of both the GABA,- and ACh-mediated component of the synaptic potentials
(Pisani et al., 2000; Momiyama and Koga, 2001). Noteworthy, besides the modulatory
activity on synaptic inputs, it cannot be neglected that cholinergic interneurons have been
shown to express a variety of functional transmitter receptors able to interfere with their
excitability (see Table 1) (Pisani et al., 2003).
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Table 1. Neurotransmitter interplay regulates cholinergic interneuron excitability.

Transmitter Receptor subtype Mechanism of action
Acetylcholine M4 membrane hyperpolarization; IPSP;
N-, P-type Ca** current inhibition
Glutamate NMDA membrane depolarization/inward current
AMPA membrane depolarization/inward current
Kainate membrane depolarization
mGlu la and 5 membrane depolarization/inward current; K*
current inhibition
mGlu 2 <EPSP/IPSP; <P-type Ca** channels;
<[Ca*]; <ACh release
Dopamine D5 membrane depolarization/inward current; GABA ,
current enhancement
D2 <EPSP, IPSP amplitude; N-type Ca®* currents
inhibition
Noradrenaline B1 membrane depolarization/inward current
Y-Aminobutyric GABA, membrane depolarization, >ACh release
acid GABAg membrane hyperpolarization, <ACh release

3. LONG-TERM SYNAPTIC PLASTICITY OF CHOLINERGIC
INTERNEURONS

Use-dependent long-lasting changes in synaptic efficacy have been proposed as a
model for memory and learning. In this respect, the role of TANs appears of primary inter-
est for several reasons. Firstly, these neurons have been shown to modulate the induction
of striatal LTP (Calabresi et al., 2000) thereby influencing the final striatal output. Secondly,
behavioural correlates show that these cells respond in a temporally-related manner to
rewarding stimuli, and are strongly dependent upon the integrity of the nigrostriatal dopa-
minergic system (Watanabe and Kimura, 1998). Third, these neurons express a form of
LTP of synaptic efficacy (Fig. 2). Essential features of the LTP of synaptic transmission
observed in these interneurons are represented by: 1) D1-like dopamine receptor activation,
ii) a critical level of intracellular calcium; iii) integrity of GABAergic inputs. Indeed,
in cholinergic interneurons, blockade of the D1-like dopamine receptor by preincubation
of the slice with the selective antagonist SCH 23390 fully prevented LTP (Suzuki et al.,
2001; Bonsi et al., 2004). Measurement of intracellular calcium rises revealed that tetanic
stimulation induced a calcium rise exceeding by fivefold the resting level, which was able
to cause a long-lasting enhancement of synaptic transmission. Conversely, stimulation
protocols inducing increases in intracellular calcium of lower magnitude failed to cause
LTP (Bonsi et al., 2004).

Notably, the pharmacological analysis of the post-tetanic postsynaptic potential
revealed that LTP was attributable, to a large extent, to the potentiation of the GABA4-
mediated component, whereas the glutamate-dependent component was negligible (Bonsi
et al., 2004).
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Figure 2. Time-course of long-term synaptic changes in cholinergic interneurons. High-frequency stimulation
(HFS) induces a long-lasting increase in the amplitude of synaptic potential recorded from cholinergic inter-
neurons. Note the amplitude of postsynaptic potential before and after delivering HFS (left and right traces,
respectively).

4. BEHAVIOURAL LEARNING-INDUCED INCREASE IN SPONTANEOUS
GABA,-DEPENDENT SYNAPTIC ACTIVITY

The pause-response to reward-related cues develops through learning, and current
evidence appoints a central role to GABAergic inputs for its development. Recently, we
have investigated whether long-lasting synaptic changes occur in cholinergic interneurons
from rats that have learned a rewarded, externally cued sensorimotor task (Bonsi et al.,
2003). Training initially consisted of instrumental conditioning to establish an association
between sensory signals and a lever to press. A correct lever press response resulted in the
delivery of a single food pellet. The percentage of correct responses showed a progressive
improvement of performance, denoted by an increasing number of rewarded trials, from
20-25% recorded at the beginning of the training sessions to 50-55% observed at the last
session, before preparation of slices.

Interestingly, recordings from slices prepared from these trained animals showed
an increased occurrence of spontaneous bicuculline-sensitive postsynaptic potentials.
The frequency of the GABA,-mediated events was increased in comparison to not-
conditioned rats, suggesting that an increased GABA influence develops following
rewarded sensorimotor paradigm on cholinergic interneurons. The source of such an
effect might be represented either by inputs from GABAergic spiny neurons or by
GABAergic striatal interneurons impinging onto cholinergic interneurons. This
GABA-dependent intrastriatal mechanism might be involved in the pause response of
TANs at the presentation of reward-related sensory cues. Accordingly, its cellular
correlate might be represented by the LTP observed following tetanic stimulation
(Bonsi et al., 2004).
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5. CONCLUSIONS

Plastic changes occurring in the basal ganglia involve multiple transmitter systems,
each of them playing a particular role. Indeed, the functional anatomy of the basal ganglia
ensures this interactive action. Similarly to synaptic plasticity described in striatal medium
spiny neurons (Lovinger et al., 1993; Charpier and Deniau, 1997; Calabresi et al., 2000),
LTP observed in cholinergic interneurons requires an interplay among different transmitter
systems (Suzuki et al., 2001; Bonsi et al., 2004). Dopaminergic inputs from the substantia
nigra, glutamatergic fibers arising both from thalamic nuclei and cortical regions and intra-
striatal GABAergic input converge onto cholinergic interneurons, shaping their excitability.
Recent evidence from behaving monkeys has demonstrated that the dopaminergic signal
appears to code the predictive value of various events in relation to reward, whereas the
message encoded by TANs would define the temporal frame in which the dopamine signal
will be handled. Hence, it is reasonable that several factors contribute to the generation of
the peculiar pause response of TANs to stimuli serving as instructions, as triggers for
learned behavioural reactions and as signals for reward delivery (Morris et al., 2004).
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