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Max-Planck-Institut für Quantenoptik
Hans-Kopfermann-Straße 1
85748 Garching, Germany
E-mail: t.w.haensch@physik.uni-muenchen.de

Takeshi Kamiya
Ministry of Education, Culture, Sports
Science and Technology
National Institution for Academic Degrees
3-29-1 Otsuka, Bunkyo-ku
Tokyo 112-0012, Japan
E-mail: kamiyatk@niad.ac.jp

Ferenc Krausz
Ludwig-Maximilians-Universität München
Lehrstuhl für Experimentelle Physik
Am Coulombwall 1
85748 Garching, Germany and
Max-Planck-Institut für Quantenoptik
Hans-Kopfermann-Straße 1
85748 Garching, Germany
E-mail: ferenc.krausz@mpq.mpg.de

Bo Monemar
Department of Physics
and Measurement Technology
Materials Science Division
Linköping University
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Preface

Advances in science, often curiosity driven, can also address societal needs such as
energy, health and lifestyle, and, of course, the increase of fundamental knowledge.
Technology, which largely defines our way of living, is strongly dependent on the
underlying scientific achievements, which, in turn, are related to the advances in the
fundamental and applied sciences including the life sciences.

With the advent of nanoscience, advances have become possible that are based on
novel multidisciplinary approaches where connections between hitherto rather sep-
arated disciplines such as, for example, physics, biology, chemistry, mathematics,
materials science and information technology have been made. In this sense,
science, besides its progress in the respective fields, is presently experiencing a
renaissance of bridging between disciplines similar to the situation that existed
at the beginning of the age of Enlightenment. Accordingly, this text focusses
on the interdisciplinarity that characterizes many aspects of modern nanoscience.
I have selected photons as a “glue” that demonstrates the interlinking of so many
apparently disparate scientific disciplines in natural and life sciences. Therefore,
instead of treating scientific topics according to their traditional compartmental
structure, photons and their interactions serve here as a guide for a visit in the
respective disciplines and their sometimes unusual connections1.

The general topics, made visible by my subjective selection of the chapters,
shall emphasize the bridging character in modern science. The approach presented
here is rather unique as we can see in the schematic above (see footnote 1) which
demonstrates that there is still a long road to travel for interdisciplinary work in the
sciences; this text is just one of the beginnings in that direction.

The interaction of matter with electromagnetic radiation involves absorption,
scattering and emission of photons. The corresponding electronic and vibronic
excitations are localized processes making photons a suited probe of nanoscale
matter. In most cases, this probe is nondestructive except for high-intensity beams

1Image adapted from W.B. Paley, K. Boyack, D. Klavans, SEED Magazine, March 7 (2007),
commiss. K. Börner.
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where radiation chemistry can occur. The use of pulse lasers, femtosecond X-ray
sources and free electron lasers allows ultrahigh time resolution with sufficient beam
intensity. Besides being an analytical tool, photons can be used to change matter by
localized interactions. Deep UV lithography is a well-known example of structuring
matter with light. In advanced communication, based on entangled photons, the
delocalized nature of the photon field is exploited, whereas in quantum computing,
localized interactions, for instance, with the hyperfine structure of ion states in a
Pauli trap, are exploited.

In life sciences, the use of photons ranges from the traditional use of light
microscopy that has revolutionized medicine, to present day’s photothermal cancer
therapy, for example. Photosynthesis has produced our atmospheric oxygen and
the analysis of the light-induced and consecutive processes in photosynthesis has
resulted in a wealth of insights that is now used for realization of bio-inspired
solar fuel generation, known as artificial photosynthesis. A particularly interesting
phenomenon learnt from photosynthesis is the excitation energy transfer where
photonic energy is transferred to catalytic sites without an actual charge transfer. The
analysis of the energy states in such centres has become possible by the development
of synchrotron third-generation light sources. An important future route is the
steering of enzymatic reactions, e.g., bio-catalytic activity, by photonic excitation
energy from neighbouring absorbers and to replace enzymes by suited more robust
catalytic macromolecules.

The conceptual approach of a multidisciplinary text results from inspection of
scientific achievements that were made by scientific cross-fertilization and also
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by the author’s work over the last three decades in various disciplines such as
surface science, electrochemistry, materials science of semiconductors, solar cell
development and, to a smaller extent, on plasmonics and biological systems.

Important parts of this monograph have been written during visits of Baldhead
Island (North Carolina), during a sabbatical at North Carolina State University
(NCSU) and during a visit at Jilin University in Changchun (China) where my host
was Wenbo Song. I am indebted to Zlatko Sitar and Michael Rigsbee for hosting me
for a sabbatical year at NCSU. Valuable discussions with Raoul Schlesser, Ramon
Collazo and Klaus Bachmann are gratefully acknowledged. Many stimulating
discussions with the members of my research team at the Helmholtz Zentrum for
Materials and Energy in Berlin, Germany, are gratefully acknowledged. Last but
not least, I want to express my gratitude to Claus Ascheron of Springer Heidelberg
for his patience, help and continuing support of this project.

This book addresses a readership with a pronounced interest in the multidis-
ciplinary challenges in nanoscience. The text has been written for readers with a
basic knowledge in physics and mathematics and the frequent use of equations and
figures was a means to condense the width of the highly interdisciplinary content
into a manageable volume. The book shall provide an overview of developing
areas and give insights into already existing cross-disciplinary activities and, also,
hopefully lead to the stimulation of further interdisciplinary work in many areas
of natural and life sciences. It has been written for interested graduate students,
teachers and experts working in the respective fields who want to broaden their
perspective. Part of this text has been presented as a lecture on “nanophotonics”
at the Technical University Berlin (Germany) and, accordingly, this book might
be of use for those lecturers who want to stimulate interdisciplinary research and
education by teaching.

Berlin Hans-Joachim Lewerenz
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Introductory Remarks

Due to the presently still rather unusual connections between separate scientific
disciplines, the description of fundamental aspects has been included in this text
for intelligibility of the sometimes advanced cross-disciplinarity of the content.
Therefore, the reader will find some basic scientific material as well as more
advanced descriptions when combinations of disciplines are treated that sometimes
carry an element of surprise. Examples for the latter are the use of � -quanta in
the determination of phase diagrams of a ternary solar material, the application
of Cherenkov radiation for the analysis of the energy band structure of photonic
crystals, light emission in scanning tunnelling experiments and its application to
submolecular spectral analysis or the use of X-ray emission techniques for analysis
of metallo-centres in proteins, to name just a few topics. These and other topics have
intentionally been selected to demonstrate the huge (dormant) innovation potential
of interdisciplinary research and cooperation.

This text comprises basically two aspects of photonics: the generation of light in
various processes, describing the “mystical” interaction of electrons and photons,
and the application of electromagnetic radiation to modern scientific areas. The
former is treated in the first three chapters which can be considered as the first part
of this book but fundamental aspects of photons reappear in Chap. 6 where their
quantum nature is described. Applications in various areas of science are found in
Chaps. 4–6. The chapter on spintronics (Chap. 7) has a hybrid character as it also
focusses on the behaviour of electrons in solids. It has been included because of
recent developments in spin-photonics.

The book begins with basic considerations on the nature of light and its origin,
including historical aspects. Photon generation by momentum changes of moving
charges (electrons) is described by a comparably intelligible semiclassical concept
for a wider readership. Further, the inception of quantum electrodynamics (QED),
related to Fermat’s and Huygen’s principles transferred to non-zero mass particles,
is presented and light propagation based on these concepts is described in a
phenomenological manner, yielding a rather intuitive insight into Feynman’s path
integrals in QED. Based on a recent finding of an amino acid in the dust of the comet
Wild 2 and on earlier panspermia-supporting events, the present state of discussion

xv
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on the origin of life and, in particular, its relation to photonic energy supply are
included here.

Chapter 2 treats advanced light sources used for generation of high-energy pho-
tons and, in part, ultrashort photon pulses. The anticipated role of the International
Thermonuclear Reactor (ITER) for provision of ultrahigh energy photons is outlined
here as well. A considerable part is devoted to the use of synchrotron radiation
from wigglers and undulators. The operational modes of free electron lasers are
outlined and rather recent methods such as femtosecond laser slicing which relies
on ponderomotive forces are included. The selection of these light sources is to
a high degree commensurate with later presented applications in natural and life
sciences, found, for example, in Chaps. 4 and 5.

Whereas Chap. 2 describes photons generated by kinetic electrons, Chap. 3
addresses photon generation by discrete quantum processes. Here, the energy
spectrum encompasses high-energy photons from X-ray plasma lasers, for instance,
then moving into the longer wavelength regime of bio- and chemiluminescence. As
an interesting example of highly localized photon generation, surface plasmon decay
into single particle excitations during scanning tunnelling spectroscopy (STM) is
reviewed. The renewed interest in the field of plasmonics that has substantial
implications in areas such as solar energy conversion and medical sciences is
included here as the interaction and decay of the collective excitations are related to
photon absorption and generation.

The second part of this text (Chaps. 4–7) shows the actual interrelation
of various disciplines by selection of applications of photons in bridging fields
of natural and life science. Applications of advanced light sources to the study
of various areas of micro- and nanoscience are found in Chaps. 4 and 5. In
Chap. 4, the investigation of processes at the semiconductor–electrolyte interface by
in-system synchrotron radiation photoelectron spectroscopy and by X-ray emission
spectroscopy is covered. Subsequently, a phase diagram analysis of the ternary
system Cu–In–S, relevant for the development of CuInS2-based photovoltaic solar
cells, is presented. As nuclear probe, gamma rays are used that are emitted in the
decay of radioactive 111In atoms which have been incorporated into the host material
during growth. Chapter 5 contains two major aspects of the management of photons,
the artificial route provided by the development of photonic crystals and the route
used by nature to funnel photonic energy into the reaction centres in photosynthesis.
In the former, the analysis of the photonic band structure for a two-dimensional
crystal by Cherenkov radiation represents another example of connectivity between
apparently unrelated scientific subjects. After a note on metamaterials, the chapter
ends with a scanning tunnelling microscopy investigation of enzymes that have been
immobilized on semiconductor surfaces. The derived concepts of the electronic
properties of semiconductor–protein junctions allow to propose future systems
where charge or excitation energy transfer between semiconductors and enzymes
enables designed catalytic operation. A first example on a bio-photocathode that
uses an enzyme will be presented.

The effects associated with the quantum nature of photons and the related puz-
zling observations are outlined in Chap. 6. After an introduction to entanglement,
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the Einstein–Podolsky–Rosen criticism of the Copenhagen interpretation of quan-
tum mechanics is described and of Bell’s inequality is introduced that allows
experimentalists to distinguish in principle between nonlocal and local quantum
theories. In addition, processes are reviewed that are based on the quantum nature of
photons. They encompass quantum teleportation and applications such as quantum
cryptography and quantum computing and include early realization of several
quantum computers.

Finally, Chap. 7 treats the exploration of the quantum coherence of the electron
spin that has resulted in the field of spintronics, a neologism of the words spin and
electronics. Before entering the more recent developments of spin photonics, the
chapter gives an overview of the status of the field, beginning with more traditional
aspects and devices such as magnetic tunnel junctions, the giant magnetoresistive
effect and later advancing to semiconductor spintronics. The more theoretical
subchapter on magnetism and spin presents an excursion into related science
and also gives a concise overview on the basic magnetic properties relevant for
spintronics. The chapter ends with an assessment of the present state of the so-called
spin photonics, thereby returning to the main theme of this book.



Chapter 1
On the Origin of Light

1.1 Introduction

This chapter treats fundamentals of photon generation, giving an overview of
physical principles of photon generation. The considered energies range from ultra-
hard radiation to the visible and (far) infrared terahertz regime. A rather intriguing
example is the future possibility to use high-energy photons from nuclear fusion:
once mastered in a sustainable way, nuclear reactions could provide energetic
photons unaccounted for so far, since in stars, the comparably low-energy black
body radiation of the surface temperature dominates [1]. The direct and stable
high-energy photon output from a nuclear reaction might become available in a
foreseeable future [2], providing possibilities for gaining new insights into photon–
matter interactions and allowing corollary applications.

In view of the intended interdisciplinary bridging character of this text, theo-
retical concepts are, when possible, first presented in a classical or semi-classical
approach to facilitate intelligibility. For example, the interrelation of electrons and
photons is described here semi-classically, based on the work of Weizsäcker and
Williams [3, 4] for relativistic electrons, using the picture of virtual quanta.

A substantial part of this chapter treats the various modes of Bremsstrahlung,
also referring to applications. This is followed by photon generation from discrete
electronic quantum transitions. Subsequently, the quantum electrodynamic concepts
of light generation and propagation are presented in a concise overview, followed
by an overview of what is presently known regarding the contribution of light to the
origin of life (Sect. 1.5). The content of this chapter is summarized in Table 1.1.

1.2 Bremsstrahlung

The general aspects of radiation emitted from motion changes (acceleration
and deceleration) of electrons are described. Although synchrotron, wiggler and
undulator radiations belong to this category, they are treated separately because
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Table 1.1 Overview of the content of Chap. 1

1.1. Introduction
1.2. Bremsstrahlung
1.2.1. Radiation from charges in motion
1.2.2. Coulomb collisions
1.2.3. Relativistic Bremsstrahlung: the Weizsäcker–Williams model
1.2.4. Coherent Bremsstrahlung
1.2.5. Polarization Bremsstrahlung
1.3. Principle of light generation from quantum transitions
1.4. Quantum electrodynamic concepts: light generation and propagation
1.4.1. Background
1.4.2. Light propagation concepts
1.4.3. Photon generation for quantum information science
1.5. On the origin of life-photonic contributions
1.5.1. Definitions
1.5.2. Geological periods and human development
1.5.3. Overview of hypotheses on life’s origin
1.5.3.1. Panspermia
1.5.3.2. Prebiotic synthesis: heterotrophic approach
1.5.3.3. Autotrophic processes
1.5.3.4. RNA world
1.5.4. Selected mechanistic aspects: quantum tunnelling and prebiotic nucleotide synthesis
1.5.4.1 Panspermia-related processes
1.5.4.2 RNA world: synthesis and attachment of pyrimidine nucleotides
1.5.5. Influence of photons on biogenesis: photochemistry and homochirality
1.5.5.1 Basic photochemistry
1.5.5.2 On the homochirality of biological molecules

of their extended use in modern experimental facilities. Bremsstrahlung also
results from interactions between electrons and ions in nuclear fusion plasmas.
In hot, fully ionized plasmas, the Bremsstrahlung emission coefficient is given
by the Kramers formula [5]. For high-energy plasmas (T � 107 K), high-intensity
Bremsstrahlung is observed with � � 1 nm, providing an additional ultrashort
wavelength source.

1.2.1 Radiation from Charges in Motion

Accelerated or decelerated charges emit electromagnetic radiation. The intensity
and the spectral properties (as well as the angular distribution) are of interest for
many applications. For classical, non-relativistic motion, the radiation is described
by Larmor’s formula [6]. The acceleration dv/dt of a charged particle, which is
observed in a reference frame where v � c, leads to radiation of total power P
given by [6]:
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P D 2e2=3c3 .dv=dt/2 : (1.1)

For accelerator applications, one generalizes Larmor’s formula for arbitrary charge
velocities. Using the relation between momentum and velocity, p D � mv (where
� is the Lorentz factor), and the relation between radial acceleration, radius and
particle velocity expressed in terms of the momentum p, one obtains the relation
dp=d� D �!p. Here, ! is given by the circular motion by v/rc, with rc being the
orbit radius and dt D �d� . Obviously, the radiation emitted results from constant
angular acceleration. Its power is (using ˇ D v=c/

P D 2e2

3m2c3
�2!2 p2 D 2e2c

3r2c
ˇ4�4: (1.2)

The radiative energy loss per revolution is obtained by the product of the time for
completing one cycle and the radiated power

Erad D .2 rc=v/P: (1.3)

For high-energy electrons with ˇ Š 1, the energy loss can be given numerically:

Erad.MeV/ D 8:85 � 10�2 ŒE .GeV/�4

rc .meters/
: (1.4)

It can be shown that radiation losses from a linear acceleration are negligible. Direc-
tional momentum changes are considerably more effective for radiation emission
which led to the introduction of synchrotron radiation sources, for instance.

The angular distribution of the emitted radiation narrows in the direction of
electron motion nearing the velocity of light as shown in Fig. 1.1. For ˇ ! 1,
the maximum radiation intensity has an angle of �max Š 1=2� with respect to the
electron velocity vector. At 99.9% light velocity, the angle is 1:2ı.

1.2.2 Coulomb Collisions

Particles passing through matter are scattered and lose energy due to collisions.
In these collisions, the particles change energy and momentum. The velocity and
directional changes result in emission of electromagnetic radiation as described
above. In these scattering processes, usually only the interaction of a fast particle
(electron of energy E) with the Coulomb field of a fixed charge (representing the
struck atom) is considered where the deflection of the incoming electron results
in radiation. Due to their larger charge, nuclei deflections dominate over those of
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Fig. 1.1 Change of �max

with ˇ (see text)

Fig. 1.2 Radiation cross
section for non-relativistic
Bremsstrahlung from
Coulomb collisions as a
function of frequency
normalized to the frequency
maximum Emax=h

atomic electrons. Rutherford’s formula [7] expresses that interaction, by describing
momentum transfer for non-relativistic motion.

Figure 1.2 shows the radiation cross section for non-relativistic Coulomb colli-
sions as a function of electron energy, first calculated by Bethe and Heitler [8] using
the quantum mechanical Born approximation. It is observed that the cross section
decreases rather linearly over a wide energy range and cuts off at the maximum
frequency „=E . For such non-relativistic electrons, however, radiative losses are
negligible compared to collision losses due to electron–electron interaction [9].

1.2.3 Relativistic Bremsstrahlung: The Weizsäcker–Williams
Model

Weizsäcker and Williams [10] noted that the electromagnetic fields of an electron in
uniform motion at relativistic velocity are almost transverse as in the case of plane
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waves. This suggested to imagine the fast electron as carrying with it a “cloud”
of virtual (in the sense that they can only be observed by disturbing the electron’s
motion) photons that can be shed if the electron is perturbed. The model assumes
that relativistic electrons carry a virtual photon spectrum with ˛ photons per unit
frequency interval. When, for whatever reason, radiation is emitted, the observed
frequency spectrum will very closely follow the virtual spectrum.

An important aspect of this model is the consideration of the time or length over
which the virtual photon cloud is shaken off: the more rapidly the cloud is removed,
the more intense is the radiation observed in the laboratory. As concept, one uses the
so-called formation time or formation length. The formation time is defined as
the time an electron travels while its radiated electromagnetic wave advances one
wavelength ahead of the particle. After the formation time has elapsed, the wave is
a radiation which is no longer tied to its source.

If the electron would radiate all of its energy, the corresponding spectrum
would be

dE=d! D e2=c: (1.5)

The number of photons of frequency ! is obtained from

dn! D dE .!/ =„! � e2=„cd!=! D ˛d!=!; (1.6)

where ˛ Š 1/137 is the fine structure constant. For high frequencies (for a more
detailed description see [9]), a term containing exp(–!=!c/, where !c denotes the
maximum or critical frequency of the spectrum, has to be included. The above
expressions describe the radiation emitted over one formation length. In the case
of a force which acts over several formation lengths, the photon emission spectrum
is given by division by L0, the formation length for ! � !c:

dn!
dL

� ˛

L0.!/

d!

!
: (1.7)

For ! � !c, the spectrum is

˛

L0.!/

d!

!
e�!=!c : (1.8)

Above the critical frequency, the spectrum decreases exponentially. In practical
terms, the radiative loss of high-energy electrons in matter of density � is usually
expressed by

1

�

dE

dx

ˇ
ˇ
ˇ
ˇ
rad

� � E

X0
; (1.9)

where X0 is the so-called radiation length describing the average energy loss per
unit length. The resulting energy profile of the electron is given by E � E0
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Fig. 1.3 Energy loss of
electrons in Pb (Z D 82)
showing the crossover at the
critical energy; beyond
500 MeV, the ionization
process is dominated by
Möller scattering

exp(–�x=X0); for these high-energy electrons, ionization effects due to inelastic
collisions with atomic electrons can be ignored as long as the electron energy is
above a critical energy,Ec, approximated as

Ec Š 610MeV

Z C 1:24
; (1.10)

where Z is the atomic number of the material. For Pb with ZD 82, the critical
crossover energy lies at 7.32 MeV (see Fig. 1.3). Above this energy, losses occur
predominantly due to inelastic collisions with nuclei producing Bremsstrahlung.
It is also interesting to note that Bremsstrahlung provides the major part of the IR
continuum due to e�-Hg collisions in HID (high-intensity discharge) lamps [11].

1.2.4 Coherent Bremsstrahlung

The enhancement of Bremsstrahlung occurring in a crystal when the momentum
transfer from a relativistic electron to the scattering atom matches a reciprocal
lattice vector is considered. The process is analogous to Bragg scattering and
results – in contrast to the smooth incoherent 1/E spectrum (Fig. 1.3) – in a
saw-tooth-like intensity distribution of the emitted photons [12]. Therefore, using
crystals such as diamond, for instance, provides rather monochromatic and polarized
Bremsstrahlung photons [13]. Figure 1.4 shows calculated (dotted curve) and mea-
sured data from coherent Bremsstrahlung (full line) also indicating the incoherent
background (dashed–dotted line) for ultra-relativistic electrons impinging on a
diamond crystal with 4.8 GeV.

The emitted photons, even for lower electron energies around 250 MeV, are
extremely energetic and, in the latter case, emit at 60 MeV which corresponds to
0.02 pm wavelength. Such high-energy photons are presently used to investigate
electromagnetic interactions of hadrons with nuclei. With regard to materials
science, attempts are being made to use fast electrons and the radiation emit-
ted by their travelling in periodic nanostructures for characterization of these
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Fig. 1.4 Intensity of
coherent Bremsstrahlung vs.
x (the normalized photon
energy, K energy of photons)
for diamond (thickness
1 mm); electron beam energy
E0 D 4:8GeV;
	 D 3:44mrad; ˛ D 0ı

(angle between incidence
plane and crystal plane). Full
line: fitted experimental data,
dotted line: calculation,
dashed-dotted line:
incoherent Bremsstrahlung
and dashed tail: fit to
experimental data at low
intensity [14]

nanostructures [15]. We will revisit this topic in the context of the characteristics
of Cherenkov radiation (Sect. 2.5) in conjunction with its application to photonic
crystals (Sect. 5.2.5).

The advantages of this radiation, being quasi-monochromatic, easily tunable,
polarized and almost free of background, are balanced by its main drawback, i.e. the
relatively low intensity compared to synchrotron radiation, for instance. On the other
hand, the CXR (coherent X-radiation) characteristics depend strongly on structural
features of crystalline samples, thus allowing the analysis of macromolecular
crystals. Also, self-assembled systems and phase transitions in such systems can be
studied. Therefore, applications for biologically relevant topics can be envisaged.

1.2.5 Polarization Bremsstrahlung

Polarization Bremsstrahlung results from the scattering of the electromagnetic
field of a relativistic particle (electron) moving in a medium (solid) with atomic
electrons. The interaction is also described as dynamic polarization of the target
under the action of the Coulomb field of such projectiles. The effect is largest
for atom types with high dynamic polarizibility [16]. Since the effective impact
parameter for collisions is commensurate with atomic dimensions, the features of
polarization Bremsstrahlung are affected by interatomic correlations. Therefore, the
energetic and angular intensity distributions of spectra from amorphous and poly-
crystalline samples are supposed to differ substantially [17]. Although differences
in Bremsstrahlung between amorphous and polycrystalline environment have been
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attributed to polarization Bremsstrahlung [18], strong evidence was obtained only
rather recently for this type of radiation [19].

1.3 Principle of Light Generation from Quantum Transitions

We consider an isolated atom that interacts with photons, described by their
electromagnetic field, using the vector potential EA related to the electric field by
EE D r'�.1=c/.@ EA=@t/. Using the gauge invariance (' D 0/ of the time-dependent

Schrödinger equation

H D i„ �
 (1.11)

and the Coulomb gauge r EA D 0 which states that the wavelength of the
radiation that excites the atom is large compared to the spatial dimensions in
which the excitation takes place, the proportionality EE / EA0 results, where the
latter describes the vectorial amplitude of the vector potential, related to the unit
polarization vector Ee0 of the light by EA0 D A0Ee0. The description of photon
emission from electronic transitions follows the quantum mechanical concept of
perturbation theory. The Hamilton operator H that describes the electron–nucleus
interaction in an atom is extended by the (small) perturbation due to electromagnetic
radiation, represented by its vector potential EA; the resulting Hamilton interaction
operator has the form [cit] .p � .q=c/ EA/2 where p denotes the momentum operator
pD .„=i/r. Multiplication yields the terms p2�.q=c/ EAp�.q=c/p EAC.q2=c2/A2
because momentum and position do not commutate. With the assumption of a small
perturbation, the quadratic term can be neglected; the term p EA vanishes because
of the aforementioned Coulomb gauge. Only the second term, EAp, describes the
interaction in the framework of first-order perturbation theory. The Schrödinger
equation for this case then reads

�

� „2
2m


C V � q

mc

„
i

EAr
�

 D i„
�
 ; (1.12)

where the third term within parentheses describes the perturbation due to absorbed
or emitted radiation. Elimination of the time dependence (see, for instance [20])
yields for the transition probability between states with main quantum numbers
n, m:

Wnm D 2�

„2 jHnmj2 ı.!nm � !/: (1.13)

The perturbation term Hnm is given in Dirac’s bracket notation (see Sect. 6.2) by

Hnm D � q

mc

„
i

h nj
!
A0 eikrr j mi (1.14)
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and the Delta function in (1.13) describes the energy conservation, i.e. that
transitions do occur only if the transition energy „!nm equals the wavelength of
the electromagnetic radiation. It can be shown that the transition probabilities for
photon absorption and emission are equal and given by

Wnm D Wmn D const:f .!nm/q
2j h nj !

e0 eikrr j mi j2: (1.15)

In the case of optical transitions, with a wavelength in the visible spectral range and
an atomic diameter in the 0.1 nm range, the product EkEr is of the order of 10�3. The
series development of the exponent in (1.15) then reduces to the first term, yielding
just Ee0. Then, the bracket in (1.15) can be written in terms of the matrix elements of
the momentum operator P as

h nje!0r j mi D „ !
i
e0Pnm: (1.16)

Using the commutation relations between momentum and position operator X
yields an expression for the transition probability that contains the product of charge
and position, similar to a dipole that coined the name dipole transitions:

Wnm D const:f .!/q2
ˇ
ˇ
ˇ
!
e0 Xnm

ˇ
ˇ
ˇ

2

: (1.17)

The so-called dipole approximation is valid up to photon energies of about 300–
400 eV, where .2�=�/ 0.1 nm is � 0:1 < 1. Accordingly, many transitions
observed in (soft) X-ray emission spectroscopies (XES, RIXS) can be treated within
the dipole approximation (see Sect. 4.2.6). The same holds for the lower energy
end of synchrotron radiation spectroscopy (SRPES) (Sect. 2.4) and ultraviolet
photoelectron spectroscopy (UPS) using He I and He II lines at 21.2 and 40.6 eV.

1.4 Quantum Electrodynamical Concepts of Light
Generation and Propagation

In this subchapter, the basic concepts of quantum electrodynamics (QED), the
interaction of photons with electrons, will be presented, some of which have already
been treated in Sect. 1.3. In Sect. 1.2, photon–matter interaction has been described
using the following concept: whereas particles are described by quantum mechanics,
radiation is accounted for classically (as in the Weizsäcker–Williams approach, for
instance). In this way, absorption, stimulated emission, the Compton effect and
Bremsstrahlung can be and have been treated. To treat the interaction of light and
matter accurately, the Maxwell equations which describe electromagnetism have to
be changed according to the principles of quantum mechanics. In (1.12), photon
absorption is described by the classical vector potential of an electromagnetic wave
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that represents the photon by incorporation of the term into the time-dependent
Schrödinger equation. In that sense, we have already introduced QED in the
theory of light absorption (and spontaneous emission). In the following, a short
treatise of the propagation of light through matter that is not absorbing is given,
based on the concepts of QED. The fascinating part here is the description of
former geometric optics and interference phenomena based on the assumption
of photons as particles by analyzing their trajectories associated with respective
probabilities.

1.4.1 Background

QED, usually referred to as that field of physics that treats the interaction of
electromagnetic radiation with charged matter within the framework of relativity
and quantum mechanics, had its beginning with Dirac’s article on the quantum
theory of emission and absorption of radiation [21] (see also Chap. 6). The theory
belongs to the class of quantum field theories where the other prominent example is
quantum chromodynamics (QCD), the theory which describes interactions between
quarks in high-energy physics. In QCD, the so-called strong force is mediated by
gluons, similar to the photons that mediate the electromagnetic force in QED.

In 1928, the formulation of the Dirac equation [22] (see also (7.4) in Sect. 7.3)
is considered the next step in the advancement of QED, followed by the path
integral formulation of quantum mechanics, introduced by Feynman in 1948 [23].
This concept is related to Lagrange’s approach to Newtonian mechanics based on
the calculus of variations. It arose from the problem called brachistrochrone that
occupied the Bernouilli brothers in 1696 [24]: which shape must a ramp have that
a mass will slide under the force of gravity in the shortest time between two points
A and B? Jakob Bernoulli recognized that any curve that has a minimum property
with regard to the shortest time globally must also have this property locally as
shown in Fig. 1.5.

The argument was: one assumes that the curve ACEDB is the path of least time
from A to B. If C and D are two more points on that curve, then the curve part
CED must have the same property as AB, i.e. being the fastest connection between
C and D. If this were not the case, there must be a path, for instance, CFD, that

Fig. 1.5 Bernoulli’s diagram
for the solution of the
variation problem (see text)
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would provide a faster connection than the path ACEDB which is in contradiction
with the initial assumption. Hence, the overall fastest path must also be fastest for
all intermediate points which states that the global property holds also locally.

In geometric optics, the path of light can also be determined from a variational
principle, e.g. Fermat’s principle that states that light travels from any given point
to another in the shortest time. This is equivalent to the statement that the phase
˚ of the light wave � D �0ei˚ varies as little as possible during the motion.
In classical mechanics, the physical path followed by any object is given by the
one that minimizes the integral S (called “action”) whereL D T –U (T , kinetic; U ,
potential energy; v, velocity):

S D
t2Z

t1

L.v D dx=dt; x; t/dt : (1.18)

The variation method applied to S leads to Newton’s second law (often written as
F D mdv=dt). To come up with a wave description of mechanics, Schrödinger
guessed that the light wave phase ˚ corresponds to the action S . This supposes
that, according to de Broglie, frequency, energy, wavelength and momentum are
related in the same way for particles with mass as for photons. One then considers
a wave equation for non-zero rest mass particles. In analogy to the expression for
the light wave, it was guessed that the wave description of mechanics might take the
form

 D  0eiS=„; (1.19)

where the division by Planck’s constant in the exponent ensured that the argument
of the exponent is dimensionless. Feynman’s calculation was based on Dirac’s use
of the integral formulation of Huygens principle of elementary wave generation for
t2 > t1:


.x; t2/ D
Z

G.x; y/
.y; t1/dy: (1.20)

G.x; y/ is named “kernel” or “propagator” that was determined by Feynman to be

G.x; y/ D A0eiS=„; (1.21)

which led him to derive the time-dependent Schrödinger equation, assuming that the
action S could be approximated by (with 
t D ")

S D
Z

Ldt � L": (1.22)
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Using the simplest case for a Lagrangian, i.e. the difference of kinetic and potential
energy, and with some approximations, the integral in (1.20) led to the time-

dependent Schrödinger equationH
 D i„ �

 . Feynman realized that arbitrary times


t such as 
t D "; 2"; 3"; : : : ; N" could be represented by the method, repeating
the integration N times. This was named a “sum over histories” and the multiple
integral was called the path integral. Then, the amplitudeG.x; y/ can be expressed
for better comprehension as a sum of the amplitudes A0[exp(i=„/ S�.x; y/],
instead of the respective integrals. These amplitudes are associated with all possible
paths � that connect x and y, yielding

G.x; y/ /
X

�

exp

�
i

„S�.x; y/
�

: (1.23)

Taking fixed starting and end points a and b, respectively, the probability to travel
from point a at a time ta to b (arriving at tb/ is P.b; a/ D jG.b; a/j2.

From the formalism, all paths contribute equally to the probability and it has
to be analyzed how, in the classical case (of geometrical optics), a particular path
can dominate. In the classical limit (S 	 „/, when S�=„ becomes very large, the
according phase yields a very large angle and the real/imaginary part of the phase is
the cos/sin of this angle. A small change of the path ıx on the classical scale results
in a small change of S , but when measured in units of „, where the angular functions
will oscillate rapidly between positive and negative values, the total contribution will
result in no net contribution. Therefore, paths with different neighbouring actions
(S ) cancel out and only those trajectories for which S is an extremum (action
Scl/, a small change ıx produces, in first order, no significant change in S . The
contributions from these trajectories are nearly in phase and they do not cancel out
and in this picture, the classical limit is obtained by considering those trajectories
for which the action is within „ of Scl.

Hence, the least action path and their neighbouring trajectories dominate the
propagation and can be regarded as the classical trajectory with an indefiniteness
that shows the limitations of the classically defined path. This formalism thus
provides an elegant and quite intelligible connection between classical theory and
quantum mechanics in cases where the classical theory can be described by an
action principle such as in geometric optics. Below, in the subsequent section, a
few phenomena of geometrical optics will be represented based on the path integral
formalism.

Historically, at the time of the development of path integrals, the problems of
QED, related to divergent integrals in perturbation calculations, indicating that
the theory fails at high energies, became obvious. Schwinger then introduced the
concept of renormalization of mass, charge and wave function to avoid what was
called at the time the “ultraviolet divergence”. This is related to the fact that infinite
terms, logarithmically divergent, contribute to the so-called “bare” electron charge
and mass (m0, e0/ which are different from that of the “dressed” high energy
electrons. The renormalization replaces m0 and e0 by the experimentally measured
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values m and e. As a consequence, the fine structure constant ˛ is not an actual
constant but instead increases with energy (˛D 1=137 for low energy and ˛D 1=128

for 100 GeV, for example) [25, 26]. For the renormalization of the electron mass,
the requirement that the energy of the physical state which corresponds to a free
electron moving with a momentum Ep is equal to

p

p2 Cm2
e, where me is the

electrons rest mass, was introduced. In a similar manner, the observedcharge was
renormalized. QED has then been very successful in the determination of the Lamb
shift [27] and of fundamental nature constants, for instance [28]. In the light of some
recent experiments, however, aspects of QED have been questioned recently [29].
The development of quantum chromodynamics (QCD) as a renormalized theory
was the next major step that described elementary particle physics by a quantum
field theory approach [30–32]. For an impression of some further developments in
modern physics, see Sect. 6.3.

1.4.2 Light Propagation Concept

In QED, the wave–particle duality of light, for instance, has been replaced by
stating that light has corpuscular character. The disadvantage of this concept is
that only probabilities for the behaviour of photons can be calculated to describe,
for example, whether a photon will hit a detector. The QED concept, represented
by (1.20, 1.23), can be used to visualize the behaviour of light in basic optics,
describing seemingly simple processes such as reflection, refraction and diffraction
in the framework of QED. First, one considers the probability amplitude 
gn (1.23)
and the corresponding photon paths in a reflection experiment at a mirror as shown
in Fig. 1.6. To each path, an arrow can be assigned that contains the information on
the amplitude (probability) and phase of the repective photon path. With the velocity
of light, the arrow turns 14,400 times per cm for the red part of the spectrum. When
the light reaches the detector, the turning movement of the arrow is stopped, giving
a fixed direction that results from the path length. Such arrows are displayed in
Fig. 1.7 for the mirror segments A–N.

The quantum physical interpretation of the experiment states that the probability
for each photon paths is virtually equal, meaning that the lengths of the arrows
are drawn equal. The free parameter is then the arrow’s direction, given by the
elapsed travelling time of the considered photon. For the reflection experiment in
Fig. 1.6, the lengths of the paths S–A–D are larger than, for instance, those of
S–G–D. Therefore, the time vs. mirror segment graph shows a curve which has its
minimum at the intersection between segments G and H where specular reflection
is known to occur in geometrical optics. The directions of the arrows for the outer
mirror segments become more statistical due to the larger time difference in the
outer segments compared to those in the centre of the mirror as can be seen in
Fig. 1.7(top). The final arrow is obtained by usual vector addition as shown in
Fig. 1.7(bottom), yielding a non-vanishing resulting vector that represents the actual
path integral, visualized here as a sum of photon paths.
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Fig. 1.6 Photon path summation in a reflection experiment with a screen between the source S
and the receiver/detector D; for simplification, the reflection is assumed to occur solely at the front
surface; the segments A–N indicate parts of the mirror for analysis of the temporal difference of
the photon paths (see text)

Fig. 1.7 (Top) Time delay for the photon paths A–N; (bottom) summation of the probability
amplitudes of the photon paths depending on the elapsed time

The used picture can easiest be understood in analogy to the solution of the wave
equation for plane waves:


.x; t/ D A expŒi.kx � !t/�; (1.24)

where A is the length of the arrow and t is the temporal evolution of the trajectory
up to a specific event such as the detection of a photon. The propagation process
is then simulated by an arrow of a certain length, equivalent to the probability
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amplitude A, and the elapsed time which defines the angular position of the arrow.
It can be seen from Fig. 1.7 that the photon trajectories for larger deviations from the
geometrical path cancel each other largely, and only those contributions for which
the photon travelling time is very similar contribute to the final arrow from A to K .
In a similar manner, the concept allows the description of the optical properties of
lenses, diffraction gratings, for instance, and reflection and transmission of light.

1.4.3 Photon Generation for Quantum Information Science

With the advent of so-called cavity QED, it became possible to modify the
spontaneous emission rate of a single atom in a resonant cavity, to alter the Lamb
shift, i.e. atomic energy levels, and to induce oscillatory energy exchange between
a single atom and a cavity mode, for instance. Cavity QED dates back to the work
of Purcell [33] that states that spontaneous emission is not an intrinsic property
of an isolated atom but rather a combined property of an atom coupled to its
electromagnetic environment. Actually, Purcell showed that the enhancement of the
rate f for spontaneous emission of electromagnetic radiation into the cavity is a
function of the wavelength, the mode volume of a resonator Vm and the quality
factorQ:

f D 3Q�3

4�2Vm
: (1.25)

The enhancement in (1.27) is that over the spontaneous emission rate without a
cavity. A shortened derivation of this expression will provide some understanding
of this so-called Purcell effect of interaction of photons and electrons in confined
spaces.

One considers an atom in a cavity V0 which is large enough to exhibit negligible
influence of the emission properties of the atom. The Purcell factor (1.25) is obtained
dividing the transition probabilities for spontaneous emission by that of emission
in a narrow confined cavity, e.g. f D Wcav=Wfree. First, Wfree is calculated from
Fermi’s golden rule in the weak perturbation limit:

Wfree D 2�

„2
ˇ
ˇMif

ˇ
ˇ
2
g.!/; (1.26)

whereMif is the transition matrix element for spontaneous emission and g.!/ is the
photon density of states. With the photon modes in free space, g.!/ D !2V0=�

2c3.
The matrix element is given by the electric dipole interaction (see Sect. 1.3). Using
Evac D p„!=2"0V0 for the vacuum field (there is no internal field source within
the cavity assumed), taking �if as the actual atomic dipole moment and averaging
over all orientations of the dipole yield
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ˇ
ˇMif

ˇ
ˇ
2 D 1

3
�if

2E2
vac D „!�2if

6"0V0
: (1.27)

For the emission rate Wfree, the result is obtained by multiplication in (1.26) using
g.!/ and (1.27):

Wfree D �2if !
3

3�"0„c3 : (1.28)

One now considers an actual cavity of volume Vcav that has only one resonant mode
which is close to the emission frequency of the assumed two-level atom. Using a
normalized Lorentzian function for g.!/ and taking exact resonance, g.! D !0/

can be expressed as

g.!/ D 2Q

�!0
(1.29)

and with the matrix element for the interaction in the cavity, assuming dipole
alignment,

ˇ
ˇMif

ˇ
ˇ
2 D „!�2if

2"0V1
; (1.30)

the emission rate is obtained from multiplication according to the golden rule above
and the ratio for resonant behaviour Wcav=Wfree yields the (original) Purcell factor
presented in (1.25). Q, the quality factor, describes the frequency quality of the
resonance.

This possibility to enhance spontaneous emission from atoms in a cavity provides
a tool for generation of photons with desired properties, suited, for instance, for
information processing. Quantum information systems are based on superposition
and entanglement of quantum mechanical states. Whereas superposition is rather
easy to comprehend, entanglement needs a short description: it represents that
property of a quantum mechanical state of a system of, for example, two objects for
which the quantum states of the objects are closely linked in such a way that each
object cannot be described any longer without taking fully into account the other
object. This even holds for spatially separated objects and will be treated in more
detail in Chap. 6 and, in particular, in Sect. 6.2.1. Clear evidence for entanglement
between individual quantum systems has been obtained in photon down-conversion,
with trapped ions (see Sects. 6.3), and in cavity QED. An example for the latter is the
interaction of a two-level Rydberg atom with a cavity field mode (see above) where
two qubit quantum logic gates as basic unit of quantum information processing
systems can be realized.
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1.5 On the Origin of Life: Photonic Contributions

In the late nineteenth century, the mysterium of the origin of life and its possible
natural cause started to be intensively discussed among scientists [34] but also
entered the arts. An excellent example is Gustav Mahler’s Sinphony No. 3 (1898)
where the extended first movement symbolizes the transformation of inorganic
matter towards life. Meanwhile, with the dramatic increase in the knowledge of
biochemical processes and reactions, the topic can be discussed on a considerably
advanced scientific level and examples of the presently advocated models and
theories will be given below in Sects. 1.5.3.–1.5.5. The complexity of the bioor-
ganic chemistry involved and the uncertainties regarding the actual environmental
conditions that were present when life originated, however, has so far not resulted
in a single widely accepted model. Rather, schools have developed that occur to
maintain borders between them by advocating their respective hypotheses. These
hypotheses will be reviewed below, and selected aspects, particularly those related
to the influence of photons, will be treated in somewhat more detail.

Before addressing the contemporary concepts on the origin of life, a definition
of the term “life” is needed. An overview of this aspect is given at the outset of
this chapter. Subsequently, the predominant advocated theories on life’s origin are
reviewed, whereafter the possible role of photons in the development of life forms
will be discussed. Among the topics considered are the homochirality of bioorganic
compounds, prebiotic chemistry, metabolic concepts, the so-called RNA world and
panspermia. As the latter puts the origin of life at an earlier time and possibly
different conditions than those on earth several billion years ago, the influence of
presumed specific conditions on earth on the creation of early life forms at a time of
about –3.9 Ga is also considered.

Whether photons had a role in generating life is debated. Here, presently
advocated models, theories and concepts are discussed with emphasis on possible
photonic processes in the generation of biological molecules/structures.

1.5.1 Definitions

A satisfactory definition of what life is remains a challenge, and numerous
approaches exist that encompass mathematical, cybernetic [35], biological and
cross-disciplinary formulations. Here, we follow the latter approach by presenting
a slightly modified version of the recent definition by Koshland [36] because of its
generality and intelligibility although parts of it have been debated [37].

In an attempt to describe a living organism in a single sentence, one might
come up with wordings like “life is defined as an organized structure that is able
to carry out self sustaining metabolic reactions, responds to external stimuli, is able
to protect itself and can reproduce”. Actually, elegance and simplicity might not
always be possible at an intermediate stage of development of a field and, possibly,
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might not generally be achieved (see Sect. 7.3 where the current attempts on a
unifying theory of the forces in physics are described).

The essential principles which define life might be listed as follows (1) the exis-
tence of a program that contains the (encoded) information on the ingredients of the
organism and their dynamic interactions, given by the DNA. The program already
contains the dynamic (fast) reactions to environment as behavioural response; (2)
exchange of energy with the environment by being the so-called open metabolizing
system and (3) the capability to change (improvize) in order to adapt to changes in
the biosphere of the organism. This occurs by mutation and successive selection of
the mutant by its environmental adaptivity; (4) protection from the environment
as realized by membranes, forming an individual organism that functions in
an autonomous manner; (5) the possibility to regenerate, thereby compensating
thermodynamic losses of biochemical reactions and achieving stability of the overall
metabolism and structure. Such regeneration must be contained in the overall
program code and (6) selectiveness of chemical, biochemical (enzymatic) reactions
to allow for the simultaneous occurrence of undisturbed reactions and reaction
pathways.

The above preconditions appear necessary for the functioning of a living
organism. These principles have been derived from inspection of life on earth but
the mechanisms to arrive at a living organism might be variable. Presently, the
mechanisms are far from being optimized in this intermediate stage of evolution
and it might be interesting whether a different or modified set of mechanisms could
result in life. This raises the question of “process tolerance” in the origin of life, i.e.
the possible width of starting conditions that still result in the formation of living
organisms. Hence, for a certain non-negligible width of the processing window, this
could point to the possibility of life originating outside earth under quite different
conditions on exoplanets that will be discussed below.

1.5.2 Geological Periods and Human Development

As introduction, the geological periods that are distinguished to describe earth’s
history are summarized as they are closely related to the possible origin and further
developments of life on the planet. First, the Precambrian time is considered.
Figure 1.8 gives an overview including a few comments on the milestones in the
development.

Almost four billion years (Ga) passed before the first animals left their trace on
earth, documented by fossils. This longest period in the history of earth (about 7/8
of the time) is named Precambrian. During that time, the most relevant biological
developments took place. The Precambrian has been divided into five ages. The
hadean is not actually a geological time as – except for meteorites – no rocks on
earth are that old. The oldest meteorites and lunar rocks are about 4.5 billion years
old and the oldest rocks known on earth are 3.8 billion years old. The hadean age
therefore stands for the time when the solar system and the earth were formed.
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Fig. 1.8 Geological periods in the history of earth relative to the present time including some
development milestones

First forms of life appeared early in the archaean. The oldest fossil findings (of
bacteria microfossils) are about 3.5 billion years old. All life during this more
than a billion years long period was of bacterial nature. The proterozoic period
began at –2.5 billion years and it ended 543 million years ago. Available data
about organisms that lived during the proterozoic period are sparse. The so-called
arcritarchs were present in the late Paleoproterozoic and they are interpreted
as unicelled photosynthetic protists [38]. Because almost all of their nanoscale
molecular organization has been lost, only very little structural information exists.
They are generally described as a group of decay-resistant organic-walled vesicular
microfossils. During this time, the atmosphere became oxygen enriched by the
occurrence of photosynthesis. The occurrence of eukaryotes, where a cell nucleus
contains the genetic material, paved the way for multi-cellular organisms which
took advantage of aerobiosis. Compared to eukaryotes, the genetic material in
prokaryotes is found within a nucleoid, where a single loop chromosomal DNA
is stored that lacks a nuclear envelope. Prokaryotes existed from about –3.5 Ga as
evidenced by findings of cynobacteria-like fossils (see Fig. 1.8).

The oldest animal fossils date back 620–550 Mio. years. The end of the
Precambrian period is characterized by a change in the carbon cycle that resulted
in the ability of the new animals to synthesize hard body parts of carbonate
minerals. Whether this change was due to geochemistry or genetic alterations
is debated. In the Cambrian period, fossil findings show that most of the major
groups of animals appear in this relatively short time between 543 and 590 Mio.
years ago. Because of the relatively short time span over which this diversity of
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forms developed, this development has led to the wording “Cambrian explosion”.
The Cambrian period belongs to the paleozoic aera (–543 to –248 Mio. years) that
is characterized by two rather little understood and debated events: the first one, as
already mentioned, was the explosion of diversity of life forms near the beginning
of the Cambrian period that occurred within a few million years and the second one
took place at the end of the Cambrian, when, in the largest mass extinction on earth,
90% of all marine animals and 70% of all terrestrial organisms became extinct.

The more recent (bio)geological periods are condensed in Fig. 1.9. There were
additional major extinction events in the Triassic and Cretaceous periods, the
latter leading to the extinction of the dinosaurs about 65.5 Mio. years ago whereas
mammals and bird clades survived the event with a few extinctions. The Pleistocene,
characterized by advances and retreats of glaciers and also called the ice age, is
also characterized by the evolution of the homo-sapiens (the first known hominids
were human-like primates that evolved in eastern Africa at –5.2 Mio. years; humans
and chimpanzees shared their last common ancestor about 7 Mio. years ago). Also,
mammoths and sabre-toothed tigers date back to this period. The Pleistocene saw the
homo-erectus (about –1.8 to –1.6 Mio. years), the homo-heidelbergensis (–0.8 Mio.
years), modern man (–160 k years) and, in addition, the homo-neandethalensis.
Archaic homo-sapiens evolved between 400,000 and 250,000 years ago. The search
for human ancestors has been invigorated by the use of non-recombining genetic

Fig. 1.9 The Phanerozoic aera and its subdivision including a few indications on the occurrence of
biological forms; the palerozoic has been described above and corresponding life forms are omitted
in this figure; the left-hand side shows the geological time span in million years until the present
(0); the Holocene and Pleistocene are treated in the above text
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systems such as the Y chromosome (paternally inherited part) and mitochondrial
DNA (maternally inherited) [39]. The Holocene period is defined by the develop-
ment of human civilization, advances in knowledge and technologies and a rather
warm climate as this epoch began at the end of the last glacial period. Also, the
climate variations were weaker than those in the preceding epoch but nevertheless
non-negligible [40] and the collapse of the Akkadian (�–4,600 years) as well as that
of the Maya (–1,200 years) culture has been attributed to prolonged droughts [41].

1.5.3 Overview of Hypotheses on Life’s Origin

1.5.3.1 Panspermia

In 1894, in a speech to the British association, Lord Kelvin proposed that impacts
between planetary bodies could scatter meteoric material that contains forms of
life through space eventually propagating life between the stars and throughout the
universe [42]. This hypothesis, called panspermia, coined by Arrhenius in 1903,
has been discussed vividly [43] and very recently, the finding of the amino acid
glycine of extraterrestrial origin in the dust of the comet Wild 2 [44] has sparked
new interest in this idea. In parallel research efforts, exoplanets have been identified
that are believed to show surface conditions similar to those on earth, such as the
recently identified planet moving around the red dwarf Gliese 581 [45].

Three major implications regarding panspermia can be drawn in the present
situation (1) if the building blocks of early life did not originate from earth, the
conditions for formation might have been different from those that were present
on earth, but synthetic organic chemistry and biomolecule stability result in a
distinct narrowing of the synthesis window; (2) if only life’s building blocks but
not complete life forms such as bacteria have been distributed, the organization
of higher life forms must have become possible in terrestrial environments or (3)
biological molecules or their performs can originate from interstellar grains as what
is called cold seeds of life [46].

1.5.3.2 Prebiotic Synthesis: Heterotrophic Approach

As Fig. 1.8 shows, the oldest known forms of life date back 3.8 billion years.
Considering the age of the earth, life, if it was not transported to earth, had a
window of a few hundred million years to evolve. The questions that arise in this
context concern the sources of small organic molecules that were building blocks
of the first self-replicating systems and the evolution of biological organization and
functioning from a supply of abiotic small organic molecules. The first question has
been addressed in prebiotic synthesis experiments and in surface metabolic models
(see below), whereas the second one relates to the so-called RNA world and will
also be treated further below.
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The heterotrophic model, which is still largely accepted, relies on the abiotic
synthesis of rather complex nutrients. A heterotrophic organism uses nutrients from
its environment that must have been synthesized earlier. A key experiment on
the building blocks of life that initiated intense research has been performed by
Miller [47]. In electric discharge experiments in reducing atmosphere (containing
CH4, NH3, CO;H2 and H2O), it was found that a substantial percentage of the
carbon present in the simulated early earth environment mixture (ocean–atmosphere
system) has been incorporated into small organic molecules. Among them, naturally
occurring amino acids were prominent reaction products. Altogether, nine different
amino acids were found in this first experiment. In subsequent experiments, using
more advanced analytical techniques, many more, of which some, but definitely
not all, amino acids found in living organisms, could be synthesized by electric
discharge experiments [48].

1.5.3.3 Autotrophic Processes

It appears widely accepted that a heterotrophic organism is simpler than an
autotrophic one because the latter must be self-sustaining by producing food
from inorganic compounds using light or chemical energy. The environment of
the autotrophic organism, however, can then be simpler in the sense that organic
compounds are not needed for survival. For an autotrophic organism, it is assumed
that the system produces all its constituents from CO2 (or HCOOH and CH4/ and
H2O. Two rather developed autotrophic models have been introduced: Morowitz
suggested reduction of CO2 to organic compounds by charge separation of electrons
due to light-generated electrochemical potentials [49], whereas Wächtershäuser
advocated a chemoautotrophic process by oxidative formation of pyrite accord-
ing to

FeS C H2S ! FeS2C2HCC2e�; (1.31)

where FeS and H2S act as reducing agents. The reaction exhibits a strong reducing
potential and the final electron acceptor is proposed to be CO2, thus reducing
carbon compounds by oxidative formation of pyrite [50]. It has been further outlined
that the products of the fixation of CO2 become bonded to the surface of pyrite
where they accumulate and can undergo successive reactions, thereby establishing a
surface metabolic two-dimensional reaction system. The strong adsorption proposed
as well as the reduction of CO2 to, for instance, amino acids has not yet been
proven.

This points to a pronounced general shortcoming of the research on the origin
of life: experimental evidences and, in particular, detailed model experiments in
a variety of plausible environments are largely missing. Here, a cross-fertilization
between biology, chemistry, surface science, physics and informatics could result
in much more than incremental advances in our understanding.
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1.5.3.4 RNA World

The phrase “RNA world” has been coined by Gilbert referring to the then recently
known catalytic properties of RNA [51] that were based on the discovery of
enzymic activities in RNA molecules of Escherichia coli. As a consequence, it was
contemplated that RNA molecules could catalyze their own synthesis, leading to
an RNA world where protein enzymes would not be needed at the beginning of
evolution. A good example of the dominance of speculations compared to actual
experimental modelling is the long-held opinion that one of the serious difficulties
of the RNA world concept lies in the prebiotic synthesis of pyrimidines (cytosine,
uracil) and, particularly, in the difficulty of attaching them to ribose to form
pyrimidine nucleosides. This belief resulted in the postulation of a pre-RNA world,
i.e. of a simpler genetic system(s) that preceded RNA. It was then supposed that
the evolutionary advances by that more ancient system were “somehow” carried
over into the RNA world [52]. Very recently, it has been demonstrated, however,
that an altered synthesis route can circumvent the difficult condensation with
pyrimidines. Here, the nucleotides have not been prepared separately but rather via
reaction of comparably simple chemical precursors with subsequent simultaneous
incorporation into one molecule [53]. This advance in prebiotic chemistry eliminates
at least some of the increasing scepticism that developed regarding the RNA world
concept due to difficult to envisage chemistry.

1.5.4 Selected Mechanistic Aspects: Quantum Tunnelling
and Prebiotic Nucleotide Synthesis

In this subsection, a few subjectively selected processes are described in more
detail following the above chosen sequence. They encompass aspects related to
panspermia and prebiotic organic synthesis as well as the recent findings related
to synthesis of RNA. Photonic processes are treated in subchapter 1.5.5.

The time span that accounts for the origin of life on earth is surprisingly short (see
also Fig. 1.8): between the formation of the planet, i.e. the accretion of earth with
a metal core at about –4.5 Ga, and the age of the oldest known fossilized bacterial
aggregates is �3.5 Ga, yielding a time window of 1 billion years. In addition, earth
was very likely bombarded at –3.8 to 3.9 Ga (so-called late heavy bombardment, for
which evidence was found on the moon) by meteorites that most likely sterilized
the entire planetary surface, including submarine hydrothermal systems, due to the
conversion of all oceans to steams. This results in only 400–500 Mio. years for
geogenesis. As the leap from a mixture of amino acids to a bacterium is considered
much larger than from bacterium to people, the question arises why the temporal
development of the former has been so much faster than the development of animals
and plant life which took about three billion years. This argumentation supports the
concept of an extraterrestrial origin of life (1.5.3) and below some related scientific
aspects are outlined.
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Fig. 1.10 Radial cross section of a circumstellar envelope: RS, radius of the star; RDS, radius of
the dust shell near the stellar photosphere that is warm and dense (n � 1010 cm�3/; RCE, radius of
the circumstellar envelope; vexp, velocity of the outward flow of matter and UV irradiation is also
indicated

1.5.4.1 Panspermia-Related Processes

In the later stage of stellar evolution, circumstellar envelopes are created by an
extensive mass loss. These envelopes exhibit physico/chemical conditions as shown
in Fig. 1.10 for a schematic cross section of an asymptotic giant branch star (AGB).

The envelope is characterized by an inner and an outer shell boundary. In the
former, local thermal equilibria are possible, forming molecules such as CS,
NH3, HCN and HCCH, as has been demonstrated in IR measurements [54].
At intermediate radii, HCN and CO have been detected and at the outer radius
(RCE/ photons and cosmic rays create radicals such as CN, CCH, C3H and C4H,
detected in interferometer maps. The occurrence of organic molecules in dense
interstellar clouds might originate from carbon-rich fragments that have been
formed in circumstellar shells. Meanwhile, a plethora of carbon compounds has
been identified and many of them have been detected in planetary nebulae, too.
The ultimate origin of this organic material could be coupled to the carbon-rich
chemistry of stellar envelopes and might have led to living systems.

The panspermia hypothesis has been corroborated by the discovery of a low-
temperature quantum limit in the study of radiation-induced polymerization of
formaldehyde [55]. The rate-determining step was identified as the tunnelling
of the whole CH2O molecule because proton tunnelling could be excluded by
investigating the polymerization rate of deuterated formaldehyde. The effect has
been described in the framework of quantum classical dynamics where electrons
(mass m) are treated quantum mechanically and the dynamics of larger particles
with mass M (see also Born–Oppenheimer parameter `D .m=M/1=4/ are approx-
imated classically. This approach allows the correct description of photochemical
and biochemical systems, for instance. The Born–Oppenheimer approximation for
such systems where the nuclear motion proceeds without changes of the quantum
state of the electron cloud describes the adiabatic case. Non-adiabaticity involves
changes in the population of adiabatic states with a change in nuclear configuration
and such distortion of the electron density in turn influences the nuclear trajectory.
This so-called electron-nuclear feedback is of significant importance for many
chemical systems.
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Fig. 1.11 States of formaldehyde molecules in the adiabatic approximation symbolizing the
addition of a CH2O molecule to the growing polymer chain . . . CH2–O–CH2–O–CH2–O– . . . ;
also shown is the state for the subsequent molecule b-1 that is added to the polymer chain
after state b has made the transition to a; vi;f are vibrational indices of initial and final
states

Considering the adiabatic potential wells for the case of formaldehyde in
Fig. 1.11, the system would be in a stationary state where the initial state b is
occupied and the final state a is empty. For small distances between initial and final
states, the adiabatic approximation is corrected by a non-adiabaticity term and the
transition probability b! a is given by the expression (with i initial and f final
state):

Wif D 2�

„ L2F�i;�f �f : (1.32)

In (1.32), Fv denotes the Franck–Condon factor that contains the vibrational states

F�i;�f D ˇ
ˇ
˝

'�i .q/'�f .q/
˛ˇ
ˇ
2
: (1.33)

The additional term in (1.32) is expressed via the adiabatic electron wave functions
and the non-adiabaticity operator NL as

L D ˝

 i NL f
˛

: (1.34)

For the case of formaldehyde, the estimated distance df –di is 
d � 0.4–0.5 Å.
This rather early discovered behaviour [46] regarding quantum tunnelling that can
lead to finite reaction rates and thus to chemical reactivity at low and ultralow
temperatures points to its possible role in chemical and biological evolution (cold
seeds of life).

Finite reaction rates at temperatures close to the absolute zero, caused by quan-
tum tunnelling, can lead to the exothermic formation of rather complex molecules
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Fig. 1.12 Drawing of the ribonucleotide uridine-monophosphate; the sugar molecule ribose is
connected to the uracil base at the position C0

1, and the OH group at the C0

5 position is forming an
oxobridge with the phosphoric acid group. For polymerization, the C0

3 OH group connects to the
phosphate group of an adjacent nucleotide

and thus this effect suggests the possibility of the so-called cold prehistory of life.
It is then plausible to consider interstellar grains as cold seeds of life. The chemical
reactions in the mantles of such grains can lead to complex organic compounds,
particularly under UV irradiation, such as methyl formate and glycoaldehyde.
Hence, these findings support the hypothesis of a possible prebiotic evolution in
interstellar clouds.

1.5.4.2 RNA World: Synthesis and Attachment of Pyrimidine Nucleotides

RNA, being considered the first informational polymer that emerged from the
prebiotic environment, has been intensively investigated with respect to nucleotide
synthesis and polymerization. Here, we consider the missing prebiotic link in the
RNA world hypothesis, e.g. the overcoming of the reaction barrier in the formation
of ribonucleotides such as uridine-monophosphate (Fig. 1.12) by synthesis of a new
precursor (2-aminooxazole), thus circumventing the difficult condensations with
pyrimidines.

The classical and the novel approach of nucleotide synthesis is visualized in
Fig. 1.13. The classical condensation of the pyrimidines uracil and cytosine with
the ribose at the C0

1 � OH position of the ribose ring does not virtually occur (upper
part of Fig. 1.13), leading to serious doubts whether the assumption of an RNA
world is realistic. The altered synthesis pathway (bottom of Fig. 1.13) does not
proceed via free ribose but, instead, uses 2-aminooxazole formed by condensation
between glycoaldehyde and cyanamide, thus creating parts of the sugar and the
base simultaneously. Some of the intermediate steps are indicated in Fig. 1.13.
The starting molecules of this reaction sequence are plausible prebiotic species
and their synthesis conditions are in accordance with geochemical models on the
early earth conditions. Despite the fact that glycolaldehyde and glyceraldehyde
must be introduced in a temporal separate manner, this reaction scheme represents
the first robust pathway from prebiotic reagents to informational polymers which
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Fig. 1.13 Comparison of the synthesis chemistry of ribonucleotides upon separate condensation
(top) of ribose and base and (bottom) using the joint precursor aminooxazole (see text)

also act as catalysts in complex reactions. As stated at the end of the note on
autotrophic processes, the described reaction is another example of the need for
model experiments that are more interdisciplinary.

1.5.5 Influence of Photons in Biogenesis: Photochemistry
and Homochirality

Figure 1.10 gives an indication of the ubiquitous presence of high-energy photons
in premordial times – in the circumstellar envelopes, in interstellar space and on
early earth (not protected by an ozone layer). Below, two aspects of the influence
of photons on the occurrence of life are considered (1) the photo-driven synthesis
of prebiotic molecules and (2) the influence of photons on the homochirality of
biological molecules. The latter topic, not yet being addressed, will be treated in
more detail. The former, related to the basic photochemical reaction that results
in the formation of prebiotic organic molecules (related to the heterotrophic and
panspermia hypotheses, see above), will be reviewed initially.

Life, as a non-stationary, non-equilibrium state where matter, undergoing chemi-
cal as well as biological evolution, has to be kept in this state away from equilibrium.
This needs a driving force which also allows living organisms to maintain their
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higher order. This driving force has the function to induce higher energy states
in matter compared to that of thermal equilibrium. As already argued by Oparin
and Haldane [56], the UV radiation impinging on the early earth should have
significantly contributed to the synthesis of prebiotic organic compounds. As high-
energy radiation is also present in circumstellar envelopes and beyond, this scenario
includes the synthesis in outer space and/or on exoplanets. Compared to the other
energy sources available at the stage when life was formed, solar radiation had a
distinct quantitative advantage as it is and has been an intense permanently available
energy form.

Three types of prebiotic molecules can be discerned: small inorganic molecules
in reducing early atmosphere such as CO, CO2, H2O, H2 and CH4; inorganic
salts (phosphates and carbonates) and small organic molecules such as cyanides,
pyridines and nucleic acid monomers. The absorption edge of these species varies
from �320 nm (organic molecules) to �220 nm (inorganic salts) to �190 nm
(small molecules). Thus, all components of the primitive reducing atmosphere
were transparent to UV radiation of �>200 nm (corresponding to �6 eV) and thus
allowed UV photo-induced reactions also with solid and liquid phases. Some aspects
of the related chemistry will now be reviewed.

1.5.5.1 Basic Photochemistry

Photoexcitation of molecules has two primary effects (1) an increase in energy
because the excited electronic states are 2–5 eV higher in energy and (2) a
pronounced redistribution of the electronic charge. This change can open reaction
pathways with low activation energy, thus effectively competing with the decay of
the excited state. This relaxation to the ground state exhibits considerably different
rates for singlet and triplet states (compare also Sects. 3.5.1. and 3.5.2), making
reactions with triplet states more likely. Furthermore, a configuration-independent
property of excited states is their much easier reduction and oxidation because
the excitation energy must be added to the reduction/oxidation potentials. Hence,
photochemical reactions are characterized by much larger rates than ground state
reactions and, due to differences in electronic structure, reactions can occur that are
not possible in the ground state. Figure 1.14 shows a comparison of ground state
and excited state chemistry for a ketone, belonging to the carbonyl compounds as
the aldehydes. The latter are known to readily polymerize under UV irradiation to
form sugars or sugar-like materials and, also, react with nitrogen compounds such
as HCN, NH3 and amines.

A more detailed description of the processes related to photoexcitation of organic
molecules is presented in Fig. 1.15, where the two major electronic excitations in a
carbonyl group are displayed. The   !  � transition is characterized by a much
larger oscillator strength than the n !  � transition.

The higher reactivity of the photoexcited molecules originates from the photonic
excitation energy that leads to an electron in the former unoccupied LUMO and a
hole (missing electron) in the HOMO and, therefore, the excited molecule can be
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Fig. 1.14 Thermal ground-
and (photo)excited state
chemistry (S and S�,
respectively) taking place in
two energy domains; also
shown is the redistribution of
electron charge upon
excitation for a ketone; the
molecular orbital signature of
the states is indicated
(n: non-bonding orbital); the
ground state is a weak
electrophile; the excited state
(n �) behaves like an oxygen
centred radical (see text)

Fig. 1.15 Schematic of light-induced transitions in carbonyl groups; the two major excitations
occur at 180–190 nm (  !  �) and at 280–300 nm (n !  �); the weak transition corresponds
to an imaginary part of the (optical) dielectric constant of 10–20, whereas the strong transition is
characterized by values of " D 103–104; the excited state S� in Fig. 1.13 is given by the n !  �

excitation; generally, the transition probability is also defined by the spin selection rule: singlet–
singlet and triplet–triplet transitions have much higher probability than singlet–triplet transitions
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Fig. 1.16 Electron transfer reaction induced by photoexcitation of the donor D; excited donor:
D� (which is a singlet state); A: acceptor ground state; DC�: oxidized donor radical;A��: reduced
acceptor radical; the scheme does not display energetic changes due to oxidation/reduction

Fig. 1.17 Jablonski diagram
for photo-induced electron
transfer including other
possible decay paths for the
excited state S1, including
vibrational levels of the
ground and excited state; ET
electron transfer; CTS charge
transfer state; Vr vibrational
relaxation and IC internal
conversion (see text)

easier oxidized or reduced by photo-induced electron transfer. A formal drawing of
such reaction sequence is indicated in Fig. 1.16.

The excited molecular state of the donor and its fate with regard to the various
possible decay channels is depicted in the Jablonski diagram of Fig. 1.17 (compare
also Sects. 3.5.1 and 3.5.2) [57]. The locally excited singlet state (Fig. 1.16)
can recombine via fluorescence (decay channel 1 in Fig. 1.17), by vibrational
radiationless decay (channel 2) and by intersystem crossing (ISC), (channel 3),
with subsequent phosphorescence (channel 4) or vibrational relaxation (channel 5),
electron transfer (channel 6) and emission from the charge transfer state (channel 7).

Hitherto, most research on life’s origin has been centred on the chemistry and
the according energy sources which lead to the formation of the small building
blocks of life, such as nucleobases, amino acids and amphiphiles. To a lesser
extent, the actual condensation reactions that result in the linkage of monomers
into biologically relevant polymers were addressed. An important research avenue
is therefore the investigation of the mechanisms by which prebiotic monomers could
become activated to form biopolymers. This type of research could also contribute
to the discussion whether life originated on earth or in space (see Sects. 1.5.4 and
1.5.5). Here, photonic excitation is used as energy source for the activation reaction
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Fig. 1.18 Schematic on the
prebiotic synthesis of the
smaller building blocks of life
by photo-induced chemistry
(see text)

for biopolymer formation. Upon consideration a reaction route that results in a
higher complexity than that of the starting system, the enthalpy and entropy of the
system have to be assessed. Potentially destructive reactions such as the hydrolysis
of polymers need to be considered as back reactions of biopolymer synthesis, and
plausible mechanisms have to be formulated that allow polymer synthesis despite
possible back reactions.

As an example, the photochemical synthesis of formaldehyde in an assumed
prebiotic earth atmosphere is considered [58]. The presumably major atmosphere
constituents were CO2, N2, water and less abundant H2 and CO. The formation
reactions

CO2 C hv ! CO C O
H2O C hv ! OH C H
H C CO ! HCO
HCO C HCO ! H2CO C CO;

(1.35a)

are counteracted by the following photolysis reactions:

H2COChv ! HCO C H
H2COChv ! CO C H2:

(1.35b)

Despite the considerably higher rate for the photodissociation reactions (1.35b),
a sufficient concentration of formaldehyde can be calculated to induce UV polymer-
ization in the oceans. For hv D 2:26 eV, a concentration of 3�10�4MH2CO suffices
for inducing UV photo-polymerization. This value is lower than that calculated for
the accumulated formaldehyde in 107 years which results from wet removal in rain
droplets, thus escaping the photolysis reaction. Of course, such models are based
on a variety of assumptions about the atmospheric conditions at an early time of
earth’s history that can therefore only be estimated based on plausibility arguments
and archaeological records (Fig. 1.18).
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Fig. 1.19 Structure
schematic of the amino acid
glycine

H
N

O

Fig. 1.20 Structure
schematic of pyrrole (left)
and furane (right)

Model experiments on the photochemical synthesis of particular small
molecules, relevant for building blocks of large biological molecules, have not yet
been intensively pursued. Experiments that model the generation of small biological
molecules from admixtures, however, have been carried out to a considerable extent,
following the initial work of Miller [47]. In an attempt to investigate photochemical
reactions in interstellar space, analogues of the so-called interstellar ice, prepared
using the knowledge of the ice composition, have been irradiated with UV light
[59]. Dust particles in dense interstellar clouds accrete ice layers that contain
predominantly water, CO, CO2, NH3 and methanol. The ice can enter circumstellar
disks where planets and comets are formed. If biological molecules can be formed
in a model experiment on an ice analogue whose composition resembles that
of protostellar sources, the hypothesis of panspermia would be supported. UV-
irradiation of an ice composed of H2O, CH3OH, NH3 CO, CO2 in a mixture of
2:1:1:1:1 resulted indeed in the formation of 16 amino acids and six of them
are constituents of proteins. The most abundant amino acid found was glycine
(Fig. 1.19) and the second largest contribution was from alanine. Particularly
interesting is the finding of pyrroles and furanes in the experiment. Pyrrole and
its precursor furane (Fig. 1.20) play a prominent role in the synthesis of biologically
active compounds. Pyrrole is a building block of compounds such as porphyrines
and chlorophylls and its photophysics and -chemistry is of fundamental interest in
the search for the origin of life.

This experiment is an example of a model experiment that investigates possibili-
ties of formation of prebiotic molecules in extraterrestrial environments. Its finding
supports the assumption that prebiotic molecules could have been delivered to the
early Earth, for instance, by comets which consist, to a large extent, of pristine
interstellar material during the period of heavy extraterrestrial bombardment.

We are thus, towards the end of this chapter, led to the assumption that life
could have originated in environments that at first glance appear too hostile for
the formation of prebiotic molecules. The influence of photonic excitations and of
low-temperature quantum tunnelling and assembly of polymers, considered together
with the unusual short period of time from the cooling down of the early Earth to
the occurrence of the first cellular organism, supports the panspermia hypothesis.
Recently, adenine, one of the constituents of the DNA molecule, has been detected
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in model experiments on the aerosol analogue of the Jupiter satellite Titan, based on
measurements of voyager 1 (1980) and the Cassini/Huygens mission (2004) which
lends further support to the panspermia idea [60].

1.5.5.2 On the Homochirality of Biological Molecules

Since the discovery of Pasteur of what he called the asymmetry of life, a plethora
of ideas and concepts on its origin has been disseminated [61]. Chirality of a
molecule occurs if it is characterized by non-superimposable mirror images of each
other. Achiral molecules are identical to their mirror image. The two distinguishable
forms are called enantiomers or optical isomers because they rotate plane-polarized
light to the left or right. An equal mixture of left- and right-handed molecules is
called a racemic mixture. Figure 1.21 shows the two forms (enantiomers) of alanine,
an amino acid that has also been detected in the above model experiments on
interstellar ice analogues.

First, models that propose an extraterrestrial origin of biomolecular homochiral-
ity presumed that UV light from an astronomical source acted on chiral molecules
present in the molecular clouds from which solar systems are formed. The action
is thought to produce an excess of one enantiomer. In essence, this model is
based on the panspermia hypothesis. It assumes further that this material has
been introduced to Earth via comets and meteorites and dust particles during the
period of heavy bombardment (first few hundreds of million years of the solar
system). This chiral imbalance occurred in the prebiotic material and was thus
available for the development of life. The observation of an excess of a 33%
of an enantiomer of alanine of the Murchison meteorite [63] appears to support
the hypothesis, although the analysis of the results has been somewhat relativated
[64].

The cause of the development of non-racemic mixtures upon irradiation with
circularly polarized light from extraterrestrial sources is attributed to asymmetric
photolysis, i.e. photochemical decomposition, of the S and R enantiomers at
slightly different rates. Asymmetric photolysis occurs because of the slightly
different molar absorption coefficients for left and right circularly polarized light.
Because the rate of photolysis depends on the light absorption of the respective
compound, this circular dichroism induces different reaction rates and thus the
enantiomeric asymmetry. The enantiomer that has the higher absorption coefficient

Fig. 1.21 The two mirror image forms of alanine: left, S-alanine; right, R-alanine in zwitter ionic
form at neutral pH; labelling after the Cahn–Ingold–Prelog priority rules [62]
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is preferentially decomposed. The efficiency to produce non-racemic mixtures can
be described by the optical anisotropy factor �� D
"=", where " denotes the
frequency-dependent dielectric function: "D ."C "�/=2. "C and "� are the dielectric
functions for right (clockwise) and left rotating circularly polarized light. The
small initial enantiomeric excess can be amplified to large excess by asymmetric
autocatalytic processes. Generally, chiral autocatalysis is a reaction in which a
chiral product that is formed from achiral precursors catalyzes its own formation.
The respective enantiomer thus amplifies its own chirality and eventually, the
reaction results in absolute enantioselective synthesis, i.e. the synthesis of an
enantiopure product from achiral starting material without chiral additives or,
for instance, asymmetric physical fields during the reaction. Indications for such
reactions to occur have been recently communicated [65]. The hypothesis of
extraterrestrial origin of life on Earth is additionally supported by the findings
of slight enantiomeric excesses in the variety of chiral amino acids found in
meteorites. The reservoir of chiral molecules, however, could be changed to achiral
ones if one substitutes, for example, in an achiral amino acid such as glycine,
one of the hydrogen atoms in the molecules methylene group by deuterium. This
mechanism of enantioselection has been found for deuterium-enriched glycine and
˛-methylalanine and, in addition, it was shown that the amino acids catalyzed the
formation of large excess of enantio-enriched alcohols. The chirality of the alcohols
depended on that of the reaction catalyzing amino acid, pointing to the possibility
that the known deuterium excess in meteorites is related to the asymmetry of
otherwise chiral amino acids. Also, recently, differences in solubility of L and
D amino acids and sugars, with a much higher solubility of L amino acids, for
instance, have been proposed to induce enantiomeric amplification in solutions
[66].

The sources that induce enantioselectivity have to possess a symmetry-breaking
property which is the case, for instance, for circularly polarized light and the
circularly polarized Bremsstrahlung from longitudinally polarized electrons (left-
handed, because their spins are antiparallel to the propagation direction) that have
been emitted with parity violation during ˇ-decay. In addition, besides other parity-
violating effects such as the parity-violating so-called z-force which results in an
energy difference of enantiomers (originating from the charge–parity–time theorem
on physical invariance with regard to space inversion, antiparticles and time),
magnetic circular dichroism and the magnetochiral effect have to be included in
the considerations.

Magnetic circular dichroism, also known as Faraday effect, of a material occurs
if a magnetic field is applied parallel to the direction of a light beam. Also, materials
that are achiral show magnetic circular dichroism due to the magnetic field-induced
lifting of degenerate orbitals and spin states and due to the mixing of electronic
states. Figure 1.22 illustrates the situation: the selection rules for left and right
circularly polarized light are different with 
J D C1 (left) and 
J D �1 (right),
where J denotes the total angular momentum.

Magnetochiral dichroism has been initially described in the framework of
semiclassical radiation theory [67] and considers the radiation (photon) field
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Fig. 1.22 Visualization of the change of absorption due to magnetic dichroism: (a) without
magnetic field and (b) with magnetic field; D refers here to dextro (right circularly polarized light)
and L to levo (left-handed rotation sense) (see text)

molecule interaction terms. Including the electric quadrupole interaction, the single
photon transition probability from a ground state jii to an excited (final) state
jf i involves six terms: the electric dipole–electric dipole interaction (term 1),
the electric dipole–magnetic dipole term (2), the electric dipole–electric quadrupole
term (3), the magnetic dipole–magnetic dipole term (4), the magnetic dipole–
electric quadrupole interaction (5) and the electric quadrupole–electric quadrupole
term (6). For the magnetochiral dichroism effect, terms 2 and 3 that lead to
natural dichroism are considered for the case where a magnetic field is aligned
parallel or antiparallel to the propagation direction of the impinging light beam.
One obtains an increment of the absorption coefficient that has the same sign
for left and right circularly polarized light and thus would also occur for linearly
polarized light. In a medium of chiral molecules, the according molecular tensor
is odd with respect to parity; the magnetochiral effect is opposite in sign for the
two enantiomers and vanishes for racemic mixtures or centrosymmetric molecules.
It can be shown that this effect is independent of the polarization of the light
(observable also with unpolarized light) but only depends on the handedness of the
medium and on the relative orientation of the light propagation and the magnetic
field (Fig. 1.23).

Thus, the magnetochiral anisotropy effect can be considered as a cross-effect
between magnetic and natural optical activity. The related absorption, described
by the dielectric function, is given by an additional term, proportional to kPh 
 B ,
which fulfils the symmetry requirements for a chiral influence. Similar to the
enantioselectivity for circularly polarized light, an according enantioselectivity of
photochemical reactions of chiral species irradiated with unpolarized light under
the action of a magnetic field (Fig. 1.23) is expected. Conclusive experiments
that demonstrate the effect have been carried out using paramagnetic complexes
that contained transition metal or rare earth ions because they show the largest



36 1 On the Origin of Light

Fig. 1.23 Schematic on the origin of magnetochiral dichroism; B denotes the magnetic field
oriented parallel (""/ or antiparallel ("#/ to the propagation of the light beam, kPh; the absorption
coefficients for both magnetic field directions, ˛, show a non-vanishing difference

magnetochiral dichroism [68, 69]. The first observation of the effect was made by
measuring the anisotropy parameter

g D @=@B.IB""k � IB"#k/
IB""k C IB"#k

B; (1.36)

where the subscripts are related to the nomenclature in Fig. 1.23 and I denotes
the measured luminescence intensity. Figure 1.25 shows the experimental result for
tris(3-trifluoroacetyl- ˙ -camphorato) europium (III) complexes, where the sign ˙
indicates the handedness. In abbreviated form, one writes (Eu(˙/tfc/3. For this
compound, the 5D0 !7 F1;2 strong luminescent transitions occur (see Fig. 1.24)
and, also, substantial magnetic circular dichroism has been observed for the ions in
aqueous solution. This material has therefore been selected for the detection of the
magneto-chiral effect.

Although the enantiomeric selection processes only result in a rather small and
sometimes even tiny excess of one enantiomer and amplification processes are
necessary to achieve almost pure chirality, the search for the origin of homochirality
must include all possibilities. In the above experiments one could also argue that
the selected molecules are characterized by a particularly strong magneto-response
and large magnetic fields had to be applied, which might be less plausible for
situations outside the laboratory. Our knowledge about the force fields in outer space
is limited despite the information accumulated by observatories and space missions.
On earth, effects related to circularly polarized light (at dusk or dawn) and magnetic
field are considered too weak to have an influence and also, they typically cancel
out due to comparably rapid changes. Figure 1.26 summarizes some of the above
considerations and includes adsorption on sites with chiral symmetry which has not
been mentioned here before.
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Fig. 1.24 Jablonski-type
term scheme for the
luminescence transition
5D0 !7 F1;2 in the Eu-tfc
system

Fig. 1.25 Magneto-chiral
photoluminescence
anisotropy (described by g in
1.36) of europium ((+/–) tfc)3
complexes; excitation
wavelength: 350 nm;
magnetic field strength: 0.9 T

Consequently, as asymmetry inducing objects and force fields, only those of
extraterrestrial origin are discussed. Among possible origins of circularly polar-
ized light that might be responsible for enantiomeric selection in interstellar
organic molecules, synchrotron radiation from magnetic neutron stars and circular
polarization resulting from dust scattering in reflection nebulae in star formation
regions have been advocated. Although the latter is an infrared phenomenon, it
has nevertheless entered the discussion [70]. The circularly polarized synchrotron
radiation from electrons that orbit a neutron star (pulsar) which impinges onto the
organic mantles of interstellar grains can cause enantiomeric excess. It is known that
the 19 L-amino acids absorb left-handed circularly polarized UV light preferentially.
It is then assumed that this excess is then reaching earth via interplanetary material
(dust particles, comets and meteors).

The contribution of the magnetochiral effect to the enantiomeric excess might
be more significant than that of objects which produce circularly polarized light
because unpolarized light and large magnetic fields are more common in the
cosmos. In star-forming regions, magnetic fields range from 10�10T to over 10�4T.
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Fig. 1.26 Overview of
selected alternative scenarios
(parallel vertical arrows) for
biomolecular homochirality
for amino acids only; CPL
circularly polarized light;
CMD circular magnetic
dichroism; MchD
magnetochiral dichroism

Much stronger fields prevail at the surface of young stellar objects (0.1–1 T).
The latter stars are also considered to be strong UV sources. Thus, in such areas,
strong magnetic fields, UV light and organic interstellar material are present,
increasing the likelihood of forming small enantiomeric excess via magnetochiral
dichroism.
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Chapter 2
Sources of Spectral Photon Radiation

2.1 Introduction

The chapter treats the various experimental methods to generate high-energy
photons from accelerated and relativistic charges, relevant for applications in
chemistry, biology, material science and physics which will be treated in Chaps. 4
and 5. It commences with photon generation in thermonuclear fusion reactions,
followed by gamma quanta emission in electron orbital capture processes and
Cherenkov radiation. As important and widespread light sources, synchrotron,
undulator and wiggler radiation is described, including radiation from free electron
lasers and their advancements using self amplified spontaneous emission (SASE)
and high gain harmonic generation (HGHG). The chapter ends with an introduction
to the method of laser slicing for femtosecond X-ray pulse generation. Table 2.1
summarizes the topics treated in this chapter.

2.2 Nuclear Processes

Based on the advances made in laboratory fusion experiments and with the
realization of International Thermonuclear Experimental Reactor (ITER) which will
most likely be followed by a prototype commercial reactor, radiation products from
nuclear reactions will become available. One distinguishes the rather low-energy
black body radiation emerging from the sun’s photosphere, high energy photons
created in the various nuclear reactions in the sun’s core (surrounded by the radiation
zone) and photons from thermonuclear reactions in earth-bound fusion reactors.
Energy release by fusion in the sun results from fusing four H nuclei into one He
nucleus. The overall reaction for the proton–proton chain is

41H C 2e !4 He C 2 neutrinos C 6 photons: (2.1)
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Table 2.1 Content overview of Chap. 2

2.1. Introduction
2.2. Nuclear processes
2.3. Beta decay
2.4. Orbital electron capture: perturbed angular correlations (PAC)
2.5. Cherenkov radiation
2.6. Synchrotron, undulator and wiggler radiation
2.6.1. Introduction to synchrotron radiation
2.6.2. Undulator radiation
2.6.3. The free electron laser: self-amplified stimulated emission and high gain harmonic

generation
2.6.4. Wiggler radiation and femtosecond laser slicing

The net energy of the fusion of four H atoms into one He atom is 26 MeV [1]. The
initial step of this four-step reaction is highly unlikely because one of the interacting
protons has to change into a neutron (thus emitting a positron and a neutrino) which
requires the so-called weak interaction. The probability for this to happen when
the protons have overcome their mutual Coulomb repulsion barrier with a distance
of about 10�3 pm is almost zero. Where, in the reaction, are the photons created?
In a subsequent reaction step, the positron collides with an electron and two photons
are emitted from the annihilation reaction. Their energy is 0.511 MeV, but due to
absorption within the gas, a large number of low-energy photons are eventually
created. Photons are also emitted in a reaction where 2H collides with a proton (1H),
producing 3He and a photon. Finally, the recombination of two 3He leads to the
formation of 4He. Since two 3He are needed, the three reaction steps have to take
place twice, resulting in the emission of six photons.

For “synthetic” nuclear reactions in laboratory experiments, the primary concern
is a low fusion ignition threshold. The reaction with the lowest threshold is the D–T
(deuterium–tritium) fusion:

D C T !4 He.3:5MeV/C n.14:1MeV/: (2.2)

It has a threshold energy of �50 keV [2]. The cross section of producing a
photon is generally several orders of magnitude smaller than that for producing
a nucleon [3]. In the D–T reaction, fusion results in the emission of ”-rays of
16.75 MeV due to deexcitation of an excited 5He nucleus. As collisions take place
between decelerating fusion products with energies of several MeV and the nuclei
in the plasma, the kinetic energy varies in that same energy range (several MeV).
The branching ratio of this reaction compared to the alternative creation of 14 MeV
fusion neutrons is around 10�4 [4]. Because of the additionally extended energy
spectrum of emitted photons, such photons are presently almost undetectable.
Nevertheless, such an extremely high-energy light source with a broad spectral
range might become available. Presently, one uses the so-called secondary ”-rays,
emitted by a nucleus at rest. They are spectrally intrinsically narrow and are
produced in a typical ITER plasma by the nuclear reaction
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Fig. 2.1 ”-Distribution
function for the ITER
scenario; zero ˛ losses have
been assumed; in reality,
losses will alter this spectrum

4Hefast C Tthermal !7 Li C �.2:5C 0:478MeV/: (2.3)

The fusion energy is 2.5 MeV and the secondary ”-ray has an energy of 0.478 MeV.
If v � c (v, velocity of the emitting 7Li nucleus), the ” distribution function vs. the
kinetic energy of 7Li for the ITER scenario (assuming no losses due to slowing
down of ’ particles) is shown in Fig. 2.1 [5]. The application of such radiation
might presently appear far-fetched; nevertheless, considering the massive efforts
in fusion research with ITER being the second largest scientific program ever
established, advances in fusion reactions that emit ”-quanta at a much higher rate
can be anticipated. The wavelength range accessible would cover the range from
12 to 0.6 pm and could enable preparation of extremely small dimensioned novel
structures.

In stellar processes, however, high-energy photons cannot escape elastically.
Therefore, one observes black body radiation for a source temperature of 5,800 K,
described by Planck’s formula which relates the spectral density Kv of black body
radiation to the radiation frequency v by [6]

Kv D 2hv3

c2
1

ehv=kT � 1 : (2.4)

The total radiation increases according to S D � T 4 (Stefan–Boltzmann law with
temperature T in Kelvin). The constant � is proportional to k4B=.c

2h3/. For many
applications, the behaviour according to Wien’s law, which describes the energetic
shift of the radiation maximum with increasing temperature to shorter wavelengths,
is important [7]. Accordingly, the sun and solar simulators based on Xe high-
pressure lamps, for instance, have spectra with higher emission in the UV than in
a tungsten iodine lamp for which the radiation temperature is about 2,500 K lower
than for the sun. Figure 2.2 summarizes these observations.

For the surface temperature of the sun and atmospheric absorption, the radiation
maximum is located the green spectral range. In this wavelength region, the
sensitivity curve of the human eye has its maximum.
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Fig. 2.2 Influence of
temperature on black body
radiation characteristics; the
visible spectral regime is
indicated by the dotted lines

2.3 Beta Decay

In “-decay, an unstable nucleus with atomic number Z transforms into a nucleus
with atomic numberZ˙ 1 either by electron or positron (and neutrino) emission or
by electron capture. We will shortly describe the former two processes:

Z ! .Z ˙ 1/C e� C v: (2.5)

Here, eC denotes the positron and v the neutrino. Subsequently, the electron-capture
process will be treated in more detail since it has found numerous applications in
the materials science of intermetallic alloys, metals, semiconductors and surfaces.

Photon emission during “-decay was first observed by Aston [8] and is often
termed “internal Bremsstrahlung” since it can be viewed as the sudden creation
(acceleration) of a fast charged particle, accompanied by emission of electromag-
netic radiation. Since the energy released is shared between the electron and the
neutrino, the electron energy is limited to values below those given by the mass
defect. The ratio of radiation to particle energy is rather low as seen in Fig. 2.3.

The principal similarity of the curve, shown above, with the behaviour shown in
Fig. 2.2 results from the Ansatz that the creation of an electron in a time interval �
can be treated analogously to an acceleration of an electron undergoing a Coulomb
collision with regard to the emission of radiation.

2.4 Orbital Electron Capture: Perturbed Angular
Correlations (PAC)

The method presented here is an example of a high-energy resolution, atomically
local nanosecond analysis of surfaces and material phases that are non-cubic. It is
based on radioactive probe atoms that, upon transmutation, emit ”-quanta that carry
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Fig. 2.3 Experimental
probability � of internal
Bremsstrahlung per ˇ
disintegration for the “-decay
90Sr–90Y vs. photon energy
[9]; in the determination of �
corrections due to the
experimental arrangement
have been taken into account

information on the atomistic environment of the probe nuclei. A dilution of <10�12
suffices for bulk analysis allowing also surface investigations and suppressing
transmutation doping. The frequently used radioactive 111In atom is described here
in detail, since examples will be given in Sect. 4.3.

Instable nuclei, such as 111In, characterized by proton excess, which cannot
convert the energy by positron emission (p ! n C eC), capture an inner orbital
electron, usually from the K shell. In this conversion of a proton into a neutron, the
mass difference between the progeny and the parent atom is released as ”-radiation
and neutrino emission [10]. A small number of radionuclides have, amongst their
decay characteristics, the so-called ”–” cascade in the nuclear state, formed between
the emission of the two ” quanta characterized by a lifetime in the order of
nanoseconds and a significant nuclear quadrupole moment [10]. Figure 2.4 shows a
decay scheme for 111In.

Nuclei in states with an angular momentum quantum number I >1=2 have a
non-spherical charge distribution. The origin of an electric quadrupole moment
relates to this non-spherical distribution of the nuclear electric charge, which might
be imagined as an elongated or flattened ellipsoid [11]. If such a nucleus resides
or is put into a non-uniform electric field, it experiences torque and precesses. The
result is a splitting of the magnetic resonance line. Such hyperfine interactions give
detailed information about extremely local electrical field distributions as will be
shown below.

Figure 2.4 shows that 111In decays with a half-time of 2.8 days into 111Cd.
The indium nucleus is in an excited state and rids itself of the excess energy
by emission of the ”-quanta and of X-ray photons with �23 keV energy. The
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Fig. 2.4 �–� Emission in
orbital electron capture
“-decay of 111In to 111Cd; the
electron capture process, the
successive decay cascade
with lifetime � , half-lives
T1=2 and ”-quanta energies
are given; states are
characterized by their angular
momentum and parity

Fig. 2.5 Hyperfine splitting
of the I D 5=2 core level due
to an axially symmetric
electric field gradient (see
text)

photons are not of interest for the following considerations. Instead, we consider
lifetime and quadrupole moment of the experimentally relevant 5=2C isomer
level (metastable atomic state). With T1=2 D 85 ns and a quadrupole moment of
QD 0:83� 10�24 cm2, the 111In atom belongs to the most favourable probes. It can
be shown that an angular correlation between the emitted ”-quanta exists, i.e. the
emission of the second ”-quantum with respect to the direction of the first is not
isotropic but has a defined angular distribution in a coincidence measurement.

For the In radionuclide, the electrical hyperfine interaction leads to a threefold
splitting of the I D 5=2 isomeric level. For an axially symmetric electric field
gradient, the energetic splitting EQ of these hyperfine levels is given by the product
of the largest component of the electric field tensor, Vzz, and the nuclear quadrupole
momentQ (Wigner–Eckart-theorem) [12, 13]:

EQ D eQVzz
3M2 � I.I C 1/

4I.2I � 1/
; (2.6)

where I is the nuclear spin (5/2) and M the projection of I onto the z-axis with
M D ˙1=2, 3/2 and 5/2. The expression eQVzz=„ is known as quadrupole coupling
constant. The hyperfine splitting is shown in Fig. 2.5.

The figure shows that the perturbed system is characterized by three transition
frequencies. The non-isotropic angular correlation of the unperturbed system now
experiences a precession of the angle-dependent radiation characteristics. The tran-
sition frequencies !n which allow an assessment of the strength of the interaction
are given by
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!n D 3

20„eQVzzn with n D 1; 2; 3 (2.7)

For polycrystalline samples, the oscillation frequency depends only on the absolute
value of the electric field gradient due to the averaging over many orientations. The
measured spectrum has then the form

R.t/ D const
3X

nD0
an cosn!0t ; (2.8)

Fig. 2.6 PAC spectrumobtained from 12 coincidence spectra of In-rich copper indium disulfide
with In-excess of 20–30% (top) and Fourier transform of R.t/ showing the precession frequencies
(bottom); note that each of the two phases is characterized each by a set of three frequencies
according to the energy scheme in Fig. 2.5
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where !0 D !1, i.e. the lowest transition or precession frequency. A measured R.t/
spectrum is evaluated by Fourier analysis and fitting the measured data with a root
mean square routine to the theoretical curve [14]. For details of the coincidence
measurements, the reader is referred to [15]. Because of the large quadrupole
moment of the indium atom, the number of probe atoms needed for a reliable
analysis can be kept in the concentration range of 1010 atoms cm�3. Hence, the effect
of transmutation doping due to Cd formation in the decay of 111In is negligible in
semiconductors. The method allows highly sensitive surface investigations since
the probe atoms contribute only with a factor of 10�5 to the surface of an atomic
layer.

In Fig. 2.6, a typical R.t/ spectrum and its Fourier transform are shown for
an In-enriched ternary chalcopyrite semiconductor, CuInS2, an important material
for photovoltaic solar cells [16, 17]. The obtained hyperfine parameters allow the
identification of metallic (!1=2  D 18MHz) and the compound InS (!2=2  D
233MHz). The method is powerful and sensitive in analyzing point defects and
foreign phases in materials, including buried interfaces and surfaces. Its application
in the optimization of a ternary chalcopyrite absorber material for photovoltaics
is given in Sect. 4.3, where the room temperature phase diagram for the Cu–In–
S system, including intermetallic phases and the In-rich compounds, is presented.

2.5 Cherenkov Radiation

Already being observed by Pierre and Marie Curie in the early years of the
last century, this radiation appeared as bluish-white continuum when transparent
bodies were placed close to a radioactive source. It was the experimental work
of Cherenkov [18] and the theoretical interpretation by Tamm and Frank[19, 20]
that led to the description of this effect. Cherenkov radiation is unrelated to
Bremsstrahlung which is emitted from the moving electron itself and results from
collisions with atoms in the respective medium. Cherenkov radiation, in contrast, is
actually emitted by the medium through which a relativistic particle moves and is
caused by the action of the field of the fast particle on the medium.

The coherent response of a medium to the passage of a relativistic electron can be
viewed as closely linked to the so-called density effect which describes the reduction
of the expected energy loss of ultra-relativistic particles in dense media. This
effect was theoretically first treated by Fermi [21]. In dense media, the dielectric
polarization of the atomic electrons influences and alters the electromagnetic fields
of the traversing particle to characteristic fields in the dielectric. This, however,
is only true when the so-called impact parameter b (the distance between the
considered atomic electron and the passing particle) is very large with respect to
atomic dimensions, so that many bound electrons are located between the trajectory
of the particle and the considered atomic electron. The energy loss dE=dx for such
“distant collisions” can be calculated using the medium’s dielectric constant ".!/
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in a continuum approximation. The integrand of the expression for the energy loss
contains the part

�

1� 1

ˇ2".!/

�

e�.�C��/b; (2.9)

where �2 D .!2=c2/.1 � ˇ2".!//. Only for an imaginary �, the above expression
becomes independent of b, meaning that not all the energy is deposited near the
path of the projectile but that a part escapes to infinity as radiation. This is only true
if ˇ2".!/ > 1 or, in more explicit form, if the inequality v > .c=

p

".!// holds.
The inequality demands that the speed of the particle has to be larger than the phase
velocity of electromagnetic radiation in the medium in order to observe Cherenkov
radiation of frequency !. The radiative energy loss is given by

dE

dx

ˇ
ˇ
ˇ
ˇ
rad

D const
Z

ˇ>
p
1="

!

�

1 � 1

ˇ2".!/

�

d!: (2.10)

Equation (2.10) gives the result obtained initially by Frank and Tamm. The
spectral emission features depend on the value of ".!/ with respect to c2=v2 .ˇ�2/.
Figure 2.7 shows the real part of ".!/ in the neighbourhood of a resonance at !0
where the imaginary part of the dielectric function becomes large. It is observed that
the radiation is emitted in bands close to the resonances (dashed region). For ˇ Š 1,
however, these bands can be quite extended.

The emission of Cherenkov radiation is restricted to cases in which n>1. Since
this condition is normally not fulfilled in the soft X-ray region, that spectral region
has been neglected. It was, however, later realized that due to the resonant optical
behaviour at absorption edges, Cherenkov radiation can be generated in rather
narrow spectral segments. Particularly interesting is the spectral region of the water
window where water is transparent but absorption from the carbonK edge (4.37 and
2.33 nm for oxygen) allows in situ investigation of biological samples. Figure 2.8
shows a result for low Z elements and 10 MeV electrons [22].

Fig. 2.7 Schematic of
spectral characteristics for
Cherenkov radiation
occurring in bands with
".!/ > 1=ˇ2
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Fig. 2.8 Predicted Cherenkov spectral yield in the C–O water window for 10 MeV electrons for a
series of low Z materials; the inset shows n–1 (real part) and k (imaginary part) of the refractive
index for Ti near the L edge at 454 eV; the dotted line denotes the emission threshold for 10 MeV
electrons

The angular characteristic of the radiation in the far field approximation, where
the fields become transverse, is given by the condition

cos�c D 1

ˇ
p

".!/
D 1

ˇn
I �

n D p
"; refractory index

�

: (2.11)

For ˇ2">1, the inequality for the emission angle 3 =2<�c<�=2 holds. The
resulting angular distribution narrows with increasing particle velocity. The mea-
surement of the Cherenkov angle �c allows the determination of the particle
velocity if suited band-pass filters are used. Such counting devices are employed
extensively in high-energy physics (see below).

The overlapping wavefronts for the relativistic particle interfere constructively.
Emission occurs in a cone of light from each point of the particles trajectory. These
fields become identifiable after the particle has advanced by a formation length
L0 D v t0, i.e. the distance over which the electron moves one wavelength ahead
of the projection of the field motion onto the direction of the particle.

Recently, electron energy losses due to Cherenkov radiation have been used
to probe photonic nanostructures [23, 24]. These observations will be treated in
Sect. 5.2.5 in which the characteristics of photonic crystals are described.
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Fig. 2.9 Cherenkov cone
size as a function of particle
momentum showing distinct
bands for pions (�), kaons
(K) and protons (P ); with
increasing momentum, the
common maximum
Cherenkov angle is reached
(ˇ ! 1) (see text)

The energy–momentum selectivity of Cherenkov radiation has resulted rather
early in its use in high-energy cosmic and ”-ray detectors [25]. From the correlation
between particle energy and momentum (making use of the cone-shaped coher-
ent photon emission), identification of high-energy particles becomes possible.
Figure 2.9 shows three distinct bands that correlate the Cherenkov angle �c and
momentum p in GeV (/c) for a ring imaging Cherenkov counter [26]. For the
case of transition radiation, the reader is referred to the review of Artru and
coworkers [27].

2.6 Synchrotron, Undulator and Wiggler Radiation

2.6.1 Introduction to Synchrotron Radiation

With the advent of third-generation synchrotron sources, the so-called insertion
devices such as wigglers and undulators have been used to produce energetic
photons at high light intensities. They produce incoherent and coherent radiation,
respectively. In Sect. 1.2, radiation from circular motion was introduced and the
basic formula for relativistic motion, based on Lienard’s extension of Larmor’s
work [28], was given (1.6). The spectral features of synchrotron radiation are
characterized by the critical frequency !c given by �2eB=4 me. Detailed analysis
shows that the emission peaks at ! D 0:29!c. To derive the spectral dependence
of the radiation, one uses (1.6) and derives expressions for the formation length for
frequencies below and at ! � !c. The formation length concept only applies to
electron motion on a straight line; therefore the concept of formation time, resulting
in a formation angle for circular motion, is applied. With L0 D .2�=�2 C 1=�2/,
the formation lengths for each case can be derived from the respective formation
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Fig. 2.10 Spectral distribution function for synchrotron radiation including the critical energies
given byEc.keV/ D 0:665B (T), E2.GeV2/ for 1.87 T (1 GeV) and 1.3 T (2 GeV) for two electron
energies

angle expressions. For � 	 �c, L0 � �2�c.�=�c/
1=3 for the low-energy part of the

spectrum, and L0 � �2
p
��c for � � �c. The resulting energy spectrum is given by

a term proportional to !1=3 for the low-energy branch and dE.!/=dl � p
!e�!=!c

for frequencies at and above the critical frequency. The differential is formed with
respect to a unit path length l for which photons are radiated. A typical spectrum is
shown in Fig. 2.10 in double logarithmic representation for the photon flux. At the
critical energy, the photon flux (photons/s mrad and 0.1% bandpass) is equal above
and below that value.

Relativistic effects result in a change of the angular distribution of emitted
radiation from a dipole characteristic (in the frame of the moving electron) to one
resembling a sweeping search light with dominant emission tangentially in the
direction of the moving electron (in the laboratory frame). Photons are radiated
within an angle of the order 1=�.� D 1=

p

1 � ˇ2/ given by � � m0c
2=E !

� D 0:5mrad=E.GeV/. Synchrotron radiation is linearly polarized in the plane of
electron acceleration and its time structure is given by the size of the micro-bunches
(typically 20–100 ps) that are separated by a few ns. For ultrashort time resolution,
either the current pulse duration of the linear injecting accelerator can be reduced or
the principle of laser slicing (see Sects. 3.6.3 on the free electron laser and 3.6.4 on
wigglers) can be applied.

2.6.2 Undulator Radiation

In an undulator, magnets are arranged such that the electron encounters on its path
in a region of transverse magnetic field whose magnitude oscillates with the spatial
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period �0. An electron traversing the undulator experiences transverse oscillations
with that period. This oscillation results in the emission of undulator radiation
(Fig. 2.11).

Compared to a wiggler, the modulation of the electron path is considerably
reduced, resulting in a longer light pulse rather than in a series of short bursts.
The spectrum is bunched up into harmonics and narrows with the number of
undulator periods: 
E=ED 1=nN (n, harmonic; N , undulator periodicity). In
technical realization for planar undulators, the magnets are moved vertically and
a wide range of photon energies can be swept in an experiment. Figure 2.12 shows
the spectral characteristic of the undulator U49/2 at the storage ring Bessy II, with
a spectral width between 80 and 2,000 eV [29].

The physical principle is based on special relativity: the electron entering an
undulator with almost the speed of light “sees” the undulator length LU contracted
by the Lorentz factor � . The wavelength of the emitted radiation would be
��LU=�N ; because of the electron motion when seen from the laboratory frame,
however, the wavelength further shrinks due to the Doppler effect by �2� . Hence,

Fig. 2.11 Schematic of an electron trajectory and photon emission in an undulator with period LU

Fig. 2.12 Spectral photon
flux density of U49/2 at
Bessy II
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Fig. 2.13 Schematic of the undulator condition (see text); 1=� , aperture angle of the light conus;
˛, electron wiggling angle

the actual wavelength of undulator radiation is �rad �LU=2�
2N . This results in

a wavelength transformation factor of >106 from undulator periodicity to the
frequency of the emitted light.

For an undulator, the wiggling angle ˛ smaller than the photon emission angle
1=� as can be seen in Fig. 2.13. In that case, interference effects result from the
fact that the angular electron excursion lies within the 1=� cone of the emitted light.
The deflection parameterK describes this behaviour: undulator radiation is obtained
for K < 1ŒK D 0:934LU .cm/B0.T /�. Observation of the radiation at an angle 	
off axis yields constructive interference at the wavelengths

�ph D LU

2�2

�

1C K2

2
C �2�2

�

: (2.12)

The undulator spectra exhibit pronounced peaks in photon emission that include
higher harmonics. In spectroscopic experiments, the undulator gap and thus the peak
in the spectrum are varied synchronously with the energy settings of the monochro-
mator to achieve optimum irradiance conditions, resulting, for instance, in a
spectrum as shown in Fig. 2.12.

2.6.3 The Free Electron Laser: Self-Amplified Stimulated
Emission and High Gain Harmonic Generation

Advanced FELs are based on the principle of self-amplified spontaneous emis-
sion (SASE) [30] and HGHG. We first review the operational principles under
which SASE occurs: when an electron beam with short and intensive bunches
passes through an undulator, along the beam, spontaneous synchrotron radiation
(Bremsstrahlung) is emitted. Under well-defined conditions, the electron beam
can amplify the electromagnetic field of the synchrotron radiation. The neces-
sary resonance condition relates photon wavelength �ph, beam energy EB, the
spatial undulator period LU and the parameter K.KD eB0LU=2 m

0
ec/ which

characterizes the undulator’s field strength .B0/ and periodicity. The resonance
condition

�ph D LU

2�2

�

1C K2

2

�

; (2.13)
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shows that the photon energy can be tuned via the Lorentz factor ” and thus
by the beam energy EB. For the high electron velocities involved, (2.13) can be
approximated by �ph � LU=2�

2. This condition is fulfilled for an electron velocity
for which the time to pass a photon wavelength equals the time a photon passes
an undulator period: t.�ph.electron// D t.LU.photon//. For SASE to occur, the
undulator must have a minimum length. Then, the electric field of the radiation,
emitted in its initial segment, can act on the electrons along a sufficiently long
path (see Fig. 2.14). Hence, the spontaneous emission of synchrotron radiation in
the first and subsequent undulator segments results in intensity amplification in
the following segments. Due to the mutual interaction of both fields, the electrons
concentrated in a region of extension ��ph, sometimes denoted as discs, will
produce coherent radiation due to simultaneous emission of light from electrons
in a given layer. As a result, very short and intense X-ray flashes are produced that
have the properties of laser light.

The radiation intensity is proportional to n2e (ne, the number of electrons).
The radiation power increases exponentially with path length z as the wave is
moving along the undulator: P.z/DAP0 exp.2z=Lg/; P0 is the effective input
power, A an input coupling constant and Lg denotes the so-called field gain length.
As example, the SASE intensity at the TESLA test facility (terra electron volt
energy superconducting linear accelerator) at DESY was – in the year 2000 –
about 300 times larger than the spontaneous emission [31]. Figure 2.15 compares
spontaneous and SASE emission at the TESLA TTF around the optimum beam
position. The observed FEL gain was G � 3; 000. The radiation in the UV region
near 100 nm observed at the TTF was the smallest wavelength hitherto achieved
with an FEL. It should be noted, however, that the shown data are values that
were averaged from considerable noise, due to poor temporal coherence because
the coherence time is much smaller than the pulse duration. This led to the
development of HGHG FELs, described further below. For SASE FELs, the next
development stage includes a length increase of the Linac to, for instance, 300 m
and electron energies at >1GeV resulting in FEL radiation down to 6 nm (soft X-
ray region).

The time structure of the emitted light originates from the interaction of the
electron beam and the radiation, both propagating through the undulator introduc-
ing a correlation on the scale length of 2 Lc 
 Lc D .�ph=LU/LG is called the

Fig. 2.14 Schematic of the SASE processin an FEL; electron discs emit synchronized electromag-
netic radiation generating an intense laser beam
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Fig. 2.15 Comparison of
spontaneous undulator
radiation intensity and
FEL-SASE emission
intensity; the position was
measured with a photodiode
(0.5-mm aperture) at a
distance of 12 m from the
undulator; note that the SASE
data show considerable noise
around the drawn averaged
curve

cooperation length [32]. LG is referred to as instability growth rate or gain length
[30]. Nanometer long intense bunches are accomplished by so-called self-bunching
of a longer injected bunch. Electrons that move in the transverse magnetic field
of alternating polarity in the undulator can amplify an existing electromagnetic
radiation field E. In this case, veE ¤ 0; hence, energy transfer between the electron
beam and the radiation field occurs. The resulting longitudinal density modulation
of the electron beam leads to micro-bunching. This FEL interaction produces spikes
in the radiation pulse as well as a random intensity distribution. The number of
the spikes is Nsp DLBunch=2 Lc and is given by the ratio of the rms bunch length
and the cooperation length. Hence, the time structure can be thought to result from
the “slippage” of the electrons with respect to the radiation they produce and from
the fact that the FEL starts from a fluctuation of the initial longitudinal particle
distribution.

Because the laser amplification in the SASE mode is driven to saturation in a
single pass of the electron beam through the undulator due to the lack of high-
reflectance mirrors for X-rays, the temporal profile of an SASE-FEL shows a
statistical, spiky structure as shown in Fig. 2.16 where coherence time is less than
the pulse duration.

HGHG is an approach where the high intensity and spatial coherence of
SASE are provided but, in addition, high temporal coherence is achieved [34].
The principal arrangement is schematically given in the top of Fig. 2.17. The
electron beam that passes through the modulator is modulated in its energy by
interaction with a seed laser pulse. In the shown initial realization, a CO2 laser
with a wavelength of 10:6 �m has been used. Using an optical chopper, laser pulse
durations can be reduced to 10–100 ps. Initially, the pulse duration was 100 ns (CO2

oscillator pulse length). The electron bunch enters the undulator (modulator) with a
magnetic period �U and is overlapped with the pulse seeding laser of wavelength �L.
The laser modulates the electron energy with the periodicity of the laser wavelength
when the resonance condition holds (compare also (2.13))):



2.6 Synchrotron, Undulator and Wiggler Radiation 59

Fig. 2.16 Temporal output characteristic of an SASE-FEL, calculated using a full 3D time-
dependent simulation code [33]

�L D �U
1CK2

2�2
: (2.14)

Here, ” and K are, as above, the Lorentz factor and the undulator parameter,
respectively. This resonance condition, where the laser wavelength �L equals the
wavelength of spontaneous undulator radiation, is usually tuned by changing K
between values of 1 and 15, accomplished by varying the vertical separation of the
undulator magnets. The oscillatory energy modulation has the period length �L and
is given by

.
E/2 D 4 ˛ALEL

K2

2

1C K2

2


!L


!U
; (2.15)

where ˛ is the fine structure constant, AL the beam energy and EL the photon
energy. The bandwidth ratio 
!L=
!U is usually expressed by the ratio of
the undulator periods and the optical cycles in the laser pulse, NU=NL. In the
dispersion section, the optical energy modulation is transformed into an optical
density modulation of the electron bunch where the particle path length becomes
energy dependent according to 
z D RDi.
Eel=Eel/. The deviation 
z from the
path length z of an electron with nominal energy E by the energy modulation
is additionally proportional to the so-called momentum compaction factor of the
dispersion element, RDi. Without considering collective effects (self-interaction,
plasma oscillations), the amplitude of the density modulation can be approximated
for the European XFEL, for instance, by the expression
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Fig. 2.17 Operation
principle and output
characteristic of a high gain
harmonic generation free
electron laser: (a)
Arrangement with a seed
laser pulse form a CO2 laser
with 10:6�m wavelength that
modulates the energy of
electron beam (full black line)
in the first undulator, called
modulator. In the dispersion
magnet, the energy
modulation is converted into
a spatial density modulation
that is coherent. In the second
undulator, radiation of the nth
harmonic of the seed laser
wavelength is generated and
amplified to saturation; here,
the second harmonic with
half the wavelength of the
seed laser has been realized.
(b) Energy modulation for a
seed CO2 laser interaction in
the modulator (solid line) and
without seed laser (dashed
line) (horizontal axis in %
energy spread). (c) Schematic
curve showing the increase of
photon beam intensity until
saturation in the radiator is
reached; also shown is the
onset of micro-bunching.
(d) High gain harmonic
generation output (see text)

Ai D 2 RDi

�

.
E/i

E
; (2.16)

where an exponential term being close to unity has been neglected. With the data for
the XFEL with electron energy of 2 GeV, E D 4 � 103 (in units of the rest mass),
a 0.5-MeV modulation at � D 400 nm (second harmonic of a Ti:Sapphire laser)
and RDi � 30�m, a modulation amplitude of Ai � 0:1 is obtained. This density
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modulation, occurring at the seed laser wavelength, is changed in the subsequent
radiator, an undulator that is tuned to a higher harmonic n of the density modulation
and it emits radiation at the preinstalled fraction of the seed wavelength. In the
example shown in Fig. 2.17, frequency doubling has been achieved in the initial
device. This output of the radiator element can be used as a seed pulse for the next
stage in HGHG. By cascading several of such stages, short target wavelengths can
be realized.

In order to discuss the phenomenon of saturation in the radiator, necessary for
maximum intensity output, the interaction of the electron beam in an undulator
in SASE configuration is shortly reviewed: in this situation, where an interaction
between the electron beam and the emitted radiation is sustained, the net energy
transfer from the electron beam to the photon beam leads to a back-interaction of
the photon beam on the electron beam which induces a periodical modulation of the
longitudinal beam density called micro-bunching. The density modulation produces
a coherent fraction of light, generated within the micro-bunch and accordingly,
the amplitude of the electric field of the photon beam is proportional to the
number of electrons in the micro-bunch, as described above in the explanation
of (2.13). The density modulation leads to an increase in radiation intensity, and
the increased intensity in turn causes a higher beam density modulation. The gain
length, mentioned above, can be expressed by LG D �U=4 

p
�, where r denotes

the so-called FEL parameter [30] which is a function of the normalized peak current
of the electron bunch, the undulator parameter K , the wavelength of the radiation
and the transverse rms size of the electron beam. The scaling parameter r is typically
of the order of 10�3 for visible wavelengths and shorter ones; therefore, the gain
length is typically about 100 undulator periods [35]. For the undulator saturation
length, the relationLsat � 10LG holds. For the TESLA-TTF SASE-FEL, saturation
was reached after �14m at a gain length of 1.35 m and for a radiation wavelength
of 98.1 nm [36].

In the example given in Fig. 2.17, the intensity amplification of the seed laser
pulse was about 24, with an input power of 0.7 MW and an output at half wavelength
(5:3 �m) of 17 MW. In X-ray FEL development, cascading, where the radiator
output serves as a seed pulse for the next stage, allows frequency multiplication.
Assuming, for example, that third harmonic bunching is optimized in the dispersion
element, the electron beam, seeded with an !0 pulse, would radiate at !3 after the
long radiator undulator. In a second cascade, the original seed wavelength would be
reduced to �HG D 1=9 �L and to 1/27 in a third stage. Thus, a wavelength reduction
by a factor of 10–30 is feasible without additional acceleration between the stages.
With seeding from a Ti:sapphire laser, wavelengths of about 30 nm can be realized.
With meanwhile commercially available Ti:sapphire lasers that emit at 200 nm, the
wavelength region around 1 nm becomes accessible. Very recently, the first XFEL
operation has been reported [37].

In summary, the implementation of free electron lasers (FELs) as radiation source
allows the investigation of processes that take place in the femtosecond range and
towards the attosecond range with a large range of wavelengths down to the X-ray
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Table 2.2 Overview of possible research areas that can advance by using free-electron laser light
sources

Scientific field Processes

Atoms/Ions/Molecules/Clusters Multiphoton events; multiple ionization; creation and
spectroscopy of excited states

Plasma physics Dynamics, electronic and geometrical structure of
matter; solid-density plasmas

Condensed matter physics Plasma diagnostics; ultrafast dynamics; electronic
structure

Materials science Disordered materials and soft matter; dynamics of hard
materials

Chemistry Structure and dynamics of nanomaterials; reaction
dynamics in solid/liquid systems; catalysis

Biology Single particle/molecule imaging; dynamics of
biomolecules; proteomics

Optics and non-linear
phenomena

Non-linear effects in atoms, solids, gases and liquids;
high-field science

region. We give here a brief overview of the topics that can be addressed with these
light sources in Table 2.2.

Already in the year 2004, experimental realizations included that at �100 nm
wavelength, a power of about 1 GW and sub-100 fs pulses were obtained [38].
The technique which has been employed to produce these short pulses has been
termed Laser Slicing [39]. It is based on electron–photon interaction in a wiggler and
will be described below. With femtosecond high-energy FELs, structural changes
on the timescale of a molecular vibration, atomic motion associated with phase
transitions, ultrafast chemical reactions and coherent vibrational motion become
accessible.

2.6.4 Wiggler Radiation and Femtosecond Laser Slicing

Increasing the magnetic field strength beyond that in an undulator leads to distortion
of the sinusoidal transverse electron motion due to relativistic effects. The radiation
from one oscillation period does not overlap with the successive one and hence there
is no constructive interference. The radiation can then be considered as the summing
up of the synchrotron radiation from N separate magnets. If the dimensionless
parameter � D .eB0=m!0c/ for transverse electron motion in an oscillatory field
is larger than 1, the motion of the electron in its average rest frame is relativistic and
higher multipole radiation becomes relevant. This results in higher harmonics and
a corresponding line spectrum. For very strong fields, merging into a continuous
spectrum from IR to hard X-rays with rather constant spectral intensity occurs.
A typical wiggler spectrum is shown in Fig. 2.18. Above the critical photon energy
!c / B�2=„, the spectral emission drops exponentially.
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Fig. 2.18 Spectral
characteristics of wiggler and
bending magnet radiation;
E D 1:5GeV; I D 100mA

A rather recent development using wiggler radiation is the generation of high-
energy femtosecond pulses. It is based on the violation of the Lawson–Woodward
theorem of electron interaction with a laser photon field [40, 41] which states that
“the net energy gain of a relativistic electron interacting with an electromagnetic
field in vacuum is zero”. Since ponderomotive effects have been neglected in
the formulation of the theorem, energy transfer to highly relativistic electrons
(v � c/ in a bunch can occur for the high electric field of a femtosecond laser.
A Ti:sapphire laser system (�D 800 nm, 
t � 50 fs) induces an energy modulation
of the electrons as they traverse the wiggler [42]. The modulation occurs by
higher-order laser field inhomogeneities, present in the pulse, which result in a net
force acting on the centre of the oscillation of the particle. This force, known as
ponderomotive force, is described by the relation

mdv=dt D qr˚POND; (2.17)

˚POND D e

4m!2
jE0j2; (2.18)

whereE0.r/ is the spatially varying amplitude of the wave field. The ponderomotive
force is thus proportional to the gradient of the intensity of the wave field. As a
result, electrons in the bunch which happen to be within the interaction volume with
the laser pulse (see Fig. 2.19) move away from the centre position, thus creating a
cavity that is known to emit terahertz radiation ([43], and references therein). This
spatial separation from the rest of the bunch allows selection when passing through
a bending magnet. In this dispersive element, the deflection of the main bunch and
of the slower and faster electrons allows filtering of those electrons which have
interacted in the short pulse time with the laser field.

Filtering is done by shading off the main bunch (i.e. the beam core region) with
an aperture, thus achieving spatial separation by a dispersive bend. A schematic of
the method is shown in Fig. 2.19. The resulting X-ray emission is of the timescale
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Fig. 2.19 Schematic of laser slicing technique for femtosecond X-ray pulse generation in storage
rings

Fig. 2.20 Overview of the electromagnetic spectrum including the terahertz regime

of 100–200 fs. A first system is in operation at ALS (Advanced Light Source,
Berkeley); others are being constructed (Bessy II, Berlin Adlershof, SLS, Swiss
Light Source). More generally, ponderomotive forces are of widespread interest, for
instance, in plasma physics, and are discussed in astrophysics where the influence of
the neutrino ponderomotive force on electrons and other particles in a dense stellar
fusion plasma is thought to contribute to supernovae dynamics [44].

Future developments of powerful light sources aim at the terahertz spectral
regime, energetically located between electronics and photonics (see Fig. 2.20).
FELs operating as long wavelength source are considered to complement high-
energy short wavelength sources as have been described above. THz FELs will
allow one to probe collective processes and their function in complex systems in
a fashion complementary to analyzing structure via X-rays.

Typical envisaged applications include functional dynamics experiments by
tuning to specific intramolecular vibrational modes for studying protein folding,
the investigation of photosynthesis and metabolic pathways, and also supercon-
ductor properties, spintronics, medical imaging and detection of explosives and
bio-agents [45].
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Chapter 3
Photon Generation in Electronic Transitions:
Lasers and Nanoscopic Sources

3.1 Introduction

As an extension of the methods to generate photons, this chapter elaborates on
electromagnetic radiation that originates from energy dissipation in electronic
transitions between quantum states. These processes encompass fluorescence,
luminescence and laser action. First, short wavelength radiation emitted from lasers
will be treated and, subsequently, processes such as X-ray fluorescence, chemo-
and bioluminescence will be presented in Sect. 4.5. Light emission in scanning
tunnelling experiments and a short review on the manipulation of electromagnetic
radiation using so-called metamaterials follow. Subsequent to the description of the
somewhat mystical properties of metamaterials, the chapter closes with an overview
of so-called mysterious light sources that stimulated the fantasy of people for many
centuries. The section sequence has been chosen to cover photonic processes from
high energy to high spatial resolution. A summary of the section headings is given
in Table 3.1.

3.2 X-Ray Plasma Lasers

The basic operation principle of a laser involves (1) population inversion, resulting
in an excited metastable state, (2) subsequent stimulated emission and (3) optical
confinement in a Fabry–Perot cavity [1]. At the core of laser action is the
stimulated emission process, first introduced by Einstein [2] and later theoretically
described by Göppert-Mayer [3]. Stimulated emission occurs when an incident
photon strongly couples with an excited electron and causes its decay to a lower
level, thereby emitting two photons of the same energy, direction and phase
as the incoming photon (Fig. 3.1). The coherence properties of the laser result
from these photon correlations. Actually two-photon emitting systems have been
employed to test Bell’s inequality, regarding a discussion on causality in quantum
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Table 3.1 Overview of the content of Chap. 4

3.1. Introduction
3.2. X-ray plasma lasers
3.3. Vacuum ultraviolet lasers
3.4. The molecular fluorine laser
3.4.1. Short note on terminology
3.4.2. Operational principles
3.5. Photon emission in chemical, biological and solid-state quantum systems
3.5.1. Chemiluminescence
3.5.2. Bio- and electroluminescence
3.5.3. Photon emission from solid-state quantum systems
3.6. Light emission in scanning tunnelling microscopy (STM)
3.6.1. Introduction
3.6.2. Photo-emission in STM experiments at the Ag-electrolyte junction
3.6.3. Theoretical concepts
3.6.4. STM-induced photon emission on a molecular scale
3.7. Metamaterials
3.7.1. Introduction
3.7.2. Superlenses
3.7.3. Invisibility cloaks
3.8. “Mysterious” light sources

Fig. 3.1 Schematic of stimulated emission (c) compared to spontaneous emission (b) and
absorption (a) of photons by an electronic system (see text)

mechanics (see Chap. 6) [4, 5]. The inverse process, e.g. two-photon absorption,
has found widespread application and is now used in biology as multi-photon
microscopy [6, 7].

The laser systems treated below have been ordered with respect to their energetic
and temporal properties. Being closer in emission energy to FELs, we begin with
the soft X-ray lasers, followed by VUV excimer lasers and the Nova system.

Earlier examples of envisaged applications of X-ray plasma lasers were soft
X-ray projection lithography for fabrication of integrated circuitry with dimensions
between 30 and 70 nm that were already reached in 2002 [8], low photon energy
radiobiology and soft X-ray contact microscopy of living biological species [9], for
instance. Typical energies allow to tune into the “water window”, i.e. the spectral
region between 2.33 and 4.37 nm given by the carbon K-edge located at 4.37 nm
and the oxygen K edge at 2.33 nm (Fig. 3.2). As seen in the figure, photons in the
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window range are absorbed by C but not by oxygen in water, thus maximizing the
contrast between water and biological molecules. The accessibility of this spectral
range allows the study of living biological organisms.

The plasma laser concept goes back to the work of Matthews, Rosen, Suckewer,
and their coworkers [10–12]. Laser action is based here on achieving popula-
tion inversion in plasmas. Two operational modes have been realized: collisional
excitation and collisional recombination. In the former, the laser upper levels are
predominantly excited by direct electron impact collision from the ground state of
the ion stage of interest. Usually, plasma ionization leads to highly charged ions that
are stripped from their outer electrons until a rather stable electron configuration
of noble gas character is reached. In many cases, this is the Ne-like ion shell: Ne-
like Se, Ge as well as Cu and Ag (Z D 29, 47) show laser action. The populated
upper laser levels are metastable with respect to radiative decay to the ground state
and the lower-lying laser levels are depopulated by strong dipole-allowed transitions
(labelled E1 in Fig. 3.3). In the given example, collisional excitation (not shown in

Fig. 3.2 Transmission in the
water window of oxygen
(in water) and carbon for
1-�m thickness

Fig. 3.3 Simplified Grotrian
diagram of Ne-like Ge
showing de-excitation
processes only;
nomenclature: terms are
given in Russell–Saunders
notation with L D 0, 1, 2, 3
represented by S, P, D, F and
the total spin 2S C 1 and total
angular momentum
J D LC S written as
indices in front and behind
the angular momentum letter,
respectively: 2SC1PJ, for
instance; main terms are also
represented in j–j coupling
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Fig. 3.3) populates the upper 3p levels from the Ne-like ion ground state and also by
cascades from higher states, such as the 3d levels.

Population inversion is achieved by the very fast decay of the laser 3s levels
(1P1, 1P3) to the ionic ground state.

In collisional recombination lasers, the upper laser level is populated following
the recombination of ions according to a three-body interaction

XZC1 C 2e ! XZ� C e (3.1)

that populates highly excited bound levels of the ion with charge Z. Realization
of ion lasers for the XUV to X-ray spectral region requires a high gain medium in
order to compensate cavity efficiency and gain coefficient (G/ losses at decreasing
wavelength:

G D NU�em �NL�abs D constS�

r

M

T
INU (3.2)

NU andNL denote the densities in the upper and lower state, respectively, connected
with the cross sections (�) for induced emission and absorption; S is the transition
oscillator strength, M the ion mass, T the plasma temperature and I is the so-
called inversion factor. Attaining emission of X-ray photons necessitates judicious
adjustment to meet several crucial criteria: the gain condition that determines the
pumping threshold for lasing requires a larger gain than loss coefficient. Translated
into a condition for the population difference N0 > Nth.N0, stationary population
density difference), where N0 increases with the pumping rate R. The threshold
population difference Nth is defined as the ratio of loss coefficient ˛r and transition
cross section �.v/:

Nth D 1

ctph�.v/
; (3.3)

where tph denotes the photon lifetime. Using �.v/ D .�2=8�tsl/g.v/, with tsl

spontaneous lifetime and g.v/ the transition lineshape, it follows that

Nth / 1

�2tph
: (3.4)

Therefore, as one wants to decrease �, the threshold population density difference
must be increased quadratically with the laser wavelength, making laser action
increasingly difficult.

Early X-ray lasers were realized by line – focussing a pulsed pump laser beam
on a target, typically a thin metal foil, creating a plasma and within 2–3 pulses,
the collisional population inversion was achieved in the formed elongated plasma
column. Spontaneous emission is amplified through the plasma column, resulting in
a propagating monochromatic X-ray beam with small divergence. An early X-ray
system uses the plasma of C6C ions generated by an infrared CO2 laser pulse [12].
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Fig. 3.4 Energy levels of
H-like C6C in comparison
to H

This C VI H˛ laser is a collisional recombination laser. Figure 3.4 shows the energy
scheme for C6C in comparison to the Rydberg series for the H atom. Population
inversion occurs during cooling of the plasma towards the end of the 50-ns laser
pulse by capture of electrons in the C6Cq D 3 level and a simultaneous dearth of
electrons in the q D 2 level. The energy of the emitted photons is given by

Eph D m�Z
2e4

2�2
�
1

22
� 1

32

� : (3.5)

Here, mr is the reduced mass of the atom and ZD 6. The spontaneously emitted
photons with Eph D 68 eV.�D 18:2 nm/ cause stimulated emission of X-ray pho-
tons from other ions, leading to an amplified spontaneous emission. The overall
laser gain, defined as G.v/D e�.v/d (� amplifier gain coefficient, d total length of
interaction region), yieldsG� e6 in this case. As a result, a 20-ns pulse of soft X-ray
amplified spontaneous emission with an energy of 2 mJ, a power of 100 KW and a
divergence of 5 mrad was obtained.

More recent developments involve transient pumping schemes which use an
initial lower intensity pulse of longer duration to create the plasma and a subsequent
high-intensity femtosecond pulse which creates the population inversion through
electron-ion collisional excitation. The first realization using the so-called chirped
pulse amplification to expand and compress the high intensity pulse was achieved
with Ne-like Ti [13].

Another rather recently developed area is the channelling of intense optical fields
in plasmas where ultrashort laser pulses, injected into relativistic plasmas, generate
a wakefield which can be used to accelerate particles [14]. For intense laser pulses,
the oscillating motion of the plasma electrons becomes relativistic, leading to self-
channelling due to an increase of the electron effective mass for v � c. The resulting
change of the effective refractory index in the plasma and electron cavitation due to
ponderomotive forces lead, similar to optical waveguides, to self-guiding that results
in relativistic self-focussing of terawatt laser pulses [15].
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3.3 Vacuum Ultraviolet Lasers

The energy range considered here is shown as a part of Fig. 3.5. As a rough
estimate, the demands in sub-quarter-micron lithography define the wavelength
range of the systems, e.g. the molecular fluorine and compound excimer lasers
(noble gas halides.). Applications extend those of nanolithography; they encompass
bio-particle detection based on their UV absorption characteristics, molecular
uncaging through UV photolysis and glass and plastic patterning, for instance. The
wavelength region considered for the lasers with single emission lines transforms
to an energy range of �4:0–7:9 eV, thus spanning energies of many atomic
and molecular excitations as also the fundamental absorption edge of many bio-
molecules [16]. It also is the wavelength region presently used in the downscaling
of structures in electronic devices. These laser systems belong into the category of
excimer lasers, a word composed from excited dimer. Excited diatomic molecules
are stable only in their excited states and quickly dissociate when a transition to the
ground state occurs.

Consequently, large population inversions can be reached since the ground state
is depleted by dissociation. The excited states, however, have usually a much shorter
lifetime compared to the metastable states of more conventional lasers and require
high pumping rates. The laser action is characterized by high power pulses in the
blue or UV spectral region after excitation by fast electron beam discharges.

Because of its high-energy radiation, the physics and operational principle of the
fluorine laser (emission at �D 157 nm) is presented first, followed by a description
of noble gas-halide excimer laser action. Limitations in pattern resolution of the
KrF, ArF and similar lasers (emission lines at �D 248 nm and 193 nm, respectively)
will eventually lead to their replacement. In particular, free electron lasers have
the potential to reach shorter wavelength regions, as indicated in Fig. 3.5. A 20-nm
radiation is available since 2005 at the TTF2 FEL at DESY and generation of 6nm

Fig. 3.5 Overview of emission lines of selected VUV lasers including the Tesla test facility free
electron laser (TTF2 FEL) and a tunable ion laser with 676 nm � � � 476 nm
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(corresponding to 200 eV) radiation is planned. Ultimately, undulator synchrotron
radiation that allows access to the water window (see above) is anticipated.

3.4 The Molecular Fluorine Laser

3.4.1 Short Note on Terminology

The determination of the rotational, vibrational and electronic energy levels
of diatomic molecules follows from solving the time-independent Schrödinger
equation H DE , where the Hamilton operator can be written in the Born–
Oppenheimer approximation (separation of electronic, vibrational and rotational
energies) asH D HeCHvibCHrot and the according eigenfunctions are written as a
product: D  e
 vib
 rot. For molecules with closed shells (no unpaired electrons),
the eigenvalues are obtained by E.v; J / D Te C G.v/ C Fv.J / where the terms
describe the electronic (Te/, vibrational and rotational energies, respectively. The
term nomenclature for linear molecules, such as F2, is adapted from that of atoms
with the difference that for the molecules, the total angular momentum component
with regard to the dinuclear axis has to be considered, too. That component is
denoted by „�. For j�j D 0; 1; 2; : : :, one uses the symbols ˙ , …, 
, . . . , where
the value of � results from the individual values of the momentum component,
�el, of the electrons of the molecule. The component of the total spin angular
momentum with regard to the internuclear axis yields singlets, doublets and triplets,
for instance, denoted by the superscripts 1, 2, 3, respectively. The additional C=�
superscript and the g/u subscript relate to the symmetry behaviour of the orbital
function (symmetric, anti-symmetric, gerade, ungerade). For the HC

2 molecule, with
one electron in a � orbital that exhibits rotational symmetry around the H–H axis,
�el is zero. Therefore,� D 0 and the term symbol for this molecule is ˙ . With the
spin multiplicity of 2 (one electron with spin ˙1=2), the state is written as 2˙ . The
parity of the single occupied orbital is even (g) and the molecular term is, therefore,
also labelled with the subscript g. The singly ionized hydrogen molecule orbital is,
hence, written as 2˙g. In addition, one distinguishes electronic ground and excited
states. They are labelled by the capital letters X, A, B, C; : : :, for the case that the
excited states possess the same term multiplicity (spin quantum number). If the
multiplicity is different, then lower-case letters (a, b, c, . . . ) are used.

3.4.2 Operational Principles

The F2 laser oscillates on a transition between two bound molecular electronic
states with a spectral emission at 157.52 nm and 157.63 nm for discharge excitation
(Fig. 3.6). Excited fluorine molecules F2� form the upper 3…g level of the F2 laser.
Under the usual high pressure conditions, collisional relaxation occurs and only the
lowest vibrational level of the upper electronic level is highly enough populated.
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Fig. 3.6 Energy term scheme
for the molecular fluorine
laser

In discharge pumped lasers, the formation of F2� results from either a neutral
reaction F2 C F� ! F2� C F or an ionic three-body recombination reaction in
the He–F2 gas mixture FC C F C He ! F2� C He. At least four possibilities to form
excited F� atoms have been postulated, among them are excited rare gas halide
species (HeF�) which rapidly decay to yield F�. Another route is the formation
of F� by dissociated capture of low-energy electrons by F2 resulting in F� after
further electron capture or by reaction with F2C . Faris et al. [17] have first attributed
the sharp fluorescence spectrum at 7.9 eV to the laser transition f 3…g ! a3…u

(for nomenclature, see Sect. 3.5). The quenching mechanisms for the upper and
lower states are either due to reactions with F2 electrons (upper and lower level)
or due to collisional de-excitation by He atoms (lower level only). Therefore, an
increase of the buffer gas pressure results in an accelerated decay of the lower
laser level. Simultaneously, metastable F� atoms can be increasingly formed from
HeF� complexes, thus increasing the formation rate for the upper laser level. Also
the rate for the ionic reaction increases with the buffer gas pressure. The relative
concentration of F2 in the laser gas mixture has to be optimized due to the adverse
effect of increasing the formation rates of the upper level and its quenching by F2.
It turned out that efficient operation is obtained at higher buffer gas pressure. In an
early experiment [18], the VUV pulse energy was shown to increase as a function
of He pressure from about 30 mJ (depending on the charging voltage Vc at 3 bar up
to 180 mJ at 11 bar for Vc D 80 kV).

Commercially available F2 lasers emit more than 10 W at a 1,000-Hz repetition
rate with dual wavelength output (at � D 157:523 and 157.629 nm). Beam delivery
systems that connect to the laser comprise CaF2 beam shaping optics and N2 purging
to prevent absorption by molecular oxygen and water vapour. Lithography patterns
in 100-nm Shipley resist on silicon for the 70-nm technology mode have been
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fabricated rather early [[19], and references therein] showing regular resist pattern
formation down to 70 nm and, using a fluoro-polymer-based resist, an ultimate
resolution of 55 nm has been obtained.

The development of broadly tunable VUV lasers uses frequency shifting of
tunable laser sources. Frequency mixing with optically nonlinear solids is difficult
due to their absorption in the VUV energy range; therefore, gaseous media are used,
which results in a reduction of the laser efficiency. In nonlinear optics, the higher
terms of the electrical polarization P , given by the series

P.E/ D �0E C �.2/E2 C �.3/E3 C 
 
 
 (3.6)

are used. Here, 4��0 D "0 � 1 is the dielectric susceptibility for the linear case.
In crystals with a symmetry centre or for isotropic materials, �.2/ D 0; hence, in
gaseous media, the so-called three wave mixing term vanishes and the third term on
the right-hand side of (3.6) contains the four wave mixing process. The according
susceptibility, written in Dirac notation [20], is given by

�.3/ D h g

ˇ
ˇ Epˇˇ aih a

ˇ
ˇ Epˇˇ bih b

ˇ
ˇ Epˇˇ cih c

ˇ
ˇ Epˇˇ gi

.˝cg � !1 � !2 � !3/.˝bg � !1 � !2/.˝ag � !1/
: (3.7)

The Dirac brackets denote dipole transition matrix elements between the involved
states  ; Ep is the momentum operator (.„=i/r). The denominator describes the
energy relations, including lifetime (energy) broadening � , for example, ˝ag D
!ag � i� =2. Among the three possibilities to set one of the real parts of the
denominator of (3.7) to zero, only for !1 C !2 D !bg, an enhanced susceptibility
without linear absorption of incident or generated radiation is obtained. Hence, the
incident radiation has to be tuned to a two-photon resonance [21]. Tunable radiation
is obtained at the sum or difference frequency!4 D 2!1˙!2 using tunable radiation
at a second frequency !2 after tuning one of the incident frequencies such that
2!1 D !bg (Fig. 3.7).

In compound excimer lasers, such as KrF-, ArF- and XeF-based lasers, the noble
gas and the halide in its molecular form X2 (X D F, Cl) form compound molecules
in hot plasma environment. Lifetimes of excited states are in the 1–10-ns range, long
enough to achieve pulsed laser action. Rather high-power pulses can be realized
because the cross section for stimulated emission is comparably low, allowing the
built-up of a large population inversion.

3.5 Photon Emission in Chemical, Biological and Solid-state
quantum systems

This section addresses the principles and some recent applications in using light in
the visible and near IR region to study dynamics of chemical reactions, to extract
information on metabolic processes in biological organisms [23], to analyse surface
reactions [24] and to monitor quantum confinement [25].
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Fig. 3.7 Term scheme for
achieving tunable laser
radiation from frequency
mixing [22]; the frequency !1
is tuned such that 2!1
corresponds to the frequency
of an allowed two-photon
excitation; !2 is variable;
susceptibility enhancement is
achieved by the resonance
process where 2!1 D !bg

(see text)

Chemiluminescence, as described here, refers to light emission due to energy
release in a defined chemical reaction. We distinguish between the purely chemical
phenomenon in oxidation processes involving radicals or reactive oxygen species
and electroluminescence, e.g. electrical current-induced light emission. Compared
to the incandescent emission by hot objects, chemiluminescence is often referred
to as cold light, indicating that the energy dissipation is dominated by adiabatic
electron recombination.

Bioluminescence is among the most important tools in life sciences and the asso-
ciated technologies. It is applied in microbiology, food and environmental testing,
immuno- and enzyme assays and in gene expression assays. The technique of flu-
orescence labelling of biological molecules in conjunction with nano-technological
supports (solid or biological) is a rapidly developing field with numerous discipline-
bridging applications.

3.5.1 Chemiluminescence

Chemilumiscence in molecular systems is commonly described by a Jablonski
diagram (Fig. 3.8) [26]. The excitation energy is supplied either by a chemical
reaction or by photons, distinguishing between chemiluminescence and fluores-
cence/phosphorescence. For better intelligibility, we shortly review the nomencla-
ture: Singlet and triplet states refer to antiparallel or parallel spin configurations,
respectively. The triplet states are energetically lower-lying states. They are labelled
S and T in Fig. 3.26. Only the electronic states (S, T) and the vibrational levels (vs),
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Fig. 3.8 Jablonski diagram
for chemiluminescence,
phosphorescence (P ) and
fluorescence (L): A
absorption of photons, T
triplet states, S singlet states
(see text)

Fig. 3.9 Chemiluminescence
reaction of luminol

but not the rotational levels with even smaller splitting, are shown. Energy loss by
internal conversion (IC) as well as luminescence (L) and phosphorescence (P) are
shown.

The transitions Sn ! S0 are spin-allowed and fast, resulting in luminescence.
Upon intersystem crossing (ISC), spin-forbidden transitions T1 ! S0 to the ground
state have low probability and are slow, leading to phosphorescence with time
windows of about 10�4s to minutes. A well-known example is the reaction of
luminol with hydrogen peroxide in alkaline medium to 3-aminophtalate which leads
to emission of blue light (see Fig. 3.9).

The chemiluminescence quantum yield ˚CL is the product of the probability of
generating an excited state,Wex, the fluorescence quantum yield˚ph and the reaction
probability WR, describing the fraction of starting molecules which undergo the
luminescent decay rather than a side reaction

˚CL D Wex � ˚ph �WR: (3.8)

In diatomic molecular reactions, such as in collisional excitations to form stable
excited states for excimer laser action, the description of the energy levels uses
total angular momentum J , total spin S , the molecular symmetry under inversion
(“gerade” and “ungerade” meaning even or uneven transformation) and wave
function symmetric or antisymmetric character. For J D 0, 1, 2, 3. . . , the symbols
˙;…;
;˚ are used. The total spin of 0, 1/2, 1, 3/2, 2, . . . is indicated by small
numbers 1, 2, 3, 4, 5, . . . such as 1˙ , for instance. The wave function character and
the state symmetry are noted by a plus or minus sign and a “g” or “u” behind the
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angular momentum symbol, reading 3˙C
g for a molecular level of the H2 molecule

as an example. Often, one also finds X, A, B, C, etc. in front of the ˙;…;
,
etc. symbols used to describe the ground state (X) and subsequent excited states
(A, B, C, . . . ).

Chemiluminescence in oscillatory reactions has been reported for the autocat-
alytic Belousov–Zhabotinsky reaction [27]. Autocatalysis refers to the catalysis of
a reaction by its products. It occurs if the reaction rate for the reaction A ! B is
given, for instance, by kAB D aŒA�ŒB�. Hence, the reaction rate increases when the
product is formed. As an example, consider the model autocatalytic Lotka–Volterra
mechanism (where the first two steps are autocatalytic):

.i/ A C I1 ! 2I1 dŒA�=dt / �ŒA�ŒI1�

.ii/ I1 C I2 ! 2I2 dŒI1�=dt / � ŒI1�ŒI2�

.iii/ I2 ! B dŒB�=dt / ŒI2�
(3.9)

Here, ŒI1� and ŒI2� are the concentrations of reaction intermediates. If the concentra-
tion of A is kept constant by steady supply of the consumed reactant, the variables
are the concentrations of the reaction intermediates, since B does not contribute
to the reaction once it has been formed. In chemical oscillations, autocatalysis
provides the positive feedback. The periodic variation of I1 and I2 has some
similarity with the fox-and-rabbit scheme: at some stage, there is little I1 (rabbits)
present, but the reaction (i) generates more and the production of I1 autocatalyses
the generation of even more I1. Then reaction (ii), e.g. the formation of I2, begins
slowly because [I2] is small (which could be envisaged as a population increase of
foxes due to more rabbits as food). Autocatalysis, however, leads to a surge of I2
which removes I1 (in this case by eating). Since now less rabbits are “available”,
the concentration of I2 decreases, slowing reaction (ii). As less I2 is present to
remove I1, the latter can surge forward (multiply) again, resulting in an oscillatory
cycle. The reaction forms HBrO2 which is a reactant in the first step of the bromate
oxidation in acidic solution [27]. It is noteworthy that Belousov’s manuscript was
initially rejected and that he subsequently published it in the journal of the institute
for theoretical and experimental biophysics at Moscow university, where it was
not reviewed [28]. Figure 3.10 shows the periodic variation of the solution redox
potential and the chemiluminescence in opposite phase to it. The origin of the
luminescence has so far only been speculated about.

Fig. 3.10 Periodic photon
emission from the oscillating
Belousov–Zhabotinsky
reaction
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Fig. 3.11 Scheme of light
emitting reaction by
oxidation of luciferin

3.5.2 Bio- and Electroluminescence

In bioluminescence, numerous observations of light emission from marine bacteria,
pony fish and the firefly (lampyridae), for instance, are known. Luciferin is the
generic term for a wide variety of compounds that emit light when oxidized in the
presence of the enzyme luciferase (Fig. 3.11):

ATP provides the energy to reset the system after oxidation. Dioxetanone is
the energy-rich intermediate. Its breakdown releases the energy needed to enter
the excited state of oxyluciferin (lower part of Fig. 3.11) and CO2. The efficiency
of photon emission per oxidized luciferin molecule is close to 1. The emission
colour varies and differences between 560 and 630 nm are discussed to be related
to the ternary structure of the catalytic site [29]. The photons generated by these
biochemical reactions are used in various ways: in photodynamic therapy (PDT),
one makes use of the fact that photosensitizing agents are collected more readily in
cancer cells than in normal cells.

The uptake and retention of a photosensitizer in a tumour is followed by
irradiation with light of wavelength 650–800 nm, which results in the formation of
singlet oxygen which is highly toxic to cells, initiating the necrosis of the tumour.
Figure 3.12 shows a simplified Jablonski diagram for the generation of singlet
oxygen. The porphyrin sensitizer is excited to 1S�. If the lifetime of the excited
state is long enough, the energy can be dissipated not only by fluorescence (L) but
by intersystem crossing to the triplet state of the sensitizer T1.3S�). If the energy
released is larger than the excitation energy needed to convert the available triplet
oxygen 3O2 into singlet oxygen 1O2 as shown here, the latter will be formed, leading
to tumour death.

In biological resonant energy transfer, the photons from bioluminescence are
used to attain information on protein–protein interaction and conformational
change. Even ultra-weak photon emission in the visible and near IR accompanying
metabolic processes can be used to obtain physiological information or to extract
information on regulation processes in biochemical reactions [23].

Electroluminescence can be observed in electrochemical and photoelectrochem-
ical systems, for instance. It is, of course, also used in solid-state devices and
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Fig. 3.12 Jablonski diagram
for a generation of cell-toxic
singlet oxygen in PDT

a wealth of literature covers this subject (see for example [30] and references
therein). We restrict the considerations to the reactive interface encountered in
electrochemistry. In silicon electrochemistry, porous Si is formed and sustained
current oscillations are observed at higher anodic potentials in fluoride containing
solution [31]. It has been found that the integral thickness of the anodic oxide,
the surface roughness at the oxide/electrolyte contact and the integral over the
light-induced minority carrier concentration vary periodically with fixed phase
with regard to the oscillating current [32]. The oscillations themselves have
been described by a combination of system theory, Markov processes [33] and
probability considerations. Macroscopic oscillatory behaviour is obtained from
the synchronization state of the system which is the Markov chain generated by
probability distributions for the oscillator periods [34, 35]. A periodical variation of
the photoluminescence from the Si=SiO�

x SiO2/electrolyte system has been observed
for which the photoluminescence is off phase to the current by 180ı [36]. The
luminescence behaviour has been attributed to surface electronic properties at the
Si/oxide interface under slowly varying surface electrostatic potential.

3.5.3 Photon Emission from Solid-State Quantum Systems

The optical analysis of quantum effects due to reduced dimensionality has almost
exclusively been done on semiconductors. Two-dimensional quantum well struc-
tures and quantum dots have been investigated. The origin of luminescence of
InGaN insertions in GaN-based light emitting structures, for instance, has been
attributed to InGaN nano-domains with quantum dot properties [37]. In InGaAs
quantum well structures, the appearance of luminescence rings with diameter
of several hundred microns has recently been reported [38, 39]. Also, magneto-
luminescence showing a well-resolved Zeeman effect from InP quantum dots
formed by self-organization on InGaAs/GaAs quantum wells [40] has been reported.
Electron energy quantization in metallic nano-particles by optical methods in the
form of discrete electronic states has been observed only rather recently: in two-
photon excited luminescence, discrete lines from colloidal silver aggregates in
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broadband anti-Stokes luminescence (in general occurring by thermal, multiphoton
or Auger recombination-induced excitation of higher energy photons [41]) have
been found [42]. Such solid-state quantum systems will be described in Chap. 5
in more detail.

3.6 Light Emission in Scanning Tunnelling Microscopy

3.6.1 Introduction

Light emission in electron tunnelling events had been reported about three decades
ago for metal/oxide/metal (MOM) junctions that contained noble metals such as
Au or Ag [43]. Appreciable light emission intensity was only observed for rough
electrodes, which led to the argument that the emitted photons resulted from the
radiative decay of surface plasmons. Plasmonic excitations result from the collective
long-range Coulomb interaction between electrons and the corresponding resonance
energy for a nearly free electron ensemble is given by

!p D
s

e2nel

"0"bm� (3.10)

for the volume plasmon mode.!p denotes the volume plasmon resonance frequency,
nel is the concentration of conduction band electrons,m� their effective mass and "b

is the dielectric function that describes the contribution of bound electrons. For high-
enough excitation frequencies, the energy-dependent dielectric function is given by

".!/ D "b

 

1 � !2p

!2

!

: (3.11)

For the case that ! <!p, ".!/ is negative and the impinging electromagnetic
radiation undergoes total reflection. If ! >!p, the collective excitation of the
electrons cannot follow the frequency of the radiation and the solid (metal) becomes
transparent if interband transitions are not possible in the considered energy range.
In the case of Ag, the volume plasmon resonance is located energetically at �3:8 eV
and the first interband transition at the L-point of the Brillouin zone occurs at 4.1 eV,
which makes it possible to observe the plasmon in near UV optical spectroscopy or
by photoemission-into-electrolytes [44] directly and rather undisturbed. A typical
result is shown in Fig. 3.13 for ultrathin Ag films prepared in situ by underpotential
deposition [45] where films grow in a layer-by-layer mode (Franck–van der Merwe
growth). Besides the occurrence of the Ag volume plasmon peak, an energetic shift
of the resonance with film thickness is observed [46]. It can be seen that obviously,
size quantization contributes to the shift of the volume plasmon resonance from the
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Fig. 3.13 Volume plasmon
resonance of ultrathin Ag
films grown on Cu(111) by
underpotential deposition,
measured by photoemission-
into-electrolyte yield
spectroscopy; Yp

photoemission yield for
p-polarized light, Ys yield for
s-polarized light, electrolyte
1M H2SO4, blackened Pt
reference electrode; work
function at the electrolyte
contact 3 eV, angle of
incidence: 67:5ı

very small coverage of 2.2 to 4 ML where the bulk value is practically reached.
Because the transverse volume plasmons cannot be excited with s-polarized light,
the yield ratio represents a very sensitive measure for the development of the
plasmon resonance with thickness.

An overview of the various plasmonic excitation modes is given in Fig. 3.14
where the transverse and longitudinal plasmon modes for a free electron system,
including thin films, are contrasted with the surface plasmon excitation and the so-
called pair excitation regime. For a review, the reader is referred to the pioneering
work of Raether [47]. Here, in the context of light emission in STM experiments, the
main interest is on surface plasmon excitation and other highly local light emitting
processes.

The volume plasmon dispersion which can be approximated for small values of
the wave vector k by the expression

! D !p

 

1C 3v2F
10!2p

k2

!

(3.12)

allows excitation by photons. vF in (3.12) is the electron Fermi velocity. For the
case of Ag, an energy–wave vector diagram is shown in the above figure where the
photon dispersion intersects the plasmon dispersion. If one uses the parameters of
Ag and the approximation of a free electron gas, the volume plasmon resonance is
energetically located at „! D 9 eV, whereas the experimentally observed resonance
is located at 3.78 eV. This pronounced difference can be attributed to the screening
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Fig. 3.14 Dispersion relations for photons and volume as well as surface plasmon excitations in
a free electron gas; the photon dispersion is shown for grazing incidence. TVP transverse volume
plasmons, LVP longitudinal volume plasmons, SP surface plasmon, TF volume plasmon for thin
films where the coupling between front and back side drastically changes the dispersion relation
of the transverse volume plasmons, PE denotes so-called pair excitations in the region on the
right-hand side of the corresponding curve which defines a critical cut-off wave vector kc. Above
this value, collective plasmon excitation should not be possible. Electron energy loss spectroscopy
indicates that longitudinal oscillations are also possible in the region of electron–hole excitation.
Therefore, the curve has been extended into that region

behaviour of the d-electrons of silver. In a simple mechanical analogy, one can
assume that the screening results in a reduction of the Coulombic interaction forces,
which results in a lower resonance frequency of the collective vibration.

For surface plasmon excitation, the dielectric constant of the interfacing medium,
"W, has to be taken into account:

!S D !pp
1C "W

(3.13a)

which yields at the metal–vacuum interface the relation:

!S D !pp
2
: (3.13b)

At the Ag/aqueous electrolyte contact, the surface plasmon occurs at „! D 3:5 eV
for rough silver films. The dispersion relation of surface plasmons, presented in
Fig. 3.14, shows that the photon dispersion and the surface plasmon do not cross,
meaning that the momentum transfer from the photon is too small to excite surface
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Fig. 3.15 Schematic of the
experimental principle for
photon emission in a scanning
tunnelling experiment;
I.	; '/ denotes the angular
intensity distribution; I.hv/ is
the spectral characteristics of
the light intensity (see text)

plasmons. The situation is different for the volume plasmon of silver, for instance,
where the cross-over of the photon dispersionED hck (or !D ck) with the volume
plasmon allows excitation of the plasmon with p-polarized light [48]. For surface
plasmons, an additional momentum source is needed which is usually provided
by surface roughness that acts as source for the momentum component parallel
to the surface, k==. Such coupling would show up in Fig. 3.14 as additional k==
vector distributions, depending on the roughness autocorrelation function [49].
Surface plasmon excitation at rough Ag films is in widespread use in sensor
technology [50].

The inventor of the so-called topographiner, a precursor of the scanning tun-
nelling microscope, R. Young, proposed very early that light emission from his
device should be possible [51]. A schematic of a typical experiment using a scanning
tunnelling microscope is shown in Fig. 3.15, where the intensity distribution, the
angular radiation characteristics and the influence of the applied voltage in the
tunnelling experiment are sketched.

The first report of light emission in an STM experiment performed on rough
polycystalline Ag films at the electrolyte contact showed unusually intense light
emission of about 10�3 photons per tunnelling electron [52], whereas the photon
yield was of the order of 10�5–10�6 in MOM junctions. Therefore, the possibility
to combine the analytical properties of optical spectroscopy with sub-nanometer
spatial resolution was envisaged and rather soon after the inception of the method,
single molecule analysis has been achieved [53]. In the section below, the initial
work will be reviewed, followed by an overview on the existing theoretical concepts
and subsequently, applications to nanoscale photonics on single organic molecules
will be given.

3.6.2 Initial Work on Photon Emission in STM Experiments
at Ag Films

A few years after the inception of STM as a method with atomic resolution, the
first photon emission experiments have been performed using an STM apparatus.
This work pioneered the area of emission of spectral radiation from a highly local
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Fig. 3.16 Photon emission
between 1 eV and 4 eV with
two peaks located at 2.4 eV
and 1.9 eV. Note that peak
positions are virtually
independent of the applied
voltage, i.e. the energy of the
tunnelling electrons

Fig. 3.17 Energy scheme for
inelastic tunnelling between
an STM tip and a metal
sample with light emission in
the course of electron
relaxation to the metal Fermi
level

probe and has been already cited above [52]. Because of the already at that time
achieved near-atomic resolution of the spectroscopic information, the authors coined
the acronym STOM (scanning tunnelling optical microscopy), which, however,
was used rather seldom. Two modes of light emission have been discerned: (1)
the isochromat mode where photons of constant energy are detected upon varying
the electron energy via the applied bias to the tip (see Figs. 3.17 and 3.19) or (2) the
fluorescence mode for which the spectral characteristic of the emitted light is deter-
mined for a single electron injection energy. In the following, only the latter will be
treated as the quantum efficiency QE of the process in the range between 1 and 4 eV
is much larger, with values for QE of the order of 10�3 and higher when an Ir tip was
used over a condensed Ag film in UHV. Fluorescence spectra are shown in Fig. 3.16.

Below the quantum cut-off for hv D eVa (see Sect. 3.6.3 below), two distinct
features at hv� 1:9 eV and at 2.4 eV are seen which, in their energetic position,
do not depend on the tunnelling voltage, although the signal intensity varies
considerably with the voltage. This invariance rules out that the features are related
to the density of final states in the film. It could be shown that these peaks represent a
resonance that involves more than one channel. It was tentatively proposed that these
features result from the surface plasmon modes at these energies that mediate the
enhanced photon emission around these two energies. This supposition was deduced
from the existing knowledge at that time on local plasmon modes that have been
confined by microstructures. Their resonance energy was located below that of free
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surface plasmons and actually, for small Ag particles above an Al substrate, plasmon
modes at 1.9 and 2.4 eV had been predicted [54]. The authors stated in addition that
“local surface plasmon modes are efficient radiation emitters as opposed to surface
plasmons”, a statement that has now widely been recognized.

3.6.3 Theoretical Concepts

In STM light emission under the appropriate bias between tip and sample, electrons
can be injected into the sample and the emitted photons are analysed with regard to
their intensity and their spectral as well as angular characteristics, as schematically
shown in Fig. 3.15. The method is characterized by some analogy with inverse
photoemission and cathodoluminescence. The differences are the virtually atomic
resolution of the STM method and the comparably low energy of the injected
electrons. Whereas the energy of inverse photoemission is in the range of several
tens of eV and is considerably larger in cathodoluminescence (keV), in STM light
emission, this energy is restricted to the low eV range. This favours nondestructive
measurements and provides the examination of vibrational excitations of molecules,
as will be discussed below in Sect. 3.6.4.

The main photon emission channels are: (a) inelastic electron tunnelling and
(b) luminescence (hot electron injection) and one distinguishes the light emitting
processes at metal (STM-tip)—insulator (tunnel gap)–metal junctions and at metal–
insulator–semiconductor or molecule junctions. In any light emitting STM system,
the applied voltage Va between tip and sample defines the maximum attainable
photon energy due to energy conservation according to

hv � eVa: (3.14)

In limited cases, this inequality is violated. They will be discussed at the end of
this section. The tunnelling process into a metal has been schematically drawn in
Fig. 3.17.

Most of the electron excess energy due to the applied voltage is released by
phonon scattering and heat and typically, only one in about 106–103 electrons
releases its energy as photons. Models of light emission in the inelastic tunnelling
mode of (planar) metal–insulator–metal structures have been based on the current
fluctuations during tunnelling that occur on the time scale of optical periods. Light
emission by direct radiation and by excitation of surface plasmons that decay into
photons is possible [55, 56]. In the case of STM experiments, the macroscopic
dielectric functions of tip and sample were used in the earlier theoretical descrip-
tions, similar as in the case of planar structures. They also predicted radiation
resulting exclusively from current fluctuations in the STM tunnelling gap [57].
In contrast to the planar junction, the translational symmetry is broken in an STM
experiment and the normal modes of electromagnetic radiation that is excited in the
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tip-sample gap are localized surface plasmons where the dominant part of the light
emission stems from the subsequent decay of these surface plasmons.

3.6.4 STM-Induced Photon Emission on a Molecular Scale

Single molecule optical spectroscopy is important for ultrasensitive chemical identi-
fication, probing of local molecular environments and for biomolecule identification
and dynamics, for instance. In addition, the conformational structure–property
relationship is of particular importance in the field of molecular spectroscopy. In
general, photon emission in STM from molecular adsorbates deposited on metals
has shown that the emission is strongly quenched and that the broadening of
the molecule’s electronic levels by the presence of the metal makes detection
and identification difficult [58]. Sub-molecular resolution could be observed by
introduction of an ultrathin “spacer” between an organic molecule and the metallic
substrate. This has been initially realized by the growth of a 0.5-nm-thick alumina
film on a crystalline NiAl substrate. The oxide interphase results in a decoupling
of the metal–molecule interaction, allowing for enhanced photon emission in a
constant current STM experiment. It also turned out that the use of a Ag tip
increased the photon emission intensity by more than an order of magnitude yielding
quantum efficiencies of �10�4. Figure 3.18 shows the molecular structure scheme
of the used ZnEtiol molecules. Because of the relatively flexible structure of the
porphyrine macrocycle and the comparably inhomogeneous surface of alumina,
the molecules experience non-uniform local conditions and deformations of the
porphyrin macrocycle. They are known to result in pronounced changes in optical
and vibrational properties, for instance. Constant current STM images of a series
of molecules show differences in the apparent relative height of the four molecular
lobes which are indicated and numbered by the toned ellipses in Fig. 3.18. It has
been shown that these differences in the lobes reveal themselves in the emitted
photon spectra [59].

Fig. 3.18 Structure
schematic of ZnEtiol with
four lobes indicating the
symmetry of the molecule
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Fig. 3.19 Experimental condition and pathways for photon emission in STM tunnelling into a
macromolecule; process 1: inelastic tunnelling mode; process 2: fluorescence mode; the Galvani
potential is the electrostatic potential (vacuum level) and a certain potential drop across the
molecule has also been indicated; layer thicknesses: gap: 0.6 nm; molecule: 0.2 nm; oxide: 0.5 nm
(approximate values)

The principal possibilities for STM-induced photon emission from an adsorbed
macromolecule are shown in Fig. 3.19 where two unoccupied electronic states
with their vibronic splitting are displayed. Process 1 refers to inelastic tunnelling
from the tip into the lower unoccupied state with simultaneous plasmon excitation.
In process 2, elastic electron tunnelling into the higher molecular orbital occurs,
resulting in an electronically and vibronically excited anionic molecular state. The
radiative fluorescence transition to the lower state excites a plasmon. The plasmons
subsequently decay into photons that are detected in the far field with their spectral
characteristics (see Fig. 3.15).

Also shown in Fig. 3.19 is the process that the molecule can undergo vibrational
relaxation (waved line in the upper electronic level) before the radiative transition
(2) to the lower electronic state. In the final step, the excess electron tunnels through
the aluminium oxide film into the NiAl substrate. The Galvani potential, indicated in
the figure, represents the variation of the electrostatic potential across the junction.
Besides the potential drops across the tunnelling gap and the oxide, a drop across
the molecule is also assumed, whose actual value is uncertain as it relates to the
local dielectric constant.

In Fig. 3.20, the spectral response collected with a Ag tip over one of the
molecule’s lobes is shown. First, one observes that submolecular resolution of
spectral features is achieved. Second, the recorded spectrum is obtained from the
overall structure, i.e. the light emission from the NiAl is contained in the spectrum
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Fig. 3.20 Light emission spectrum from one of the lobes of the molecule shown in Fig. 3.18 taken
with a Ag tip at a bias of 2.35 V and at a current of 500 pA for 300 s; the NiAl light emission
spectral characteristic is an underlying feature but does not show the sequence of the sharp lines as
indicated by the vertical bars; signals using a W tip are lower by a factor of �30

displayed. Since the NiAl substrate emission does not show the observed fine
structure, indicated by the vertical position markers, these features are attributed to
vibrational progression patterns and the process has been explained as a fluorescence
event.

There exists, meanwhile, a considerable variety of structures that have shown
photon emission in STM experiments where the tunnelling electrons provide
a source for excess energy (hot) carriers. Besides the already-discussed single
molecule vibrational spectroscopy, luminescence has been observed from metallic
and semiconducting samples as well as from clusters and quantum well structures
[60]. In the latter, a mechanism has been invoked that involves hot electron injection
and interband transitions between two quantum wells, whereas typically, at bulk
metallic samples, an inelastic tunnelling process excites a collective excitation, i.e.
the coupled tip-sample plasmon mode that decays radiatively [24].

3.7 Metamaterials

3.7.1 Introduction

The traditional description of the interaction of electromagnetic radiation with
matter, particularly in the optical frequency range, is based on averaging over the
atomic details. This concept describes the medium, inhomogeneous on the atomic
scale, by a homogeneous one where the electric and magnetic permittivities " and�,
respectively, define the optical properties. Such interactions have been introduced



90 3 Photon Generation in Electronic Transitions: Lasers and Nanoscopic Sources

in Sect. 1.4, albeit with a different theoretical background. The actual nanoscopic
structural organization of the sample does not necessarily have to originate from
atoms or molecules; instead, any collection of nano-dimensioned objects that is
inhomogeneous would result in a macroscopic response as described by " and �.
With the advent of micro- and nanoscience [61, 62], possibilities exist to construct
and fabricate samples (optical “materials”) with desired properties. Based on a
rather early theoretical treatise [63], the increased possibilities for realization of
novel optical materials have resulted in a surge of experimental and theoretical
work and various applications are envisaged or have already been realized [64].
Such applications encompass, for instance, resolution in optical imaging below the
diffraction limit (superlens) [65], cloaking [66], optical nanolithography (near-field)
[67], integrated communication systems and novel materials for telecommunica-
tion [68]. Below, the basic aspects and selected examples of metamaterials will be
introduced.

Consider the classical dispersion relation between the frequency ! (energy) and
the wave vector k of an electromagnetic wave for an isotropic medium:

k2 D !2

c2
n2: (3.15)

The square of the index of refraction, n2, is given by n2 D "�. Without losses
(absorption), n, " and � are real numbers. Although a simultaneous sign change of "
and � would leave (3.15) unaffected, it turns out that substances with negative " and
� exhibit properties that are strikingly different from those substances for which
both permittivities are positive (classical optical media). In order to analyse these
differences, the Maxwell equations for monochromatic plane waves are considered.
They read

Ekx EE D !

c
� EH; (3.16a)

Ekx EH D �!
c
" EE (3.16b)

for the electric and magnetic field EE and EH , respectively. If ">0 and �>0, then
EE; EH and Ek form a right-handed set of vectors. If, however, "<0 and �<0,

this set of vectors is left-handed. This has consequences for the propagation of
electromagnetic waves in such medium: the energy flux is given by the Poynting
vector ES with

ES D c

4�
EEx EH: (3.17)

Because the Poynting vector forms a right-handed set with the vectors for the
electric and the magnetic field, the wave propagation vector Ek and the Poynting
vector ES are collinear. The opposite is true for the left-handed materials which have
a resulting negative group velocity moving towards the light source when light is
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Fig. 3.21 Schematic for the
passage of light through two
adjacent media for the case
that both media are
right-handed (rays 1, 2 and 4)
and medium II has a larger
index of refraction and for
refraction upon entering a
left-handed medium II; '1,
'r, impinging and reflected
beam, respectively; 
 1

rf , 

2
rf ,

refracted rays for a left- and
right-handed medium,
respectively; the interface is
located in the xy-plane, the
surface normal n defines the
z-direction

impinging on such a substance, which leads to what is called a “reversed Doppler
effect” [69] (e.g. an increase in frequency when the source moves away from the
observer) and an reverse Cherenkov effect [70].

The refractory properties of left-handed materials can be described by a modifi-
cation of Snell’s law (for geometry, see Fig. 3.21):

sin '1
sin '2

D p2

p1

ˇ
ˇ
ˇ
ˇ

r
"2�2

"1�1

ˇ
ˇ
ˇ
ˇ
: (3.18)

In (3.18), p1 and p2 describe the symmetry of the two media with regard to their
rightnesses. If the sign of p1 and p2 is different, right- and left-handed media are
adjacent and the index of refraction of the left-handed medium is negative relative
to vacuum. Whereas the boundary conditions for the xy-direction remain unaltered
independent of the handedness of the medium, the z-component changes sign. In a
typical refraction experiment, the reflected beam is identical for, both, the right- and
left-handed medium. The refracted beam, however, is located on the opposite side
of the z-axis (perpendicular to the geometrical surface) than for the “classical” case
of refraction in right-handed materials (Fig. 3.21).

3.7.2 Superlenses

In a conventional lens, the imaging is achieved by increased refraction for the outer
parts of the lens compared to the central part on the axis. This classical action of
the lens is often approximated by the passage of light rays through a prism, for
example, for the outer part which is further away from the optical axis of a convex
lens. In physical terms, the lens acts by providing a phase correction for each Fourier
component of the Fourier expansion of the object to be imaged. Then, on the other
side of the lens, the image is generated by reassembling the field components. Thus,
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Fig. 3.22 Imaging properties
and light focussing of a
left-handed negative index
material; LHM: left-handed
material; nf, vector normal to
the front surface; nr, vector
normal to the rear surface;
dashed lines indicate
conventional refraction
(which does not occur for
n D 1); z1, distance between
object O and the front surface
of the slab; d , thickness of
the slab; I : second image,
obtained outside the slab; the
angles ' and  have the same
meaning as in Fig. 3.21 (see
also text)

the focussing of electromagnetic waves using media with positive refractive index
requires curved surfaces. The resolution, achievable with such lenses, is limited
by the diffraction limit because the finer details of the image result from high-k
(wave vector) components of the Fourier series that reconstructs the image. For

smaller wave vectors with !2c�2 > k2xCk2y , the relation kz D C
q

!2c�2 � k2x � k2y
holds (the z-axis is defined as collinear with the axis of the lens). High k vectors
determine the details of the image and, because of !2c�2 < k2x C k2y , exponential
damping occurs, resulting in evanescent waves where the wave vector is now given

by kz D Ci
q

k2x C k2y � !2c�2. These waves decay effectively before reaching the

image plane. In conventional lenses, contributions of these evanescent waves are
absent and only objects that have sizes larger than about half the wavelength of
the radiation can be focussed.

In negative index materials, a different focussing behaviour prevails. Starting
from Fig. 3.21, one can construct the ray propagation through, for instance, a slab
with parallel sides. As Fig. 3.22 shows, the left-handed material with n D –1 and
� D –1 bends light towards the opposite direction than in conventional materials.
This results in a focussing effect using a slab without any curvature. Actually, a
double focussing effect is noted. The second image occurs at a distance given by
d � z1, where z1 is the distance between object and slab and d denotes the thickness
of the slab (see Fig. 3.22). It has been shown that the medium in Fig. 3.22 exerts the
property on the electromagnetic waves to amplify the evanescent waves (instead of
cancelling in conventional media) and accordingly, both, the propagating and the
evanescent waves contribute to the resolution of the image. This allows near perfect
reconstruction of the object into an image limited only by apertures and perfection
of the slab (lens) surface. Figure 3.23 shows measured data for a 2D version of a
negative index material where sub-wavelength focussing has been achieved [71]. It
is seen that the image resolution is well belowthe diffraction limit.
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Fig. 3.23 Experimental
result on imaging with
left-handed negative index
materials [71]. The signal
amplitude is plotted vs. the
lateral distance across the
image plane; the object is
reproduced with an accuracy
below the diffraction limit

Negative refraction has been demonstrated at microwave frequencies [72] and,
more recently, attempts have been made to move towards optical frequencies
because of the possibility to attain imaging of visible objects below the diffraction
limit. A promising approach uses the well-known porous alumina templates where
the pore sizes can be controlled between 10 and 200 nm and the aspect ratio is high.
Subsequent synthesis of Au nanowires in these pores leads to a regular array of well-
defined Au nanowires that are perpendicular to the surface plane of alumina and
parallel to each other [73]. Such a medium is optically strongly anisotropic and
is also characterized by two surface plasmon resonances, a longitudinal and a
transverse mode. It has been shown that for wavelengths larger than that of the
longitudinal mode, the Au nanowire/porous alumina system represents a negative
refractory index metamaterial in the frequency range that covers the visible spec-
trum as well as spectral regions on both sides beyond the visible energy range. It can,
thus, be used for superlens imaging.

The correlation of the superlens imaging with surface plasmon modes originates
from the condition for surface plasmon excitation (see also (3.13b)) "D �1.
This concept has been used to demonstrate focussing action of a so-called quasi-
electrostatic field (in an approach without placing conditions on the magnetic
susceptibility �) via surface plasmon excitation [65]. The imaging properties of the
device which consists of a slab of Ag and that focuses light which is in resonance
with the surface plasmon frequency of Ag are shown in Fig. 3.24.

The resolution of the image in the lower part is limited by the imaginary part
of the dielectric function of Ag, i.e. the absorption properties of the material. The
dielectric function that has been used was " � 5:7 � 81=!2 C 0:4i for focussing
at hv D 3:48 eV, the surface plasmon resonance, where the imaginary part prevents
ideal reconstruction.

3.7.3 Invisibility Cloaks

Towards the end of this chapter, issues are addressed that occupied the fantasy
of humans throughout history. Among them is the dream of invisibility which,
although potentially dangerous, becomes increasingly realistic, as will be shown
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Fig. 3.24 Superlens
operation based on resonant
excitation of Ag surface
plasmons using a Ag slab:
top: object intensity
distribution Iob along the
optical axis; bottom: image
intensity distribution, where
the grey area denotes imaging
without the Ag slab
(amplification of evanescent
waves); the full line shows
imaging well below the
diffraction limit

in this section, and, for example, the observation of so-called mysterious lights
(see Sect. 3.8). A straightforward connection between metamaterials and cloaking
becomes apparent when inspecting the behaviour of a cylindrical lens with a shell
and the optical properties "core D 1 and "shell D –1 (plus a small imaginary part).
In the so-called quasistatic approximation [74], if a collection of point dipoles is
positioned close to the lens, it, as well as the lens, becomes essentially invisible
to an impinging uniform electric field [75]. Re-inspection of Fig. 3.24 shows that
with negative index materials, imaging as well as cloaking should be possible.
Cloaking occurs if the distance between object and lens (slab) is larger than half
of the slab width; accordingly, the figure based on the original work of Pendry [65]
depicts a situation at the border between cloaking and imaging. More generally,
metamaterials with sub-wavelength details of structure can be constructed such that
the refractive index is controlled at every point in the material. With specific internal
designs, such material would allow impinging electromagnetic radiation to meander
and bend a path around an object.

The general principle of cloakingis based on the form invariance of the Maxwell
equations. A coordinate transformation which would, for example, squeeze a three-
dimensional volume like a sphere into a shell that surrounds the volume that should
be concealed, will only affect the components of the permittivity tensor E" and the
permeability tensor E� which become both, anisotropic and spatially varying. If
one can realize such complex material properties in a sub-wavelength regime, the
concealed volume and the surrounding shell (cloak) have the properties of free space
when viewed from the outside. The cloakthen does not scatter incoming waves and
also does not produce a shadow in the transmitted beam, which would result in
some visibility. A typical design consists of compression of a cylindrical region of
extension 0 < r < b into an annular region with a < r 0 < b (see Fig. 3.25).

A transformation that accomplishes the desired change is given by (see Fig. 3.25)

r 0 D b � a

b
r C aI # 0 D # I z0 D z (3.19a)
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Fig. 3.25 Geometrical considerations for coordinate transformation with regard to cloaking; note
the compression of the volume from 2 b2h to 2 .b2–a2/h; note that there is no variation along
the z-direction

Fig. 3.26 Schematic of ray
trajectories in a cloak (grey)
surrounding a sphere (white)
to be concealed in a 2D cross
section; the rays are collinear
with the Poynting vector
(3.17)

The transformation results in spatially varying " and � and the new values are
given by

"r 0 D �r 0 D r 0 � a

r 0 "# D �# D r 0

r 0 � a
"z D �z D

�
b

b � a
�2
r 0 � a

r 0 :

(3.19b)
All the components of the permittivity and permeability tensors change as a func-

tion of radius posing considerable demands on the design of a suited metamaterial.
In a simplified version, with the electric field in the direction of the z-axis, one
can show that only �r 0 varies radially across the structure. The above cylindrical
system has been described because it has facilitated experimental implementation.
In Fig. 3.26, resulting ray trajectories are shown for a spherical object with its
surrounding cloak. For the calculation, b0 	 l, the probing wavelength, has been
assumed [66].

It is observed that the rays are diverted within the cloak (grey area between
two spheres of radius a’ and b’) and emerge on the far side of the system without
deflection from their original parallel arrangement. The electromagnetic radiation
passes around the cloak in a manner as if it would have travelled through empty
space and, because no radiation can enter the concealed space, an observer is led
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to the conclusion that the concealed volume is empty. Based on the above model
considerations, a plethora of metamaterials can be developed and designed for
desired optical/electromagnetic properties. Naturally, it is of considerable interest
to develop cloaking systems which are active in a broad spectral range, covering the
spectral region from the microwave region up to the visible/UV [67, 68]

3.8 “Mysterious Lights”

This section treats predominantly light emission processes in nature that have
been observed over centuries and that were the source of many speculations on
their origin. Due to the variation of observation conditions, most observations are
treated separately [76, 77]. The sometimes mysterious character of these photon
emission processes is reflected by the names given to the respective “glow”,
lightning or “fire”. As mankind has lived with these mysteries, some of them
are shortly reviewed here, including explanations of the nature of the respective
light emission mechanism. We will see that still nowadays, interpretations and
explanations vary considerably even in the scientific community. Therefore, only a
few examples with their presumed origins are presented here and their hypothetical
character is emphasized when necessary. In addition, related to its still rather
obscure origin and generation mechanism, a short note is included in this section
on what has been called “biophotons” (ultraweak photon emission attributed to
biochemical reactions). The considerably more intense bioluminescence has already
been described above in Sect. 3.5.

3.8.1 Fox Fire

This light is attributed to the behaviour of rotten vegetation that sometimes burst
into flames and is also called swamp gas, spook- or ghostlights they refer to
lights that are sometimes seen at night or twilight over bogs. The lights have a
flickering appearance and tales of their receding upon approaching have further
increased human fantasy over their origin and meaning [78]. Among possible
explanations, chemiluminescence via oxidation of phosphine and methane produced
by the decay of organic material, bioluminescence of fungi (honey fungus) and
atmospheric discharges induced by tectonic strain have been proposed. The latter
is also known as earthquake lights which are believed to result from piezoelectricity
induced by the strain acting on piezoelectric components in the soil (such as quartz)
that results from tectonic movement. The electricity, generated by shifting and
grinding of rocks within the Earth’s crust, is believed to be channelled upwards
in columns of vaporized water to the surface where it leads to atmospheric charges
that produce photons. The formation of methane is exemplarically described by the
decomposition reaction of organic molecules:
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C6H12O6 ! 3CH4 C 3CO2: (3.20)

Depending on the available amount of oxygen, various reactions are possible. For
sufficiently large oxygen supply, the reaction

CH4 C 2O2 ! CO2 C 2H2O .
H0 D �891 kJmol�1/ (3.21)

can take place. In the overall reaction that includes reaction intermediates, the
chemiluminescent species is an excited CO2 species. The spectral features are rather
consistent with the description of the appearance of the light, noted often as a bluish
cold flame. Another possibility involves the burning of phosphanes (PH3, P2H2)
that have been formed in anaerobic sediments. The confirmation that phosphane
is produced in the biosphere could explain the ignition of CH4 by autoignition of
diphosphane (P2H2/ offering another plausible mechanism for the lights occurring
over swamp-like grounds or, for instance, cemeteries [79].

3.8.2 Earthquake Lights

Prior to large earthquakes, the earth emits transient signals, sometimes strong,
but more often, subtle and fleeting. The signals may consist of local magnetic
field variations, electromagnetic emissions over a wide range of frequencies and
of a variety of atmospheric and ionospheric phenomena. Often, electromagnetic
emission in the form of visible light that accompanies or precedes earthquakes
has (until rather recently) been considered folklore. For centuries, reports have
been collected about flashes, glows and various fireworks that where temporarily
connected with large earthquakes. Only after such lights have been recorded via
photography (originally in Japan during a month-long earthquake in the mid-1960s)
and after other careful observations, scientific examination of its origin became
possible. A characteristic feature of these lights is their occurrence before, during
and after earthquakes.

Observed colours are white, blue or red and the light can be as bright as
moonlight. A variety of other visible light-related occurrences has been reported,
among them fire balls and fire columns, luminous funnels, clouds and vapours,
flashes, electrical discharges and sparks [80]. Their form shows a large variety,
including bands, rays and sheets, for example. It was also found that the lights were
accompanied by radio noise in the frequency range from 10 to 20 kHz. The lights
have been observed sometimes weeks before the actual earthquake at a distance
up to hundreds of kilometres away from the epicenter. Lights were observed in
connection to the Kobe earthquake (1995) [81] and, recently with that in Aquila
and on many other occasions [82, 83].

Besides photon emission, nonseismic events include diverse observations, such
as ground-hugging fog, low-frequency electromagnetic radiation, local anomalies
of the earth magnetic field of up to 0.5%, temperature anomalies in the range of
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several degrees and changes in the plasma density of the ionosphere. In addition,
strange animal behaviour and human premonition of impending earthquakes have
been noted on several occasions [84]. Many of the phenomena listed above require
the flow of electric currents in the ground. When, for instance, local magnetic
field anomalies occur in the time period before a seismic event, electric currents
of considerable magnitude are required which did not flow earlier. The origin of
the electric currents has been vaguely attributed to the “earthquake preparation
process” but the actual mechanism has remained elusive. If electromagnetic radi-
ation occurs in or around the area where an earthquake is to occur, currents that
vary with time are required. Therefore, models have been developed that address
the generation of electrical currents via mechanical processes in the earth’s crust.
The more prominent models are based on piezoelectricity, streaming potentials
and on so-called p-hole (surface) conductivity of rocks [85] and will be treated
below.

The origin of piezoelectricity is based on the mechanic behaviour of rocks in the
upper part of the earth’s crust where, at moderate temperature, rocks are brittle.
Pushing a rock against another one, deformation will set in. According to the
mechanics of stress-induced strain, the regions of deformation will cover the elastic
regime followed by plastic deformation (generation and movement of dislocations)
and, finally, under the action of tectonic forces that maintain pushing, failure occurs
by massive cracking of blocks of rocks (compare Fig. 3.27).

The onset of plastic deformation defines generation of dislocations which begin
to move under the exerted force. This region is characterized by plastic flow
(Fig. 3.27) and it moves over to a regime where coalescence of dislocations,
resulting in microcracks, occurs. These microcracks grow into larger cracks that
coalesce into fissures and, as a consequence, the volume of the rock increases.
This is what is called “buckling” of the earth’s surface, observed by geodesic
methods [86], indicating that rocks deep under the surface of the earth enter the
phase of volume expansion. With continuing tectonic pressure, the brittle system

Fig. 3.27 Schematic
stress–strain relation for a
brittle material such as rocks
in seismic events indicating
the material changes (full
line-ordinate on the right) and
schematic rate of dislocation
movement (dotted line-left)
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becomes increasingly unstable, indicated by the increasing slope of the strain curve
in Fig. 3.27, evolving into criticality and the possibility o sudden failure.

Two possible mechanisms for the origin of electric charge have been discussed
in the related literature (1) piezoelectricity and (2) so-called streaming potentials
(see below). The former is a fundamental property of minerals that have a non-
centrosymmetric symmetry, such as, quartz crystals which belong to the naturally
occurring rock-forming minerals. Modern examples are the III–V nitrides, used
for LEDs (GaN, used for the blue diode [87, 88]). Exerting forces, in particular,
crystal directions on quartz, leads to small atom displacements along polar axes that
generate voltages on opposite surfaces. Granite, for instance, contains a high amount
of quartz. Pressurizing by seismic movement will lead to piezoelectric voltages
but, because of the random orientation of the crystals and crystallites, the resulting
piezoelectric voltage will be very small and typically be cancelled out. Streaming
potentials [89] arise from the movement of fluids through narrow openings under
considerable external force. Some electric charges will absorb on the capillary walls
and the fluid will retain the charges of opposite sign. During fluid motion, charge
separation can generate high voltages that cause sparks in insulating liquids. In the
natural system of porous and/or stressed rocks, the voltages that can be built up are
limited by the ionic conductivity of the water. In the presence of the salts that can
be dissolved in water, the maximum achievable voltages are estimated to reach only
the range of several millivolts and the corresponding electrical fields are too small
for generating electrical currents of significant magnitude.

A possible explanation can be given by the more recent p-hole model, mentioned
above, which uses solid-state physical concepts to explain the generation of larger
fluctuating electrical currents in the ground that evoke electromagnetic radiation.
This model has been inferred from earlier observations on MgO, prepared by
thermal decomposition of Mg.OH/2, where it was found that H2 was evolved in the
process. It was expected, however, that hydroxyl ions OH� would react to split off
water according to 2OH� ! O�

2 C H2O. The reaction towards hydrogen evolution
meant that electrons were needed to reduce water or protons (2HC C 2e� ! H2/.
Therefore, the more likely reaction scheme was based on the formation of peroxy
bonds: 2OH� ! O2�

2 C H2. This reaction, where OH� bonds are converted to
peroxy bonds at temperatures of about 400–500ıC, is not limited to MgO. It takes
place, for instance, in silicate minerals that have crystallized in a moist or aqueous
environment. In quartz, the O� �O� bond that occurs in MgO would be replaced by
a so-called peroxy link: O3Si�O �O �SiO3 [90]. It has then been assumed that the
O� sites in an O2� matrix represent a defect electron or hole (in the terminology of
semiconductor physics) and that the corresponding energy state is located within the
valence band. This assumption needs more substantiation. It is also possible that the
peroxy bridge-related states are located in the energy gap acting as deep acceptors
that can be thermally or vibrationally activated. The p-hole model is based on the
consideration of the intact O� � O� bond as the source of a “positive hole pair”,
which is self-trapped as long as the bonds are not broken.

A further argument made concerns the redistribution of the positive charge of
activated bonds (by a seismic event, for example) to form a thin charged surface
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Fig. 3.28 Schematic of the reaction of a rock (quartz crystallite, symbolized by the inclined slab)
to an exerted force F ; fp: outflow of positive charge (p-holes); fi: influx of compensating charges;
surface denotes the earth’s surface

layer due to differences in the static dielectric constants of the material and the
ambient. Apparently, the positive hole pairs can be activated and then released by
acoustic waves, indicating that this possibility also exists in earthquake and pre-
earthquake phases. The following three claims have been made regarding the p-hole
model (1) in stressed rocks and minerals (silicates), positive hole pairs can be
released by activation, resulting in positive charge in the valence band of otherwise
insulating material; (2) the charge can spread to the surface and surrounding rocks;
(3) charge “clouds” can arrive at the earth’s surface. It is further argued that process
(2) can lead to current pulses in the earth’s crust, due to the flow of positive carriers
and the built up electrical field that counteracts the flow leading to polarization
(surrounding rocks more positively charged, source more negatively charged). As
a result, a reverse flow of negative charges towards the p-hole source will take place
that reduces the polarization field. This is indicated in the schematic of Fig. 3.28.

When charge clouds associated with p-holes reach the surface, high electric
fields E can be built up at the surface–air interface, which are particularly high at
convex topographical points of the earth’s surface because E /V=rc (V , potential
difference, rc, curvature radius). Candidates for field enhancements are hill tops,
ridges and mountain peaks. As a result, an atmospheric layer near the surface will
become ionized, leading to a simultaneous conductivity increase. As the electric
fields near concave locations will be lower, substantial lateral field gradients exist
that are supposed to lead to corona discharges and flashes, for instance. The p-hole
model, thus, predicts that ionized, electronically excited air molecules emit light
which is regarded as a possible cause of various luminous phenomena which
have been labelled earthquake lights. Another phenomenon, the ball lighting that
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is observed to precede strong thunderstorms and earthquakes, is attributed within
the framework of the p-hole model to what is called “free-floating volumes of
ionized air” that have detached from the ground when clouds of p-holes reach the
surface, resulting in high electric fields. Several other phenomena can obviously
be explained based on this model, among them the high-frequency noise that has
been noted prior to earthquakes by radio operators; this static is attributed to high-
frequency electromagnetic emissions that accompany the discharges mentioned
above.

It should be noted, however, that, although the p-hole model represents the first
general concept that explains a variety of hitherto apparently unrelated phenomena,
the model has not yet been fully accepted by the geo-science community. Basically,
this appears to be due to the relatively little solid-state physics information with
regard to the effect of peroxy bonds on the conductivity of minerals. The claim
that the according energy levels are located within the valence band of, for
instance, quartz crystallites needs further corroboration, possibly by solid state
theory. Another aspect is the propagation of the positive charge to the surface of
a rock. One might invoke other concepts for the generation of surface charge. As
an example, an ultrahigh conductivity of ultrathin water films has been observed in
STM experiments [91]. The introduction of the p-hole model has, on the other hand,
led to a microscopic consideration of the origin of earthquake and pre-earthquake
related phenomena and, thus, paved the way for further microscopic theories.

3.8.3 St. Elmo’s Fire

The name for this phenomenon stems from St. Erasmus who was an early Christian
martyr and the patron saint of sailors [92]. In rough weather, seamen attributed the
blue glow around the mast tops as a sign of protection by the saint. St. Elmo’s Fire
is known as a type of continuous electric spark due to a glow discharge. It is also
similar to the glows found inside fluorescent tubes, mercury vapour streetlights or
old orange-display calculators, for instance.

Physical descriptions of St. Elmo’s fire have ranged from a ghostly dancing flame
to natural fireworks. It is usually being described as a blue or bluish-white colour
attached to fixed, grounded conductors and has a lifetime of minutes. The flame is
heatless and nonconsuming, occasionally accompanied by a hissing sound. These
latter properties promote the myths of spiritual presence.

St. Elmo’s Fire and normal sparks can appear when a high electrical voltage
affects a gas. It therefore can be seen during thunderstorms when the ground below
the storm is electrically charged and when a high voltage between clouds and the
earth surface exists. The ignition of the process needs about 30 kV cm�1, but at
sharp points with a small curvature radius, triggering appears at lower voltages
(see below). The electric field at tips is given by EE D V=rc, where rc denotes the
curvature radius and V the existing voltage. The glow of the discharge results from
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plasma formation. The plasma, a partially ionized gas, consists of spatially separated
positive and negative charges and non-ionized gas particles. Globally viewed, it
is neutral. Inelastic electron collisions with the atmospheric molecules result in
excitation and ionization (complete removal of an electron) of gas molecules. The
glow is a result of the de-excitation of collision-excited gas molecules A. The
initial excitation step is described by e�.EKin/ C A ! e�.EKin � Einel/ C A�
where EKin and Einel are the kinetic energy and the inelastic energy loss of the
interacting electron e�. With A� D A C Einel, the excited molecule A� decays
according to A� ! A C hv, and the emitted photons produce the observed glow.
The colour of the glow depends on the type of gas involved. Our atmosphere consists
predominantly of nitrogen and oxygen, and this mixture shows a blue/violet glow
when exposed to high voltage fields. Air is a good electric insulator. However, if a
notable electric field exists at an end of a conducting rod (see above on the increase
of the electrostatic field), air molecules in its vicinity can be ionized and discharges
are intensified at the end of pointed metal rods.

St. Elmo’s fire is also known as corona discharge – i.e. a discharge of electricity
that ionizes the air surrounding a sharp object and, in the course of plasma
formation as described above, causes the air to glow. Because static electricity in the
atmosphere can induce charge in the considered object, current can flow between the
object and the atmosphere, thereby ionizing the molecules of gas in the air, forming
a plasma, excited by electron collisions, at voltages as low as 200V cm�1. The
voltage developed is much lower than that necessary for lightnings, and St. Elmo’s
fire usually causes no damage.

With the age of flight, the fire has appeared along the wing tips, propellers, and
antennae of aircraft, often disrupting radio communications. There is even a theory
that the Hindenburg Zeppelin disaster may have been sparked by St. Elmo’s fire
igniting leaking hydrogen. Figure 3.29 shows a spectrum of St. Elmo’s fire observed
in a NASA mission on board of a Westwind 2 jet aircraft upon flying through
a cloud at 13.83-km altitude. The spectrum was recorded using an at that time
highly sensitive monochromatic and television system detectors aboard the aircraft,
observed on the night of February 26, 1995 over Peru [93].

Fig. 3.29 Spectrum of St.
Elmo’s fire recorded from the
front of paraboloidal wingtip
fuel pods and from the
top-front and rear corners of
the vertical fins on the pods in
the upper troposphere (after
ref. [93])
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The spectrum shows some analogy with the electronic/molecular transitions in
molecular nitrogen but, probably related to the considerably different experimental
conditions in the upper troposphere, frequency shifts are seen, particularly for the
ionized N2 molecule.

3.8.4 Novaya–Zemlya Effect

The effect has been first observed by G. de Veer in the sixteenth century (in the
year 1596) on the Russian arctic island between the Barents and the Kara Sea, after
which the effect has been named. The effect is observed in arctic regions and related
to the motion stability of the extremely cold air. The stillness of the air results in
very smooth and even boundaries between different atmospheric layers that vary
due to temperature, for example. The main observation is that the sun appears to
rise considerably earlier than it actually should be seen and, in addition, the shape
of the sun can appear as a rectangle instead of a circle. This is explained by the
projection of the sun’s image onto the atmospheric layers at a time when the sun is
still several degrees below the horizon.

The phenomenon has been described using so-called Ray-Tracing calculations
[94]. The Novaya–Zemlya effect represents an example of what one calls a mirage
and is caused by a strong temperature inversion in the atmosphere. The optical
calculation of the effect necessitates knowledge of the change of the refractory index
of the atmosphere with temperature. Assuming that the refractive index is known
for the relevant heights in the atmosphere, one attempts to trace the light backwards
from the observer’s eye towards the imaged object. Thus, the curvature of the path
of the light from object to observer is determined. The curvature of a considered ray
is defined as the inverse of its radius and, taking into account the surface curvature
of the Earth, one writes cTe D 1=rA C 1=RE, where RE denotes the radius of the
earth. Under usual atmospheric conditions, the temperature gradient is such that
T decreases with height in the range of �6mıC m�1. Then, the light curvature
1=rA is about 6 times larger than that of the Earth. Backward tracing of such a
ray, shown in Fig. 3.30, (assumed to be horizontal at the position of the observer)
yields a downward bending of the light ray that is considerably smaller than the
curvature of the Earth’s surface and the ray “escapes”. For such a behaviour, cTe is
positive and the ray appears to be bent away from the Earth.

For a strong temperature inversion, with vertical temperature gradients in the
range of C0:11ıC, cTe becomes negative within such layer and near horizontal
rays are bent (back) towards the Earth’s surface. Ray tracing is possible if the
dependence of the refractive index, n, on height h and position x is known; n.h; x)
is obtained from the temperature profile, which itself depends on the temperature
of the central isotherm within the profile (see Fig. 3.31a), TCI, the height where the
central isotherm is positioned above ground, hCI.x/, the total temperature difference
across the inversion region, 
T .x/ and a parameter that describes the steepness
of the inversion, a.x/. The resulting multiple total reflection at the temperature
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Fig. 3.30 Geometry for
description of ray tracing in
atmospheric phenomena for
positive cTe; O observer, hO

height of observer above the
earth’s surface, hp actual
height of ray (dotted line) at
point P , ˇ angle of the light
ray with the local horizon at
point P (see text)

Fig. 3.31 (a) A typical schematic temperature profile with an atmospheric inversion layer;
hCI denotes the height for which the temperature profile has its inflection point; (b) image
transformation curves for three situations (1) without atmosphere, showing the 1:1 relation between
object appearance and actual position; (2) the influence of the standard atmosphere on the image
generation and (3) the situation for the Novaya–Zemlya inversion layer (see also text)

inversion layer can then be calculated and one obtains the so-called transformation
curves that relate apparent and true altitude of an object, shown in Fig. 3.31b, for
the case of a superior image (the strong temperature inversion is located above the
observer). The parameters are here the temperature difference, taken to be 5ıC and
hCI which was 45 m. The cold layer temperature was �23ıC. The image shows the
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appearance of the sun at sunset at about �6 arcmin when the actual position is �130
arcmin below the horizon. In a normal atmosphere, the influence yields an apparent
altitude of C27 arcmin at the true altitude 0ı (compare lower part of Fig. 3.31).

3.8.5 Bio-Photons

The emission of photons in the course of biological processes remains, mostly
related to the low light levels observed, a rather obscure phenomenon for which
a straightforward explanation has yet to be provided. Therefore, this effect is treated
here under the heading “mysterious light sources”, because of the ambiguity related
to its origin and due to the fact that it is difficult to find reliable spectral analyses on
bio-photonic emission.

The observation of ultraweak radiation from biological specimen dates back far
into the last century, when a photon emission process named “mitogenic radiation”
has been first reported (see Gurwitsch [95]). Meanwhile, it is well established that
all living systems emit spontaneously ultraweak light. The early assumption was
that dividing cells emit a very weak UV radiation which was thought to be involved
in the cell division process, possibly initiating it. This hypothesis has not yet been
substantiated or revoked despite many efforts [96]. Meanwhile, the so-called bio-
photon emission has been found in organisms ranging from plants, microorganisms,
to animals and humans. It has been reported that all kinds of stress (chemical,
mechanical, thermal), the cell cycle and cancer growth result in bio-photonic activity
[97]. There are indications that, in humans, bio-photons could contribute to the
functioning and operation of the nervous system. In plants, bacteria and animal cells,
cell-to-cell communication based on bio-photons has been observed. In the early
days of research on this topic, it has been shown, for instance, that the induction
of mitosis (cell division) at the tip of a root propagated to a second root, triggered
by UV light. More recently, the question arose whether neural cells interact at least
partly by the weak biological radiation.

The main issue in research on bio-photons is the unambiguous connection of the
ultra-low light intensities observed with processes that occur in biology. The light
levels to be analysed in their spectral behaviour are at and below 10�10 mW cm�2. In
the spectral range between about 350 and 800 nm, the corresponding photon counts
range between 1 and 1,000 photons per second and cm2. Signal noise and artefacts
can generally not be excluded. It is difficult to find a typical spectral behaviour in
the literature which mostly presents time dependences or spatially resolved images
from obviously spectrally integrated signals (for example in the range between 350
and 800 nm). An example is presented in Fig. 3.32 where the photon emission from
Sinorhizobium fredii (SF 2048) bacteroids is shown, whose spectral features (see
arrows in Fig. 3.32) have been attributed to singlet oxygen that is formed during
oxidative metabolism in the cells [98].

After having treated photon generation from discrete transitions in lasers, in
chemical and biological systems but also in highly localized processes using STM,
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Fig. 3.32 Ultraweak photon
emission spectrum, corrected
for photomultiplier and
spectral filter response, of
Sinorhizobium fredii
bacteroids (after ref. [98])

the next chapter treats the generation of high energy photons for surface science
investigations and applications in materials science, including the analysis of chem-
ical and electrochemical processes with synchrotron radiation. It, thus, completes
the part of this book that predominantly deals with the generation and application
of photons in various fields of science.
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68. M. Duran-Sindreu, F. Aznar, A. Vélez, J. Bonache, F. Martin, Analysis and applications

of OSSR- and OCSSR-loaded transmission lines: A new path for the design of compact
transmission line metamaterials, Metamaterials 4, 139–148 (2010)

69. S.H. Lee, C.M. Park, Y.M. Seo, Z.G. Wang, C.K. Kim, Reverse Doppler effect of sound, Phys.
Rev. Lett. 104, 045 301 (2010)

70. H. Chen, M. Chen, Flipping photons backward: reversed Cherenkov radiation, Mater. Today
14, 34–41 (2011)

71. D.R. Smith, J.B. Pendry, M.C.K. Wiltshire, Metamaterials and negative refractive index,
Science 305, 788–792 (2004)

72. R.A. Shelby, D.R. Smith, S. Schultz, Experimental verification of a negative index of refraction,
Science 292, 77–79 (2001)

73. L. Menon, W.T. Lu, A.L. Friedman, S.P. Bennett, D. Heiman, S. Sridhar, Negative index
metamaterials based on metal-dielectric nanocomposites for imaging applications, Appl. Phys.
Lett. 93, 123 117 (2008)

74. A.A. Zharov, N.A. Zharova, On the electromagnetic cloaking of (nano)particles, Bull. Russ.
Acad. Sci.: Phys. 74, 89–92 (2010)
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tunneling microscopy of insulators and biological specimen based on lateral conductivity of
ultrathin water films, Science 266, 1538–1540 (1994)

92. J. Eyers, Don’t Shoot the Albatross!: Nautical Myths and Superstitions (A&C Black, London,
2011)



110 3 Photon Generation in Electronic Transitions: Lasers and Nanoscopic Sources

93. E.M. Wescott, D.D. Sentman, M.J. Heavner, T.J. Halliman, D.L. Osborne, The optical spectrum
of aircraft St. Elmo’s fire, Geophys. Res. Lett. 23, 3687–3690 (1995)
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Chapter 4
High-Energy Photons for Surface/Interface
Analysis and Materials Science

4.1 Introduction

In this chapter, a selection of examples is presented in which some of the light
sources that were introduced in Chap. 2 are employed for a specific application.
The chapter begins with the introduction to synchrotron radiation and related exper-
imentation. Particularly with the introduction of third-generation synchrotrons,
characterized by a substantially increased photon flux, experiments such as X-ray
emission spectroscopy (XES) have become possible that allow, for example, the
investigation of the energetic structure of the metal centres in metalloproteins.
Again, the bridging character of the content is emphasized and examples are
included from the areas of chemistry, physics, materials science and biology.
Another important aspect is the investigation of the solid–liquid interface and of
electrochemical processes that will be treated in Sects. 4.2.2 and 4.2.3. Such studies
gain increasing importance due to the renewed interest in the generation of fuels
from sunlight in integrated structures. The chapter closes with the application of a
hyperfine interaction method, perturbed angular correlations (PAC) that has been
successfully applied to the development of efficient thin film solar cells based on
the ternary chalcopyrite CuInS2 (Table 4.1).

4.2 Synchrotron Radiation Experiments

From the numerous experiments that use synchrotron radiation in surface physics
and chemistry [1], investigations with strong interdisciplinary character are selected
here. A particular interdisciplinary field is photoelectrochemistry [2, 3]. Its appeal
results from the possibility of generating solar energy conversion structures that
operate in the photovoltaic or in the photoelectrocatalytic mode. Experiments that
probe the solid–liquid interface are presently of particular interest because of the
absence of sound theoretical background regarding photoelectrocatalytic reactions.
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Table 4.1 Overview of the content of Chap. 4

4.1. Introduction
4.2. Synchrotron radiation experiments
4.2.1. Introduction – experimental considerations
4.2.2. Background on photoelectron spectroscopy and high-resolution electron energy

loss spectroscopy
4.2.2.1. Photoelectron spectroscopy with semiconductors
4.2.2.2. High-resolution electron energy loss spectroscopy (HREELS)
4.2.3. Soft solution processing: basics
4.2.4. Nanostructure formation on silicon
4.2.5. Device preparation by wet processing
4.2.6. X-ray emission spectroscopy: interface analysis in solar cells and characterization

of biological specimen
4.2.6.1. Examples I: Interface engineering for solar cells
4.2.6.2. II: Transition metals in biological molecules
4.3. Perturbed angular correlations for phase analysis: the Cu–In–S system

More generally, synchrotron radiation experiments have the potential to be applied
beyond the areas of surface chemistry and photoelectrochemistry, allowing, for
instance, detailed structural and electronic investigations of biological molecules.

4.2.1 Introduction: Experimental Considerations

The experiments presented below focus on the elucidation of underlying reaction
mechanisms in soft solution processing of semiconductors. A detailed under-
standing of dissolution and deposition processes provides means for preparation
of advanced nanostructures, which, if prepared by self-organized electrochemical
processes, are scalable in electrochemical low (room) temperature processes.
Nanostructures with feature sizes far below the 100-nm range can be realized rather
easily [4]. The use of synchrotron radiation for the study of the solid/liquid interface
also extends to (electro)catalysis research [5, 6], epitaxial film growth in solution
by so-called underpotential deposition [7] and to the physico-chemical analysis of
processing steps in the preparation of nanoemitter solar cells [8].

Generally, experiments that investigate the solid–liquid interface by a UHV
analysis method, such as photoelectron spectroscopy (PES), are characterized by the
particular difficulty to obtain meaningful results after sample exposure to solutions.
The two hitherto realized successful systems use (1) a multistep differentially
pumped high-pressure system where the solid surface reactions can be studied in
moist ambient, for example [9], or (2) a closed in-system photoelectrochemical
approach that allows photoelectrochemical experimentation in inert gas atmosphere
and that uses a sophisticated transfer technique for sample transfer into the UHV
[10]. An experimental facility for investigation of processes in semiconductor
interface engineering has been established at the undulator beamline U49/2 at
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Fig. 4.1 Electrochemical cell for UHV surface analysis experiments: electrolyte droplets are
supplied through the Luggin capillary that simultaneously serves as reference electrode contact;
a cylindrical Pt counter electrode is used where the mounting rod serves as light guide for
photoelectrochemical experiments; N2 jet blowing of the electrolyte drop interrupts the experiment,
followed by rinsing–drying and transfer to UHV

the electron synchrotron Bessy II. The system has been specifically designed for
wet processing and subsequent UHV surface analysis. When equipped with a
specifically designed in-system electrochemical cell (Fig. 4.1), ultra-low surface
contamination levels (�0:1 monolayer after electrochemical current flow) allow
investigation of wet chemical treatments and (photo)electrochemical processes
in detail. High surface sensitivity methods such as UPS, LEED, HREELS and
synchrotron radiation photoelectron spectroscopy (SRPES) can then be employed
(Fig. 4.2) and details of the surface chemistry and electronics can be assessed.

High surface sensitivity chemical analyses by SRPES and the possibility to
probe the surface region below the topmost atomic layer by appropriate tuning of
the photon energy allow virtually complete assessment of the surface condition.
In industrial processing of semiconductors, wet processing steps are abundant and
many procedures result from empirical developments. For future advanced devices,
detailed knowledge of the treatment induced electronic and chemical changes will
become increasingly important.

The selected examples include (1) evolution of nanostructures on single crys-
talline Si, where a metastable mesa-type topography and step bunching is observed
[4, 11, 12] and (2) nanopore structures obtained by oscillating photocurrents. These
experiments are mostly based on SRPES in combination with CM-AFM and in
selected cases with Brewster angle analysis [13]. For an introduction, Fig. 4.3 shows
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Fig. 4.2 In-system surface analysis apparatus for photoelectron spectroscopy At BESSY II after
(photo)electrochemical surface conditioning; this solid–liquid analysis system is usually attached
to the undulator beamline U49/2; the electrochemistry vessel is shown on the top left-hand side
(EC); S sample position; SXPS, XPD soft X-ray photoelectron spectroscopy, X-ray diffraction,
respectively; FE fast entry lock; MBE, CVD, PVD molecular beam epitaxy and chemical– physical
vapour deposition, respectively; LEED, UPS, QMS low-energy electron spectroscopy, ultraviolet
photoelectron spectroscopy, quadrupole mass spectroscopy, respectively; M manipulator; BC
buffer chamber

Fig. 4.3 SRPES of
electrochemically prepared
.1� 1/-Si.1 1 1/:H with
deconvolution of the envelope
curve (for assignments see
text)

an SRPE spectrum after electrochemical hydrogen termination of Si(1 1 1) at a
photon energy of 170 eV where the mean inelastic electron scattering length is at
its minimum, resulting in a surface sensitivity in the monolayer range.
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Fig. 4.4 High-resolution electron energy loss spectrum of an electrochemically hydrogen ter-
minated Si(1 1 1) surface; the electrochemical conditioning procedure consisted of (1) current
oscillations at C6V anodic potential and (2) subsequent two-step surface transformation using
a transient anodic dark current at lower potential (C0:5V) at pH 4.0 and subsequently at pH 4.9;
the absolute value of the dark current at the end of the treatment was a measure of the surface
quality. Values in the nA range ensured high structural and electronic quality

Deconvolution shows the bulk Si 2p core level line at 99.6 eV and two signals
shifted by �0:25 eV (1) and 0.5 eV (2); the latter signal is not shown in the figure.
Signal (1), indicated by the dotted line in Fig. 4.3, is attributed to the surface core
level shift due to partial charge redistribution from Si surface atoms to the more
electronegative H atoms [14]. Signal (2) can be related to kink site atoms (with
two backbonds to the Si lattice) that bind to H and OH, and signals indicative
of a larger binding energy shift are presented below. Assignments of lines in the
deconvoluted spectra become possible by predictions on the surface chemistry,
partial charge calculations from electronegativity and structural data using, for
instance, the density functional theory (DFT) approach [15] and by vibrational
analysis of the surface. Details are presented below in Sect. 4.2.4.

An HREEL spectrum of an electrochemically H-terminated surface is shown in
Fig. 4.4. The prominent features are the Si–H bending mode at 78 meV and the Si–H
stretching mode at 258 meV. Phonon modes are seen at an energy loss of 64 meV.
The Si–H2 scissor mode (113 meV) shows the presence of Si atoms on the (1 1 1)
surface with only two backbonds, being twofold terminated by hydrogen (DSi–H2).
The signals at 99 meV, 133 meV correspond to Si–OH or Si–F species and bridging
oxygen in a backbond, respectively. At 362 meV, the presence of a methyl group
is indicated where the dangling bond is terminated by a CH3 group instead of
H [16, 17]. It should be noted that the cross section for impact excitation of the
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Si–H bending mode is smaller by a factor of �25 compared to the excitation cross
section of the oxidic lines. Therefore, the surface shown can be considered to be
H-terminated in a (1 � 1) manner for about >90%. Contrary to frequent statements
in the literature, an ideal H-terminated surface cannot be prepared, even for the
close packed (1 1 1) surface. This is due to the presence of atomic terraces with
step edges and kink sites that could partly be terminated by OH or hydrocarbon
species. Recently, the preparation of an OH-free H-terminated Si (1 1 1) surface
has been achieved by a consecutive chemical etch in concentrated NH4F and HF,
evidenced by SRPES at the highest possible surface sensitivity, adjusted by the
photon energy [18].

In the following, fundamental aspects of PES, in particular related to semicon-
ductor surface analysis and of HREELS, are outlined before electrodeposition is
treated as an example for soft solution processing. Subsequently, nanostructure
evolution on silicon and device preparation using synchrotron radiation is presented,
followed by XES experiments for analysis of spurious films after wet treatment of
the solar cell absorber material copperindium-disulfide (CuInS2).

4.2.2 Background on Photoelectron Spectroscopy and
High-Resolution Electron Energy Loss Spectroscopy

4.2.2.1 Photoelectron Spectroscopy with Semiconductors

In PES, the kinetic energy of the emitted electrons is measured. The Einstein relation

EKin D hv � EB; (4.1)

defines the relation between photon energy hv and the electron (binding) energy,EB,
of the excited state. For investigations on semiconductors, one usually relatesEB to
either the Fermi energy, EF, or to the valence band maximum, EVB. An energy
scheme of the situation with semiconductors is presented in Fig. 4.5. Because the
Fermi level of the sample adjusts to that of the analyser of the UHV apparatus [20],
the binding energy is often related to the Fermi level:

EKin D hv �˚ � EB; (4.2)

where ˚ is the work function of the sample. If one uses the valence band maximum
as reference level, the electron affinity � and the semiconductor band gap Eg have
to be included (see Fig. 4.5):

EKin D hv � � �Eg �EB: (4.3)

In Fig. 4.5, the different definitions for the binding energy are contrasted.
The Fermi level of semiconductors can be changed by doping and surface

charges [21]. Such a situation is displayed in Fig. 4.6 where a depletion region has
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Fig. 4.5 Schematic of the important energetic parameters in photoelectron spectroscopy of
semiconductors; EVac, vacuum level, EVB, ECB, valence band maximum and conduction band
minimum, respectively; ˚ , � are the work function and electron affinity, respectively; the three
E
.1;2;3/
B denote the possibilities to assign the binding energy; here, E.2/

B will be used (see also text);
the energy levelEB, from which electron(s) are excited, has been chosen to be energetically located
outside (i.e. below) the valence band region and thus represents a core level such as, the Pt 4f7=2-5=2
level at 71 eV [19]. Therefore, the symbol ECL is used for energy levels below the valence band
minimum in Fig. 4.6

been formed for an n-type semiconductor, resulting in the linear–parabolic variation
of the energy bands due to the charged depletion layer. The energetic difference
between the situation at flatband, where the Fermi level position EF.fb/ is given
only by the doping level (and the material properties), and that for a depletion layer,
Ebb

F is given by the change of the Fermi level position at the surface with respect to
the valence band maximum. It is, therefore, possible to assess the electronic situation
at the surface of a semiconductor by determination of the onset of the valence band
emission relative to the Fermi level. This is the reason why one usually plots the
count rate with regard to the Fermi level of the analyser to which the sample adjusts.
For a given doping level, EF.fb/ can be calculated, provided that the necessary
parameters such as the effective density of states at the conduction and valence band
edges are known (requiring the knowledge of the effective masses). If, for an n-type
semiconductor, the measured energetic distance between the Fermi level at flatband
is larger than the calculated value, an accumulation layer has been formed. If this
distance is smaller, a depletion layer exists as has been chosen for the illustration in
Fig. 4.6. It should be noted that, upon illumination under UHV conditions, the probe
light can induce a photovoltage [22] which leads to a reduction of the band bending.
Therefore, the measurement of the onset of the valence band emission with respect
to the Fermi level does not necessarily allow direct determination of the value of the
band bending.

Typical depletion layers have a spatial extension between 100 nm and 1�m. The
depletion layer width in Fig. 4.6, in which the energy bands are bent, can be assumed
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Fig. 4.6 Energy scheme for a
semiconductor at flatband (fb)
condition and with a
depletion layer band bending
(bb); the Fermi level without
charging, EF(fb), corresponds
to E.2/

B in Fig. 4.5; the
measured binding energy,
ECL

B , to the core level ECL is
larger than that for a given
band bending, ECL

B .bb/;
(dashed dotted lines)
conduction and valence band
at the flatband situation; (full
parabolic lines) conduction
and valence band for band
bending (see also text)

to extend, for instance, 200 nm into the semiconductor. PES measures the properties
of the solid with high surface sensitivity. This property of PES results from the
scattering behaviour of the excited photoelectrons and is a function of their kinetic
energy. The information on the sample electronic states, obtained from elastic, i.e.
unscattered photoelectrons, is only obtained for electrons that have been generated
at or near the upmost surface layers of the sample. The related inelastic mean free
scattering length, �esc, is plotted in Fig. 4.7. It is a measure of the surface sensitivity
of a PES experiment. The values vary between 0:3 nm < �esc < 3–4 nm, depending
on the kinetic energy of the photoelectrons. It should be noted that in experiments
that use single photon energy light sources such as MgK’ in commercially available
surface analysis systems, the information on sample constituents is typically not
from the same depth in the material. For a metal oxide, for instance, the O 1s core
level, is located at binding energies of �533 eV and, if the metal core level is located
at a considerably lower energy such as 100 eV, the information on the compound
elements is obtained for different probing depths of the material.

In comparison, SRPES provides the possibility to tune the photon energy and
adjust it to yield ultrahigh surface sensitivity or to obtain information from the same
probing depth (see also Sect. 2.6.2).

Because of the surface sensitivity of PES, where the escape depths range between
0.3 and 3 nm, the space charge region is not probed by this method; instead, only
the topmost 1–10 atomic layers of the sample surface are analyzed. Therefore, the
method samples the region that has been indicated by the small spherical dots in
Fig. 4.6 that give the energetic position of the semiconductor bands at the surface.

The excitation of electrons in a photoemission experiment that translates the
density of states in the initial state into a energy distribution curve (EDC) is shown
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Fig. 4.7 Dependence of the inelastic mean free scattering length of photoelectrons on energy
above the Fermi level; for the O1s, Si 2p and Pt 4f level, at binding energies of 533, 100 and
71 eV, respectively, the photon energies for highest surface sensitivity are indicated; the photon
energy for Pt has been increased to larger values beyond the dip in the cross section due to a
Cooper minimum in the excitation cross section [23] allowing measurements of small amounts of
Pt; also shown is the escape depth of photoelectrons from the Si 2p core level, excited by Mg K’

radiation that is larger by approximately a factor of 4 compared to the highest attainable surface
sensitivity around 150–170 eV

in Fig. 4.8. The EDC is obtained by measuring the photoelectron yield (counts per
energy interval) vs. the kinetic energy of the electrons that reach the analyzer [24].
For generality, also excitation processes that are preferably observed at metallic
samples are included. The EDC is characterized by the original band structure,
revealing the K, L levels and the valence band. In addition, typical features, such
as the inelastic background, shake up (not shown: shake off) satellites and plasmon
excitations, are seen. Also, the KLL Auger decay, located energetically between
the K and the L core levels, is shown. The principle of Auger emission is shown
together with a different representation of the photoemission process in Fig. 4.9. The
core hole in the K shell, generated by the photoelectron excitation, recombines with
an electron from the L shell (level L1). The corresponding energy is transferred to a
third electron in the L shell (level L2;3), the Auger electron, that leaves the solid with
the remaining kinetic energy. Another possibility is X-ray emission, resulting from
the recombination of an electron from the L1 level to the K shell. The emission yield
(Auger electrons vs. X-ray emission) is a function of the atomic number [25] and
for lighter elements, the Auger process clearly dominates. The cross-over of Auger
vs. XE yield is around Z D 35. For Zr with Z D 40, the X-ray yield is about twice
as large as that for the Auger process (see also Sect. 4.2.6). Plasmonic effects have
been discussed in Sect. 3.6. The plasmon excitation is a resonant process that leads
to enhanced photoelectron emission due to the decay of the plasmon into single
particle excitations [26, 27].

The investigation of the surface chemistry becomes possible due to the chemical
shift of core level signals, depending on the oxidation state of the respective
element, as introduced below using the so-called microcapacitor model (see also
(4.15) in Sect. 4.2.4). The correlation of the observed shift in XPS signals with
partial oxidation of sample constituent elements is more generally described by the
following parameters:
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Fig. 4.8 Photoelectron excitation processes from core level states (K, L shell) and from the
valence band of a semiconductor (left hand side); excitation with the photon energy hv1 results
in an energy distribution curve (right hand side) that represents a superposition of the core level
excitations, secondary electrons, Auger processes, Plasmon satellites and shake-up processes (see
text)

E
exp
B D EB C
ECH C
EBB C
EM C
ER: (4.4)

The binding energy, measured in an X-ray photoemission experiment; Eexp
B , is the

sum of the binding energy of the element;EB, the shift of the core level position due
to ionization and chemical interaction with the environment; 
ECH, a (possible)
band bending in the case of semiconducting samples, 
EBB, the Madelung term

EM, and of the relaxation energy 
ER. The second term on the right-hand side
of (4.4), the chemical shift 
ECH, is determined by the effective charge of the
respective atom and by the influence of the adjacent atoms. Using a simplification
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Fig. 4.9 Energy schematic for the photoemission process (left hand side) and a KLL Auger
process (right-hand side); (grey circles) electrons; (white circles) holes; the transition energy
L ! K is not to scale, compared to the excitation L2;3 ! continuum; also shown is X-ray
emission (XES) with photon energy hv2 , a process with considerably lower cross section than
the Auger process

in a spherical charge model, the energy change can be qualitatively calculated: the
energy of a spherical charge is E D zVe

2=rV, (zV, number of valence electrons; rV,
average radius of the valence electrons). A change of the valency due to an altered
valence electron distribution (chemical interaction) yields 
E D 
zVe

2=rV. The
term
zV contains partial charges and, for simplicity, rV has been assumed to remain
unchanged. Including an interatomic potential change, 
Vij (Vij potential of atom i

on atom j ), the binding energy shift reads


EB D 
zVe
2

rV
�
Vij: (4.5)

The energetic shift due to semiconductor band bending has already been discussed
(see Fig. 4.6 and the corresponding text). The Madelung term defines an extra-
atomic contribution that results from the additional electrical potential of the atoms
of the sample beyond the direct the nearest neighbour atoms [28] which act on the
excited atom. This term is given by 
EM D P

i

�i =Ri (�i , charge on neighbour

atoms (ions in ionic crystals) at positions Ri ). For the example of SiO2, the ionicity
is 51%. It should be noted that the Madelung term also depends on the partial charge
of the excited atom because the charge correction is also a function of the charge
of the excited (central) atom and the strict separation of the terms in (4.4) is a
simplification. Since the interatomic distances are also influenced by the charge of
the excited atom, it is difficult to accurately determine the binding energy change
with atomic charge.
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The relaxation effects, 
ER, contain the dynamic reaction of the system’s
electrons, resulting from an electron density shift of the neighbouring atoms towards
the oxidized (photo-excited) atom, induced by the core hole formation in the
photoexcitation process. This excitation results in an unbalanced nuclear charge.
The increase in positive charge pulls the electron levels of the probe atom to
higher binding energies and the valence electronic charge can react, depending on
its polarizability, to the formed local potential well. The extra-atomic relaxation
energy can be approximated by 
ER D q2=2rSCR.1 � 1="M/, where rSCR denotes
the minimum electronic screening distance and "M is the dielectric constant of the
surrounding medium. As Auger parameter shifts, 
˛, are directly correlated to
the polarizability of a chemical state, it has been shown that 
˛D 2
ER [29].
A slow relaxation of the electrons in outer shells can result in an insufficient
screening of the core hole and, thus, yields a higher measured binding energy. The
shake-up and shake-off processes describe the transfer of energy of the final state
configuration (due to insufficient screening of the core level electron that underwent
photoemission) to excite electrons from valence levels either to bound states (shake-
up) or to free states (shake-off). The effect is seen as a seemingly increased binding
energy.

4.2.2.2 High-Resolution Electron Energy Loss Spectroscopy (HREELS)

HREELS uses monochromatized low-energy electrons (primary energy in the
range of a few electron volts) that probe the surface species of a sample under
UHV conditions. The interaction of low-energy electrons with species on the
surface of metals or semiconductors can be divided into three basic mechanistically
different processes (1) impact scattering, (2) negative ion resonance and (3) dipole
scattering. Impact scattering can be observed in off-specular directions and negative
ion resonances occur when the impinging low-energy electrons are trapped in
unoccupied orbitals of surface species where they form a short-lived intermediate
negatively charged ion state [30]. The dipole interaction (3) is long range and the
dipole losses are observed in the specular direction (see Fig. 4.10). Each interaction
results in a loss of the primary energy of the probing electrons. This loss is detected
with a resolution in the meV range using elaborated time-of-flight detectors [31],
allowing a highly accurate assessment of the species on the surface. The method
has found application in the analysis of initial steps in the thermal oxidation of Si,
for instance [32] and in the analysis of H-terminated Si surfaces as shown above in
Fig. 4.4. In the experiments described here, the energy loss has been measured in
the specular direction. The applicability of the method to semiconductors depends
on the material conductivity. If the conductivity � D en� is high enough, the image
charges can follow the motion of the low-energy probe electrons. Since � depends
on the carrier concentration (which can be adjusted by doping) and mobility,
crystalline substrates with sufficient doping levels can be used. These conditions
were fulfilled for the analysis of H-terminated surfaces (Fig. 4.4).
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Fig. 4.10 Schematic of an HREELS experiment in the dipole mode (specular reflection); the
primary energy, E , and the energy loss, 
E , upon interaction of the impinging electron with the
adsorbate (sphere) on the surface atom S that leads to a loss 
I in the spectrum of the reflected
electrons; E denotes the electric field between electron and its image charge, n is the surface normal

4.2.3 Soft Solution Processing: Basics

Modern history of wet processing of semiconductors dates back to the early 1950s,
when shaping of silicon became an issue in the preparation of integrated circuits
[33]. Today, micromachining techniques are ubiquitously used in the semiconductor
industry [34]. The advantages of solution processing result from its nondestructive-
ness, low-temperature experimentation and the high achievable pattern resolution
and reproducibility. In electrochemical conditioning, accurate control of parameters
such as charge, potential and current is possible, allowing defined changes into
the submonolayer range at surfaces. Compared to shaping by vacuum machining
techniques, solution processing generally produces superior electronic devices and
allows preparation of conformal coatings even of ultrathin films. The striving
for extreme miniaturization makes solution methods (particularly electrochemical
treatments) promising for the fabrication of nanowires, nanoparticles, quantum dots
and nanocomposite structures. Upscaling of nanostructures by use of self-organized
processes is a principal possibility [35, 36]. Soft solution processing knows three
major routes: etching, passivation and plating. For etching, one distinguishes
between electroless methods, favoured by industry due to their facilitated integration
into a process line and electrochemical dissolution. Photoetching in the currentless
and the electrochemical mode has been used abundantly for the improvement of
surface topography and electronic behaviour [37]. Passivation refers to passive
film formation, typically by oxidative processes. Such films can be corrosion
products of the substrate material or produced by deposition. A specific example
is electropolishing, where a dynamic equilibrium between dissolution and oxidation
maintains an ultrathin film on a surface [38] and the etchstop technique for p-type Si
to produce device structures (see below) [39]. Anodic films are often disordered due
to substantial lattice mismatch, whereas certain plating systems can be described
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by a two-dimensional electrocrystallization process [40]. Such 2D processes are
of considerable renewed interest in the formation of nano-dimensioned islands,
vertically quantum confined systems and for highly ordered crystalline ultrathin
layers on semiconductors and ferroelectrics [41].

The mechanisms contributing to electrodeposition are (1) diffusion of ions from
solution to the electrode surface, (2) electron transfer reduction of ions, (3) partial
or complete stripping of the ion’s solvation shells, forming ad-atoms (adsorbed
atoms), (4) diffusion of ad-atoms along the surface, (5) cluster formation of ad-
atoms with formation of so-called critical nuclei (see below), (6) incorporation
of ad-atoms at lattice sites and (7) growth of the nuclei to mesosocopic size and
beyond. In vapour-phase deposition, homogeneous nucleation is described by the
Kelvin equation which relates equilibrium vapour pressure p�, the radius r of the
formed droplet, the surface free energy � and the molar volume of the condensed
phase:

ln

�
p�.r/
p�.1/

�

D
�
2�Vmol

RT

�
1

r
: (4.6)

The equilibrium vapour pressure (p�.r/) depends on the curvature radius of the
formed nuclei. Spontaneous growth occurs if the equilibrium vapour pressure is
exceeded, i.e. when the vapour is supersaturated. The supersaturation ratio p=p� is
related in this strictly thermodynamic picture to the Gibbs free energy change:


G D �RT ln
p

p� : (4.7)

The overall free energy change is obtained by summation of the bulk and surface
contribution. It can be shown that the bulk contribution is negative for p > p�,
whereas the free energy change of the surface, 
Gsurf D 4 r2� , is positive. For
a given p�, surface and volume contribution combine to produce a maximum in

G dependent on the radius of the nucleus formed as shown in Fig. 4.11. One
defines the critical radius and the critical free energy by rc D r.@
G=@r D 0/ and

G.r D rc/ D 
Gc. Stability demands that the radius of the nucleus, r > rc. From

Fig. 4.11 Schematic of the
contributions of surface and
volume parts to the total free
energy F in homogeneous
nucleation from the gas phase
for a spherical Hg droplet at
p=p� D 3:2, T D 300K;
F (surface) and F (bulk) are
shown reduced by a factor
of 10
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Fig. 4.11, it is obvious that this necessitates overcoming of the activation barrier for
homogeneous nucleation,
Gc, by thermal fluctuations.

In electrochemical phase formation, the growth occurs at the boundary of the
substrate and the solution; hence, the process is heterogeneous and the equilibrium
is established here by the electron transfer reaction leading to deposition. In the
simple case of a spherical nucleus, the total free energy is then


Gtot D 4 r3z�F�

3Mw
C 4 r2�: (4.8)

In (4.8), � denotes the potential applied beyond the equilibrium value for the
reduction reaction M zC C ze� $M0, called the overpotential. �, Mw and F are
density, molecular weight and Faraday constant, respectively. Differentiation of
(4.8) with respect to the radius r results in an expression for the free energy of
activation with the proportionality
Gc / �3=�2. The classical theory of nucleation,
thus, states that the increase of the overpotential quadratically decreases the
activation barrier .1=

p

Gc/.

The reaction kinetics are described by considering monolayer discs of given radii
that can be formed using the time dependence of the current during growth. If one
defines the number of active sites for electrocrystallization on a particular surface
by N0 and the rate of incorporation by ki , two modes can be distinguished (1) in
instantaneous growth where the number of nuclei formed is time independent and
clusters grow radially; (2) progressive growth where clusters grow and, in addition,
their number increases linearly with time. For instantaneous growth, the current
dependence is II D const:N0k2i a0t , where a0 is the vertical lattice constant of the
deposit. For progressive growth, the current is given by IP D IIknuc t , where knuc

is the rate constant for nucleation of critical nuclei. Hence, the progressive growth
shows a quadratic time dependence. If one is interested in the growth of monolayers
instead of nano-sized discs, the overlap of growing nuclei is described by the Avrami
theorem which connects the normalized developing surface coverage (area) AS

by overlapping discs to the total surface areas of the discs AT (as if they were
not connected): AS.t/ D 1– exp.�AT.t//. For monolayer formation, the temporal
profile of the normalized current for instantaneous and progressive growth is shown
in Fig. 4.12. Plotted are currents and time related to their maximum values, Imax,
tmax, during growth obtained from the relation I.t/ / dA.t/=dt and using Avrami’s
relation:

IS=Imax D t=tmaxe
� .t

2
�tmax2/
2tmax2 ; (4.9)

(for instantaneous nucleation) and

IS=Imax D .t=tmax/
2 e

� 2.t3�tmax3/
3tmax3 ; (4.10)

for progressive growth. Of course, the progressive growth mode results in an earlier
completion of the monolayer growth as is also seen in the figure below.
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Fig. 4.12 Transient currents
for nano-disc monolayer
growth in two-dimensional
electrocrystallization for
instantaneous (a) and
progressive (b) nucleation

4.2.4 Nanostructure Formation on Silicon

Preparation of advanced Si micro- and nanostructures requires detailed knowledge
of dissolution mechanisms that includes reaction intermediates and rate-determining
steps. Historically, the often used “complementary selectivity” in etching between
the material itself and its oxide has been used to fabricate numerous devices (see
below) [42]: whereas Si readily dissolves in alkaline solution, silicon oxide etches
only very slowly. Fluoride-containing solutions, on the contrary, etch the oxide
but barely attack silicon. Compared to this chemical behaviour, electrochemical
treatment can lead to dissolution of Si, for instance, in fluoride containing solutions
and it can drastically reduce the Si etch rate in alkaline electrolytes [43].

The basic (photo)electrochemistry of Si in acidic HF containing and in alka-
line electrolytes is displayed in Fig. 4.13. Only the current branches, needed for
the following analyses, are presented: in the cathodic range (negative current),
the behaviour in alkaline solution is displayed and the anodic branch shows the
behaviour in dilute ammonium fluoride solutions at moderate acidic pH (�4). Four
parts can be discerned in Fig. 4.13 (1) the cathodic region, where H2 evolution
occurs and so-called step bunching is observed [11, 12]; (2) the potential region
before the first current maximum of the anodic branch where porous Si is formed
during so-called divalent dissolution; (3) the electropolishing regime and (4)
oscillatory behaviour at increased anodic potentials.

Below, the surface topographies for (1), (2) and (4) will be closer analysed: apply-
ing an anodic potential below the first (photo)current maximum and illuminating
n-type Si leads to porous silicon formation in fluoridic electrolytes [44, 45].

For oxide etching, the overall reactions are

SiO2 C 6HF ! SiF2�6 C 2H2O C 2HC; (4.11)

SiO2 C 3HF�
2 ! SiF2�6 C 2OH� C HC: (4.12)

The contribution of HF to the etch rate ke is about four times smaller than that
of HF�

2 :

ke D AŒHF�C BŒHF�
2 �C C: (4.13)

The concentrations of HF and the hydrogen bridge compound HF�
2 , indicated by the

parentheses in (4.13) are influenced by the solution pH:
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Fig. 4.13 (Photo)electro-
chemical behaviour of Si
(1 1 1) in 2 M NaOH
(cathodic branch, labelled
alkaline) and in 0.1 M NH4F
(pH 4) (anodic branch; the
respective potential regions
associated with the electrode
behaviour are indicated;
potentials are referred to the
saturated calomel reference
electrode (SCE); the shift in
current onset is due to
differences in pH

HF , HC C F� with the dissociation constant K1 D ŒHC�ŒF��=ŒHF� D 1:3 �
10�3 mol l�1. For the HF�

2 species, one obtains for HF C F� , HF�
2 with K2 D

ŒHF�ŒF��=ŒHF�
2 � D 0:104mol l�1. The constants A, B and C have been originally

determined to have the values 0:25 .nm s�1/ .l mol�1/, 0:966 .nm s�1/.l mol�1/ and
�0:014 .nm s�1/.l mol�1/, respectively [46].

Noticeable concentrations of the hydrogen bridge compound HF�
2 exist for

solutions with pH between �3 and 5. In alkaline electrolytes, silicon dissolves by
solvolytic splitting of backbonds of surface atoms by water molecules, a process
that occurs initially, preferably at kink sites:

Si C 3H2 ! HSi.OH/3 C H2: (4.14)

The dissolution reaction is a complex mixed chemical–electrochemical multistep
reaction [47, 48]. For analysis of the proposed dissolution models, SRPES can be
used to disentangle the dissolution reaction sequence if the observed surface core
level shifts can be attributed to Si surface species whose partial charge has been
determined [49].

Understanding nanostructure formation on Si by (photo)electrochemical condi-
tioning allows one to assess the contributions from important parameters of this
model system. In particular, the early stages of porous Si formation are of interest.
For a comprehensive analysis, the chemical as well as the structural surface changes
with increasing dissolution are relevant here. Therefore, AFM and SRPES are
employed here, the latter using the photoelectrochemistry – SRPES experiments
with the modified surface analysis system shown in Figs. 4.1 and 4.2. For a detailed
analysis, the use of dilute fluoride containing solutions has been shown to allow
the investigation of the very initial stages of the formation of porous Si where
the first observable nanopits, for example, are formed. Figure 4.14 shows contact-
mode AFM data that have been recorded for increasing the anodic polarization of
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Fig. 4.14 AFM images of
nanotopography development
on n-Si(1 1 1) by
photoelectrochemical
conditioning in dilute NH4F
at pH4 (a) H-terminated
surface; (b) 0.1 V anodic of
open circuit potential
(compare Fig. 4.13); (c) after
15 s at 0.1 V; (d) after 60 s at
0.1 V

<112>

Fig. 4.15 Atomistic model of Si dissolution in acidic fluoride containing electrolytes (see text)

illuminated n-Si (1 1 1) from the open circuit potential to the region before the first
photocurrent maximum. The associated nanotopography, from the H-terminated
surface (Fig. 4.14a) to the stronger corroded one (Fig. 4.14d), shows the successive
development of pits and corrosion. It is observed that the (1 � 1) H-terminated
surface with a characteristic zigzag structure (where single Si–H bonds are exposed
at the step edges) changes the alignment of the step edges as predicted in a model
[50] and initial pitting occurs at the re-entrant sites of the structure, indicated by the
white circles in Fig. 4.14b, which is then followed by pitting along the more aligned
step edges for slightly increased charge passed. In a later stage, remnants of terraces
are visible which lead to a metastable stage forming nano-sized flat Si mesas [51].
Figure 4.15 shows a schematic visualization of the successive terrace dissolution
process that commences at the kink site atoms at the tips of the terraces.
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The investigation of the initial chemical stages of porous Si formation becomes
possible by combined (photo)electrochemistry-UHV surface analysis using the in-
system set up shown in Figs. 4.1 and 4.2. The photoelectrochemical dissolution
process was interrupted at three anodic potentials below and near the first current
maximum according to the AFM experiments and the samples were transferred
directly without any further contact to ambients into the buffer chamber of the UHV
surface analysis system and subsequently into the analysis chamber. The results are
presented in Fig. 4.16. In these SRPES experiments, the high spectral resolution and
the tunability of the photon energy allow analysis of surface species predominantly
based on their chemical shift [52].

Figure 4.16 shows the Si 2p1=2–2p3=2 core levels, recorded for a photon energy of
hv D 170 eV, for the three surface conditions. These conditions correspond closely
to those of the AFM images of Fig. 4.14. As seen in Fig. 4.7, at this photon energy
the mean inelastic scattering length for photoelectrons is very small (�0:4 nm).
Therefore, elastically emitted electrons originate from the topmost surface region,
providing a very high surface sensitivity. In these experiments on initial corrosion of
Si, float zone material (FZ) has been used as it has an oxygen content that is lower
by two orders of magnitude compared to the standard material of microelectronics,
Czochralski (CZ) Si. In addition, FZ-Si exhibits much less growth defects. This is
important if one wants to investigate topographic details of the dissolution process
which should not be affected by corrosion at structural or chemical defects (oxygen
in Si backbonds). An electrochemically H-terminated sample (Fig. 4.16a), a slightly
anodized sample according to situation (c) in Fig. 4.14, with dissolution charge
corresponding to 1 atomic bilayer (Fig. 4.16b), and the surface after emersion near
the first photocurrent maximum, where pit formation and terrace dissolution is
extended (Fig. 4.16c), are compared with regard to the deconvoluted signals under
the respective envelope photoelectron spectrum.

It can be seen that even for the H-terminated sample, the ratio of the spin orbit
split 3/2 and 1/2 peaks deviates from the 2:1 value expected by spin–orbit coupling
J D L˙ S D 3=2 or 1/2 for a p orbital (LD 1), as can be seen from the envelope
curve. For pure material, the difference in area is given by the multiplet splitting,
2J C 1, i.e. 4:2. The deviation seen in the figure indicates that Si surface atoms
have bonded to (foreign) surface species and hence only a part of the overall Si
2p line is due to fully bulk coordinated Si. For part (a), the spectral deconvolution
reveals two additional features which are shifted vs. the bulk line (EB D 99:2 eV)
by 0.23 and 0.8 eV. Inspection of (b) and (c) for successively roughened surfaces
(compare Fig. 4.14) shows additional lines that are shifted towards higher binding
energies by 1.0, 2.3 and �3:5 eV. The straightforward assignments of the observed
deconvoluted spectra are the surface core level shift, already mentioned above
(compare Fig. 4.3) and the occurrence of a signal shifted by 3–4 eV with respect
to the bulk Si line. The latter can be attributed to the formation of an anodic silicon
oxide, SiO2. Inspection of the respective line shows that oxide formation takes place
at potentials that are close to the first current maximum and indeed, a transition
from the so-called divalent Si dissolution that leads to roughening and porous Si
formation to a tetravalent mode where four holes are consumed to form SiO2 has
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Fig. 4.16 Comparison of
synchrotron radiation
photoelectron spectra on
initial stages of porous silicon
formation for the Si 2p core
level; photon energy
hv D 170 eV;
(a) electrochemically
H-terminated FZ n-Si (1 1 1)
surface; (b) after 1 bilayer
dissolution in the divalent
dissolution regime;
(c) emersion near the first
photocurrent maximum in
Fig. 4.13; the line position of
the Si 2p3=2 peak has been
adjusted to 99.2 eV to exclude
band bending effects that vary
with the surface condition
(compare Fig. 4.6) thus
allowing comparison of the
chemical changes induced by
the photoelectrochemical
treatment; full line: envelope
curve; dashed line: signal
attributed to bulk Si; dotted
line: with maximum closer to
the 2p3=2peak: surface core
level shift; dashed–dotted
line: signal attributed to
=Si–H–OH surface species;
dotted line: shifted to higher
binding energies: signal
attributed to =Si–H–F surface
species
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been observed [53]. The chemical identification of the additionally observed lines,
indicated by a lower binding energy dotted line, a dashed and a further dotted one
(see figure caption) in Fig. 4.16, becomes possible by determining the partial charge
transfer from Si to the various possible reaction intermediates according to proposed
dissolution mechanisms [48–50]. For the Si–H bonds on the (1 1 1) surface, a simple
model that allows calculation of the potential drop in a microcapacitor has been
rather successful [14]. Using Sanderson electronegativities [54], the potential drop
across an interface that consists of single H-terminated former dangling Si bonds
(nB) has been qualitatively calculated using the expression

V D qnB
�dCov

""0A
: (4.15)

In (4.15), 
� denotes the partial charge transfer between Si and H due to
electronegativity differences that have been determined to be 
�� 0:1; dCov

denotes the sum of the covalent radii of Si and H; hence, dCov D 0:11 nm .Si/ C
0:042 nm .H/D 0:153 nm [55]. For nB, the number of Si–H bonds on a (1 1 1)
surface is taken, yielding 8 � 1014 cm�2. The largest difficulty is the appropriate
assessment of the static dielectric constant at the interface, ". Often, a mixture of
that of the adjacent media is taken. In the case of H-terminated Si, a value of 6 has
been assumed [14, 54]. The energetic shift is obtained by multiplication with the
electronic charge and yields values of �250mV. Such shifts are indeed observed
(see Figs. 4.3 and 4.16). For the interaction of Si dangling bonds at kink sites and
step edges with electronegative species such as OH and F, DFT calculations have
been used to determine the partial charge of the reacted Si surface atoms [56].
Such calculations have been carried out for a number of possible Si surface species
that have been taken from a model which, originally, has been formulated based
mostly on chemical intuition. In Fig. 4.17, the proposed reaction mechanism [50] in
conjunction with DFT calculation of the partial charge on the Si kink site atoms on
the surface (DFT) is shown in detail.

The reaction commences at kink sites on the (1 1 1) surface where only two
backbonds to the Si exist, as shown in Fig. 4.11. A light-generated excess hole which
reaches this site produces a Si radical by splitting off a proton which enters into the
solution. The consecutive step assumes water splitting by the radical and electron
injection from a solution species into the conduction band (e�

CB/. Electron injection
processes at semiconductor/electrolyte interfaces are well documented [57]. These
two initial steps are the electrochemical steps involving the transfer of two charges;
because of this, the corresponding potential regime is called the divalent dissolution
range of silicon. In this potential range, the electrode is not covered by an oxide as
has been found in XPS and SRPES measurements [58, 59]. Steps (3) and (4) are of
chemical nature and involve ligand exchange and solvolytic splitting of backbonds.
The subsequent solution reactions are condensed in step (5) and lead to the soluble
silicon hexafluoride anion. For the Si surface atoms with one hydrogen and one
hydroxide terminating the dangling bonds, the partial charge is 0.45 and after ligand
exchange OH $ F, � D 0:54.
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Fig. 4.17 Schematic on the first three steps of the divalent dissolution of illuminated n-Si in
fluoride containing acidic solution; the dissolution commences at a kink site (shaded grey); also
given are the observed binding energy shifts 
EB, measured by SRPES and the corresponding
partial charge change of the Si kink site atom, 
�; the top image shows the unaffected kink site
with a partial charge change due to Si–H bonds (the number of kink sites is considered too small
to yield an measurable signal on a smooth H-terminated surface); the further reaction steps are
discussed in the text

Subsequently, further chemical processes take place; they comprise (1) solvolytic
splitting of the first backbond, leading to a probably short lived intermediate that is
characterized by one remaining bond to the underlying Si lattice, (2) dissolution of
the Si kink site species by an additional reaction with water with a simultaneous
release of hydrogen. H2 evolution has been indeed observed at anodic potentials
under illumination in the divalent dissolution regime, (3) reaction with HF, (4) water,
(5) HF with the final result of the conversion of the tetrahedral Si compound (sp3

hybrid) into an octahedral one (sp3d2 hybrid) in solution. The partial charge changes
could partly be followed by SRPES. Of course, only those intermediates that exist
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Fig. 4.18 Schematic on the final (purely chemical) reaction steps of the divalent dissolution
of illuminated n-Si; also given are partial charge changes and measured binding energy shifts
(see text)

long enough in detectable amounts and that have a sufficiently strong binding energy
to survive the rinsing, drying and outgassing procedure before introduction of the
sample into the UHV analysis chamber can be observed. For the species with
EB D 2; 3 eV, this was possible. It is assumed that the reactions with water are
fast, resulting in short lived intermediates that could also further react in the rinsing
procedures. Therefore, the products His.OH/2F and HSiF3 could not be determined.
Future experiments on the detailed study of the semiconductor–liquid interface
using high pressure XPS [60] might allow a more direct measurement of reaction
intermediates as such experiments can be made in moist environments (Fig. 4.18)

The formation of pits and the electronic state energies of the various reaction
intermediates have not been detailed in the model. For pitting to occur, fully
coordinated Si atoms have to be dissolved in a three-dimensional process. The
finding of initial nanoscopic pits at re-entrant sites in the used dilute ammonium
fluoride solutions at pH 4.5 suggests a specific double layer arrangement with
counterions adsorbed at specific sites. The force balance that exists between the
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electrostatic attraction of negative ions to the slightly positively charged surface
(at small anodic potentials), hydrophobic–hydrophilic repulsion and possible van
der Waals binding has been postulated to result in an anisotropic electrostatic
field perpendicular to the surface [61]. Upon illumination, excess minority carriers
become deflected to these sites where they are able to oxidize the topmost Si
atoms. If two positive charges reach a surface atom, this will suffice to weaken the
backbonds such that successive solvolytic splitting with dissolution can occurs. The
dissolved species has not yet been identified. It appears likely that it is the species
H(OH)2F, formed by two anodic charges, too, although in a different process.
The subsequent reactions then lead to the formation of tetra- of hexa-fluoridic
compounds (SiF4, SiF2�6 ).

In Fig. 4.19, the relation between observed binding energy shift and the DFT
calculations yields a linear relationship. The slope of the binding energy shift
with the surface Si atom partial charge change is approximately 2 and the linear
dependence of all measured and calculated species lends strong support to the
dissolution model of [50]. Since only strongly bound surface species or precip-
itates withstand the rinsing and drying procedure of the sample transfer from
electrochemical environment into UHV (see Figs. 4.1 and 4.2), the finding of the
species DSi–H–OH and DSi–H–F indicates either that the subsequent steps, ligand
exchange and two-step solvolytic backbond splitting are possibly rate determining
or that the bonding is strong enough to withstand the sample transfer procedures.
It can also be seen from Fig. 4.16 that the relative peak area for the signal with

EB D 0:23 eV decreases with anodization; this shows a ceasing of the (1 � 1)
H-terminated areas upon roughening. Energetically, the kink site at which terrace
dissolution according to Fig. 4.17 originates should be located within the Si energy
gap, allowing photogenerated holes to be trapped at such sites and consecutively
setting off the reaction. The subsequent formation of the surface radical results
in a pronounced shift to lower electron energies due to the high oxidation power.
Energetically, the radical should be able to split water as shown in Step (1) of the
reaction scheme. The postulated electron injection into the conduction band will
then need a substantial activation energy. This can, for instance, be provided by a
nucleophilic substitution reaction (SN2) in which a penta-coordinated Si transition
complex is formed, as has been suggested for Si dissolution in alkaline media [48].
The judicious choice of the electrochemical parameters necessary to analyse the
details of the dissolution reaction has, in consequence, led to the preparation of
nanopores and nano-sized mesa-type self-organized features [51].

It has been demonstrated that the step-bunched Si surfaces possesses rather
unique properties with regard to the immobilization of proteins and even complete
photosystems [62–64]. On these surfaces, single atomic terraces transform into large
smooth terraces with multi-layer high step edges as seen in Fig. 4.20. Step heights
typically reach 15 bilayers, i.e. �5 nm. Interestingly, the step bunched surface of
n-Si(1 1 1) is found to be in accumulation as inferred from the XP valence band
spectrum in Fig. 4.21 [65]. From the nominal doping, the energetic difference
between Fermi level and the conduction band edge is 0.26 eV. The spectrum onset
shows an energetic distance of 1.06 eV between valence band maximum (EVB)
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Fig. 4.19 Chemical shift determined in SRPES measurements vs. Si partial charge (in units of the
elementary charge q0) for a series of dissolution reaction intermediates (see text); the two points
for q0 � 2 correspond to Si in silicon dioxide

100 300
500 nm

Fig. 4.20 Contact mode
AFM image of an
electrochemically prepared
step bunched Si surface

and the Fermi level at the surface, measured by XPS. From the doping and the
energy gap (1.12 eV), a position of EF of 0.86 eV above EVB is expected for the
flatband situation. The data show, however, that the Fermi level is closer by 0.2 eV
to ECB, evidencing either the presence of an accumulation layer that remains stable
in UHV environment or doping by H-diffusion due to H2 evolution during the
preparation of these surfaces. SRPES allows us to analyse the depth dependence
of the change of the Galvani potential upon variation of the photon energy and
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Fig. 4.21 XP-valence band
spectrum of step-bunched Si,
recorded for a photon energy
of 150 eV; binding energy is
given as usual, with respect to
the Fermi level; the
extrapolation of the emission
onset shows the energetic
distance between valence
band maximum and the Fermi
level.

analysis of the peak position of the Si 2p line. As result, a depth of about 2 nm
below the topmost surface has been extrapolated [65], supporting the concept of an
accumulation layer that is expected to be localized at the surface in a depth of about
1–3 nm, whereas H diffusion profiles are expected to extend considerably deeper
into the material. Conclusive statements can be expected from ERDA (eleastic recoil
detection analysis) measurements that allow profiling of H in materials [66].

An accumulation layer or a highly n-doped layer at the surface (by H� incor-
poration [67]) would generate a two-dimensional electron gas at/near the surface.
Besides for fundamental studies of semiconductor–biomolecule junctions, these
structures are also of interest for the further investigation of the quantum Hall effect
[68, 69] as well as for semiconductor spintronics [70].

The energy band diagram for this situation is presented in Fig. 4.22, assuming an
accumulation layer with a thickness of about 2 nm at the surface. In this case, as can
be seen, the bands of the n-type semiconductor are bent such that the Fermi level
is closer to the conduction band at the surface than in the bulk, due to the doping
concentration.

4.2.5 Device Preparation by Wet Processing

Although industrial applications tend towards chemical etching treatments, fabri-
cation of advanced devices often uses mixed chemical/electrochemical processing,
similar to the hybrid dissolution mechanism described above. In electroless etching
of Si, the semiconductor is first oxidized and the oxide is removed in the same
solutions. Etchants such as CP4 which contain a mixture of H2O2, HNO3, HF and
CH3COOH are able to remove, for instance, damaged surface layers from cutting
and polishing of wafer material.

In micro- and nanomachining, the central etching property exploited is the
crystallographic anisotropy showing that the etch rate decreases in the series (1 1 0),
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Fig. 4.22 Energy band diagram perpendicular to the Si (1 1 1) surface for flatband situation (left)
and after step bunching, constructed using the photoelectron spectroscopy data of Fig. 4.21 and
[65]; ECB, EVB, conduction and valence band, respectively; E fb

f , Eacc
f , Fermi level for the flatband

and the accumulation condition, respectively; 
EF, difference in energetic position of the Fermi
levels due to doping and after step bunching treatment; Wacc, extension of the accumulation layer
(see also text)

(1 0 0) and (1 1 1) orientation. The latter surface is most close and densely packed
which is often taken as an argument to explain its higher stability. A simple example
is the preparation of V-shaped grooves on Si(1 0 0). A SiO2 mask was aligned in
stripes along h1 1 0i direction and etching was applied at the openings in this mask
where Si was exposed to alkaline solution. The anisotropy of the etching process
resulted in the formation of inclined (55ı) (1 1 1) facets as side walls of the V shape
with dimensions into the submicrometer range. Such Si V-groove chips are used
for alignment purposes in coupling fibres to semiconductor lasers by sandwiching a
fibre cable between two V-groove shaped chips. The actual alignment is done using a
negative V groove pattern, clamped to the positive pattern, as alignment guide [71].
Surface patterning pertains also to the fabrication of anti-reflection structures for
solar cells. An early example is the early Comsat non-reflecting (NR) cell. Alkaline
etching of the Si(1 0 0) base surface resulted in the preparation of (1 1 1) facets
in a similar manner as for the V-shaped grooves. Adjusting the dimensions of the
surface structure to the main part of the solar spectrum resulted in a strongly reduced
reflectivity and in the refraction of the impinging light rays due to deflection of the
rays away from the direction of the geometrical surface normal. As a result, the
red sensitivity of the solar cell increased since the light-induced minority carriers
were generated closer to the surface. Figure 4.23 shows the geometry of the surface
texturing [72].

More recently, the formation of high-quality inverted pyramids has contributed
to high efficiencies in silicon solar cells. The structuring has been applied to the
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Fig. 4.23 Microtopographic
surface texture of the Comsat
NR cell for enhanced light
coupling into crystalline Si
solar cells

Fig. 4.24 Schematic of a silicon based PERL solar cell

so-called PERL solar cell (PERL: passivated emitter rear locally diffused), with
multicrystalline silicon as base material. Quite different from traditional solar cell
configurations using planar homo- and heterojunctions, the operational principle of
this cell is based on the collection of the light generated carriers (electrons) at rather
small highly doped nC emitter contacts in stripe form at the top surface. The ohmic
back contact is made by highly doped locally diffused pC regions into the rear of the
absorber material. A solar-to-electrical conversion efficiency of 19.6% was obtained
with this structure [73]. Figure 4.24 shows an example.

Shaping of semiconductors by passivation is usually done by so-called etch stop
techniques. The term passivation stands here for the selective inhibition of further
materials dissolution (see also above). Etch stop techniques can be realized by a
considerable variety of combinations of semiconductors and solutions and can also
be implemented using dry methods such as plasma etching [74]. Etch stops, used
in micro- and sub-microfabrication, derive their name from the implementation of
material boundaries at which an etching reaction stops. Such etch stop boundaries
must be based on a physico-chemical difference between materials or parts of them
resulting in selective etch rates. In general, two requirements have to be fulfilled for
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Fig. 4.25 Preparation steps for a pressure sensor based on pC-Si (see text)

a successful microstructuring by etch stop processing: (1) control of the placement
of areas with different etch rates, (2) a differential, i.e. selective dissolution
method, the latter being of crucial importance for the process. In nanofabrication,
the patterning process (1) also becomes inherently increasingly difficult. We will
describe here two examples, one each for a device prepared by a chemical and an
electrochemical etch stop.

Fabrication of a silicon pressure sensor uses the observation that the etch rates
ke in KOH and even more so in EPW (ethylendiamine–pyrochatecol–water) are
depending on the boron dopant concentration in the semiconductor. For highly
boron-doped Si (resulting in pC-Si) with concentrations >6 � 1019 cm�3, ke � 0.
Despite several explanatory attempts, a clear understanding of this phenomenon is
still missing. Nevertheless, the effect has been used for the preparation of a Si-based
pressure sensor, for instance. In a four-step procedure shown in Fig. 4.25, a pressure
diaphragm was fabricated. In the first step, the selectivity of KOH to etch Si, but
much less SiO2, was used producing a shallow textured surface. Then, the oxide is
etched (typically in HF containing solutions) and new oxide is formed by patterning
(Fig. 4.25b). Subsequently, the diffusion of B into a depth of 10–20�m creates a pC
region. With appropriate dimensioning of the distance between the pC regions, an
annealing step leads to a redistribution of the boron as shown in part (c) of the figure.
After stripping (etching) of the oxide and subsequently the rest of the Si wafer, the
structure shown in (d) is obtained. The thin connecting bridge between the initially
B-diffused regions works as the pressure diaphragm which is then bonded to a glass
substrate.
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Fig. 4.26 Current–voltage
curve of p-Si in 44% KOH at
66ıC

Other applications of the pC etch stop include the fabrication of SOI (silicon-on-
insulator) structures which as alternative substrate material for chip integration [75].
Because of the high boron concentration, induced stress and stress-induced defects
allow only the preparation of micromechanically active structures since the pC etch
stop layer is practically useless for electronic applications.

Among the electrochemical etch stops, we select one based on passivating so-
called anodic oxides, i.e. oxides which are formed by applying positive (anodic)
potentials to a silicon electrode which acts as an anode in an electrochemical cell:

p-Si C 4hC
VB C 2H2O $ SiO2 C 4HC: (4.16)

This type of anodic oxidation is also applicable, though to a lesser extent, to Ge,
III–V and II–VI semiconductors. The principle is demonstrated in Fig. 4.26. Upon
reaching a defined potential positive from the (zero-current) rest potential (anodic
overpotential), passivation due to massive oxide formation sets in. The formed
oxide insulates the Si substrate from the electrolyte, the charge transfer stops and
the current drops to almost zero. Since KOH etches the oxide very slowly, the
passivation is not as complete as for EDW.

Etch stops based on this type of passivation behaviour have also been applied
to Si pn junctions. This is done by applying an anodic potential to the n-type Si
side. As shown in Fig. 4.27, as a result, the Fermi level of the n-Si, EF.Va/, is
located energetically below the passivation energy whereas the voltage drop across
the reversely biased junction leaves the p-type side at etching potentials. The result
is an etch stop once the etch front reaches the n-type side of the junction. A number
of microstructures have been fabricated by this and similar methods using either
KOH or EPW. Improvements have been made using four-electrode arrangements to
control the potential floating of the p-type side. In another application, an n-type
layer was generated by biasing a p-type substrate into inversion at an MOS (metal–
oxide–semiconductor) [76].

Using small local contacts such as can be provided by scanning electrochem-
ical microscopy (SECM) by contact metal plating or by in situ scanning probe
microscopy (SPM) too, new structures with very small lateral dimension can be
realized.
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Fig. 4.27 Energy band
diagram of a pn-junction
biased anodically at the
n-type side; Va applied
potential, ECB, EVB

conduction band and valence
band edge, respectively;
EF.Va/ Fermi level on n-type
side after applying the voltage
Va; EF Fermi level at p-type
side; etching occurs from the
right-hand side

A high photon energy application, based on plating, is the fabrication of
micromotor gears and plastic devices by the LIGA process. The acronym stands
for lithography and galvanic abformung, the latter being the German word for
shaping. The process uses photolithography techniques and illumination by X-rays
[77, 78]. Figure 4.28 shows a typical processing sequence. It makes use of a thick
(10–1000�m) X-ray resist and an according mask. The resist used here was
PMMA (polymethylmethacrylate). For the thickness range indicated, the optimum
wavelength choice lies between 0.1 and 1 nm; hence, photons with energies of
about 1:2 keV � hv � 12 keV from synchrotron storage rings are used. Because
of the short wavelength of the radiation and the thickness of the photosensitive
polymers, aspect ratios of 300:1 can be obtained. In the second step in Fig. 4.28,
the illuminated polymer is dissolved, leaving a mould for electroplating of metallic
structures (step 3, galvanoforming). Subsequently, the polymer filling is removed
and a gate plate is attached. In the original process, low-viscosity materials such as
polymers, plolyimides or other plastics were used for mould filling (step 5). After
removal of the metal, a plastic structure, held by the gate plate, has been fabricated.

In microelectronics, higher storage capacity of memory devices (DRAMS) and
increasingly faster so-called clock speeds of microprocessors demand correspond-
ingly smaller features. The advancement of this technology depends on: (1) better
resolution leading to decreased feature sizes in the lithography step and (2) the
possibility to manufacture ICs with dimensions in the far submicrometer range. The
latter necessitates the development of dry or wet etching techniques with extremely
high shape accuracy and simultaneous electronic quality.

In wet processing, it has been demonstrated that the use of dilute electrolytes
results in very local dissolution processes. In this way, pores and moulds of
dimensions below 100 nm have been prepared [79]. It appears that preparation
of stable nanometre-sized features demands an ideal chemical termination of the
semiconductor dangling bonds. Figure 4.29 shows AFM images of self-organized
arrays of mesa-type metastable features on Si(1 1 1) and the assignment of the
terminating crystal facets stabilizing the side walls of the mesas. It can be observed
that the nanosized structures can be constructed from the stable (1�1) H-terminated
surface configuration of Si f1 1 1g, f1 1 0g and f1 1 3g faces [17, 80, 81].
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Fig. 4.28 Schematic of a
simplified sacrificial LIGA
process using synchrotron
X-ray lithography for the
original metallic mould:
Step 1: irradiation; step 2:
development; step 3:
galvanoforming; step 4:
mould fabrication; step 5:
mould filling; step 6:
unmoulding

4.2.6 X-Ray Emission Spectroscopy: Interface Analysis in
Solar Cells and Characterization of Biological Specimen

With the development of third-generation synchrotron radiation sources, XES [82]
has experienced a renaissance. In the basic process, the excitation of a core level
electron and the subsequent decay of an energetically higher located electron
to that core hole, the lifetime of the core hole (1–100 fs) is largely governed
by Auger decay; accordingly, the cross section for X-ray fluorescence can be
as low as 0.02%. With high photon flux excitation in modern synchrotrons and
high sensitivity detection with regard to intensity and photon energy, various
interesting new research avenues can be opened. Studies of magnetic circular
dichroism, molecular femtosecond dynamics, in situ electrochemical processes
and investigation of water/salt/alcohol mixtures have been performed. Due to the
average X-ray attenuation length of �100 nm, the analysis of complex structures,
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Fig. 4.29 Mesa-type self-organized nanostructures on illuminated n-Si(1 1 1) formed electro-
chemically under potential control in dilute NH4F at pH 4

buried junctions and strongly textured materials becomes possible. We select here
the investigation of (1) interface conditioning in a polycrystalline solar cell where
the signal is expected to originate from surface layers and from “hidden” deeper
lying regions between several micrometer large grains and (2) functional transition
metals biological molecules.

The basic process is shown in Fig. 4.30: upon X-ray excitation, a core electron is
excited leaving an excited core hole (˚) behind. Decay by an Auger process results
in a second excited electron and the filling of the core hole. In XES, the decay from
occupied states, here denoted as “bonding” which could also be the valence bands
of metals semiconductors, etc. to the core hole, results in a fluorescence by emission
of an X-ray photon. This spectroscopy is based on the second-order optical process
in which a core electron is excited by the incident photon and the excited core state
decays by emission of the fluorescence photon. Several modifications of the method
have been implemented: the process described in Fig. 4.30 is often termed normal
XES (NXES), where the core electron is excited into the continuum of states. The
according final state in this spectator decay is a valence band hole, for instance.
The resonant techniques use tuneable photon energies to excite into binding but
unoccupied electronic states. Two processes are discerned: resonant elastic and
resonant inelastic X-ray scattering (REXS, RIXS, respectively). Figure 4.31 shows a
comparison of NXES, REXS and RIXS. In REXS, the final state is the ground state
due to participator decay (recombination of the excited electron to the core hole),
whereas in RIXS the spectator decay leaves one electron and one hole as final state.

For the soft X-ray regime considered here, the dipole approximation, where
the divergence term of the vector potential of the photon field can be neglected
(Coulomb gauge), holds as the wavelength of the light is large compared to
the dimensions in which electronic excitation and decay occur. The according
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Fig. 4.30 Schematic of the
competitive Auger and X-ray
emission processes; hvem

denotes the emitted photons
due to electron recombination

Fig. 4.31 Schematic of “normal” X-ray emission, REXS and RIXS; the dashed line field indicates
unoccupied but binding states of the same (3d) angular character

selection rules for the angular momentum and the magnetic quantum number are

lD ˙1, 
mD 0, ˙1, respectively. Hence, transitions between s and p states
and p and d states are allowed, whereas s to d and s–s, p–p transitions, etc., are
forbidden. In solids, such selection rules are relaxed for transitions to the valence
and lower conduction bands due to hybridization of the wave functions. In LCAO
terminology (linear combination of atomic orbitals), this corresponds to summing
up the contributions of jsi, jpi and jdi states, for instance, to describe a particular
wave function. A d-type core level electron can then be excited to such energy
level by interacting with the p-type part of the wave function since the dipole
transition matrix elements are obtained by summation. The validity of the dipole
approximation implies also momentum conservation which allows, for instance in
the case of RIXS, one to study electronic bulk band structures [83].
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4.2.6.1 Examples I: Interface Engineering for Solar Cells

Ternary chalcopyrite semiconductors such as CuInX2, (X D S, Se) and their alloys
with Ga are promising candidates for terrestrial photovoltaic application in thin film
devices [84, 85]. Whereas CuInSe2 has been rather rapidly evolved as an efficient
thin film solar cell, efficient thin film cells based on the sulphide analogue have
been developed over a decade later [86]. The preparation of CuInS2 solar cells with
efficiency larger than 10% is made from Cu-rich material with deleterious Cu–S
phases, highly p-type, on the surface. The presence of covellite, CuS, leaves these
cells photoinactive and a cynide etch has been developed to remove the deleterious
phases. Since present CuInS2 solar cells are characterized by toxic components
such as a CdS buffer layer and the toxic KCN processing step, wider application is
problematic. Therefore, attempts are made to replace the toxic factors by nontoxic or
at least less toxic ones. A promising route is the replacement of the KCN etchant by
an electrochemical treatment since electrochemistry allows the well-defined steering
of processes as shown already above. Several electrochemical treatments have been
developed; most of them, however, did yield very low or only moderate (3%) solar
cell efficiencies. In an attempt to understand the origin of these restrictions, surface
analysis using X-ray photoelectron spectroscopy (XPS) was difficult to evaluate
because of the rather small changes of the Cu 2p3=2 core level (932.7 eV) and the
LMM Auger line (337 eV) for the notorious Cu2S compound and the host, CuInS2.
Cu2S (djurleite) is a remnant after the removal of covellite (CuS) and resisted
various corrosion treatments. Its removal was considered pivotal for attaining higher
solar cell efficiencies. A clearer picture of the processing with regard to Cu2S could
be obtained from NXES experiments [87] where the spectator decay from the S 3s
bands to the S 2p core levels was analysed. Figure 4.32 shows the principle energy

Fig. 4.32 Generic energy
band diagram for I–III–VI2
(ABX2) chalcopyrite
semiconductors including
symmetry points of the
I–III–VI2 Brillouin zone; on
the right hand side, the
occupied states for CuInS2
are indicated
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Fig. 4.33 Comparison of NXES data for standards and after chemical–electrochemical treatments;
the energy region of transitions from the upper valence band of the S L2;3 XE spectra for as-
deposited CuInS2 (a), a CuS reference (b), A CuInS2 crystal (c), after KCN etching of the thin
film (d) and for two (photo)electrochemical etching procedures (e) and (f) where the former was
an alkaline treatment that did not completely remove the Cu–S surface phases and the latter was an
advanced treatment in a vanadium redox electrolyte that resulted in a Cu–S free surface (see also
text) as seen by comparison with the crystal signature in (c)

band structure for ABX2 chalcopyrite semiconductors (X D S; Se), where the X
s-band (3s for the sulphide compounds, 4s for the selenides) is about 2 eV wide
and about 6 eV energetically separated from the In–X bonding orbitals (BIII–XVI

band).
Using an excitation energy of 200 eV, the spectral range of interest is given by

the valence band maximum and the core level energy for S 2p (�162 eV for the 3/2
peak). The lowest energy of the L2;3 transition is about 146 eV expected from band
structure analysis [88]. The valence band maximum is at 162 eV and the 3s ! 2p
decay peaks at the allowed 
mD 1 transition at 148 eV. Figure 4.25 shows a data
set of NXES for various treatments also comparing the effect of the cyanide etch
with the electrochemical procedures. The most marked differences are found in the
peak position around 148 eV and in the upper valence band features displayed in
the right hand side of Fig. 4.33. One sees that the unetched CuInS2 (CIS) sample,
the Cu2S reference and the CIS crystal show pronounced differences in the region
between 158 and 153 eV. The KCN etched sample shows striking similarity with
the signal from the crystal and the electrochemical treatment labelled V1-etch [89]
gives a similar result but the feature at 157.5 eV is missing. The K1-etch shows
similarity with the Cu2S reference indicating that, although CuS has been removed,
a Cu–S phase remnant remained. Indeed, cells after the K1-etch showed negligible
efficiencies whereas after the V1-etch (photoanodic treatment in vanadium redox
electrolyte) 8% solar conversion efficiency were obtained.
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The V1-etch was shown to exhibit less Cu depletion than the KCN etch and it is
assumed that the In-rich surface after the cyanide treatment plays a role in the higher
efficiency (11.3% compared to 8%).

4.2.6.2 II: Transition Metals in Biological Molecules

Metalloproteins contain transition metals as the centre for biological functions. Such
d-block elements actually determine biological functions by change of valency,
spin and by hybridization with ligands. Obtaining direct information about metal
d-states, their energy and binding environment is of considerable interest in bio-
chemistry. Optical analysis is often hampered by dipole-forbidden d–d transitions.
In XES, however, the possibility exists to excite a p-level (l D 1) and to observe the
decay d ! p which is dipole allowed. A problem with application of this technique
to biological specimen is the radiation damage. Using a rather radiation resistant
molecule, such as myoglobin and freezing them at temperatures well below 77 K,
allows identification of the valence and spin state including ligand changes as shown
in Fig. 4.34 for ferris and ferric ionic states with high- and low-spin configuration.
The dominant transition was from the metal d-states to the Fe 2p3=2 core level.
In this RIXS experiment, the fluorescence intensity is plotted vs. the energy loss
with regard to the excitation energy. The shifts are attributed to differences in the
hybridization of Fe 3d states with the ligand valence states which reveal themselves
in the excitation into unoccupied d-states and in the decay from occupied states
towards the excited core hole.

The origin of the shift of the peak in Fig. 4.34 is schematically indicated in
Fig. 4.35. The different ligands of the centre ion of myoglobin induce energetic
changes of the respective metal d-bands. In an RIXS experiment, these changes
become visible because the recombinative transition from the Fe 3d states to the
2p core level is dipole allowed. The X-ray emission lines show a change in their
frequency that is related to the metal-bonding situation. In Fig. 4.34, the energy
difference between the incoming excitation signal and the respective emitted soft
X-rays are plotted. This allows energetic assignment of the metal ion d-band

Fig. 4.34 Energy loss for
different configurations of the
centre iron at the heme site of
myoglobin: (top curve)
low-spin configuration
Fe3C–CN; (middle) high-spin
configuration Fe3C–OH2;
(bottom) low-spin
configuration Fe2C–CO
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Fig. 4.35 Energy scheme for the X-ray emission lines observed in Fig. 4.34; the decay following
excitation into unoccupied metal d-states (unocc.) from the lower occupied levels (occ.) to the Fe2p
core level is dipole allowed and ligand-induced shifts are observed in the emission hv1, . . . , hv3
due to the energetic changes of the d-band position with the ligands

positions for the different ligand configurations. The high-spin configuration is
located 0.64 eV below the low-spin configuration and the low-spin system Fe2C–CO
is energetically shifted downwards by another 1.58 eV.

Photosynthetic water oxidation sustains most life on earth, providing flora and
fauna with oxygen. The according reaction

2H2O ! O2 C 4HC C 4 e�; (4.17)

is catalyzed in the oxygen evolving complex (OEC) of photosystem II (PS II) which
contains four Mn atoms as active sites for catalytic water oxidation. The multiva-
lency of Mn (II, III, IV) provides a high degree of redox and chemical reaction
variability. RIXS on the OEC of photosystem II allows analysis of the electronic
structure of Mn within the complex and allows investigation of the question whether
oxidation can be described in a localized model using Mn oxidation states [90].
Recent results indicate that the observed shifts can be attributed to the number of
Mn d-electrons and that the changes in the spectra between the S1 and S2 states
in the OEC of PS II are related to transfer of a delocalized electron of the OEC
to the PS II. The respective electron can obviously not be assigned to just one
atom contradicting the hitherto favoured picture of localized oxidation. The problem
of radiation damage can be alleviated by moving the samples after short (in the
second time scale) measurements, but it remains a basic topic to be addressed in
future work.

4.3 Perturbed Angular Correlations for Phase Analysis:
The Cu–In–S System

In this section, we present three examples of the use of high-energy electromagnetic
radiation in materials science, biology and surface science. They use the subsequent
and correlated � -quanta emission in electron orbital capture (Sect. 2.4.) that is the
basis of the PAC method.
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Fig. 4.36 Gibbs phase triangle for the Cu–In–S system including binary and intermetallic
compounds; the extension of the homogeneity range is schematically indicated based on existing
experimental data

By crystal growth using radioactive 111In atoms, incorporated prior to preparation
of polycrystalline samples, non-cubic phases can be identified by the resulting
electric field gradient acting on the radioactive probe atoms. The method has been
introduced in Sect. 2.4, and a result for In-rich CuInS2 has been shown in Fig. 2.6.
Here, results and their evaluation of series of measurements on the various binary
and ternary In-containing phases that constitute the room temperature phase diagram
of the Cu–In–S system will be presented. Whereas the tetragonal distortion of
the chalcopyrite structure, a zincblende structure with an ordered cationic Cu–In
sublattice could not be identified by PAC indicating a cubic symmetry for CuInS2,
little was known about the extension of the homogeneity range (where the material
crystallizes as a single phase). Figure 2.6 shows signatures of foreign phases for
large In excess. By comparison with measurements on standards, these phases could
be identified as metallic In and InS.

The room temperature phase diagram of a ternary compound is derived from
Gibbs’ phase rule:

P C F D C C 2: (4.18)
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Fig. 4.37 Perturbed angular
correlations for samples with
In excess: (a) x D 0:03; (b)
x D 0:07; (c) x D 0:10 (see
also [91, 92])

It states that the number of phases (P ) and the number of degrees of freedom (F ) is
equal to the number of independent components (C ) added by two. The number of
components is obtained from the relation

C DK � .aC b/; (4.19)

where K denotes the total number of molecule types; a is the number of inde-
pendent chemical equilibria, b is the number of additional restricting concentration
conditions within one phase. Upon preparation from the binary constituents Cu2S
and In2S3, C D 3 and since one chemical equilibrium Cu2S C In2S3 , 2CuInS2
exists, P CF D 4. The vapour pressure of solids can be neglected; therefore, the
temperature is the independent parameter that can be chosen freely. Hence three
phases exist in equilibrium at room temperature. The situation is drawn in Fig. 4.36.

The Gibbs phase triangle is characterized by (pseudo) binary cuts, also called
conodes and upon preparation outside the homogeneity range of CuInS2; three
phases coexist in equilibrium at room temperature. Also shown are the binary
and ternary constituents of the system and the tie-lines (conodes), identified by a
combination of PAC and X-ray diffraction.

The phase diagram has been obtained from data, such as shown in Fig. 4.37,
where the extension of the homogeneity range in the direction between CuInS2 and
InS is investigated. It can be seen that for an In-excess of 0.03, already the signature
of three phases is found: CuInS2 (as an increasing background), In and InS.
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This states that the homogeneity range in this direction is confined to regions smaller
than x D 0:03. On the other side of the stoichiometrie point of CuInS2, experiments
have shown that up to xD �0:1, only single phase CuInS2 exists. These results
demonstrate that the homogeneity range of the compound is anisotropic within
the phase triangle. This is indicated in the insert of Fig. 4.36. The existence of a
conode between CuInS2 and InS follows from the investigation of samples with
nominal composition Cu4In5S8Cı (point 2) and the already mentioned series of
measurements on Cu1�xIn1CxS2 (see Fig. 4.37). Analysis of point 4 (Cu11In35S54)
yields conodes between CuInS2 and In6S7. The latter is additionally confirmed by
the evaluation of point 5 for Cu5In84S111. Lines that have not been directly identified
but which are very likely to exist, are drawn as dashed lines.

In the subsequent chapter, materials science aspects are extended to photonic
crystals, their basic physics including analyses of their energetic structure. Also,
the properties and characterization of biological matter, already introduced here
in Chap. 4 shortly, will be extended to photosynthesis and the properties of
semiconductor–enzyme junctions.
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Chapter 5
Photon Management: Photonic Crystals,
Photosynthesis and Semiconductor–Enzyme
Junctions

5.1 Introduction

In the preceding Chap. 4, high energy photons were applied for device fabrication
and, also, for the analysis of (photo)electrochemically modified silicon. In addition,
the use of soft X-rays in the energetic analysis of metallo-proteins and in materials
development was emphasized. The identification of the Gibbs phase triangle for
the solar material CuInS2 by a combination of X-ray diffraction and perturbed
angular correlations. In the latter, radioactive 111 In, incorporated during growth of
the material, emits ”-quanta that can be used for identification of non-cubic phases.

This chapter focuses on the features and applications of lower energy photons
with energy in the visible and near-visible spectral range. Two systems which
have found widespread interest are featured here (1) photonic crystals and (2)
photosynthesis. Both are characterized by fascinating properties. Despite their
occurrence in nature, the fabrication of photonic crystals and their related structures
is presented here by the arrangement of inorganic matter into desired structures.
The analysis of photosynthesis has provided science with a plethora of insights into
bio-organic chemistry and the related photonic processes. The further deepening
of the understanding of these complex structures has the chance to lead the way
to advanced solar energy converting systems. The hope is to develop artificial
photosynthesis systems that are more robust than the natural ones and that have
a considerably higher efficiency.

This chapter begins with a treatment on photonic crystals, their application and
shows how Cherenkov radiation can be used to analyse the photonic bandstructure.
The second part of Chap. 5 treats the (physico-chemical) processes in photosynthe-
sis, including excitation energy Förster-type transfer and ends with recent results on
junctions between semiconductors and enzymes, highlighting the development of a
photobiocathode (Table 5.1).
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Table 5.1 Overview of the content of Chap. 5

5.1. Introduction
5.2. Photonic crystals
5.2.1. Background on photonic crystals
5.2.1.1 Photonic bandstructures
5.2.2. Applications of photonic crystals
5.2.3. Beyond classical electrodynamics: soliton propagation
5.2.4. 3D photonic crystals
5.2.5. Cherenkov radiation analysis
5.3. Photonic processes in photosynthesis
5.3.1. Structural and energetic aspects
5.3.2. Photonic excitation energy transfer
5.4. Semiconductor–enzyme junctions: implications for biomimetic approaches
5.4.1. Introduction
5.4.2. Electronics and charge transfer aspects at protein–semiconductor junctions
5.4.2.1. Life cycle of a retrovirus and reverse transcription
5.4.2.2. STM imaging of enzymes on semiconducting substrates
5.4.2.3. Junction energetics
5.4.2.4. Charge transport aspects
5.4.3. Development of a photocatalytically active bio-cathode

5.2 Photonic Crystals

This subsection treats fundamental properties, such as the interrelation between
structure, dimensionality and photonic properties, followed by optical and higher
photon energy characterization. First, the fundamental properties of photonic
crystals are introduced, followed by applications, soliton propagation in photonic
crystals. Then, an example of bandstructure determination using Cherenkov radi-
ation is given, based on the electron energy losses due to emission of Cherenkov
radiation (see Sect. 2.5) by electrons travelling within the structure of photonic
band gap materials (PBGs). The energy loss dependence on direction and primary
electron energy allows a mapping of the energy bandstructure of two-dimensional
photonic crystals.

5.2.1 Background on Photonic Crystals

The description of the energy bandstructure of electrons in crystalline solids, based
on the Schrödinger equation with appropriate potentials that act on the particles
[1, 2] resembles that of so-called photonic crystals. In the latter, multiple scattering
at periodically arranged structures with modulation dimensions in the wavelength
regime of the light results in a bandstructure for photons in a certain analogy to
the electronic bandstructure in solids [3]. Based on the intensive research during
the last two decades, new devices have been proposed and, in part, already been
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realized. Due to the miniaturized feature size and high efficiency, new areas of
applications were developed, some of them will be treated below. With the advent
of nanophotonics as a research and development field [4], one is led to expect a
similarly intense development of photonics as in the history of microelectronics.

Photonic crystals are materials with a periodic variation of the refractory index.
The already mentioned analogy with the electronic bandstructure of solids, includ-
ing the formation of an absolute energy gap as in semiconductors, however, has
its limits: the electromagnetic field that describes photons has vectorial character,
whereas the electron wave functions in solids are scalar functions. This difference
results in differences in the formation of photonic energy gaps and only a few
examples exist where nature has realized photonic crystals. Among the best known
are the crystallites on butterfly wings and the shimmering appearance of opals. The
high demand on miniaturization for preparation of photonic crystals with an energy
gap near optical frequencies is an active research area that is also influenced by
military aspects [5]. Already, rather early after inception of the concept [6], the
fabrication of materials with energy gaps in the IR range in a controlled manner
[7, 8] has been demonstrated.

5.2.1.1 Photonic Bandstructures

The properties of the photon field are described by Maxwell’s equations. Consid-
ering the two curl equations which correlate the electric field E with the magnetic
field H for transverse electromagnetic waves .div E.r/ D div H.r/ D 0/

rx E.r/C i!=c H.r/ D 0; (5.1)

rx H.r/C i!=c©.r/ E.r/ D 0: (5.2)

Focussing only on so-called low-loss dielectrics, i.e. neglecting absorptive proper-
ties of the structures in the considered frequency range, the dielectric function ".r/
is not complex but real. In addition, the frequency dependence of " can be ignored
by choosing its value appropriate to the frequency range considered. Equations (5.1)
and (5.2) can be decoupled by dividing (5.2) by ", taking the curl and using (5.1)
to eliminate E(r). The resulting equation, entirely written for the magnetic field, is
called the Master equation:

rx f1=".r/ rH.r/g D !2=c2 H.r/; (5.3)

".r/ contains the information on the spatial periodic structure of the photonic crystal.
Therefore, the bandstructure is obtained by solving the master equation for a given
structure, revealed by ", to find the modes H(r) for a given frequency (energy) and
then use (5.4) to determine E(r):

E.r/ D f�ic=!".r/grxH.r/: (5.4)
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The reason for the formulation of the eigenvalue problem in terms of the magnetic
field (5.3) relates to the greater difficulty in solving a generalized eigenvalue
equation for D D " E and also, that, if one reduces the problem to a simple
eigenvalue problem, the newly introduced field F.r/ D 1="1=2.r/D.r/ is not
transverse anymore [9]. It should be noted that the operator in the master equation
is hermitian and thus leads to real eigenvalues.

The rather far-reaching analogy of the above considerations with solid-state
quantum physics allows a facilitated comprehension of the origin of the photonic
bandstructure, based on the longer existing experience with electrons in solids.
For electrons, the wavefunction is given by  .r; t/ D  .r/ exp i!t , for photons
it is described by H.r; t/ D H.r/ exp i!t . The eigenvalue problem in quantum
mechanics, using the time-independent Schrödinger equation is H D E , where
H and E denote the Hamilton operator H D –P2=2m C V.r/.P: momentum
operator –ih=2 r) and the energy eigenvalue E , respectively. The analogous
eigenvalue problem for a photonic crystalreads‚H D .!=c/2 H where‚ enotes the
hermitian operator rxf1="rxg. The electromagnetic modes of a photonic crystal
with discrete translational symmetry in three dimensions can be written as so-called
Bloch states composed of a plane wave modulated with a function uk.r/ which
expresses the periodicity of the real (not the reciprocal) lattice. Hence

Hk.r/ D eikruk.r/: (5.5)

One solves the eigenvalue problem by inserting the Bloch states (5.5) into the master
equation (5.3) and obtains the expression

‚H › D .!.k/=c/2H k; (5.6)

resulting in
‚›uk.r/ D .!.k/=c/2uk.r/; (5.7)

which gives the eigenmodes !n.k/, indexed in order of increasing frequency by
the band index n. The bandstructure is obtained by solving (5.7) by an iterative
minimization technique as described, for instance, in [10]. As in electronic band-
structure representations, the photonic bandstructure can be analogously shown in
the first Brillouin zone of momentum space, i.e. the reciprocal lattice. Figure 5.1
shows the bandstructure of a two-dimensional photonic crystal having a hexagonal
arrangement of cylindrical pores as displayed in the right-hand part of the figure.

The structure shown in the right-hand side of Fig. 5.1, dielectric pores embedded
in a medium with higher dielectric constant, and circular columns, are excellent
examples for the description of the physical, i.e. here, optical, properties of photonic
crystals. For certain spacings, this dielectric crystal can exhibit a photonic band
gap in the x–y plane. Because of mirror reflection symmetry, the modes of two-
dimensional photonic crystals can be separated into two polarizations: for the
transverse electrical field mode (TE), the electrical field is confined in the x–y
plane in Fig. 5.1, hence the polarization state can be described by the vector
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Fig. 5.1 Photonic bandstructure (left) and frequency (energy) dependent density of states (right)
of a two-dimensional photonic crystal; inserts show the assumed hexagonal lattice and the
corresponding irreducible part of the first Brillouin zone including main symmetry points in the
reciprocal lattice (see text)

.Ex , Ey , Hz/. The transverse magnetic mode (TM) is defined by the vector

.Hx , Hy , Ez/. This decoupling of the polarizations of the electromagnetic field
results in separate bandstructures for the TE and TM modes as shown in the left-
hand side of Fig. 5.1. Here, the notation H-pol. stands for a polarization of the
electrical field perpendicular to the axes of the pores or rods, i.e. denotes the TE
mode. Consequently, the term E-pol. describes the TM mode where the electrical
field is parallel to the pores. One sees from the figure that the photonic gap occurs
between bands of the TM modes and that a different band gap results from bands
attributed to the TE mode. As a general rule, it can be shown that TM band gaps are
dominating in a lattice of isolated high " regions such as in a square lattice of rods,
and TE gaps are favoured in a connected lattice [9]. Therefore, a structure consisting
of a square lattice of dielectric columns, for instance, possesses an energy gap in the
TM modes but not in the TE modes. Oppositely, a square lattice of high dielectric
constant veins exhibits a gap in the TE modes but not in the TM modes due to the
interconnectedness of the veins (see Fig. 5.2).

For a more quantitative explanation, the so-called fill factor is considered. It is
defined as the fraction of electrical energy located in the high – " regions

f D
�Z

V.high "/
E�.r/D.r/d3rg

	 .�Z

E�.r/D.r/d3r
	

: (5.8)
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Fig. 5.2 Structures for
two-dimensional photonic
crystals; (top) square lattice
of rods, (bottom) square
lattice of veins;
shaded/darker regions have
high dielectric constant; a:
rod distance, R rod radius

Table 5.2 Fill factors for the
dielectric and the air band at
the X-point of the Brillouin
zone of the structures shown
in Fig. 5.2

Dielectric band TM mode TE mode

Rods 0.83 0.23
Veins 0.89 0.83
Air band
Rods 0.32 0.09
Veins 0.77 0.14

Historically, one distinguishes the dielectric band (in analogy to the valence band of
a semiconductor) and the air band (conduction band) denoting low " regions, which
are often air in pores, etc. The fill factors for the lowest two bands at the X point of
the square lattice of rods and veins are given in Table 5.2.

For the rod arrangement, the fill factor difference between the dielectric and the
air band in the TM mode is 0.6, whereas it is only 0.23 for the TE mode. This
difference of the energy distribution in consecutive modes is responsible for the
occurrence of a photonic gap in the TM mode at the X point. In case of the vein
structure, the connectedness of the high dielectric constant regions results in a rela-
tive gap in the TE mode as can be seen by the fill factor difference between the two
bands in the TE mode amounting to 0.69 whereas it is small (0.12) in the TM mode.

An early problem was to design and realize a two-dimensional structure with
an absolute gap, thus having a photonic gap in the TM mode as well as in the TE
mode. So far, it was shown that TM band gaps are favoured in a lattice of isolated
high " regions whereas a TE gap is favoured by connected high " egions. About
two decades ago, the first solution to this problem was found [11]. The proposed
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Fig. 5.3 fcc type 2
D-structure with an absolute
photonic energy gap; shaded
area: veins; dotted area: spots
as indicated; the circles
indicate air columns

Fig. 5.4 Schematic after an SEM image of a photoelectrochemically produced macropore array
in Si (100); right image shows magnification; pore width: 6:2�m, pore pitch: 8�m (see [8])

structure consisted of a triangular lattice of air columns according to the diamond
structure with a two atomic basis as shown in Fig. 5.3.

As can be seen from Fig. 5.3, this structure provides a compromise in the sense
that one can imagine it to consist of two types of high " regions: isolated spots and
linked veins as indicated in the figure. A typical result is shown above in Fig. 5.1.
The fundamental gap is seen to lie within the TM modes. The value of the energy
gap is important for any envisaged application. Due to the linearity of the Maxwell
equations, photonic bandstructures are scalable in frequency (energy) space. This
is an important property since it means that if one changes the dimensions in ".r/,
the frequency eigenvalues (see (5.6) and (5.7)) scale inversely proportional to the
distance of the “dielectric atoms” of a given structure. For photonic band gaps in
the IR to visible spectral range and beyond, considerable miniaturization of the
structures is needed.

Figure 5.4 shows an arrangement of so-called macropores in a Si (100)-oriented
crystal that has been fabricated photoelectrochemically. The structure has an
absolute photonic gap of 4:9 �m [8]. The transmission of such a structure has been
calculated as well as measured in � –M direction according to the insert in the right-
hand side of Fig. 5.1. The result is shown in Fig. 5.5. One finds as discussed above,
a larger energy gap in the TE mode and the absolute gap, due to the TM mode, is
about half of the TE value as indicated by the dotted line in the figure.
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Fig. 5.5 Comparison of
calculated (dashed–dotted
line) and measured FTIR
transmission (full line) for an
fcc 2D photonic crystal with
air columns in silicon. The
TE mode (H-polarization) in
� –M direction is analysed;
R: radius of the pores, a:
distance between centre of
two pores; R=a D 0:438;
a D 1:55�m; dotted vertical
line indicates the value of the
complete photonic gap (CPG)

Using silicon as base material, an important aspect is the non-negligible
absorbance of Si above its band gap energy. The preposition of a purely real
dielectric constant is then violated. This leads to a reduction of the dielectric
contrast between, for instance, air and silicon, resulting in less pronounced photonic
gaps.

Finally, we inspect the density of states distribution in Fig. 5.1 (shown on the
right). For a given frequency, the DOS is calculated from the summation over all
bands and integration over the first Brillouin zone:

N.!/ D
X

n

Z

1stBZ
d3kı.! � !n.k//: (5.9)

In analogy to electronic energy bandstructure regions with low dispersion (rather
flat bands in the E.k/ representation of the reciprocal lattice) are characterized by
a high DOS. The top of the dielectric band and the bottom of the air band exhibit,
related to their free particle-type dispersion, a rather low DOS. One should also note
the distinct differences in the TM and TE mode DOS.

Light propagation within the photonic gap resembles electron propagation in
solids in relative (metals) and absolute (semiconductors, insulators) energy gaps: for
given energy and momentum there are no extended states in the photonic gap. Such
modes are called evanescent, decaying exponentially as described by their complex
wave vector. The term e�kz modulates the solution given in (5.5), where 1/k is the
decay length given by the imaginary part of the wave vector k. Evanescent modes,
although being solutions of the eigenvalue problem, do not satisfy the translational
symmetry requirement of the periodic crystal. They cannot be excited in an ideal
infinite crystal, but a defect or an edge of an otherwise perfect structure can sustain
such a mode. In this case, localized modes within the photonic gap can be created
intentionally, for instance.
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Fig. 5.6 Schematic after an
SEM image of a one-
dimensional wave guide
structure made with silicon
on a silicon on insulator
(SOI) substrate

Fig. 5.7 Calculated (dotted
line) and measured
transmission (full line,
normalized to scale) of the
structure shown in Fig. 5.6;
note the high transmission
and the narrow spectral range
within the photonic gap

5.2.2 Applications of Photonic Crystals

Applications using lower dimensional photonic crystals, such as dielectric mirrors,
resonant cavities and waveguides encompass stacks of layers, periodic in one
dimension (Bragg stacks) or the fabrication of a one-dimensional Si wave guide
structure on an SIO (silicon on insulator) substrate [12], for example. The waveguide
with a diameter of 0:5 �m has been structured by X-ray lithography such that a
periodic arrangement with a well-defined isolated defect has been created (Fig. 5.6).
Similar to a Fabry–Perot resonator, the four periodically arranged holes at each side
of the defect are each forming a dielectric mirror. At the resonance wavelength
�R D 1; 560 nm, exactly one-half of the wavelength fits in between the two
mirrors. The structure can be viewed as a resonator of rather high quality with the
resonance frequency given by the chosen dimensions. The measured and calculated
transmission is shown in Fig. 5.7 where the resonance function is confirmed.

As shown in Figs 5.6 and 5.7, a point defect leads to localized states within the
photonic gap. A wave, resonant to the eigenfrequency of such a defect, cannot leave
in the direction perpendicular to the pore or rod structure, it becomes localized. An
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Fig. 5.8 Schematic of SEM
images with line defect
structures prepared in
macroporous Si; (a)
waveguide, (b) integrated
beam splitter

arrangement of successive point defects leads to defect bands within the photonic
gap and allows one to realize wave guides of almost arbitrary shape. As an example,
such structures made using macroporous Si are displayed in Fig. 5.8.

Propagation by excitation of the resonance frequency of these defect bands
is restricted to the defect lines. This possibility, to lead photons almost without
loss around corners and winds, allows (upon increased miniaturization and with
sufficient compatibility to existing technology) an “optical wiring” on a micrometer
and submicrometer scale for new computing technologies.

5.2.3 Beyond Classical Electrodynamics

Among the various aspects where the properties of photonic crystals cannot be
explained by the Maxwell or Master equation alone (see (5.3)–(5.5)), we select
two examples which are (1) of relevance in information technology for optical
signal transmission in fibres and (2) relate to the quantum electrodynamics concepts
described in Chap. 1, in particular to cavity quantum electrodynamics which allows
to manipulate, for instance, the spontaneous emission rate of atoms (compare
Sect. 1.4.3).

As carriers of information, solitons have been recognized as well-suited wave
packets or pulses. It is their temporal stability that makes them particularly attractive
because they allow to transmit signals over large distances at ultrahigh pulse rates.
These properties are related to solitons being shape invariant during propagation,
i.e. dispersion free. Signals can be transmitted without smearing out of successive
pulses.
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A soliton, in brief, is a wave packet or pulse that is self-reinforcing during
propagation, so that it maintains its shape while travelling at constant velocity. In
optics, solitons are solutions of the nonlinear Schrödinger equation. They result
from an intricate balancing between group velocity dispersion and Kerr non-
linearity. The former results from the fact that generated pulses have a non-zero
bandwidth and that the medium they travel in has a frequency-dependent refractory
index n.!/. This is actually the main problem that limits the transmission bit-rate
in optical fibres. The Kerr effect [13] is the change of the refractory index n of
a medium due to an electric field. For the AC- or optical Kerr effect, the electric
field of the impinging light induces the change in n. This change 
n induces a
phase shift that itself results in a frequency shift as shown for a Gaussian pulse
profile in Fig. 5.9b where group velocity dispersion (Fig. 5.9a) has been neglected
for explanatory reasons. It can be seen that the leading edge of the pulse shifts to
lower frequencies, the peak centre shows a linear behaviour where !.t/ D !0Ca 
 t
and the trailing edge is blue shifted (higher frequencies). This effect, named self-
phase modulation, creates extra frequencies thus broadening the frequency spectrum
of the original pulse in a symmetric manner. The influence of dispersion in a
medium will act differently on the different frequencies: whereas in a region of
normal dispersion where n increases as � decreases (! ncreases), the red portions
of the spectrum have a larger group velocity than the blue ones making the pulse
front move faster than the tail thus broadening the pulse in time (see Fig. 5.9a). In
case of anomalous dispersion, the wavelength dependency of n is inverted resulting
in pulse compression. If the pulse broadening due to self-phase modulation in a
region of normal dispersion is balanced by the pulse compression due to anomalous
dispersion, a temporal solitary pulse exists that travels without spreading. Since non-
linear effects in optical fibres made of fused silica exist even at low power levels,
they can be used to create optical solitons [14].

Soliton propagation in photonic crystals is based on so-called gap-solitons,
studied initially for one-dimensional structures. Typically, a pulse whose carrier
frequency is located within the energy gap of a photonic crystal is used. If the pulse
is intense enough, the change of the refractory index n (or ") can induce a local
change of the photonic bandstructure in such a way that the carrier frequency of the
pulse becomes allowed by being energetically located outside the photonic gap for
the given pulse time. The pulse is then creating its own transmission channel during
its propagation.

In higher dimensional photonic crystals, the peculiarities of the bandstructure
offer various possibilities which will be shortly mentioned. In 2D and 3D PBGs, the
magnitude of the photonic gap differs for different high symmetry directions and
the corresponding modes of the crystal possess different symmetries. This results
in principle in a variety of soliton types with different threshold intensities and
propagation velocities [15]. It should therefore be in principle possible to switch
on a second soliton with a primary one which, due to its intensity, opens up an
otherwise forbidden channel defining thus also the direction. Since this “defrosting”
and “freezing” takes place on a picosecond time scale, the phenomenon is ultrafast
and suggests the principle possibility of optical transistor action.
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Fig. 5.9 Group velocity dispersion for a Gaussian-shaped pulse (a) and self-phase modulation
(b) for the idealized situation that the medium shows the Kerr nonlinearity but that the refractory
index n does not depend on frequency

5.2.4 3D Photonic Crystals

Considering the large number of possibilities to create three-dimensional photonic
crystals, those which exhibit an absolute energy gap are of particular interest. As
already mentioned, structures that contain connected networks of dielectric spots
are promising candidates. From the insights gained by studying the properties of
two-dimensional photonic crystals, the design of a three-dimensional fcc photonic
lattice, with air spheres (radius r) in a high " region appeared to be a promising
candidate structure. It is, however, not only the so-called dielectric contrast, defined
by the ratio of the dielectric constants of the high- and low-" regions, but also
their spatial overlap. In Fig. 5.10, no complete photonic gap exists despite a high
dielectric contrast of 13. The occurrence of an absolute gap depends, in this
structure, on the ratio of the radius of the air spheres compared to the lattice constant.
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Fig. 5.10 Photonic bandstructure for dielectric contrast "high="low of 13; note that despite the high
contrast, an absolute gap is not observed; shown is the usual irreducible part of the first Brillouin
zone for fcc lattices

Fig. 5.11 Photonic bandstructure for a three-dimensional fcc arrangement of air spheres in a host
of " D 13; r=a D 0:325

Figure 5.11 shows that an absolute gap is obtained for the ratio r=a D 0:325

where r denoted the radius of the sphere and a is the lattice constant. The according
photonic bandstructure is shown in Fig. 5.11. With the used r=a ratio of 0.325, most
of the volume of the structure (81%) is air. Although it should be possible to realize
such a structure with colloids, the differences in refractory indices are too small
to allow the existence of an absolute energy gap. With metal islands or spheres,
one encounters the difficulty of additional absorption. The limiting condition for the
ratio of the refractory indices is � D nh=nlow > 2:9 [16]. Therefore, the initially
fabricated artificial matrix made from infiltration and successive selective removal
of an opal with TiO2, for instance, did not show an absolute gap since, in this case,
� D 2:7 [17].
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Fig. 5.12 Schematic of a
realization of a 3 D photonic
crystal with an absolute
energy gapin the IR; note that
this so-called Lincoln log
exhibits a different photonic
bandstructure than that shown
in the above figure. The stack
is made from Si slabs with a
width of about 1:5�m

An early realization of a 3D crystal with an absolute gap used a so-called Lincoln
log structure which is shown in Fig. 5.12. The dielectric “logs” form a face-centred
tetragonal lattice that can be imagined as an fcc lattice that has been compressed
or extended in the [100] direction. In the vertical direction, the unit cell extends
over four planes. The photonic gap of this structure lies in the infrared region at a
wavelength of �12�m [5]. Taking logs with " D 13 in air, an absolute photonic
gap in the region between !a=2 c D 0:47 and 0.56 occurs with the maximum of
the lower band at the X point and that of the higher band at the L-point.

5.2.5 Cherenkov Radiation Analysis

In Sect. 2.5, the basic aspects of Cherenkov radiation have already been described.
Recapitulating, this radiation is characterized in conventional materials by the
following properties (1) it occurs for velocities of charged particles that exceed
the phase velocity within the medium; (2) the propagation is only in the forward
direction; and (3) a conical wavefront exists that points in the forward direction
of the moving particle. Deviations from this behaviour are expected in so-called
negative index materials that exhibit negative permittivity and permeability that
have been introduced in Chap. 3 [18] where Snell’s law is reversed near or in
periodic structures where Bragg scattering of light can result in radiation without
velocity threshold (Smith–Purcell effect [19]). In photonic crystals, complex Bragg
scattering processes can occur and the Cherenkov radiation originates from coherent
excitation of the crystal’s eigenmodes by the moving charged particle. In this case,
the radiation results from, both, the transition radiation that occurs upon crossing a
boundary or when the charge travels in an inhomogeneous dielectric [20] and from
conventional Cherenkov radiation.

The eigenmodes, e.g. the energy bandstructure of photonic crystals and the
resulting optical properties, can be at least partly analysed by the energy losses expe-
rienced by an ultrafast moving electron due to emission of Cherenkov radiation [21].
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Fig. 5.13 Geometric
arrangement for EELS
measurements on a porous
alumina matrix; pore
diameter and depth are
indicated in the figure;
A, B, C refer to different
positions of the electron beam
penetrating the pore without
propagating in the material;
only the geometry of a single
pore of the array is shown

Experimentally, optical properties of solids have been routinely investigated by
electron energy loss spectroscopy (EELS) [22], performed in electron microscopes
by energy analysis of fast electrons that have been traversed a sample. The initial
experiments have been performed on a 2D photonic crystal, porous aluminastruc-
tures that were prepared by an established anodization process of Al in acidic
solutions at rather high anodic potentials. The 1:4 � �m-thick Al2O3 sample was
analysed using 200 keV electrons with a 2-nm beam diameter that travelled inside
the pores of about 60-nm diameter as shown in Fig. 5.13. The resulting energy loss
spectra for the different trajectories indicated in Fig. 5.13 are displayed in Fig. 5.14.
All spectra are characterized by a pronounced maximum at a loss energy of about
7 eV. As this peak is located within an energy range where Al2O3 is very weakly
absorbing .O".!/ D 3:76 C 0:03i/, the feature must be due to the coupling of
radiation modes of the sample to the charge moving along the respective trajectories.
As can be seen from the experimental data, the peak is best resolved for a centre
beam travelling through the porous alumina. For beam trajectories closer to the
inner pore surface, the feature is somewhat blurred by the higher energy surface
plasmons [23] as the beam gets closer to the pore walls.

This effect can be described in more detail by consideration of different pore
structures as shown in Fig. 5.15. Here, a single pore is contrasted with a pore-shell
structure and an array of seven concentric nanopores. For the single pore and the
pore–shell structure, the dotted lines show theoretical calculation of the electron
energy loss probability. The pore–shell structure has been taken as an approximation
of the concentric pore arrangement to describe so-called guided modes where the
outer shell radius corresponds to the average interpore separation in the array that is
shown in Fig. 5.15. The theoretical model uses the retardation force, acting on the
electron which results from the electric field induced by the moving electron and
the frequency-dependent dielectric function of alumina. Electron motion along the
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Fig. 5.14 Electron energy
loss spectra measured using a
scanning transmission
electron microscope with
200-keV electron primary
energy (see text)

Fig. 5.15 Geometries for Cherenkov radiation experiments and their simulation as shown in
Fig. 5.16; the grey areas represent the porous alumina host material; left: single pore; middle: core-
shell structure; right: concentric pore array with a centre nanopore surrounded by six pores (see
text)

single pore results in a rather featureless spectrum because the Cherenkov radiation
can leak away from the pore. In the cylindrical pore-shell configuration, guided
modes exist that result in the maximum near 7 eV, as measured experimentally
(Fig. 5.16, curve A). The corresponding dashed–dotted line shows a resonance
at this energy and the solid curve in Fig. 5.16 gives the data for the seven-pore
arrangement.

The comparison of the energy bandstructure for localized electron beams in
infinite crystals is shown in Fig. 5.17 where the bandstructure and the energy loss
function are compared. Electrons moving along the z-axis (parallel to the cylinders
that represent the nanopores) can be described as point-like sources:

ı.z � vt/ D
X

exp.ikz � ikvt/; (5.10)

where k denotes the wave vector (see for instance Figs 5.1 and 5.10). The relation
between energy (frequency!) and the z-component of the momentum of the excited
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Fig. 5.16 Calculated electron energy loss curves for 200-eV electrons moving at the centre of a
pore with different environment (compare also Fig. 5.15); SP single pore, CS core-shell structure,
PA pore array with six pores concentrically oriented around the centre pore where the electrons
move

radiation that is allowed in the sample, kz, is then given by E D kz v. Although most
main features of the calculated DOS are reflected in the spectrum, the agreement is
not complete. Whereas the peak of the DOS at 8.3 eV is also found experimentally,
the higher energy maximum of the DOS is not well reflected in the EEL spectrum;
the structure at 7 eV occurs in the spectrum albeit with more broadening. The
reasons might be related to imperfect porous alumina matrices and size and distance
dispersion of the nanopores as well as to the electron beam alignment.

5.3 Photonic Processes in Photosynthesis

Photosynthesis is the process on which life on earth depends directly or indirectly.
It uses sunlight, water and carbon dioxide to produces the oxygen in the atmo-
sphere (as a by-product) and carbon dioxide fixation results in the formation of
carbohydrates. In this section, the focus is on mechanistic aspects of the energy
conversion processes in the catalytically active centres, photosystems I and II.
A slightly simplified overall reaction scheme is given in (5.11):

6CO2.g/ C 12H2O.l/ C 24 hv ! C6H12O6.l/ C 6O2.g/ C 6H2O.l/; (5.11)

where the light-induced reaction is

12H2O C 24hv ! 6O2 C 24HC C 24e�; (5.12)



174 5 Photon Management: Photonic Crystals, Photosynthesis

Fig. 5.17 Comparison of the calculated DOS (density of states) of a 2D photonic crystal with
geometry as shown in the inset on the left image with the resulting projected density of states upon
excitation with electrons of kinetic energy 200 keV (vel D 0:7c), for which the dispersion relation
E D kzv holds, indicated by the dotted line in the left-hand figure; the horizontal arrows connect
the 2D bandstructure with the DOS (full line in the right-hand figure); the DOS (left image) is
shown in two grey tones that correspond to low (light grey) and high (darker grey) DOS; the upper
part is not specified because it does not intersect with the electron dispersion; the dashes line
corresponds to the limiting velocity of the light, c, e.g. E D kzc; the measured electron energy
loss spectrum (EELS) is given by the dotted line in the right-hand part of the figure

The dark reaction, the carbon dioxide fixation, is

24HC C 24e� C 6CO2 ! C6H12O6 C 6H2O: (5.13)

The energy of the photons from sunlight that are used in the process is defined by
the absorbing centres and will be discussed below.

5.3.1 Structural and Energetic Aspects

The primary steps in photosynthesis are the so-called light harvesting and charge
separation. For light harvesting, all photosynthetic organisms contain antenna
complexes. The function of these pigment–protein complexes is to absorb sunlight
and to transport the excitation energy to the photosynthetic reaction centre (RC)
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where charge separation occurs. The peripheral components of light-harvesting
complexes II and I (LH II, I,respectively) absorb at higher energy, and the core
components absorb at lower energy. LH II, which surrounds LH I, absorbs light
at a high photon energy by chlorophyll molecules and carotenoids. The excitation
energy is then rapidly (time scale: ps) transferred within LH II and subsequently
to LH I which surrounds the RC that absorbs at longer wavelength. Thus, the RC
can trap the electronic excitation of LH II. The energy cascade described provides
a means to funnel energy from the outer regions of the antenna complex to the
RC. The RC accepts the excitation energy through its own chlorophyll molecules.
Energy transfer from the light-harvesting complexes to the reaction centre occurs
within <100 ps and with an efficiency of �95%. To achieve this high transfer
efficiency, the thermally relaxed excitations must conserve the photon energy and
suppress fluorescence.

The structural arrangement of plants and algae with regard to the photosynthetic
reaction has been described extensively [24, 25]. Here, the emphasis is on the
structural aspects of the two photosystems and of the reaction centre. In photosystem
II, the oxygen-evolving complex and its photonic excitation is of interest. Similarly,
the structural properties of photosystem I, where hydrogen can be evolved, and its
energetics will be treated. Figure 5.18 shows a schematic overview of the interaction
of the photosystems with light and of the basic consecutive processes where photon
energy is converted into (storable) chemical energy.

Following photon absorption by the antenna complexes, the energy is transferred
to the reaction centre where charge separation occurs. This energy transfer and the
charge separation will be treated in more detail below. At the active site of the

Fig. 5.18 Schematic of photon absorption, excitation energy transfer and electron transfer chain in
the photosynthesis process involving photosystem II (catalytic site 1) and photosystem I (catalytic
site 2); note that besides carbohydrate formation, proton reduction to molecular hydrogen is
indicated at catalytic site 2
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Fig. 5.19 Schematic
arrangement of
light-harvesting complexes
LH I and LH II around the
photosynthesis reaction
centre RC; the heterodimeric
enzyme is shown in two
different shadings in the
centre of LH I and the active
site is visualized by a light
grey ellipse

catalytic proteins (enzymes), oxidative water splitting (catalytic site 1, PS II) or
hydrogen evolution, for instance, (catalytic site 2, PS I) takes place via complex
processes that have not yet been fully elucidated. Figure 5.19 shows a schematic
of the light-absorbing antenna complexes and their structural arrangement around
the reaction centres. The above-mentioned light-harvesting complexes I and II are
indicated in the figure. The light is absorbed in the LH II molecular rings and
the photon energy is transferred via the LH 1 complex to the reaction centre (see
schematic in Fig. 5.18) which consists of a heterodimeric enzyme with its active
site.

The structure of green plant LH II is represented in Fig. 5.20. The complex
LHC-II is a trimer, consisting of three almost identical subunits. Each subunit
contains 14 chlorophylls (eight chlorophyll a, six chlorophyll b), four carotenoids
(two luteins, a neoxanthin and a violaxanthin) and two lipids. The chlorophyll
molecules are arranged such that their excitation energy can be transferred without
loss to another molecule. Carotenoids have an antenna as well as a protection
function but their contribution to the overall light harvesting is rather small.
The conjugated �-systems of the lutein-molecules, located in the centre of the
monomer, are arranged parallel to the neighbouring chlorophylls in such way that
the deleterious chlorophyll-triplett-states are avoided.

The pigment molecules are embedded in hydrophobic so-called apoproteins
(Fig. 5.20) which results in a change in their chemical properties. As a consequence,
the pigment molecules are able to absorb the sunlight over a broader spectral range
depending on their interaction with the protein where they are embedded and more
of the incident solar spectrum can be used for energy conversion.

Generally, the light-harvesting systems of both photosystems contain distinct
pigment–protein complexes that not only maximize the efficiency of absorption but
also that of the energy transfer. Figure 5.21 shows absorption spectra for the pigment
molecules chlorophyll a, b and for carotenoids.

Figure 5.21 shows that chlorophyll absorbs in the red and blue spectral region,
resulting in reflection of green light upon illumination with white (solar) radiation.
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Fig. 5.20 Top view from the
stromal side of the LH 2; the
colour code is grey:
polypeptides (apoproteins);
cyan: Chlorophyll a; green:
Chlorophyll b; orange:
carotenoids; pink: lipids (after
[26])

Fig. 5.21 Absorption spectra
of chlorophyll a, b and of
carotenoids; Chl a is a
reaction centre pigment, Chl
b an antenna pigment (higher
absorption onset)

Chlorophylls consist of a hydrophylic part, e.g. the tetrapyrole ring that contains a
Mg atom, and a hydrophobic phytol tail. Accordingly, the photosynthetic pigments
are amphipathic which allows their integration into membranes and hygrophobic
domains of membrane proteins. Chl a and b are structurally identical except that
they differ by the substitution of a CH3 group by a CHO group at the outer part of
the tetrapyrole ring, respectively.

The reaction centre (see Fig. 5.19) comprises an active site which consists of a
Mn4O4 
 
 
 Ca cluster in case of PS II and of an Fe–Ni cluster, for example, in PS I.
Figure 5.22 shows a schematic of the arrangement for PS II where the Mn–O–Ca
cluster and the surrounding protein complex catalyse the oxidation of water (5.12).

The analysis of the functioning of this Mn–O–Ca complex for light-induced
water splitting comprises the identification of oxidation states and the assessment of
the overall energetics treated below (see Fig. 5.25). Excitation energy transfer occurs
from the light-harvesting complexes and results in a chain of excited states that leads
to water electrolysis with oxygen evolution as a byproduct. In the so-called Joliot–
Kok diagram [27,28], the oxidation states are labelled S1 ! S4 and a corresponding
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Fig. 5.22 Structural
arrangement of the active site
of the enzyme water oxidase
of photosystem II; grey
circles: oxygen atoms; A–D:
differently positioned Mn
atoms

Fig. 5.23 Joliot–Kok scheme for the oxidation states of the Mn–O–Ca cluster of photosystem II;
roman numerals indicate Mn oxidation states; S defines collective oxidation states; “note that S3 is
described by an oxidation that is likely stored in the proximity of the Mn cluster (indicated by the
asterix) but not by direct oxidation of the remaining Mn (III) atom” and that S4 is not identified.
The steps from S0 to S4 are light-induced; the roman numerals refer to the Mn oxidation state (from
II to IV) and the subscript to the number of Mn atoms

oxidation cycle is shown in Fig. 5.23. Electron paramagnetic resonance (EPR) and
X-ray absorption spectroscopy have provided the basis for the scheme in Fig. 5.23.
Upon successive photon absorption by photosystem II, a stepwise progress from the
initial state, S1, towards the more oxidized S2 and S3 states takes place until the
hypothetical intermediate S4 is reached which is precursor state for the release of
dioxygen. Also, the reduction of the oxidized complex to the state S0 occurs in this
step and the cycle begins again. The experimental evidence supports the view that
Mn oxidation states cycle largely, although not necessarily exclusively, between the
Mn(III) and Mn(IV) oxidation states. There is the possibility that S0 consists of Mn
II III IV2.

It should be noted that there is still an ongoing debate about the nature of some
of the states Sx . This is partly related to analyses based on X-ray diffraction [29]. In
addition, more insights have been obtained using EPR analyses [30].
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Fig. 5.24 Active site of a
Fe–Ni hydrogenase of
photosystem I; cys cysteine
labelled according to position
on the peptide; black circles:
C; grey circles: N; hatched
circles: O; Fe, Ni, S as
indicated

The analogous metallo-complex for PS I is displayed in Fig. 5.24. Here, the
selected structure is a hydrogenase with an Fe–Ni active site. Hydrogenases catalyse
the reversible oxidation of molecular hydrogen and are thus able to reduce protons
that have been generated at PS II during water oxidation to H2. The Ni–Fe hetero-
binuclear site has an inter-atomic distance that changes from about 0.29 nm in the
oxidized, inactive form to �0:25 nm in the reduced active form. As can be seen
from Fig. 5.24, the Ni–Fe core incorporates two terminal thiolates and two bridging
thiolates at the Ni site. The bridging thiolates are bound to a Fe.CN/2CO fragment.
For artificial photosynthesis approaches that focus on light-induced hydrogen
generation, the synthesis of similarly structured complexes is one of the strategies
that are pursued.

The overall energy schematic of photosynthesis is known as the Z-scheme [31]
and it usually describes the excitations and products that occur in the photosynthesis
process on an electrochemical scale as shown at the ordinate in Fig. 5.25 where
potentials are given relative to that of the normal hydrogen electrode.

In PS II, the oxidation of water by the excited Mn–O–Ca complex (Fig. 5.22) is
accompanied with an energy increase of the electrons, extracted from water (increas-
ing cathodic potentials are equivalent to electron energy increase). The photonic
energy corresponding to 680 nm is 1.82 eV and the corresponding energy increase
can be read from the ordinate in Fig. 5.25 where also the excitation of PS I by a
slightly lower energy (1.77 eV) is shown. The oxidation of the active complex of
PS II produces an excited ground state with successively oxidative charges, labelled
hC that leads to water splitting as shown in Fig. 5.23 if the energy requirements
for photolysis are met. For the system at physiological pH, the thermodynamic
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Fig. 5.25 Z-scheme of the energetic conditions of photosystems I and II upon excitation with
photonic energy from the pigment molecules of the light harvesting complexes; P 680� and P 700�

denote the excited reaction centres that absorb at 680-nm and 700-nm wavelength, respectively; the
term “photonic energy” is used here to express that the active sites are not directly excited by light
but that photon energy is transferred to them

value for O2 evolution is C0:81V vs. the normal hydrogen electrode (NHE). The
level for the reaction centre of PS II is more positive, thus enabling the consecutive
oxidation following the Kok cycle. The excited electrons from PS II are transported
to PS I via quinines, a cytochrome b6f complex and plastocyanin (not explicitly
stated at the arrow between the photosystems). The electrons lose energy along this
transport chain, partly due to the production of ATP (adenosine triphosphate) from
ADP. In PS I, the electrons are again photonically excited, as shown in the above
figure, for transfer to the active site where NADPHC can be reduced to NADPH
(nicotinamide adenine dinucleotide phosphate), entering the Calvin cycle where
CO2 fixation occurs [32]. The present interest in the preparation of bioanalogue
systems that generate hydrogen is indicated in the figure by the reduction of protons
from the process to H2.

5.3.2 Photonic Excitation Energy Transfer

The principle processes that govern the energy transfer from the absorbing pigments
to the reactive sites are shortly reviewed. The structure and the function of the
antenna complexes are closely interrelated, forming the so-called funnel for highly
optimized photon energy capture by the catalytically active site. The number
of the peripherical LH II antenna complexes depends strongly on environmental
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Fig. 5.26 Schematic for the
photon energy transfer via
light-harvesting complexes to
the photosynthesis reaction
centre; light is absorbed in the
antenna complexes LH II by
the chlorophyll–polypeptide
complex where the inclined
lines shall symbolize the
chlorophyll molecules and the
grey area the protein matrix

conditions such as the available light intensity level. Under low illumination levels,
a larger number of LH II complexes are found which increases the effective area for
light harvesting.

Figure 5.26 shows a rough schematic of the spatial energy transfer chain of the
photosynthesis apparatus. As also shown in Fig. 5.19, the core complex LH I that
contains the reaction centre (RC) complex is surrounded by the peripherical antenna
complexes LH II in a two-dimensional arrangement. Upon photoexcitation of the
absorbing complexes in LH II, the excitation energy is transferred via LH Ito the
reaction centre. The lifetime of the fluorescence of the LH 2 complexes is in the 1 ns
range and the transfer to the LH 1 complexes takes place within 5–10 ps. Therefore,
the fluorescence of the LH 2 complexes can only be determined on isolated samples.
The energy transfer from LH 1 to the reaction centre has time constants in the range
5–25 ps [33].

Because the nanoscale dimensions of photosynthetic protein pigment complexes
result in strong pigment–pigment interactions, optical excitations can be described
by a generalized Frenkel exciton model as will be shown below. Excitation processes
in macromolecular ensembles that consist of virtually identical absorbing molecules
can typically not be assigned to individual molecules. Therefore, localized states
do not provide an appropriate basis for the description of the excitation of
such aggregates. Rather, the eigenstates of the system are expressed as coherent
superpositions of the localized excitations. In analogy to the Bloch states of solid-
state crystal lattices, the states of the ensemble of N molecules, where molecule n
has been excited, are described by

jki D 1p
N

XN

nD1 ei2 k n
N jni : (5.14)
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Fig. 5.27 Schematic of the exciton concepts for delocalized and localized electron–hole pairs in
bulk materials and the concept transfer to nanoscale materials

The states jki represent so-called Frenkel excitons and the excitation energy is
delocalized over all molecules. In the nearest neighbour approximation where the
intermolecular interaction is restricted to adjacent molecules, the exciton energy is
given by

E.k/ D Eo C 2J cosk
2 

N
; (5.15)

where J denotes the interaction energy .Jn;nC1 D Jn;n�1 D J / and Eo is the
photonic excitation energy. In Fig. 5.27, a scheme is shown in which the traditional
excitonic models of Wannier and Mott are contrasted to that of Frenkel. Due
to the reduced electrostatic interaction in materials with high dielectric constant,
Wannier–Mott excitons represent the delocalized mode in crystals, whereas Frenkel
excitons are spatially closer bound. In nanosystems, a more general approach should
comprise the key features needed to describe the excited states of a molecule as well
as that of an extended system as shown in the figure below.

Such more general description in nanosystems can be derived starting from
a delocalized description and introducing quantum confinement or by using the
Frenkel model of a localized (tight binding) formulation and introducing a certain
amount of delocalization as was done above. An important feature of the photo-
synthesis light-harvesting system is revealed by considering the optical transition
probabilities: for absorption of sunlight, electrical dipole transitions must be allowed
and the transition dipole moment between a ground state jgi and an excited state
jki must be non-zero. Because of the series development of the Frenkel exciton (see
(5.14)), the transition probability differs substantially from that of a single localized
state. The transition matrix element M which enters the transition probability as
jM j2, has the form

M.k/ D hgjP jki D 1p
N

XN

nD1 ei2 k n
N hgjP jni : (5.16)
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The sum is non-zero only if the contributions from individual transition moments
m.n/ D hgjP jni are coherently superimposed such that constructive interference
occurs. Besides the individual phases, given by the quantum number k, it is also the
spatial arrangement of the absorber molecules within the aggregate that defines the
transition probability.

In real systems, the chemically equivalent molecules have somewhat different
environments which results in differences in the excitation energy thus widening
the absorption bands of the ensemble, resulting in better spectral harvesting of the
solar light. This modification is included by the term 
n in the value for E0 in
(5.15) and it describes the deviation of the excitation energy from its mean value.
Because the basis sets jni and jki represent the limits of localized and delocalized
states, the ratio .
n=Jmn/, where Jmn denotes the interaction energy of molecule
n with molecule m, is taken as measure for the localization. In the B 800 and B
850 bands of the LH II complex of bacteriochlorophyll a (BChl-a) molecules, the
above ratio 
=J800 D 5, hence the disorder is rather large and the intermolecular
interaction energy is small. Accordingly, these excitations can be described by states
that are localized on the respective single BChl-a molecules. For the B 850 band,

=J850 � 0:3 and hence the excitations within this ring system are better described
by a delocalized Frenkel exciton model. This delocalization within the B 850 ring
system has the effect that the photonic excitation energy exists throughout the ring
and can thus be efficiently transferred to a neighbouring ring system (LH II or LH I).

The excitonic coupling that results in excitation energy transfer originates from
the interactions of the transition dipoles of the participating chromophores. In the
conventional approach, this coupling is described by the point-dipole approximation
introduced by Förster for the weak electronic coupling limit [34]. To realistically
describe the observed phenomena in photosynthesis, Förster’s original model had
to be considerably extended and present theories are based on multi-chromophoric
Förster processes that include disorder and temperature effects which will be shortly
mentioned at the end of this section.

The validity of the Förster approach has been debated due to differences in
experimental estimates of the energy transfer rates with that predicted by single
chromophoric Förster resonance energy transfer of the LH II complexesof B 800
and B 850 [35]. The observed discrepancies result in a factor of 5–10 [36]. It should
be noted, however, that these differences are not those between experiment and
theory but between the evaluation of experiments and the predictions of the Förster
model. Below, it will be shown that inclusion of disorder and temperature effects
into standard FRET (Förster resonance energy transfer) theory yields satisfying
agreement between the improved multi-chromophoricFRET theory and accordingly
evaluated experiments.

Förster resonance energy transfer describes an efficient excitation energy transfer
mode without the actual transfer of electrons. It is, for instance, also of considerable
importance in the coupling of quantum dots, quantum wells and macromolecules to
photonic absorbers such as semiconductors, nanostructured systems, nanocrystals
and macromolecules for advanced applications in photovoltaics and solar fuel
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generation. Förster energy transfer occurs with fluorescent molecules such as the
pigment molecules in photosynthesis. These molecules absorb light at a specific
wavelength interval and emit electromagnetic radiation at lower photon energy
resulting in a radiation-less energy transfer. Förster theory was experimentally
confirmed in 1967 ([37], and references therein) using a series of RNA fragments of
known length and showing that FRET depended on the sixth power of the inverse
donor–acceptor distance. Presently, Förster energy transfer is extensively used to
analyse the spatial arrangement of proteins and nucleic acids with emphasis on
structural changes in proteins such as folding.

Because of their important role in the Förster process, the dipole transition
moments, the Franck Condon factors and the decay mechanisms following elec-
tronic excitations are reviewed. The oscillator strength of an electronic transition in
the dipole approximation (weak perturbation) is given by

f D 8 2mev

3he2

 ˇˇMfi

ˇ
ˇ
2
: (5.17)

The transition matrix elementMfi is given by the expression

Mfi D e

Z

 f
� �
X  id

3r; (5.18)

where NX denotes the space operator and the asterisk indicates the complex conjugate
wave functions  in the initial (index i ) and final state. The inverse prefactor
in (5.17) is 7:1 � 10�43 C2 m2 s�1 With an assumed absorption maximum at a
wavelength of 300 nm, v D 1015 Hz and an oscillator strength of 10�2, a value
of for the transition dipole Mfi of 2:7 � 10�30 Cm is obtained which corresponds
to 0:81D.1D D 3:336 � 10�30 Cm/. Such transition moments can be envisaged as
a redistribution of electron density within the molecule that generates a radiation-
induced dipole.

In these molecular excitations, the vertical electronic transition connects to those
vibrational levels of the molecule in the upper electronic state for which the nuclei
have the same initial separation and for which the overlap of the vibrational wave
functions is large as schematically drawn in Fig. 5.28.

Because other vibrational levels have a non-vanishing probability of being at
the same nucleus separation, these probabilities have to be integrated to assess the
actual transition probability. Accordingly, the wave functions in the initial and final
state are written as products of electronic and vibrational contributions, such as
 el.r/
 vib.R/, and the electronic contribution is then separated from the vibrational
term:

M
el;vib
fi D e

Z

 �
el;f .r/Nr el;i .r/d

3r 

Z

 �
vib;f .R/ 
  vib;i .R/d

3R: (5.19)
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Fig. 5.28 Transition
schematic on the influence of
Franck–Condon factors in
molecular electronic
excitations; ground state
(lower energy curve) and
excited state are shown
including vibrational
substates; note that R is the
nucleus coordinate

The second integral in (5.19) represents an overlap integral between the vibrational
initial and final states of the wave function. The square of the expression for the
integral that contains the vibrational excitations

S2vib;f;i D
ˇ
ˇ
ˇ
ˇ

Z

 �
vib;f .R/ 
  vib;i .R/d3R

ˇ
ˇ
ˇ
ˇ

2

(5.20)

is known as Franck–Condon factor for the transition shown in (5.19). As a
consequence, the overlap of the vibrational substates, the larger is the optical absorp-
tion related to that electronic-vibrational transition, as schematically indicated in
Fig. 5.28.

The fate of excited states can be divided into radiationless energy dissipation
and photon emission as fluorescence and phosphorescence. The corresponding pro-
cesses such as internal conversion, quenching, intersystem crossing and vibrational
relaxation have been intensively reviewed in the literature [38] and are not discussed
in more detail here. For the description of the Förster transfer process, however, it is
important to derive an expression for the fluorescence yield. The (intrinsic) lifetime
of the excited state is given by

�0 D 1

kF C kNR
; (5.21)

where kF is the fluorescence rate and kNR the rate given by all non-radiative
dissipation processes. The fluorescence decay time is expressed by



186 5 Photon Management: Photonic Crystals, Photosynthesis

Fig. 5.29 Schematic for
excitation energy transfer
between donor (D) and
acceptor (A) fluorophor

Fig. 5.30 Schematic of
resonant excitation energy
transfer between donor D
(excited state jmi and
acceptor A empty state jni
including the vibronic and
electronic deexcitation
processes within each
molecule

�F D 1

kF
: (5.22)

The fluorescence yield of the donor (light-emitting) molecule in the absence of any
acceptor molecule is obtained from the ratio of the lifetimes

YD D �0

�F
D kF

kF C kNR
: (5.23)

We now consider a donor–acceptor molecule pair where the donor emission
spectrum overlaps with the acceptor absorption spectrum and the fundamental
absorption edge of the donor given by the energy gap between HOMO and LUMO
is at higher photon energy than that of the acceptor. Figure 5.29 shows the situation
for an optically excited donor molecule and a nearby acceptor in its ground state
.D�A/. The fluorescence of the donor, indicated by the dashed downwards oriented
arrow, results in excitation of the acceptor: D�A ! DA�. The energy of the excited
molecule D� is transferred in a singlet–singlet transition to the acceptor molecule.

The excitation energy transfer is quantum mechanically described by quantum
physics perturbation theory assuming weak interaction for which Fermi’s golden
rule holds [39]. The transfer rate expressed by the interaction matrix element Vmn

and the energy conservation (energies vn and vm) between donor state jmi and
acceptor state jni is represented by the delta function that defines the resonance
condition (Fig. 5.30):
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Fig. 5.31 Geometry for the interaction of transition dipoles �m of the donor molecule (D) and
�n of the acceptor molecule (A) at distance r in polar coordinates

kT D 4�2 jVmnj2 ı.vn � vm/: (5.24)

The matrix element Vmn contains the dipole–dipole interaction for the transition
dipole of the donor molecule and that of the acceptor molecule which will be
labelled now according to the resonant interacting states jmi (donor) and jni
(acceptor) and �m, �n instead ofMfi. This simplifies the indexing of the contributing
states and dipole moments. The interaction matrix element is given by the product of
the transition dipole moments �m and �n and an orientation factor � that describes
the relative position of the two transition dipoles as shown in Fig. 5.31.

The orientational factor › is given by the geometric expression

� D .cos 	T � 3 cos 	D cos 	A/ (5.25)

and the interaction matrix element can be expressed as

Vmn D l2

4�"0"r3
E�m E�n�; (5.26)

where l is a factor that describes the difference in electromagnetic interaction with
respect to vacuum. Each transition dipole moment is given by

E�fi D �e
X

k

˝

"f
ˇ
ˇErk j"ii

˝

vf
ˇ
ˇ vi
˛ D E�f;i" S.vf ; vi / (5.27)

in Dirac’s bracket notation (see Chap. 6). The first term on the right-hand side is the
electronic transition contribution and the second term represents the overlap integral
between the vibrational state in the initial (subscript i ) and final (f ) electronic states
of the molecule. The transition moment �fi in (5.27) is a general but more detailed
expression that applies for both, the donor and acceptor molecule transitions in
(5.24). Therefore, one obtains for the respective transition moments of donor and
acceptor molecule

E�m D Sm E�DI E�n D Sn E�A: (5.28)

The expression for the resonant energy transfer according to (5.24) is then
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Fig. 5.32 Schematic
indicating the spectral overlap
of emitter (donor) molecule
fluorescence (DF) and of
receiver (absorber) molecule
absorption (AA) spectrum

kT D l4�2

4"02n4r6

X

n;m

�2D�
2
AS

2
mS

2
nı.vm � vn/: (5.29)

The Förster transfer rate kT is proportional to r�6 which results from the distance
dependence of the matrix element in (5.26) and the definition of kT via Vmn in (5.24).
In (5.28), the Franck Condon factors S that describe the vibrational overlap have
been separated from the electronic contributions, and the energy conservation as
well as the labelling of the transition moments relates to the vibrational states. As a
result, the Förster transfer rate can be expressed by the product of the fluorescence
spectrum of the emitter (donor) molecule, F.v/, and the absorption spectrum of the
receiver (acceptor) molecule, A.v/:

kT D 8:8 � 1017 �2

n4�Dr6

Z
A.v/F.v/

v4
dv: (5.30)

The integral term in (5.30) is known as the overlap integral

J D
Z
A.v/F.v/

v4
dv (5.31)

and Fig. 5.32 shows a schematic graph on this type of interaction.
The so-called Förster radius is defined as the distance for which the efficiency

of energy is 50%. In this case, the fluorescence appears partly quenched. This
distance dependence provides an excellent measure of intermolecular distances in
macromolecular and biological environments and FRET has been employed as a
“biological ruler” [40, 41] It can be shown that

EFRET D 1

1C �
R0
R

�6
(5.32)

and with
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R60 D 8:8 � 1017 �
2

n4
J; (5.33)

one obtains an expression for the Förster rate

kT D kD

�
R0

R

�6

: (5.34)

R0 is in the order of 5–10 nm. Accordingly, this mechanism provides an efficient
excitation energy transfer over rather large distances without charge carrier trans-
port. In the analysis of excitation energy transfer in photosynthesis, discrepancies
between the Förster transfer rate determined from experiments with the predictions
of single chromophoric FRET theory have been observed as mentioned above.
The rate for Förster transfer was determined assuming single chromophoric events
[36] and a pronounced improvement in the agreement between measured and
modelled transfer rates was achieved by postulating a so-called multi-chromophoric
(MC) FRET which includes disorder and temperature effects [42, 43]. The distance
dependence of MC-FRET is a function also of disorder that affects the spatial
and energetic nature of exciton states and of temperature which alters the relative
population of such states. It is also emphasized that a simple exponential eval-
uation of experimental data is not appropriate in these systems. Also, a type of
inter-chromophoric term has been introduced that involves quantum mechanical
coherence among chromophores resulting in collective donation and acceptance
of the excitation energy, leading to increased rates of energy transmission. The
advanced model yields convincing agreement with experimental observations and
emphasized the role of Förster processes in photosynthetic entities.

5.4 Semiconductor–Enzyme Junctions: Implications
for Biomimetic Approaches

The assessment and control of the fundamental properties of enzymes, adsorbed on
semiconductor surfaces, has the potential for the design of hybrid inorganic–organic
structures that are (photo)catalytically active. In a typical biomimetic approach, the
light-induced excess minority charges from an illuminated semiconductor absorber
could be transferred to the reactive site of an enzyme, an enzyme mutant or a suited
macromolecule. This type of work is yet in its precursor stage [44]. The crucial
parameter in this approach is the efficient transfer of the excitation energy from
the organic or inorganic absorber to a catalytically active, possibly macromolecular,
species residing on the absorber surface.

If one wants to substitute the enzymes in an attempt to arrive at more robust
systems, the application of metallo-proteins appears promising. Hitherto, most
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Fig. 5.33 Envisaged catalytically active structure consisting of light-absorbing nanoparticles (NP)
that have a semi-ring arrangement and of catalyst particles (CatP) in the inside of the ring or tube
structure; the catalyst particles are not excited directly by the light (see text)

attempts involve the “dye sensitization” approach where an excited exciton in a
macromolecule transfers its energy into an electrode that acts as excess carrier
scavenger [45]. This approach encounters the difficulty of photon absorption with
a high absorption coefficient over a wide spectral range and represents one of the
limitations of dye sensitization cells [46].

5.4.1 Introduction

Among the problems associated with hybrid inorganic–organic solar energy con-
verting structures is the energy transfer mode: if direct electron transfer via
tunnelling or a hopping-type mechanism is considered, the device structure will
have to be different from that for a Förster or Dexter excitation energy transfer
system. Figures 5.33–5.35 give an overview of envisaged structures. Leaving out
the well-established direct electron transfer, the excitation energy transfer based
on (1) exciton hopping or (2) a Frenkel exciton–Förster process is displayed. The
schemes are tentative and a realization has not yet been demonstrated. In Fig. 5.33,
the “traditional” route of photon absorption in nanoparticles that are arranged such
that they can absorb most of the solar light is shown. The catalytic sites are located
within a tubular arrangement where solution can penetrate and the gaseous products
can escape.

The tubular or ring-type structure in Fig. 5.33 ensures that the optical absorption
process takes place in the nanoparticles that form the outer ring. Therefore, the
catalyst can be made of a material with reduced stability as it is not exposed directly
to the sunlight. The inside of the tubes/rings is filled with electrolyte, and hydrogen
evolution can take place at the catalyst surfaces. The excitation energy transfer along
the nanoparticles is shown in Fig. 5.34 in an energy schematic:

The generation of an exciton in the particle on the left in Fig. 5.34 by illumination
is followed by exciton hopping where the excited electron moves to the neigh-
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Fig. 5.34 Envisaged scheme
for exciton hopping induced
catalytic evolution of
hydrogen; the process is
assumed to occur with
inorganic nanoparticles (NP)
that are functionalized with
catalyst particles (CatP) or
molecules

Fig. 5.35 Envisaged biomimetic structure for Förster transfer-based excitation energy transport
from nanoparticles to the catalytically active site of an enzyme or a macromolecule with
metallic centres (see text); exc exciton, FT Förster transfer, AS catalytically active site within a
macromolecule/enzyme (grey area); the electronic orbitals at the active site (HOMO, LUMO or
extended  -systems) are drawn in bulk horizontal lines

bouring particles’ excited level and a ground state electron from that neighbouring
particle moves towards the unoccupied ground state of the particle that has been
optically excited, due to a gradient in chemical potential. The final state of the
interaction between the two nanoparticles is that the initially generated exciton
on particle 1 has moved to the adjacent particle. This process resembles a Dexter
transfer which is efficient only at rather short distances because the transfer rate
depends on the sum of the van der Waals radii of the interacting species [47].
In the next step in the excitation energy transfer chain, the exciton is transferred
to the catalyst particle (molecule) where, at its active site, fuel generation occurs.
Here, the case of hydrogen evolution from an acidic solution has been depicted.
In the configuration of tubes or rods, shown in Fig. 5.33, the catalyst itself is not
directly illuminated. Instead, the absorption takes place in the spherically shaped
nanoparticles and the energy is transferred to the catalysts. The realization of such
structures requires a low resistivity contact for the substrate to collect the holes (in
the case of H2 evolution) which can then be used to maintain an anodic catalytic
process (Cl2 or O2 evolution, for example).

Possible realizations of Förster-transfer-based devices are sketched in Figs 5.35
and 5.36. In Fig. 5.35, the excitation energy is collected by nanoparticle in an
analogous manner as is shown in Fig. 5.34, the difference being that the catalyst
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Fig. 5.36 Visualization of a
photocatalytic device that
operates based on the Förster
excitation energy transfer
mechanism (see text); TCO
transparent conductive oxide,
ECB, EVB conduction and
valence band, respectively,
R, O reduced and oxidized
species in solution,
respectively, � mobility,
small arrows indicate the
Förster transfer, the larger
grey arrows the
electrochemical reactions; the
small ellipsoidal objects
indicate catalysts

particle is now specified as either an enzyme with an active site in its interior
or a macromolecule where the catalytically active metals are also embedded
in the central region. The distance from the contact of the outer parts of the
molecule with the nanoparticle is too large, for instance, for a Dexter exciton
exchange. Therefore, electron transport mechanisms such as tunnelling, hopping
or superexchange [48] could occur for the transfer of the photon energy to the
catalyst, or a Förster-type process without actual electron transfer provides the
excess energy at the catalytically active site. In the investigation of semiconductor–
enzyme structures with STM, strong indications have been obtained that electron
transfer processes from the semiconductor surface to the enzyme’s catalytic site are
difficult to realize due to the protein surrounding bio-water (see below). Therefore,
the Fig. 5.35 shows a Förster-transfer-based device where the final step is hydrogen
evolution.

As realization, a structure that uses quantum size properties of nanoparticles is
shown in Fig. 5.36. It is composed of nanoparticles (quantum dots) with different
sizes. Because in these small dimensions, the energy gap is a function of the size,
the energy gap of the smaller particle is larger and the corresponding exciton energy
is largest, too. With increasing size, the energy gap shrinks, thereby allowing for
Förster transfer as indicated by the grey arrows. The excitation energy is transferred
over distances in the range of up to 10 nm between neighbour nanoparticles and
the device needs a compartmentalization where the subunits have a lateral size of
approximately 50–60 nm. Although such a device appears somewhat futuristic, it
would enable ultrafast excitation energy transfer in a system that is typically limited
by low mobilities in and across the nanoparticles. The conductive channels on each
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Fig. 5.37 Schematic on a Förster excitation energy transfer between quantum dot sized nanopar-
ticles of different sizes; dNP nanoparticle size (here, an ellipsoidal particle has been chosen for
generality and d represents its smallest dimension), kF;D rate of fluorescence of the respective
donor, labelled up to (3), according to the labelling of the nanoparticles .NP.1/–NP.3/, kFT Förster
transfer rate

side of the device have the function to separate electron and holes and transport
them to the respective contact (front/rear) where they induce redox reactions at the
surface of the respective catalyst. For good photoconductivity, the use of an intrinsic
semiconductor can provide large drift velocities in the rather constant electric field
within the semiconductor.

The excitation energy process according to (5.24–5.34) is visualized in Fig. 5.37.
Three quantum-sized nanoparticles have been drawn that differ in size. Upon
irradiation, the Förster transfer takes place from the smaller to the larger particles
and, in the device shown in Fig. 5.36, the transfer from particle 2 to particle 3 can
overlap with the transfer induced by the direct illumination of particle 2 and succes-
sive Förster transfer to particle 3. The limitation of the system is given by the spatial
range of the energy transfer. Also, the vertical dimension of the device (Fig. 5.36)
depends on the absorption properties of the particles; assuming transitions with
a large oscillator strength such as direct transitions in bulk semiconductors, the
absorption coefficient could easily reach values of 105 cm�1, corresponding to
an absorption length in the range of a few hundred nanometers. Therefore, such
devices could act as multi-chromophoric thin film absorbers because the absorption
threshold for each nanoparticle is different, depending on its size.

After the consideration of possible architectures that are based on energy-transfer
processes mostly realized in nature, we return to systems that catalyse biochemical
reactions via enzymatic processes. The investigation of enzymes properties and
dynamics has been performed by scattering methods in a non-native state [49, 50]
which has yielded considerable insight into their ternary and quaternary structure.
For envisaged solar applications, the interaction with semiconductors is of interest
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because of possibilities of charge or excitation energy transfer processes between
(illuminated) semiconductors and enzymes. The first step in such experiments is the
immobilization of the enzymes on semiconductor surfaces thereby maintaining their
natural structure and shape which provides the basis for enzymatic function. Related
experiments are described below.

5.4.2 Electronics and Charge Transfer Aspects
at Protein–Semiconductor Junctions

5.4.2.1 Life Cycle of a Retrovirus and Reverse Transcription

The development of hybrid devices which operate at inorganic (solid)–organic
(enzyme) interfaces is based on the aforementioned immobilization. Of particu-
lar interest is site-selective immobilization. For light-sensitive structures, either
chromophores coupled to solids or macromolecules coupled to photoactive semi-
conductors can be investigated. The former approach where photonic excess energy
is collected in organic macromolecules has already been described to some extent
above in the treatment of photosynthesis although it operates without a solid phase.
It is pursued intensively in research on artificial photosynthesis [51]. The latter
approach, however, will be further described here.

The initial work was based on the first imaging of proteins on semiconductor
electrodes by STM [52]. At that time, the motivation behind the work was the
attempt to image a well-known tertiary structure of comparably large heterodimeric
enzyme whose structure was known due to their medical relevance. Therefore,
the work that will firstly be described is related to the STM imaging and to the
interpretation of the images of retroviral enzymes, called reverse transcriptases.
These enzymes are of particular relevance in the life cycle of retroviruses such as the
human immunodeficiency virus (HIV), the avian myeloblastosis virus (AMV) and
the murine leukaemia virus (MuLV), for instance. The reader finds an overview
on the topic in [53] and Fig. 5.38 shows a schematic of the life cycle of a
retrovirus.

A characteristic of retroviruses is that they contain all necessary components
for viral reproduction. Instead of undergoing endocytosis, i.e. engulfing the virion
with the cell membrane, the virion attaches with its glycoprotein shell to the
membrane and fuses directly with the plasma membrane (step 1 in the above
figure). Then, following entry by fusion and capsid uncoating, the nucleocapsid
enters the cytoplasm of the cell (step 2) and deoxynucleoside triphosphates from
the cytosol enter the nucleocapsid. In the nucleocapsid, RT catalyses the synthesis
of the proviral DNA from the RNA genome of the virus (step 3). The viral DNA
copy is integrated into the nucleus (only one host-cell chromosome is depicted)
and spliced into one of many possible sites of the host-cell chromosomal DNA,
catalysed by the enzyme integrase (step 4). The integrated viral DNA, referred to
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as a provirus, is transcribed by the host-cell RNA polymerase, generating mRNAs
(messenger RNA) and genomic RNA molecules. The host-cell machinery translates
the viral mRNAs into glycoproteins and nucleocapsid proteins (step 5). In that
process, the proteases cleave newly synthesized polyproteins at the appropriate
places to create the mature protein components of an infectious HIV virion. The
nucleocapsid proteins assemble with genomic RNA to form progeny nucleocapsids,
which interact with the membrane-bound viral glycoproteins. Eventually the host-
cell membrane buds out and progeny virions are pinched off (step 6).

The process of reverse transcription (step 3 in Fig. 5.38) is displayed in some
detail, but abbreviated, in Fig. 5.39. The top graph shows so-called minus strand
synthesis beginning near the 50 end of the plus strand viral RNA where the transfer
RNA (tRNA) acts as primer and binds to the primary binding site (PBS) of the
host strand. The growth direction of the new strand through the u5 region is
indicated by an arrow and synthesis ends at the r region of the viral genome.
Below, a more advanced step of reverse transcription is drawn: here, the first
jump (template exchange) of the synthesized minus strand genome has taken place,
after disintegrating of the initial RNA host part (r, u5) by RNase H. The pbs is
unaffected by the process. After passing the polypurine tract (ppt) region of the
template (see arrow), the template escapes dissolution by RNase H and it serves
itself as primer for plus strand synthesis by a mechanism called DNA-dependent
DNA polymerization (DDDP). In the third graph in Fig. 5.39, a situation is shown
where the template strand has largely been digested by RNase H. In that situation,

Fig. 5.38 Schematic of the
life cycle of a retrovirus; RT:
reverse transcriptase (see text)
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Fig. 5.39 Scheme of selected steps of the process of reverse transcription in the life cycle of a
retrovirus (see text)

minus strand synthesis of the first (lower) copied strand extends to the PBS site of
the new strand, and the second strand, growing in the opposite direction, is almost
completely synthesized. Only the original pbs and ppt sites remain. The arrows,
labelled RNase H indicate the removal of tRNA and ppt. The then exposed PBS
fuses with the PBS sequence at the 30 end of the minus strand DNA, resulting in a
circular DNA with overlapping 50 ends.

The overall synthesis of the new proviral DNA strand is terminated at the
template strand breaks at the PBS and PPT ends, resulting in a linear molecule with
long terminal repeats, shown at the bottom of Fig. 5.39.
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Fig. 5.40 Imaging geometry scheme for STM experiments in ambient atmosphere (left) and
electron micrograph of a typical part of the MoTe2 surface; also indicated is the space charge region
in the semiconductor that exists upon contact formation between the tip and the semiconductor
and upon biasing the semiconductor relative to the tip. Pathways 1–3 indicate possible routes for
electronic transport through the molecule; an alternative path, not shown here, will be discussed
below (see Fig. 5.55)

The origin of the indicated nucleotide sequence gap is presently discussed. This
strand discontinuity might constitute a binding site for a protein that mediates
nuclear transport or integration of the provirus. Finally, linearization occurs via
strand displacement and/or repair and ligation, i.e. the connection of the 30 hydroxyl
end with the 50 phosphate end via the enzyme ligase. This genome is then integrated
into the host genome (step 4 in Fig. 5.38).

5.4.2.2 STM Imaging of Enzymes on Semiconducting Substrates

The STM imaging geometry is shown in Fig. 5.40 together with electron micro-
graphs of the substrate used for the adsorption (immobilization) of the enzymes.
A layered semiconductor, MoTe2, has been used as substrate because of its
triangular nano-dimensioned defects at the surface which result from the crystal
growth procedure [54].

Since the semiconductor is n-type doped, the triangular defects represent nega-
tively charged surface states, and around and underneath them, positively charged
space charge regions, as shown in the figure, exist. The isoelectric point (IP) of
the RT of HIV 1 is at pH�9. Accordingly, at the pH of the used buffer solution
for deposition of the enzymes (pH < 7) the enzyme’s overall charge is positive.
Therefore, the forces that govern adsorption in the sense of the DLVO theory
[55, 56], namely the electrostatic and the van der Waals attraction, add, resulting
in an attachment of the molecules to these charged surface sites. A schematic is
drawn in Fig. 5.41.
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Fig. 5.41 Charge distribution around nanoscopic triangular defects at MoTe2 surfaces; the defects
act as surface states that carry negative charge on an n-type semiconductor. The resulting space
charge does not only occur perpendicular to the surface but also in the surface plane as indicated
by its lateral extension W; the c-axis defines the crystallographic orientation perpendicular to the
sandwich planes of the material (see Fig. 5.42)

Fig. 5.42 Structural arrangement of layered group VI transition metal dichalcogenides; example:
MoTe2 with trigonal prismatic arrangement of the metal-chalcogen bonding, forming sandwich-
type layers; the c-axis is the growth axis of the materials and points perpendicular to the layers

The energetic situation for a semiconductor with surface states is displayed in
Fig. 5.43 perpendicular to the surface.

The situation depicted in Fig. 5.43 is more general than is actually assumed later
in the discussion of the results in order to show the influence of a high density
of surface states [57]. The higher this density, the less discharging or charging of
surface states occurs when contact with a metal such as the STM tip is formed. For
high electronic quality surfaces, the negligible surface state density results in an
increase of the band bending upon contact formation and the difference EF � EC

F
shows up as an increase in eVBB. For strong Fermi-level pinning and an accordingly
high surface state density, the band bending remains unaffected and the band edges
at the surface shift; in this case, EF � EC

F D 
ECB;VB. The latter is likely to be the
case with the rather strongly disturbed surface of MoTe2 that is seen in Fig. 5.40.

The experimental arrangement for STM experiments under ambient conditions
is shown in Fig. 5.44. In the constant current mode applied, the tip is scanned across
the sample and the tip moves in order to restore the constant current that has been set.
The value used in the STM experiments on the reverse transcriptases was 200 nA.
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Fig. 5.43 Contact formation between an n-type semiconductor with surface states as indicated and
a metal (STM tip), represented by its Fermi level; here, the situation of partial Fermi-level pinning
is shown: before contact to the metal, the semiconductor was in equilibrium with its surface states,
given by the Fermi-level EF; upon contact, the new Fermi level is given by EC

F , i.e. the Fermi level
of the metal; the contact potential difference EF–EC

F is, in this case of partial Fermi-level pinning,
split between a part that increases the band bending eVBB by discharging surface states down to
the value �0 and a part 
ECB;VB that results in a shift of the band edges towards lower energy

If the conductivity of the samples would change lateral to the surface, then the tip
would retract (increased conductivity, larger current) or approach the sample if more
insulating areas are scanned. Therefore, this observation mode displays not a true
height image of the specimen but an image where electronic properties of the tip-
sample system can strongly contribute. In addition, the curvature of the tip apex
can substantially alter the size of the imaged adsorbate, due to tunnelling occurring
already when the tip approaches the sample laterally. This enhancement factor
is dependent on the specific tip and cannot be predicted because a reproducible
preparation of high quality tips with extremely low tip apex curvature is not possible
at present.

The biomolecule handling is involved and includes storage at �20ıC, dialysis
of the used carrier solution to remove organic materials and most of the HEPES
(N � 2�hydroxyethylpiperazine-N 0 � 2�ethanesulphonic acid) buffer solution and
electrophoresis was performed to identify the reverse transcriptases. The RTs of
HIV 1 and AMV were supplied in heterodimer form as 66 kD/51 kD unit for HIV 1
and as 95 kD/65 kD unit for AMV. To ensure the quality of the STM experiments,
blind experiments on the dialysed buffer solutions without the enzymes were carried
out [58]

Figure 5.45 shows two structure schematics of the RT of HIV 1.
The similarity of the tertiary structure with the right human hand has led to an

according assignment of the enzyme sub-structure; the grip of the protein around
the newly synthesized proviral DNA (compare Figs 5.38 and 5.39) particularly
emphasizes the mentioned analogy with a human hand.
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Fig. 5.44 Schematic diagram of a constant current STM experiment; the tip (grey) moves across
the biomolecule (BM) with a given scan velocity vscan; at the times t1–t3, the feedback adjusts the
z-direction of the piezo to maintain the set constant current (I ), producing an image that contains
electronic information, too

Due to the uncertainties of the molecule–surface interactions in the presence of
an electrolyte that also comprise the deposition dynamics from a pipette or syringe
onto the surface and the unknown factors in deceleration of the solution and enzyme
precipitation, the actual shape of the deposits on the surface cannot be predicted.
Figure 5.46 shows that obviously, the position proposed in Fig. 5.45 (top) has been
assumed by the molecule. Interestingly, all major features can be assigned to the
image, including thumb, fingers, palm, active site and RNase H activity and the
features are also visible for the lower molecular weight subunit in the background.
The top view (Fig. 5.47) also shows the complex tertiary structure of the enzyme.
It should be noted that the height given on the axis of Fig. 5.46 is about 2 nm, i.e.
too large for through space tunnelling from the substrate to the tip at the preset
current. The factors that contribute to the rather undistorted images will be discussed
after the presentation of two additional images in Figs 5.48 and 5.49. Whereas
Fig. 5.48 appears to show the first evidence of a reverse transcriptase, attached to
a synthesized polypeptide strand, Fig. 5.49 is important for the discussion of the
conduction mechanism that allows STM imaging of the proteins without destroying
their tertiary structure.

Figure 5.48 shows a linear strand that has been “gripped” by a C-shaped entity.
Also, 3 smaller not very clearly resolved features are seen along the strand. The
C-shaped feature has been tentatively interpreted as a reverse transcriptase acting
on an RNA strand for catalysis of proviral DNA [59], whereas the smaller ones
could also be a result of the scanning process across the biomolecular system where
the tip can pick up less strongly bonded parts resulting in an erosion of the height
of initially larger features. Therefore, the smaller seen features are interpreted of
remnants of reverse transcriptases.

Figure 5.49 presents a result whose interpretation has raised considerable dis-
cussions. It shows DNA strands imaged by STM in the constant current mode [60].
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Fig. 5.45 Structure images of the reverse transcriptase of HIV 1; the similarity with the Klenow
fragment has led to the assignment of tertiary structure subunits according to the right human hand
as fingers (F), thumb (T), palm (P) and includes the connection (C) and the ribonuclease activity
RNase H (R) (upper image); the image also shows a possible position on the surface with the
66-kD subunit in front and the 51-kD subunit (without the RNase H) behind it; the lower image
depicts the situation of proviral DNA strand synthesis with the “grip” of the RT that demonstrates
the analogy with the human hand

With a customized microscope, imaging at or below the pA range has been possible.
The experiment has been performed on DNA strands that were deposited on mica.
Mica is known as an insulator as is the polypeptide molecule. In the original work,
it was shown that the imaging process depended on the relative humidity (RH) and
the applied voltage to the surface contact on the mica as seen in the experimental
arrangement schematic in Fig. 5.50. For voltages of –7 V vs. the grounded STM tip
and RH > 74%, images could be obtained despite the fact that sample and substrate
are insulators. It was claimed [60, 61] that the high conductivity of ultrathin water
films was responsible for the effect, with a conductivity increase of “surface water”
with regard to bulk values in the order of 104. The rather undistorted STM images of
the reverse transcriptases (Figs 5.46 and 5.47) demonstrate that a constant current
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Fig. 5.46 Constant current STM side view image of a reverse transcriptase of HIV 1 deposited
onto n � MoTe2; current: 200 pA; bias: �0:7V vs tip

Fig. 5.47 Top view image of
a reverse transcriptase;
experimental parameters as in
the upper figure; the
approximate heights of the
major subunit parts are
indicated in the figure; the
lateral dimension corresponds
to that of Fig. 5.46.

of 200 pA can be drawn across the molecule, actually independent of the position
of the tip above the molecule. If less conductive regions would exist within the
protein, the STM tip would closer approach the surface and, due to the scanning
movement, disrupt the enzyme. As this appears not to occur, the experimental
results, shown in Figs 5.46, 5.47 and 5.49, demand an explanation. In particular,
the question arises how and where the electron transfer processes occur across the
molecules. For an analysis, the energetic conditions across the tip–air gap–enzyme–
semiconductor junction have to be analysed. These junction energetics allow an
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Fig. 5.48 STM image of a hybrid structure recorded on n � MoTe2 under the same experimental
measurement conditions as in Figs. 5.46 and 5.47

120 nm 15 nm

Fig. 5.49 pA-STM image of DNA on mica; bias: �7V vs. tip, RH D 74%; constant current: 1pA;
after ref. [56]; the right-hand side shows a magnification of the region within the white rectangle
of the left image (see text)

assessment of the direction and magnitude of the static electric field across this
complex junction. Below, the analogy of the system with a planar metal–insulator–
semiconductor (MIS) junction will be explored.
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Fig. 5.50 Experimental
geometry for the
measurement of DNA on
mica as shown in Fig. 5.49;
relevant parameters are
indicated in the figure

5.4.2.3 Junction Energetics

First, the energetic situation at the STM tip–gap–semiconductor junction is consid-
ered before contact formation in analogy to a Schottky or MIS (metal–insulator–
semiconductor) junction [62]. The energetic situation is displayed in Fig. 5.51.
Due to surface states, however, a band bending is already present before contact.
The electron affinity of MoTe2 has been determined by ultraviolet photoelectron
spectroscopy from the secondary electron cut-off to be 3.9–4 eV. The work function
of the Pt tip used in the experiments is somewhat uncertain due to the tip curvature
which can reduce the work function to values around 5 eV [63]. Instead of typical
values for polycrystalline Pt of about 5.6 eV, a value of 5.2 eV has been taken which,
of course, adds a hypothetical aspect to the following considerations. Nevertheless,
the analysis, based on the concepts of metal–insulator–semiconductor contacts
in the field of applied semiconductor physics, allows a first assessment of the
influencing parameters of the direction and strength of the electrical field across
the junction and on the voltage dependence of the STM experiment.

The overall contact potential difference of 
Ec�1 eV from the position of
the Fermi level of n � MoTe2 at 4.2 eV below the vacuum level (without band
bending) is split between the value of eVBB (0.5 eV) and eVc (0.5 eV) because

Ec D e.VBB C Vc/. Upon contact formation, the Fermi levels equilibrate and
the new Fermi level position is identical to that of the grounded tip as can be

Fig. 5.51 Energy vs. space
diagram of the Pt tip–tunnel
gap–n–MoTe2 junction; E tip

F
and Esc

F denote the Fermi
level of the tip and the
semiconductor, respectively;
eVc: contact potential
difference; grey box: surface
states; eVBB: semiconductor
band bending due to surface
states; CB, VB: conduction
band bottom and valence
band top, respectively



5.4 Semiconductor–Enzyme Junctions: Implications for Biomimetic Approaches 205

Fig. 5.52 Energetic situation
at the STM-tip-gap-n-MoTe2
contact after contact
formation; 
ECB;VB: band
edge shift due to potential
drop across tunnel gap (see
text)

seen in Fig. 5.52. The remaining contact potential difference eVc of 0.5 eV drops
across the interfacial tunnel gap because it has been assumed that strong Fermi level
pinning prevails that leaves the charge in the surface states unaffected by the contact
formation. This drop in the (electrostatic) Galvani potential results in a downward
band edge shift
ECB;VB. The energetic distance between the semiconductor Fermi
level and the valence band maximum remains unchanged because strong Fermi level
pinning exists.

When a negative bias of –0.7 V is applied to the sample, (the potential at
which the onset of reliable imaging of the biomolecule occurred), the situation
inverses: the electrostatic (Galvani) potential across the tunnel gap increases towards
the semiconductor (see Fig. 5.53) which results in an opposite direction of the
electric field across the junction. Then, electrons move, according to the definition,
in the opposite direction of the electric field, i.e. from the semiconductor to the tip.
The Galvani potential across the interlayer where the biomolecule resides is higher
at the semiconductor side than on the tip side.

Introducing the reverse transcriptases that are located on the semiconductor
surface adds additional complexity to the problem. For well-defined assessment
of the overall energetic situation, one would need the ionization potential Ip of
such molecules which, however, is presently not known. Also, the knowledge of
the energy gap between HOMO and LUMO and information of the energetic width
of the polypeptide extended states would be needed. Therefore, only a tentative
model can be developed that is based on the investigation of the much smaller
amino acids. Photoemission experiments yielded a spread of values for Ip of about
2 eV and absolute values around 8–9 eV [64]. The energy gap of polypeptides has
been experimentally determined to lie around 4 eV [65, 66] and the width of the
extended states has been calculated for DNA to be in the order of 2 eV [67]. Even
with a rather precise knowledge of Ip, the energetic alignment between the enzyme’s
LUMO and the semiconductor bands can be altered due to surface dipoles that are
created upon adsorption. These dipoles can change the relative energetic alignments
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Fig. 5.53 Energetic situation at the STM-tip–tunnel gap MoTe2 junction upon biasing the
semiconductor by –0.7 V vs. the grounded tip; note that the negative voltage has been drawn into
the figure to show the actual experimental parameter; the according electron energy increases of
course by 0.7 eV; also note that the band edge shift is now energetically upwards but that the
semiconductor band bending remains unaffected by the external voltage

Fig. 5.54 Energy scheme
where overlap of the
high-density valence and/or
conduction band states with
the protein extended states
would allow charge transport
of electrons through the
molecule to the tip; top:
overlap of conduction band
with extended LUMO states;
bottom: overlap of valence
band with extended LUMO
states; BM biomolecule; dark
grey areas: density of states
of MoTe2 at the band edges;
light grey area: extended
biomolecule LUMO states;
other notations as in the three
figures above
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in the range of an eV. Therefore, the following discussion of the energetic origin of
the image formation in the STM experiments shown in Figs 5.46 and 5.47 is based
on the connection of experimental data regarding the imaging and on the available
literature values which gives the following evaluation a hypothetical aspect.

A high density of states at the semiconductor valence band maximum has been
determined by UPS and theoretical bandstructure calculations. The latter also show
a similarly high density of states at the bottom of the conduction band. It is not
known how the surface state density varies with energy. Therefore, Fig. 5.54 shows
two energy schemes where both, the valence band and the conduction band, are
assumed to overlap with the LUMO extended states of MoTe2, neglecting possible
surface state contributions.

The actual process depends on the absolute position of the LUMO with respect
to the physics vacuum scale which is unknown. For a lower value, the valence
band overlap would result. In addition, one has to make an assumption how the
energetic position of the polypeptide changes with applied voltage and how strong
it is coupled to the semiconductor. Experiments on the shift of energy states within
the Helmholtz layer indicate that the energy shift is about 0.5 of the applied voltage
[68, 69].

5.4.2.4 Charge Transport Aspects

The interpretation of the charge transport has to account for basically two general
observations: (1) the high resolution of the tertiary structure of the HIV RT in
Figs 5.46 and 5.47 and (2) the STM imaging of DNA on mica in Fig. 5.49. First,
the geometrical and electronic situation for the reverse transcriptases is redrawn in
Fig. 5.55. The difference to the drawing in Fig. 5.40, left image, is the inclusion of a
water film that surrounds the protein. The presence of bounded water layers (often
referred to as biological water) at the surface of proteins results from the interaction
of the water dipoles with hydrophilic and charged parts of the protein [70].

Fig. 5.55 Geometric and
electronic situation at the
STM-tip/biomolecule/n-
MoTe2 contact at a bias of
-0.7 V of the semiconductor
vs. the tip; E electric field
across the junction, Veq

equipotential lines of the
space charge region in the
semiconductor, 1, 2: possible
electron pathways with
electron transport through or
around the molecule (see text)
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Fig. 5.56 Schematic of the
trap distribution with distance
r along a polypeptide chain

Fig. 5.57 Energy schematic for solvation-assisted trap release of electrons after the Marcus–
Gerischer model;E0: electron trap depth; dsolv: spatial extension of the solvation cage in Angström
units; contr./exp: contracting and expanding mode, respectively (see text)

Due to the electric field across the junction, electrons motion towards the
tip as indicated occurs. The pathway 1 indicates injection into extended LUMO
states followed by a subsequent motion that involves hopping-type transport along
polypeptide chains and interchain tunnelling. Path 2 includes injection into extended
molecule states located near the shell of biological water [70]. The so-called
energetic landscape of polypeptides varies by about 0.6 eV [71] (Fig. 5.56).

In the presence of the water shell of biological water which is similarly strongly
bound as water in Helmholtz double layers at solid–electrolyte interfaces, an
injected electron can become localized by trapping. Immediately, the electron will
become solvated in an ultrafast process as indicated in Fig. 5.57. The solvation
of electrons in water has been intensively investigated [72] and the results can
be transferred to the situation considered here although the solvation shell of the
trapped electron on a polypeptide backbone might be only partly solvated due to
sterical hindrances. In the process of solvation, a so-called solvation cage is formed.
For free electrons in water, the radius of the solvation cage is 0.25 nm and the
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trap depth is �3 eV [73]. The collective thermal motion of the solvation shell,
consisting of oriented water dipoles results in a change of the electron energy that is
typically substantially larger than the thermal energy itself. The resulting probability
distribution of the electron energies has a Gaussian-type shape in the framework of
the Marcus–Gerischer theory [74–76]. The derived expression for the occupation
probabilityW.E/ is given by

W.E/ D 1p
4��kT

e� .E0�E/2

4�kT ; (5.35)

where E0 denotes the equilibrium level of the electron in the solvation cage and
� is the reorganization energy that describes the energy which is needed to cause
fluctuations of the polar liquid around the charge from its equilibrium polarization
by addition (or, for redox systems also by subtraction) of an electron to the central
charge. For an electron in water, � D 1:6 eV. Using the Gaussian function

f .x/ D e
x2

2�2 (5.36)

for the reorganization energy of an electron in water, one obtains for the full width
half maximum E1=2 D 2�

p
2 ln 2 with � D p

2�kT D 0:29 eV a value of 0.68 eV.
Hence, within a time scale from 50 fs to the low ps range, the electron energy is
increased by this amount. The energetic situation is shown in Fig. 5.57. The figure
shows the solvation cage by the thicker bold line with an asymmetry that is caused
by the electrostatic field across the biomolecule as displayed in the lower part of
Fig. 5.54. An average trap depth of 0.6 eV has been assumed that is lowered to
about 0.4 eV on the right hand side of the trap by the electric field that has a field
strength of the order of E � 5�105 V cm�1. In the contracting mode of the solvation
shell, an electron increase of 0.34 eV results, using the FWHM approximation made
above, as indicated in Fig. 5.57. This value is close to that of the trap depth and
the probability for escape of the trapped electron depends on the attempt frequency.
The Gaussian probability distribution for solvation excitation is drawn in the same
direction as the spatial extension of the electron trap site and it can be seen that
fast and directed release from the traps becomes possible by the presence of water.
Subsequent trapping and detrapping results in a conduction mechanism that has
similarities with the Poole–Frenkel transport [77]. Since the model is based on a
solvation-assisted carrier transport it explains easily the water conductivity effect
observed in the STM experiments on mica (Figs 5.49 and 5.50).

The undistorted imaging of the reverse transcriptases has therefore been
attributed to the high conductivity for excess charges in the water shell that
surrounds the protein. This conduction mechanism also explains the observation
that all relevant features of the tertiary structure are revealed and why the molecules
are not disrupted by the STM tip upon approaching (seemingly) less conductive
regions. Although this finding in itself is intriguing, it poses serious questions in the
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Fig. 5.58 Schematic of
charge transport along the
biological water shell of a
protein adsorbed on a
semiconductor where
light-induced excess carriers
(electrons) are transported to
the electrolyte for hydrogen
evolution; A active site, W
space charge layer extension
(see text)

use of enzymes or mutants of them for artificial photosynthesis: as Fig. 5.58 shows,
the electronic charge trajectories would then surround the molecules.

For catalytically active molecules, the active site that is typically embedded
into the macromolecular structure will be difficult to reach by, for instance, light-
induced transferred excess electrons (compare Fig. 5.58). Therefore, one might have
to consider other ways of transport of the photonic excess energy. One alternative,
the Förster transfer mechanism, has already been indicated in the beginning of
this section (Figs 5.29 and 5.30). Such electron transfer has presently not yet been
realized in enzymatic systems. Its implementation demands the preparation of suited
nanoscale photon absorber materials that have well-designed exciton lifetimes. In
a different approach, one might use extremely thin conductivity material, such as
single- or multiwall carbon nanotubes [78] that penetrate into the protein towards
the active site and thus allow charge transfer via electron or hole conduction.
The involved nanotechnology and the complex photophysics indicate that further
development of the research area of artificial photosynthesis will have to be
developed from, both, the biological and bio-analogue side and from inorganic
chemistry and solid-state expertise. This chapter closes with the development of
a protein–semiconductor system that shows catalytic activity upon illumination.

5.4.3 Development of a Photocatalytically Active Bio-cathode

In the research approaches of artificial photosynthesis, the predominantly consid-
ered structures resemble those that have been realized by nature: a chromophore
(dye) molecule is photo-excited and the light-induced excess charge carrier is
injected into a substrate electrode. The remaining carrier, typically a hole in the
excited state, induces an oxidation reaction. In the electrochemical photovoltaic
mode, this corresponds to the oxidation of iodide to tri-iodide. This is the basic
operation of so-called dye sensitization cells [79]. An overall schematic of the
functioning is shown in Fig. 5.59.

On a wide-gap semiconductor, such as TiO2, with an energy gap that is too large
to absorb solar photons in sufficient amount for efficient solar energy conversion, a
dye is adsorbed that has a considerably lower threshold energy for photoexcitation.
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Fig. 5.59 Principle of
operation of a dye-sensitized
solar cell; D, D�, D� denote
the ground state, the oxidized
and the excited state of the Ru
dye molecule, respectively;
EF, EF

� are the Fermi level
of the system in the dark and
under illumination,
respectively; W space charge
layer width, ˝ is the ohmic
back contact of the
semiconductor; ER;O is the
energy (potential) of the used
redox couple; VPh denotes the
photovoltage obtained under
the above condition (see also
text)

Upon illumination with visible and near infrared light, an exciton is formed on
the excited dye [80]. With the LUMO located energetically above the conduction
band of anatase TiO2, electron injection occurs due to a chemical potential gradient
regarding the charges on each side of the dye. The semiconductor, being in a
depletion situation with a positively charged space charge layer (width W ) as
indicated by the downward band bending accepts the photo-induced electron as
drawn in Fig. 5.59. The positive charge on the dye molecule is compensated by a
reduction reaction with the iodine/iodide electrolyte (in acetonitrile, CH3CN), and a
photocurrent flows in the external circuit if the oxidized redox species becomes
reduced at the counter electrode. In Fig. 5.59, neither the so-called short circuit
condition (V D 0) nor the open circuit situation (iPh D 0) is shown; rather, an
intermediate situation where an external load defines the obtained photovoltage and
photocurrent.

For a technical realization of the dye sensitization principle, the absorption of one
layer of dye molecules has been much too low. Therefore, a sponge-like structure
was created by a sol–gel technique that allowed penetration of the dye. With a very
high surface to volume ratio, adsorption of the dye at the inner surfaces of the
structure and penetration of the electrolytes resulted in efficient absorption of the
photons from the sunlight. Solar-to-electrical conversion efficiencies have reached
the 10% range [81] but large-scale application is delayed by the search for less
poisonous electrolytes and general stability of the system.

The sensitization principle can also be applied for photocatalytic operation if
the oxidized (or reduced) dye induces an electrochemical reaction such as water
oxidation, for example. Then, at the counter electrode, hydrogen evolution could
occur if the energetic conditions for water electrolysis are met [82]. One could,
of course, investigate so-called half-cell reactions, i.e. reactions that occur on one
of the electrodes for water splitting. This allows detailed analysis of the materials
and interface issues and the reaction energetics of the respective photoanode or



212 5 Photon Management: Photonic Crystals, Photosynthesis

Fig. 5.60 A macromolecule or an enzyme is adsorbed on a semiconductor (here selected from the
III–V nitride family); after photoexcitation of the semiconductor electrons are transferred to the
reactive site (RC) of the molecule where they induce a reduction reaction (O – R); I: injection by
tunnelling and subsequent hopping; II: direct tunnelling to the active site; III: injection via a linker
molecule and subsequent tunnelling (see text)

photocathode. This route will be followed below where the properties of a hybrid
photocathode are analysed.

A different approach for photocatalytic operation uses photon absorption in the
semiconductor substrate with subsequent charge transfer to the reactive site of a cat-
alytically active molecular entity on the semiconductor surface. The concept could
be considered as an inversion of the dye sensitization principle and its application
becomes possible when considering the above discussed semiconductor–enzyme
junctions (Sect. 5.3). The basic idea is visualized in Fig. 5.60.

As absorber, a semiconductor from the III-nitride family can be used. The
materials span an energy gap from 6 eV (AlN) to below 1 eV (InN) [83] and
thus allows not only the tuning of the photon absorption edge but also that of
the conduction band with composition for efficient absorption and charge transfer.
Figure 5.60 shows three configurations of the macromolecule or enzyme on the
surface which differ by their position of the reactive site with respect to the
absorber surface. This is a direct outcome of the studies of the reverse transcriptases
with STM (Sect. 5.4.2) where it was found that conduction could occur at the
circumference of a protein thereby inhibiting direct transfer to an active site.

Another aspect relates to the energetic coupling of the semiconductor conduction
band with the LUMO of the molecule. Its importance has already been discussed in
the context of the dye sensitization cell above. The energetic locations of LUMO
states of macromolecules and, in particular, of enzymes (proteins) are widely
unknown. In addition, interface dipoles can result in changes in the electronic cou-
pling of semiconductor conduction band and macromolecule LUMO that exceeds
1 eV and, the width and location of extended states in the molecules are not defined.
For the III-nitrides, the conduction band position changes by about 3 eV with a
change in composition from the large gap to the minimum gap material. This can in
principle be exploited for efficient charge injection as shown in Fig. 5.61.
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Fig. 5.61 Energy schematic
on the injection of
photo-generated excess
electrons from a group
III-nitride compound
semiconductor into a
catalytically active
macromolecule; Ci denote
different compositions;
grey-shaded areas indicate
extended states within the
macromolecule; DOS density
of states; the valence band
energy position has been left
unchanged for simplification
of the figure (see text)

Fig. 5.62 Tapping mode AFM image of the reverse transcriptase of the avian myeloblastosis virus
immobilized near and at step edges of step-bunched Si(111)

For a first realization of the concept, an enzyme with considerable stability and
well-known structure has to be used in conjunction with a semiconductor that has
proven to allow well-defined and site-specific immobilization. Such a system is the
laccase/step-bunched Si structure: laccase is an oxygen reduction catalyst and on
step bunched Si, enzymes have been immobilized in such a stable manner that they
withstood repeated scanning using tapping mode atomic force microscopy (AFM)
[84]. Figure 5.62 shows a reverse transcriptase of the avian myeloblastosis virus,
imaged on step-bunched Si. The latter is characterized by atomic terraces that are
separated by a multiple of the bilayer height of 0.314 nm (see Fig. 4.15). The area
around the steps is characterized by a lateral change in the electrostatic potential,
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Fig. 5.63 Ribbon
representation of the enzyme
laccase; red spheres indicate
the location of the active
centres, labelled T1–T3

determined by Kelvin probe AFM [85]. These more negatively charged sites provide
adsorption sites due to electrostatic, van der Waals and mechanical interaction.

The enzyme laccase is characterized by three sites that are catalytically active
(Fig. 5.63). All centres contain Cu as transition metal. The T1 centre is located
towards the exterior of the enzyme and this property increases the chance for a direct
charge transfer from the semiconductor substrate into the molecule via a tunnelling
process.

Enzyme immobilization has been successful at step edges, similar to the
observations in Figs 5.62 and 5.64 shows a photocurrent–voltage characteristic of
the system p-Si(111) step-bunched/laccase/electrolyte/Pt counter electrode [86]. At
C0:05V vs. the normal hydrogen electrode, a cathodic photocurrent is observed that
only exists when the solution is oxygen purged and after deposition of the enzyme-
containing carrier solution. The plateau of the current extends to �0.35 V. No effect
is seen without illumination, and filtering of the white light used for illumination
showed that the effect is not due to the direct photo-excitation of the enzyme. This
indicates that the enzyme maintains its catalytic function after adsorption and shows,
as seen for the reverse transcriptases, that the immobilization process maintains to a
large extent the actual tertiary structure of the protein. The result represents the first
bio-photocathode using an enzyme that maintains its activity on a semiconductor
surface.

This chapter closes with a recent result where the complete photosystem I
has been immobilized on step-bunched Si for the first time [87]. In artificial
photosynthesis, efforts are made to largely use the molecular machinery of the
photosystems, provided from nature, and to modify them for higher efficiency. This
has been done, for instance, by attaching Pt nanoparticles via a linker molecule to
photosystem I [88]. For sustained operation and separation of the resulting gases,
adsorption on an electrode surface will provide a conducting substrate that supplies
the charge carriers from the opposite electrode (which is the anode in the case of
photosystem I that reduces protons). Attempts to immobilize photosystem I have
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Fig. 5.64 Photo- and dark
current–voltage
characteristics of the system
step-bunched
Si(111)/laccase/citric acid
with K2HPO4 (pH 5.2);
illumination: white light W-I
lamp, 60mW cm�2 (see text)

Fig. 5.65 Tapping mode
AFM image of photosystem I
adsorbed onto step bunched
Si; note concentration of the
biomolecule at and near the
edges of steps

failed so far, and only very recently, shape conserving immobilization could be
realized (see Fig. 5.65). Line sections across the molecules show a height between
7 and 8 nm and a width of 100–120 nm. The next step in the development would
be the immobilization of the photosystem with attached Pt nanoparticles and the
investigation of their photosensitivity with regard to hydrogen generation.

After having reviewed various aspects related to the flow of light in photonically
active materials and in photosynthesis in this chapter, a further aspect of photons,
e.g. their quantum nature, will be addressed in Chap. 6.
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Chapter 6
Exploiting the Quantum Nature of Photons

6.1 Introduction

A topical overview on the sections of this chapter is given in Table 6.1 As can be
seen, very fundamental physical concepts and modern developments are entangled
as is the mutual interaction between advances in basic research and the sometimes
surprisingly fast realization of devices, spurred by feasibility and market potential.
The chapter begins with a review of the seminal paper by Einstein et al. [1] and
with the transformation of the concept discrepancy between EPR and quantum
physics into measurable phenomena by Bell’s inequality [2]. The use of the non-
local character of quantum phenomena in teleportation of quantum states and in
quantum cryptography is then presented. The remainder of this chapter is devoted
to quantum computing and initial successes in its realization.

6.2 Einstein–Podolski–Rosen Concept and Bell’s Inequality

6.2.1 Introduction: Entanglement and Correlations

Quantum computing directly uses quantum physical phenomena such as entangle-
ment of quantum mechanical states and their superposition. Early work in that field
goes back to the seminal article of Einstein, Podolski and Rosen (EPR) [1]. It has
become popular to physicists to use the analogy of Bertlmann’s socks [2] for a
daily-life interpretation of EPR correlations: Dr. Bertlmann likes to wear two socks
of different colours; if one sees that the first sock is pink, then the second sock will
not be pink. Hence, detection of the first and the knowledge about Bertlmann gives
immediate information about the second sock (Fig. 6.1).

In the EPR Gedanken experiment, uncharged particles of spin C1=2 and –1=2
were moving in opposite directions in a Stern–Gerlach magnet where a non-uniform

H.-J. Lewerenz, Photons in Natural and Life Sciences, Springer Series
in Optical Sciences 157, DOI 10.1007/978-3-642-23749-2 6,
© Springer-Verlag Berlin Heidelberg 2012

221



222 6 Exploiting the Quantum Nature of Photons

Table 6.1 Overview of the
content of Chap. 6

6.1. Introduction
6.2. Einstein–Podolski–Rosen concept and Bell’s inequality
6.2.1. Introduction: entanglement and correlations
6.2.2. Quantum teleportation
6.2.3. Quantum cryptography
6.3. Concept transfer: quantum computing approaches
6.3.1. Brief background on quantum computing
6.3.2. Principles of quantum computing
6.3.3. Mathematical aspects of quantum computation
6.3.4. Realization of quantum computing

Fig. 6.1 Les chaussettes de
Msr. Bertlmann (see text)

magnetic field acts on the particles. In “classical” expectations, because of the
angular variations of particle axes with respect to the field, a range of locii where
the deflected particles hit a screen should be observed. Instead, two separated groups
are found (see Fig. 6.2). That means that by observing one particle, the result on the
other, even very remote particle, is immediately predictable. Is there a possibility
that the measurement of the first particle influences the outcome on the other remote
particle? This thought was rejected by EPR as “spooky action at a distance” or
“spukhafte Fernwirkung”. If one avoids such action at a distance, it is necessary to
postulate that the system possesses real properties that are fixed before observation.
Because quantum physics formalism does not contain such properties in advance
of observation, EPR termed that theory incomplete and the so-called local hidden
variables had to be introduced to restore causality and locality [3].

In this postulate of -no action at a distance-, the principle of local causality
(often termed locality) is maintained by EPR. There have been initially various
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Fig. 6.2 Stern–Gerlach experiment with spin ˙1=2 particles

misunderstandings of the statements made by EPR: the difficulty for them was
not that events in different places could not be correlated; the problem was that
it could not be accepted that an intervention at one place could immediately
affect an event at a (distant) other place. In the considered ideal case, the anti-
correlation is perfect in the sense that measurement of spin C1=2 results in a remote
detection of spin –1=2 of the other particle; in realistic experiments, however, source
and detector properties will result in a reduced correlation as will be discussed
below. Summarizing this early development, quantum theory was left in a rather
unsatisfactory situation by EPR: either the theory was incomplete by not accounting
for elements of physical reality or it violated the principle of finite propagation
speed.

It took 29 years until John S. Bell published his seminal article in which he
derived an inequality that represents an upper limit of the strength of correlations
of any theory based on locality [4]. Consider now two photons with orthogonalized
single particle states in the superposition entangled Bell-state:

j i D 1p
2
.jC1ij�1i � j�1ijC1i/: (6.1)

Here, Local hidden variable theory (LHVT) Dirac’s bracket notation of quan-
tum states is used again. Entanglement means that j i cannot be written as a
product such as j i D j'ij�i. The entangled quantum state cannot be factorized.
Schrödinger communicated first the unsettling fact that in quantum mechanics, a
system can be in an “in-between” mixed state [5–7] and, in order to demonstrate
this nature of quantum mechanics, applied it to a macroscopic system, known as the
“Schrödinger cat”. Here, a cat and an excited atom are both in a box. If the atom
decays, it sets of some kind of trigger (phantasy has been rather unlimited here) that
kills the cat. The state of the cat and the atom are entangled and the cat in the box
exists in a dead and alive situation in stark contrast to macroscopic reality. Once Dr.
Schrödinger opens the box, the wave function collapses and the cat is found either
dead or alive.

Bell investigated which restrictions would occur for the correlation of results
from measurements as shown in Fig. 6.3 if one assumes the validity of a local hidden
variable theory. We therefore consider a photon pair, generated, for instance, by a
non-linear optical process. The polarization of each photon shall be measured by
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Fig. 6.3 Gedanken experiment for the derivation of Bell’s inequality: the source (S) emits
correlated photons. Observers A, B measure the polarization of their respective photon. As result
of arbitrary switching the polarizers between a1; a2 and b1; b2 either horizontally (coded –1) or
vertically (+1) polarized photons are detected

spatially separated observers A, B and, in addition, it is assumed that the observers
incidentally switch their polarizers between two orthogonal directions labelled a1,a2
and b1, b2 (see figure).

Only two results are possible for each polarizer setting: horizontal (coded +1)
and perpendicular (–1) polarization. For local theories, the following assumptions
hold: (1) it can be predicted any time how the polarization vector of the two photons
is oriented; (2) results of observers A, B only depend on the local hidden variable �
and each own apparatus and (3) results of one observer are independent of the choice
of the other observer on the polarization. Under these suppositions, for an arbitrary
state of the photon pair, the following results can occur. A: a1 D ˙1 or a2 D ˙1;
B: b1 D ˙1 or b2 D ˙1. In order to obtain an experimentally measurable value,
the expression j.a1 C a2/b1 C .a2 � a1/b2j is evaluated. For all possible results, one
obtains

j.a1 C a2/b1 C .a2 � a1/b2j D 2: (6.2)

For frequent repetitions of the experiment, the hidden parameter � can assume
different values that are weighed by a normalized probability distribution P.�/.
Averaging over a statistical ensemble of experiments yields for each local hidden
variable theory (LHVT):

Z

�

d�P.�/j.a1 C a2/b1 C .a2 � a1/b2j D 2 (6.3)

and generally Z

�

d�P.�/j.a1 C a2/b1 C .a2 � a1/b2j � 2: (6.4)

This expression (6.4), Bell’s inequality, defines an upper limit for possible correla-
tions of measurement results of spatially separated observers within the framework
of LHV theories. A few years later, Clauser, Horne, Shimony and Holt pub-
lished a variation of Bell’s inequality that contains experimentally accessible
observables [8].

What are then the predictions of quantum mechanics for the statistical mean
values of measurements on entangled states? From (6.1) one obtains, using the
eigenstates of the spin operator j˙1iA; j˙1iB with eigenvalues ˙1 which again
code the horizontal and vertical polarization direction
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j i D 1p
2
.jC1iAj�1iB � j�1iAjC1iB/: (6.5)

j i is often referred to as the two particle “Bell” state. It can be shown that the
correlations for that state, predicted by quantum mechanics violate the Bell and
Clauser–Horn–Shimony–Holt inequality yielding a value of 2

p
2 which is by a

factor of
p
2 larger than the upper limit for LHV theories. The quantum mechanical

correlations are thus stronger than those of any local theory. This result allows to
determine experimentally whether it is possible at all to replace quantum mechanics
by a LHVT. It is also important that the difference between the upper limit of 2 for
local theories and 2

p
2 for quantum mechanics provides an experimental “buffer”

to account for the (already mentioned above) reduced expected correlations due to
realistic experimental conditions. Series of experiments employing photons, atoms
and so-called cluster states [9] have been performed that show violation of the Bell-
type inequalities [10] representing accumulative evidence for the non-locality in
quantum physics. The conclusive experiment (and only one is necessary), however,
has not yet been performed; in the case of photons, for instance, the problem is
the detection probability of correlated photons that is far below 100% and theories
based on hidden variables cannot be excluded with absolute certainty.

6.2.2 Quantum Teleportation

The use of entangled quantum physical states for what has become known as
quantum teleportation [11] and quantum cryptography [12] is described here as
a further introduction to quantum computing. Teleportation is the wording used by
science fiction writers to describe disintegration of an object at one place and its (or
a replica’s) appearance at a distant place. Here, we consider the destruction of the
original and the generation of a distant perfect replica.

Suppose, observer A (the sender) has a particle, with subscript 1, in a given
quantum state j i and that it is intended that B, at a distant location, should have this
particle in that quantum state. One possibility would be to send classical information
to B, so that B is able to reconstruct the state precisely. Since the specification of
the polarization state of a photon requires specifying a direction in space, where
the value of an angle can vary continuously, A would have to convey a principally
unlimited amount of classical information to B, for B being able to reconstruct j i
precisely. For classical information transfer, the binary expansion, for instance, of an
angle variable represented by a real number is represented by a potentially infinite
sequence of 0s and 1s. Then, if a different information transfer path is sought,
it is known that no measurement that A can perform on j i will be sufficient
to allow B its reconstruction because of the evasiveness of quantum systems that
can be in a superposition of several states at the same time. A measurement will
force the system – according to the so-called projection postulate – into only one of
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these states. It will be seen that it is actually this projection postulate that enables
teleportation of j i from A to B. The key for teleportation to occur is the use of an
entangled ancillary (photon) pair of photons 2 and 3 that is initially shared between
A and B. This entangled pair, written in (6.6) according to (6.5) as

j i23 D 1p
2
.jC1i2j�1i3 � j�1i2jC1i3/; (6.6)

does not contain information on individual particles; it indicates, however, that the
two photons will be in opposite states. The crucial feature of an entangled pair is,
that as soon as a measurement is made on one of the photons that projects it, for
instance, onto jC1i (horizontal polarization, see Fig. 6.3), the state of the other is
determined to be j�1i and vice versa. The teleportation scheme is usually set up
as follows: A has particle 1 in its initial state j i1 and particle 2 from the ancillary
entangled pair; B has particle 3 from the entangled pair. A then performs a so-called
Bell-state measurementon 1 and 2 that projects them onto the entangled states [12]

j �i12 D 1p
2
.jC1i1j�1i2 � j�1i1jC1i2/; (6.7)

where the characteristic anti-symmetric state was chosen from the four projection
possibilities. A Bell-state measurement is the projection of an arbitrary state onto
the basis of the four states of a two-particle system. Quantum mechanics predicts
that if particles 1 and 2 are projected into j �i12, particle 3 is immediately projected
into j i1, the initial state of particle 1: since particles 1 and 2 are now entangled, in
whatever state 1 is, 2 must be in the opposite state, i.e. orthogonal to j i1. Initially,
particles 2 and 3 were prepared in the state j i23 (6.6), meaning that particles 2 and
3 are orthogonal to each other. This is only possible if particle 3 is in the same state
as particle 1 was in, initially. The state of particle 3 is then (a and b complex)

j i3 D ajC1i C bj�1i: (6.8)

Figure 6.4 shows a schematic of quantum teleportation.
During the Bell-state measurement, j i1 becomes entangled with particle 2

and the original state j i1 is destroyed on A’s side of the teleportation process.
This information transfer can, in principle, take place over arbitrary distances.
Experimentally, quantum entanglement has been demonstrated rather early to occur
over distances in the order of 10 km [13]. Meanwhile, the “transfer velocity” of an
experiment with entangled states has resulted in a lower limit of a factor of 104 of
the velocity of light [14].

It should be realized that a complete Bell-state measurement gives equal prob-
abilities of 25% for the other (than the anti-symmetric) Bell states. Then, particle
3 assumes one of three different states. Classical communication on which of the
Bell states results were obtained by A then allows B to bring particle 3 into the
original state of particle 1 by an appropriate (unitary) transformation. Also, quantum
teleportation follows the verdict of the no-cloning theorem [15]. This theorem has
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Fig. 6.4 Principles involved in quantum teleportation; quantum state 1 of observer A is sought to
be teleported to B. An ancillary entangled particle pair from an Einstein–Podolsky–Rosen source,
such as a non-linear optical element, is shared between A and B. A performs a joint Bell-state
measurement (BSM) on particle 1 and on one of the entangled particles (here particle 2) thus
projecting them onto an entangled state. Then, via a classical information channel, that result is
sent to B. A unitary transformation U (for instance rotation of polarizers) on the other ancillary
particle (3) transforms it into the original state of particle 1

the profound implications in quantum cryptography and quantum computing, states
that an arbitrary unknown quantum state cannot be identically copied. Hence, after
successful teleportation, particle 1 is not available in its original state anymore and
therefore particle 3 is not a clone but the result of teleportation. It can be shown
that the no-cloning theorem has very fundamental implications: it (1) correlates
with the uncertainty principle of quantum physics and (2) it prevents superluminal
communication via quantum entanglement.

Experimental evidence for successful quantum teleportation has accumulated
in recent years. Production as well as detection of entangled states is necessary.
Entangled photons can be produced by parametric down conversion, where, in a
non-linear optical material, an incoming photon decays spontaneously into two
photons that are in the state described by (6.6). Projection into a Bell state
necessitates that the photons are indistinguishable. This is achieved by superposing
at a beam splitter (Fig. 6.5). It can be shown that projection of the photons (1
and 2) onto the anti-symmetric j �i12 state allows to register coincidence detections
when detectors are placed in each of the beam splitter outputs. To suppress photon
distinction via their time of arrival, generation uses a pulsed (� 200 fs) pump beam
and transmission to narrow bandpass filters that results in a photon coherence time
much longer than the duration of the pulse.

More recently, the experimental realization of the teleportation concept has been
extended to quantum state teleportation using, for instance, three calcium atoms in
a linear Paul trap [16]. The measured fidelity was in excess of 75%, demonstrating
the quantum nature of the process since classical maximal fidelity is 66.7%; to rule
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Fig. 6.5 Experimental realization of quantum teleportation:a UV pulse, passing through a non-
linear optical element, generates an ancillary entangled photon pair (photons 2 and 3). Retroflection
results in a second passage of the pulse through the element, generating photons 1 and 4; 1 is to be
teleported, 4 serves as indicator (detector D) that a photon to be teleported has been created. At A
(above left), coincidences are counted after the beam splitter BS where photons 1 and one of the
ancillaries are superposed. B obtains classical information on a coincidence count of A in detectors
f1, f2 that identifies the anti-symmetric j �i12 Bell state and knows that photon 3 is in the initial
state of photon 1 which can be tested by polarization analysis using a polarizing beam splitter and
detectors d1, d2

out hidden variable theories, however, a fidelity larger than 87% is required ([17],
and references therein). Also, teleportation of an atomic ensemble quantum state
has been reported [18].

6.2.3 Quantum Cryptography

In quantum cryptography, the use of public and secret keysis distinguished. Public
keys are typically based on one-way functions that can be easily calculated in
the direction of encoding, but are extremely difficult to determine in the opposite
direction of decoding [19]. An example is the factorization of prime numbers. Gen-
erally, the security is based on mathematical complexity; hence, an eavesdropper
would need (too) much time for the deciphering of a message. As an introduction,
consider the early approach that uses a secret key, known as “one-time pad” [20].
Here, the sender A adds to a binary code a modulo 2 key as shown in Table 6.2
If that key consists of an arbitrary sequence of 0’s and 1’s, has the same length
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Table 6.2 “One-time pad” consisting of a message, a secret code (modulo 2), an encoded publicly
transmitted text that is decoded using the original secret key into the original message; the modulo
2 key has the mathematical operations: 0 +0 = 1 + 1 = 0; 0 + 1 = 1 + 0 = 0

Sender (A)
Message 0 1 1 0 1 0 0 1
Key 1 0 0 1 1 0 1 0
Sum (modulo 2) encoded text 1 1 1 1 0 0 1 1
Data transfer 1 1 1 1 0 0 1 1
Receiver (B)
Encoded text 1 1 1 1 0 0 1 1
Key 1 0 0 1 1 0 1 0
Sum (modulo 2) decoded text 0 1 1 0 1 0 0 1
Original message 0 1 1 0 1 0 0 1

as the message and is only used once, then the resulting number sequence can be
transmitted publicly because its information content is null.

The problem of using a secret key is hence reduced to the secure distribution of
that key. The important aspect of quantum information transfer is, as was shown
above, that a measurement alters an unknown quantum state. Hence, if bits have
been altered during transmission, one knows that the message has been modified by
a third person. Although, in quantum cryptography, two classes of coding principles,
i.e. based on one- or two-particle systems exist, we choose to present here the
first one where transfer based on single photons is considered because of better
intelligibility; also, it describes the historical protocol, known as BB 84 [21]. For
non-local correlations of entangled particles that can be used to prepare correlated
sequences of bits, the interested reader is referred to the work of Ekert [22].

In the BB 84 protocol, A uses polarization filters to send binary information
via linearly polarized photons to B in two different incommensurable alphabets:
alphabet I codes for horizontal/vertical polarization. Horizontally polarized photons
and those with polarization –45ı are coded as “1”; in alphabet II, vertically and
C45ı polarized photons are coded “0”. A sends arbitrary sequences of photons
in one of these states to B and protocols the polarization state of each particle in
an arbitrary selection of its polarizer settings. B uses two analysers: one allows
distinction of horizontal and vertical polarization, the other of diagonally polarized
states. Before each detection measurement, B chooses one of the analysers, notes
that choice and protocols whether or not a photon has been registered. Then, after
a sufficient number of measurements, A and B (publicly) compare their respective
lists with respect to those events where B’s analyser met the state of the photon sent
by A. In that case (see Fig. 6.6), both have identical bit-values. All events, where
no photon has been detected or where the states of sent photon and analyser setting
were not coinciding, are neglected.

The publication whether a photon was horizontally/vertically or diagonally
polarized, gives, however, no detailed information on the state of the particle sent.
If an eavesdropper, E, tries to measure a photon and, corresponding to the result,
sends a substitute photon to B, an error occurs: E will measure 50% of the photons
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Fig. 6.6 Quantum key distribution following the historical BB 84 protocol where bits are coded
as polarization states of photons (see text)

in the wrong basis, hence in 50% of the cases in which the polarization state of
the photons sent by A and in which the analyser settings of B are identical, altered
photon states are detected in B. For 50% of these altered photons, B obtains a result
in contradiction to the originally chosen state by A. In A and B’s lists, an error of
25% occurs allowing identification of a third party in the information transfer chain.

6.3 Concept Transfer: Quantum Computing

6.3.1 Brief Background on Quantum Computing

Classical computers, actually introduced by Zuse [23, 24], use physical realizations
of bits (the fundamental unit of information, represented as 0 or 1) via a macroscopic
system such as the magnetization on a hard disc or the charge of a capacitor.
For example, an information consisting of n-characters and stored in a classical
computer, is described by a string of 8n zeros and ones. Whereas this type of
computer obeys classical laws of physics, physical phenomena unique to quantum
mechanics are used in a quantum computer. The fundamental difference of both
computing schemes is well acknowledged by the introduction of the qubit, the
quantum bit in contrast to “standard” bits of present technology. As was shown
above, the superposition principle of quantum mechanics leads to a series of
behaviour of quantum particles that, if transposed into the macroscopic world as
done with Schrödinger cats, results in paradoxa. In quantum computing, the qubit,
as a fundamental unit of information, can be considered quaternary in its nature
compared to the binary classical bit. A pure qubit state is a linear coherent quantum
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superposition of two (entangled) states of a basis vector:

j i D aj0i C bj1i; (6.9)

where a, b are probability amplitudes and are generally complex with jaj2Cjbj2D1.
Equation (6.9) shows that, in general, a qubit can exist as 0, 1 or simultaneously as
both 0 and 1 where the coefficients a, b determine the probability of each state.
These are the typical quantum mechanical properties described above that govern
the deviations from the Bell limit, quantum teleportation and quantum cryptography.

Historically, the idea of quantum computation emerged when scientists were
contemplating on fundamental limits in computation based on classical machines.
According to Moore’s law, which stated in the 1970s that the number of transistors
on a chip doubles every two years (surprisingly, this trend has been maintained
until the recent time where chips reach close to 1 billion transistors), an eventual
limit was foreseen. The continuous size reduction would result in structures
where the individual elements reach the size of molecules and/or atoms. At that
scale, the physical laws that govern the circuit properties will be clearly quantum
mechanical in nature, raising the question whether a limitation was reached in the
miniaturization or whether one could use the quantum world behaviour for a new
type of computing philosophy. In 1982, Feynman attempted to answer that question
by proposing a model that demonstrated how a quantum system could be employed
to perform computations. In addition, it was claimed that such a machine would
be able to simulate quantum physical processes [25]. Three years later, Deutsch
communicated a theory which showed, that, in principle, any physical process
could be modelled by a quantum computer [26].1 This work initiated the search
for applications of a quantum computer. In 1994, Shor described a method how
quantum computers could crack a particular important task in number theory, i.e.
the factorization problem [29, 30]. Difficulty in factorization is used presently as
security code on conventional computers: the most popular public key cryptosystem
that provides security, for instance, of electronic bank accounts. RSA, named after
Rivest, Shamir and Adleman is the most used cryptosystem [31]. It relies on the fact
that integer factorization is thought to be infeasible with a classical computer for
large numbers which are a product of two prime numbers of approximately equal
size, such as, for instance, products of two 300-digit prime numbers. Shor showed
that with his algorithm, a quantum computer could factor large integers quickly.
This “killer algorithm” could, in principle, break many of today’s cryptosystems
and led to a tremendous interest in quantum computing schemes and their possible
implementation in real machines. In 1998, the first working quantum computer
based on two-qubit nuclear magnetic resonance (NMR) (see below) has been

1In an essay dedicated to the psychologist Jung, Pauli discussed the topic of the immediate
presence of the conscious as well as the subconscious, postulated by Jung [27] from a physicists
view, already indicating the implications of a simultaneous presence of complex information in
humans [28].
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demonstrated, followed by a three-qubit NMR computer and the first execution of
what has become known as Grover’s algorithm [32]. Subsequently, rapid progress
in realization has been made: the first five and seven qubit NMR computer and the
first execution of parts of Shor’s algorithm occurred in the year 2000; developments
in 2005, 2006 until the present time are too numerous to account for all of them;
among them are steps towards stable quantum memories, qubit caging in a fullerene
particle for isolation (see decoherence below) and the reversible transformation of
quantum information from atoms to photons.

6.3.2 Principles of Quantum Computing

Upon extending the principle of coherent superposition of quantum states, prepared
as superposition of its two logical states 0 and 1 to a three-bit system, the capabilities
of quantum computing begin to become visible: a classical register can, at a
given time, store one of the eight possible configurations (0 0 0, 1 1 1, 0 0 1,
0 1 1, 1 0 0, 1 1 0, 0 1 0 and 1 0 1). A quantum register consisting of three
qubits, however, can store all eight numbers in a quantum superposition. All
eight numbers are simultaneously present in the register due to the superposition
principle. This storage capacity increases exponentially with the number of qubits:
for four qubits, 16 different numbers can be stored at once and for N qubits, the
storage capacity is 2N . Now, consider Fig. 6.7. If one has created a register, for
example, of three qubits as shown in the above figure, operations can be performed
on them. If the qubits are atoms, then their states can be altered by tuned laser pulses
that affect electronic states. Then, the initial superposition of encoded numbers
evolves into a new, different one and in this process, each number of the initial

Fig. 6.7 Principle of quantum computing (see text)
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superposition is affected. As a consequence, extended parallel computation in one
element of quantum hardware takes place. A quantum computer, by using only one
computational step, can perform the same mathematical operation on 2L different
input numbers that are encoded in different superpositions of the L qubits. In
principle, classical computers can perform the same calculation but would just
need more time and/or memory. Such computers would have to repeat the same
computation 2L times or would have to use that number of different processors
which work in parallel. In classical computers, performing complex operations as
those described here, time and memory elapse quickly because of their exponential
increase: to solve a specific problem, computers follow a specific set of instructions,
called algorithm. Fast algorithms are multiplication, slow ones are, for example,
factorization or calculation of chess strategies. To calculate the factors of the
number 31,707 takes much longer time than to calculate 117� 271. For a computer
algorithm, its applicability strongly depends on the fact that processing time does
not increase sharply when the same method is used for increasingly larger numbers.
Factorization of a 30-digit number takes about 1013 times more time/memory than
that of a three-digit number (using the simplest trial division method). Increasing the
digits of a factorization problem soon results in an enormous increase in processing
time and memory on classical systems, limiting its usability for advanced problems
and deciphering. It is noteworthy to specify this limitation more clearly: while
technological progress increases computational speed by a multiplicative factor,
the exponential dependence between input size and processing time limits the
usability of conventional systems. The perceived power of quantum computing
(where new quantum technology has still to be developed much further) lies in the
advancement of quantum algorithms based on quantum superposition that comprise
an exponential number of different terms.

6.3.3 Mathematical Aspects of Quantum Computation

Consider the eight-dimensional complex vector in the qubit register in Fig. 6.7: an
algorithm for quantum computation must in each step of the algorithm modify this
vector by a unitary matrix (unitary transformation of a matrix U : U�1 D U �, the
complex conjugate). The invertibility of the matrix ensures reversibility of each
calculative step. A quantum algorithm is hence implemented by a sequence of
unitary operations that typically act on a small number of bits in each step. This is
actually an “engineering” of entanglement of quantum states, being closely related
to building of gates that act on qubits [33, 34]. On a classical computer, logic gates
other than the NOT gate are not reversible (except the AND gate if both input bits
are 1). In quantum computation, reversible gates are possible. An n-qubit reversible
gate is a unitary mapping U of the space of qubits Lqb.n/ D l2.f0; 1gn/, where
f0; 1gn denotes the classical bit space [35]. Among the single and multiple qubit
gates, the single qubit NOT gate and the multiple qubit controlled NOT gate (CNOT)
are considered here. The former describes the transformation of the state
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aj0i C bj1i ) gate ) bj0i C aj1i; (6.10)

where the gate for single qubits are unitary 2 � 2matrices such as the one used here

X D
�

0 1

1 0

�

: (6.11)

The multiple qubit CNOT gate is based on two inputs: (1) a so-called control qubit
and (2) a target qubit. If the control qubit is the state j0i, then the target qubit is
unchanged; if the control qubit is j1i, then the target qubit is flipped. Hence, that
gate permutes the four basis states as follows: j0 0i ! j0 0iI j0 1i ! j0 1iI j1 0i !
j1 1iI j1 1i ! j1 0i. This operation is shown more explicitly in (6.12)

˚.j0icj0it / D j0icj0it ;
˚.j0icj1it / D j0icj1it ;
˚.j1icj0it / D j1icj1it ;
˚.j1icj1it / D j1icj0it ;

(6.12)

where the symbol ˚ denotes the CNOT gate operator given by the unitary matrix

0

B
B
@

1 0 0 0

0 1 0 0

0 0 0 1

0 0 1 0

1

C
C
A
; (6.13)

and the subscripts c and t refer to the control and target qubit, respectively. In
quantum computation, every multiple qubit gate can be constructed from CNOT
gates and single qubit gates. Although the logic of the gates appears rather
straightforward, their experimental implementation is not easy. The reason is
that the implementation of a two-qubit state requires very precise control of the
couplings between the qubits. Before turning to experimental realization of quantum
computing, another practicality issue is considered: if the quantum states in the
computer interact with the environment, even in the slightest possible way, it
would cause the system to decohere. Then, the unitary character (and hence the
invertibility) of the quantum computation steps are lost. For candidate systems such
as those based on NMR and MRI (magnetic resonance imaging) (see below), low
temperature so-called dephasing times range between nanoseconds and seconds.
Typically, computational error rates are proportional to the ratio of operating time
and decoherence time; accordingly any calculation must be performed in a time
much shorter than the decoherence time. The scalability condition sets the figure for
the required error rate at each gate at 10�4, hence each gate must perform its task
10 000 times faster than the decoherence time of the system.
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6.3.4 Realization of Quantum Computing

Selected possible candidates for quantum computation comprise among others:

(1) NMR-based systems in solution and in solid state (Kane computer).
(2) Trapped ion quantum computers.
(3) Quantum optical systems.
(4) ESR-based systems using fullerenes.
(5) Superconductivity-based systems (charge and flux qubits).

The above systems will be treated shortly with regard to their underlying physics,
feasibility of implementation and processing properties.

NMR is a well-established technique and, rather early, successes in running
quantum algorithms using NMR systems have been reported [36]. The method uses
the spin 1=2 states of atoms in molecules as qubits. Each spin 1=2 nucleus provides a
single qubit and simple logic gates that affect only one qubit of the quantum system,
can be realized using rf magnetic fields which interact strongly with the spins thus
enabling their precise control. In liquid NMR, the signal from a single molecule is
by far too small to be detected and measurements have to be done on an ensemble
of molecules. Then, the synthesis of a pure initial state has to be achieved from a
thermal ensemble. In pulsed NMR, a transverse rf magnetic field is applied to a
sample in a strong longitudinal field EB0. EB0 induces Zeeman splitting of the levels
of the spin system. In thermal equilibrium and for a two-level system, the ratio of
population of the higher energy level to the lower energy level is slightly different
from unity. This deviation of about 10�6 is nevertheless measurable as macroscopic
magnetization of the sample as a precession. Due to differences of the chemical
environment in the selected molecule even for identical atoms, selective single-spin
rotation can be accomplished using rf transverse pulses in resonance with the atom
transition frequencies [37, 38].

An example for implementation of a quantum algorithm using a custom-made
molecule, shown in Fig. 6.8, that allowed factorization of N D 15 demonstrates the
specific demands of quantum computing.

Quantum factorization using this synthesized molecule requires coherent control
over seven qubits in the course of a long chain of controlled interactions which poses
high demands on the spin–spin coupling network. In the considered molecule, all
seven spin states are well separated in their transition frequency !i=2  and hence
complex operations can be performed. Logic gates and unitary transformations are

Fig. 6.8 Perfluoro-
butadienyl–iron complex
quantum computer with 519F
and 213C spin 1=2 nuclei as
qubits labelled 1–7
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Fig. 6.9 Schematic of a one-dimensional array of (here only two) 31P atoms in a Si host
for quantum computing); A-gates control the hyperfine interaction via the nucleus resonance
frequency; J-gates allow control of the coupling between adjacent nuclear spins via the exchange
energy (function of overlap of electron wave functions); B, static magnetic field (�2T), BAC, ac.
magnetic field (�1mT)

constituted by sequences of rf pulses that alter spin orientations and couplings.
Liquid NMR quantum computing, however, has encountered scepticism rather early
[39] advocating designed quantum computing systems such as those based on
regular arrays of quantum dots and ESR-based experiments rather than bulk liquid
NMR quantum computers which exhibit quite classical dynamics.

It is in that direction that the subsequent invention of a nuclear spin-based solid
quantum computer by Kane [40] was aimed. It is based on an array of separated,
isotopically pure 31P atoms with spin 1=2 embedded as donors in a crystalline Si
lattice with the silicon purified to contain only 28Si. From theoretical considerations
that neglect the valley degenerate anisotropic band structure of Si, the design of a
spin-impurity-host quantum computer based on Si follows as shown in Fig. 6.9. 31P
atoms are placed at 20 nm below a SiO2=Si interface with a horizontal separation of
also 20 nm. Above each donor atom, metallic gates are arranged where an applied
voltage alters the Larmor frequency of individual donor atoms allowing them to be
individually addressed. Nuclear spins, however, do not interact with each other at
a distance of 20 nm. Although able to perform single qubit operations, quantum
computing requires two qubit operations. Since nuclear spins can interact with
electrons, applying a voltage at the A-gate results in externally controlled precession
frequency of a single donor nuclear spin-electron system. Spins can be selectively
brought into resonance with the oscillating magnetic field BAC thus enabling
arbitrary operations on each nuclear spin. The two-bit operation requires nuclear
spin exchange between two donor nuclear spin systems. Such interaction can be
realized by electron-mediated interaction brought about by the exchange interaction
that, in its simplest form, depends on the donor distance, the semiconductor Bohr
radius and its dielectric constant. Spin measurements in this quantum computer are
possible because distinct nuclear spin states are converted into different electron spin
states and the electron spin is determined by its influence on the exchange-coupled
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two-electron system. If a differential voltage is applied to the A gates, electrons in
the singlet D� state (two electrons bound to the same donor) can move between the
donors. Using sensitive single-electron capacitance techniques, this motion can be
detected, allowing spin measurement.

Summarizing, the solid-state NMR quantum computer works under control of
the following external parameters: A-gates above the donors define the strength
of the hyperfine interactions and hence the resonance frequency of the nuclear
spins; the J-gates between the donors allow for electron-mediated coupling between
nuclear spins and the a.c. magnetic field inverts spins at resonance.

This approach has several principle advantages: (1) it uses advances and existing
knowledge in silicon technology; (2) it is scalable to an arbitrary number of qubits,
due to the fact that qubits can be individually addressed electrically. Although the
electron spin relaxation time at low temperature (1.5 K) is in the range of 103 s and
the nuclear spin relaxation time is about 10 h, the lifetime of the D� readout state
might be too small. Recent realization attempts are based on progress in nanoscience
using either low energy ion beam implantation or STM lithography with subsequent
epitaxial Si overgrowth [41].

Another variation of the quantum computer is based on the use of trapped ions
[42]. The computer is based on the confinement of charged atoms (ions) in free
space in an oscillating electromagnetic rf field as has been shown by Paul, initially
four decades ago [43]. The Paul-trap allows to store qubits in stable electronic
states of the respective ion. Scaling has been demonstrated by using trapped ion
systems where a large number of qubits is obtained by shuttling ions into arrays
of traps. This, together with the exceptional stability (thousands to millions of
years) and the long decoherence time of these so-called hyperfine qubits makes
trapped ion systems a particularly promising approach for a scalable universal
quantum computer. Recently, a major advance has been communicated that relates
to so-called open system quantum computers [44]. Open quantum systems include
interaction of the quantum mechanical system with ambient/environment. Usually,
this interaction with the environment has been considered deleterious as it leads
to quantum decoherence of entangled states and, in general, to dissipation (loss
in coherence and superposition properties of quantum systems). Contrary to that
experience, it was shown that an additional ion of a quantum system that contained
four trapped ions can be used for a controlled interaction between the quantum
system and the environment. Rather surprisingly, it was found that by using
dissipation via the properties of the environment ion, it became possible to enhance
quantum effects such as entanglement [44].

A linear Paul trap for ion storage is schematically drawn in Fig. 6.10. It consists
of four rods, two of which are each separated into three parts where a constant
bias can be applied. The outer parts are used as caps where the bias provides
linear confinement. The rf voltage V D V0 cos!t is applied between the dark
grey electrodes. Ion confinement in the x–y plane results from the ponderomotive
(pseudo)potential of the oscillating electric field NE and is given by (see Fig. 6.10)
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Fig. 6.10 Schematic drawing
of a linear Paul trap; the
oscillatory field is applied
between the dark electrodes
that are separated by 2R; the
lighter electrodes are dc
biased, the positive charging
(C) results in confinement of
ions in z-direction; the black
spheres represent a linear
bead-type ion arrangement
(see text)

U.Nr/ D q2

2!2T
h NE2.Nr/i; (6.14)

where the oscillation frequency of an ion in the trap in the x–y plane is

!xy Š qV0p
2!TmiR2

; (6.15)

E is the rf electric field, q and m are the ion charge and mass, respectively.
According to (6.14), ions seek the position of the minimum of jE.r/j. For several
ions, their mutual Coulomb repulsion results in an equilibrium configuration in
the form of a linear array, similar to beads on a string as schematically shown
in Fig. 6.10 by the black spheres. For typical voltages and frequencies (V0500V;
!T=2 100MHz;RD 200�m; qD 1e) the distance between two 9BeC ions is about
3�m.

A viable quantum computer architecture must comprise the highest possible
number of qubits. For various reasons given in the respective literature, realistic
scalable systems must use arrays of interconnected traps which themselves contain
only a small number of ions. As information carriers between traps, photons or ions
can be used (see below).

Within each trap, qubits, separated by optical frequencies, that are stored in
metastable hyperfine levels or qubits stored in ground state configurations, separated
by microwave energies can be used. The latter has several important advantages,
such as a very long radiative lifetime, and is shortly described here. The example in
Fig. 6.11 shows the lowest 111CdC ion levels.

Detection of the internal hyperfine state is accomplished by irradiation with
a circularly polarized laser beam close to the P3=2–S1=2 transition wavelength of
214.5 nm. If the ion is in the j#i spin state (F D 1), the beam scatters many
photons but virtually none if the j"i state is occupied. The resulting qubit detection
selectivity reaches 99.7% for this ion type.

Single qubit gates, realized by hyperfine frequency qubit rotations can be based
either on resonant microwave radiation (where the radiation is tuned to the transition
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Fig. 6.11 Schematic of the
internal electronic levels of
the 111CdC ion; F D 1,
F D 0, hyperfine ground
states; �C circular polarized
so-called detection beam; also
shown are Raman beams used
for realization of quantum
logic gates (see text)

frequency !hf, see Fig. 6.11) or on Raman transitions with two photon fields. In this
scenario, two laser beams with photon energies that are detuned by the energy 

(Fig. 6.11) from an excited state differ in photon energy by
EPhoton D „!hf. Due to
difficulties of addressing individual qubits using microwave technology, the optical
method which uses stimulated Raman transitions is considered more advantageous
for the purpose of quantum computing.

Qubit gate entanglement can be achieved by the Coulomb interaction between
the trapped ions. An external “control field” is used for the entanglement of trapped
qubits that is based on correlation of the ion positions. Consider the example where
the coupling of a qubit, stored in the j#i and j"i S1=2 hyperfine ground state, is made

via the ion’s position EX by using the electric field EE. EX/ of a laser. The coupling of
qubit states proceeds due to dipole coupling to excited P states (Fig. 6.11) jexci and
is described by the interaction Hamiltonian

HI D �. E�"e C E�#e/ EE. EX/; (6.16)

where E� denotes the electric dipole operator between the states jsi and jei. Basi-
cally, simultaneous as well as sequential interaction, both generating entanglement,
can be employed. The most common methods used are: (1) motion-sensitive
stimulated Raman transitions and (2) the spin-dependent optical force technique.
Due to different possibilities in the realization of gates (CNOT for the Raman
transition method, phase gates for method (3)), both methods are considered
important for implementation. Several gate schemes based on trapped ions have
been demonstrated including a four-qubit gate [45] and a  -phase gate [46] that
showed 97% fidelity. Recently, an advanced positioning system for Cs atoms
(instead of ions) has been realized that allows ordering and shifting of the neutral
particles [47].

In quantum optical systems, basically the equivalence between (traditional) linear
optical elements (beam splitters, mirrors, etc.) and single bit quantum gates can
be used for optical quantum computation. Such an approach uses the fact that
several qubits (n) can be represented by a single photon in an interferometric
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Fig. 6.12 Optical simulation of the basic quantum logic gates; (a) Hadamard gate (using a
symmetric lossless beam splitter); (b) CNOT gate (polarization rotation element); (c) CNOT gate
with switched control and target qubits (polarizing beam splitter element) (see text)

arrangement with 2n photon paths. Then, the appropriate arrangement and cascading
of the linear optical elements allows simulation of networks of one- and two-qubit
gates. This, however, leads to an exponential growth of optical paths that limits the
applicability of this principle to simple circuits. The method is described here due
to the intelligibility of the simulation of the most fundamental quantum logic gates
which are shown in Fig. 6.12.

Figure 6.12 shows single photon experiments using a Mach–Zehnder interferom-
eter that allows optical simulation of quantum gates. In Fig. 6.12a, the two input
modes entering the beam splitter are j0i and j1i, the exit modes are j00i C ij10i
or j10i C ij00i, where the complex values result from the phase shift of �=2
between transmitted and reflected photons. With the phase shifters inserted into the
interferometer arms as shown in Fig. 6.12a, the lossless beam splitter performs a
Hadamard transformation [48]:

� j00i
j10i

�

D 1p
2

�
1 1

1 �1
�� j0i

j1i
�

: (6.17)

In Fig. 6.12b, it is assumed that the two optical modes carry polarization; the spatial
degree of freedom carries the control qubit, polarization the target qubit. If the
photon is in the vertical spatial mode, it will, according to the figure, undergo a
polarization rotation, flipping the polarization from horizontal .j0i/ to vertical .j1i/,
a CNOT gate operation has been realized (see (6.12, 6.13)). The broken line in the
figure indicates that there is no interaction between the crossing modes [49]. The
polarizing beam splitter inserted in Fig. 6.12c acts on the location qubit (flipping it
or not, equivalent to reflection or transmission, respectively) in dependence of the
photon polarization state, thus achieving CNOT operation.

The early optical quantum computers, based on linear optical elements, were
believed to be non-scalable. At that time it was widely accepted that scalable
systems needed a non-linear component, such as a Kerr medium (exhibiting a non-
linear light-intensity-dependent component to the refractory index). It has been
demonstrated, however, that universal quantum computers based on linear optics,
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Fig. 6.13 Low photon
energy exciton transitions in a
single quantum dot with the
crystal ground state j0 0i, two
single exciton states j0 1i and
j1 0i and the biexciton state
j1 1i where 0 refers to no
exciton and 1 to an exciton
state

Fig. 6.14 Concept for an ESR solid-state quantum computer; qubits based on electron spins
(arrows) of endohedral fullerenes (spheres) are used; the system is based on a Si=SiO2 structure;
A- and J-gates are as in Fig. 6.9

single photons and photon detectors can be realized, leading to a new paradigm for
optical quantum computing [50, 51].

Another development involves the use of optically excited excitons and biex-
citons in a quantum dot system that behaves like a CNOT gate [52]. Figure 6.13
shows the qubit-state assignment within the quantum dots that were fabricated by
sandwiching a 4.2 nm GaAs layer between two 25 nm AlGaAs layers.

Rabi oscillations (a periodical time evolution of the population difference in a
two-level system that occurs at the electrical dipole transition frequency (see [53],
and references therein) between the ground state and one-exciton states and between
one-exciton states and the two-exciton state can be achieved with lasers. The above
quantum dot system was shown to operate like a CNOT gate providing a novel
option for a solid-state quantum computer.

Electron spin resonance (ESR)-based solid state quantum computers use, for
example, endohedral fullerenes, i.e. fullerenes with inserted atoms (N, P), as spin
system. Using doped fullerenes as information-carrying system has the advantage
that the carbon cage protects the spin system from the environment while simulta-
neously providing a handle for spin manipulation. Qubits are encoded in electron
spins of 31P (nuclear spin I D 1=2) and 14N.I D 1, three hyperfine lines), inserted
into the fullerenes. Quantum logic operations are performed using electron spin
resonance. Qubit interaction between the encapsulated atoms occurs by magnetic
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Fig. 6.15 Schematic of a Cooper-pair box arrangement (a) and its electric circuit (b); N , number
of extra Cooper-pairs stored in the box; ı, phase difference between the superconducting island
and the superconducting reservoir

dipole interaction. The conceptual realization resembles that of solid-state NMR
quantum computer systems as shown in Fig. 6.9 and is given in Fig. 6.14:

A-gates and J-gates for spin addressing and qubit coupling, respectively, are
used as shown in the figure above where the dopant atoms of the NMR system
are replaced by the “doped” fullerenes. Qubits are set and read out via ESR pulses
[54, 55].

An electrically controlled quantum computer system involves so-called Cooper-
pair and flux qubits, i.e. micrometer-sized loops of superconducting metals that are
separated by Josephson junctions. Josephson junctions consist of two superconduct-
ing materials, separated by a thin insulating layer that allows intermetallic current
flow via tunnelling of Cooper pairs. The coherent tunnelling of Cooper-pairs in low
capacitance Josephson junctions and Coulomb blockade effects provide the physical
realization of qubits where logical states differ by a Cooper-pair charge. A sequence
of gate voltages allows single- and two qubit operations and nanoscale Josephson
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junction technology, based on what has become known as Cooper-pair box, is
presently considered for realization [56]. The latter consists of a nanometer-scale
superconducting electrode that is connected to an electron reservoir via a Josephson
junction. It has been shown that such a system constitutes an artificial two-level
electronic system where the levels are charge states of multiples of 2e [57]. The
system, where coupling occurs by Cooper-pair tunnelling, operates if the conditions

 > EC.
 superconductivity gap, EC single electron charging energy of the
box) and EC > EJ.EJ Josephson energy), EC > kT are met. A Cooper-pair box
is visualized in Fig. 6.15 where also the corresponding electric circuit is drawn
(Fig. 6.15b). N is the number of excess Cooper pairs stored in the superconducting
island, separated by a thin oxide layer from the reservoir. The two lowest lying
energy levels of a Cooper pair are well separated from each other and from the
other levels and they can be used to implement the j0i and j1i qubit states. The
charge qubits are typically read out with an rf single electron transistor, i.e. an
extremely sensitive electrometer. The phase qubit and the flux qubit are further types
of superconducting qubits; the flux qubits are based on the persistent flow of Cooper
pairs in micrometer-sized superconducting loops that are interrupted by a number
of Josephson junctions. The basis states of the qubits are defined by the direction
of the circulating currents (clockwise or counter-clockwise). For the former, the
magnetic moment is pointing downwards .j #i/ and for the current moving left,
it is pointing upwards .j "i/. The characteristics of the superconducting qubits
reduce their applicability in large-scale computational systems. In particular, the
decoherence time has been too short by an orders of magnitude. Therefore, research
on the mechanism of decoherence (compare also [44], and references therein) has
been intensively pursued [58].
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5. E. Schrödinger, Die gegenwärtige Situation in der Quantenmechanik, Naturwissenschaften 23,

807–812 (1935)
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Chapter 7
Spintronics

7.1 Introduction

Table 7.1 gives the overview of the Sects. 7.1–7.4. First, more traditional ferro-
magnetic spin injector systems are reviewed, including the giant magneto-resistive
effect, followed by an extended overview on the basic aspects of magnetism and spin
(Sect. 7.3). The more widespread relevance of these concepts, reaching into quantum
electrodynamics and eventually to string- and M-theory is emphasized to show the
connectivity of modern physics and device development. The chapter ends with
semiconductor spintronics that holds the promise of several rather revolutionary
advances such as the development of spin quantum devices (spin FETs and LEDs),
quantum computing at room temperature and the availability of ultrafast, very dense
memory and logic at extremely low power.

As a novel branch of electronics, spintronics – a neologism for spin-based
electronics – uses spin manipulation in addition to charge to produce a desired
outcome. In principle, spin manipulation has advantages with respect to processing
speed and required power compared to conventional electronics. Spin quantization
has been proven in the famous experiment of Gerlach and Stern on Ag atoms in a
magnetic field [1] followed a few years later by the formulation of the Dirac equation
(see below) in 1928 [2]. Another major step towards spintronics was the discovery
of the giant magneto-resistive effect (GMR), considered as the starting point of spin-
based electronics [3]. The effect has been used to provide new ways to store and read
information on hard discs, tapes or magnetic random access memory (MRAM).

The realization and implementation of spintronic devices needs solving of the
following aspects (1) efficient injection of spin-polarized electrons; (2) transport
of electron spins across interfaces and (3) within materials; (4) manipulation of
electron (and nuclear) spins in a sufficiently short time interval and (5) detection
of spin polarization and spin-polarized currents. Although most of this section
will predominantly address semiconductor spintronics, a short introduction to
more general aspects and initial work will be provided by introducing devices
based on ferromagnetic spin injectors. Spin-based quantum computing has already

H.-J. Lewerenz, Photons in Natural and Life Sciences, Springer Series
in Optical Sciences 157, DOI 10.1007/978-3-642-23749-2 7,
© Springer-Verlag Berlin Heidelberg 2012
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Table 7.1 Overview of content of Chap. 7

7.1 Introduction
7.2 Ferromagnetic spin injector systems
7.3 Notes on magnetism and spin
7.4 Semiconductor spintronics
7.4.1 Hybrid ferromagnetic metal-semiconductor structures
7.4.2 Ferromagnetic semiconductors
7.4.3 Spin-photonics

Fig. 7.1 Schematic of a spin valve, a term, coined by IBM, made by two ferromagnetic and
an anti-ferromagnetic layer (see text); (1) magnetically pinned layer by direct contact to anti-
ferromagnet; (2) soft, magnetically polarizable “free” layer (see text)

been described in Sect. 6.3.4. (realization of quantum computing) and will not be
extended here.

7.2 Ferromagnetic Spin Injector Systems

First, consider a spin valve, consisting of two ferromagnetic layers, typically made
of alloys of Fe, Ni and Co, that are separated by a thin non-magnetic layer such
as a Cu film. One of the outer ferromagnetic layers is magnetically “pinned” in
the sense that its magnetization is comparably independent to an applied magnetic
field of moderate strength. The pinning has been realized by contact to an anti-
ferromagnetic layer that consists of mutual anti-parallel spin domains with net
overall magnetization (see Fig. 7.1). The interface between the anti-ferromagnet
and the ferromagnet acts as inhibitor to changes of the ferromagnetic layer (1) by
external magnetization. The ferromagnet pinning, discovered by Meiklejohn and
Bean [4], is due to an exchange bias, i.e. a shift of the centre of the magnetization
loop of the ferromagnetic layer in contact with an anti-ferromagnet away from zero
external magnetic field. The loop shift has been termed exchange bias field. The
magnetization of the second layer (2) can be altered by a comparably small external
magnetic field. This layer is also called the free layer.

A spin valve uses the GMR effect, discovered independently by Fert and
Grünberg [3, 5]. The GMR effect produces pronounced changes in the electrical
resistance in dependence of the relative magnetization of two ferromagnetic layers,
separated by a thin metallic but nonmagnetic layer. Although magneto-resistance
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Fig. 7.2 Change of electrical
resistance R with relative
magnetization of
ferromagnetic layers w.r.t. to
each other; parallel
magnetization: 0ı and 360ı;
anti-parallel: 180ı (see text)

(MR), the change in resistance of a metal or a semiconductor in a magnetic field,
is an established phenomenon and has been used in heads of hard disk drives, the
change in electrical resistance by alternating ferromagnetic layer structures similar
to those in Fig. 6.1 exceeded the �2% changes in 
R˝=R˝ by the MR effect
substantially. The influence of spin rotation from parallel to anti-parallel in the
ferromagnetic layers on electrical resistance is shown in Fig. 7.2. This increase or
decrease of the resistance depending on the relative spin orientation in adjacent
ferromagnetic layers has resulted in the expression “spin valve”: relative spin
positions in the layers modulate the flow of current via electrical resistance.

GMR is based on spin-dependent scattering [6] of conduction electrons in a
material. Depending on its magnetic orientation, a single-domain magnetic material
will scatter electrons with spin up or down differently. When magnetic layers in
GMR structures have anti-parallel magnetization, electrical resistance will be high,
because electrons with spin up, for instance, that are not scattered in one layer
will be scattered in the other. With increasing layers of parallel magnetization, R˝
will be reduced. Preservation of the spin upon passing the metallic interlayer is
mandatory for the functioning of the device and implies that the interlayer thickness
is smaller than the so-called spin-scattering length. Typical thicknesses are in the
low nm range.

The functioning of a GMR sensor, for application in computer hard disk drives
(as shown in Fig. 7.3), is based on the influence of the magnetic field from a bit,
that passes beneath the soft magnetic (“free”) layer, which induces a rotation of the
magnetic orientation of this layer. The magnetization rotation relative to that of the
magnetically pinned layer produces a significant change in the electrical resistance
of the device that can be read out as a voltage.

A similar device, the magnetic tunnel junction (MTJ), uses an insulating layer
between the pinned and the free ferromagnetic layers. The insulator is typically
made of alumina (Al2O3). Here, the tunnelling resistance is modulated by a
magnetic field and shows MR changes up to 40%. Because of the small tunnelling
currents, MTJ devices are characterized by rather high resistances but recent work
has shown good MR effects at resistances as low as 10˝�m�2. Figure 7.4 shows a
schematic for an MTJ.
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Fig. 7.3 Schematic of a
GMR-based magnetic sensor
for hard disk drives; during
operation, the bits on the disk
move under the head

Fig. 7.4 Sketch of a
magnetic tunnel junction
using an insulating
aluminium oxide interlayer
(thickness �2 nm) and a free
layer of �5-nm thickness

The functioning of the MTJ can be comprehended by a two-band model for
magnetic d-band materials: d-bands are split in each material in a spin up and
spin down band with different density of states at the Fermi level. For parallel
layer magnetization, majority band electrons tunnel across the interlayer to the
majority band of the opposing layer and minority electrons tunnel to their respective
counterpart. In anti-parallel configuration, majority electrons are forced to tunnel
into the minority band and vice versa. The reduced number of states, induced by the
coupling with the minority band, results in an increase of the tunnel resistance.

Compared to metallic spin devices, semiconductor-based spintronics could com-
bine storage, detection, logic and communication capabilities on a chip, replacing
hitherto separated components by a single multifunctional device. Envisaged appli-
cations include integration of MTJs with Si-based electronics and transformation
of magnetic information into an optical signal. Shortly after the discovery of this
effect, the spin-field effect transistor (spin-FET) has been introduced [7], leading to
a wealth of device proposals that articulated spin-based analogues of conventional
electronic devices such as field effect transistors and bipolar junction transistors.
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Fig. 7.5 Geometry for
considering equivalency
between electrostatic and
magnetic interactions
(see text)

In the spin-FET (see below), transistor current between ferromagnetic source and
drain is modulated by a gate voltage that controls the spin precession in the transistor
channel via Rashba spin–orbit coupling [8,9]. The latter is a lifting of the degeneracy
of electronic quantum states by spin–orbit interaction in the presence of an electric
field (that acts as a magnetic field in the rest frame of the moving electron) in
conjunction with a structural inversion asymmetry. Such asymmetry exists, for
instance, at semiconductor surfaces and hetero-interfaces. The Rashba effect hence
allows to extract spin-polarized currents from semiconductor devices via resonant
quantum mechanical tunnelling.

7.3 Notes on Magnetism and Spin

As an introduction, also to the understanding of the Rashba effect, the equivalency
of magnetic interaction with electrostatics, readily described by special relativity
theory is considered: for a positive charge CQ, moving with velocity v above a
metallic wire through which current flows, a repulsing Lorentz force is observed.
Figure 7.5 shows the arrangement; there, the usual picture of electrons moving along
the wire with the same velocity v as Q and positive metal cores that are at rest
is shown. In an even simpler form, one could consider the positive charge as a
smeared out into a homogeneous background, where the metal is then referred to
as jellium [10].

The chargeQ then experiences a deflection according to the Lorentz force F D
qEv � EB , where B is obtained from

H EBdl D �0 EI (Maxwell equation) and EI D �Ev
where � denotes the electron charge density, resulting in a magnetic force (using
EB D .�0 EI /=.2 r/) that points directly away from the wire with magnitude

F D Q�0�v2

2 r
: (7.1)

In that situation, the charge will accelerate away from the wire. Changing now the
frame of reference means keeping the electrons andQ at rest and the positive charge
is moving relative to them with –Ev (Fig. 7.6).

In this reference frame, no Lorentz force is experienced becauseQ is at rest. The
positive charges with density � move at velocity v relative to the electrons at rest.
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Fig. 7.6 Visualization of the
change of the charge motion
reference frame; Erep,
electrostatic (repulsing) field
(see text)

Their charge density in this frame is increased slightly by the Lorentz contraction
�� D �=

p

1 � .v2=c2/. Because of the very small value of v, the surplus density
can be approximated by .�=2/.v2=c2/ and since the electron density in their rest
frame is reduced by the same amount, a positive excess electrostatic charge density
of �v2=c2 is obtained. It can be readily shown that the electrostatic force acting on
the chargeQ is given by

F D Q�v2

2 r

1

"0c2
: (7.2)

Using 1=c2 D �0"0, one obtains the result of (7.1) that has been calculated for the
Lorentz force. Hence, whether a particular force on a particular charged system is
magnetic or electric depends on the chosen frame of reference.

The electron spin has initially been introduced into quantum physics in a phe-
nomenological manner, based on experiments such as that of Stern and Gerlach (see
Fig. 7.2) and on the anomalous Zeeman effect. Theoretically, it was established in a
relativistic version of the Schrödinger equation that overcame certain shortcomings
of the Klein–Gordon equation [2]. As in the Klein–Gordon Ansatz, a relativistic
expression for the electron kinetic energy for a free particle was used:

H2 D c2 Ep2 Cm2c4: (7.3)

Here, H D i„.@=@t/ and Ep D �i„r (momentum operator). Rewriting (7.3) and
introducing the components of the momentum operator yields .H2 � c2

P

j

Ep2j �
m2c4/ D 0. This equation can be expressed in a product form whose first part,
then linearized, gives already the solution of the complete equation, named after
Paul Dirac,who derived it in 1928 [2]:

 

H � c
X

i

˛i Epi � ˇmc2
!

 D 0: (7.4)

The linearization becomes possible if the constant coefficients ˛i and ˇ satisfy
the relations (1) ˛i˛j C ˛j ˛i D 2ıi;j (Kronecker symbol); (2) ˛iˇ C ˇ˛i D 0

and (3)ˇ2 D 1. The Dirac equation is first order in the time derivative, as is the
Schrödinger equation, is invariant against Lorentz transformation and thus governs
the dynamics of quantum waves that describe electrons while satisfying special



7.3 Notes on Magnetism and Spin 253

relativity. The ˛’s are linear operators that act on the wave function. The condition
(1) above is an anti-commutation relation. The conditions (1)–(3) can be satisfied in
the simplest way by using 4 � 4 hermitian matrices for the ˛’s. The necessity to use
4 � 4 matrices turns out to have considerable physical significance, the first being
that the electron wave function must have four components as it is acted on by 4 �4
matrices (see below).

The hermiticity of the ˛’s results in a hermitian Hamiltonian with real eigen-
values. There is more than one possible representation of the Dirac matrices
with the choice of representation affecting the physical meaning of the individual
components of the wave function. Here, we consider the matrices

˛0 D
�
I 0

0 �I
�

˛i D
�
0 �i

�i 0

�

; (7.5)

where 0 and I are 2 � 2 0 and 1 matrices. The original matrix for ˛0 was

˛0 D

2

6
6
4

1 0 0 0

0 1 0 0

0 0 �1 0

0 0 0 �1

3

7
7
5
: (7.6)

The �i are named Pauli matrices

�1 D
�
0 1

1 0

�

�2 D
�
0 �i
i 0

�

�3 D
�
1 0

0 �1
�

: (7.7)

One can show that, for a spin 1/2 particle, the spin angular momentum operator ESi
can be identified with the Pauli matrices ESi D .„=2/�i . As basis set, the eigenvectors

of �3 are used, i.e. &" D
�

1

0

�

(spin up) and &# D
�

0

1

�

(spin down). The electron

spin is not the only physical observable that is contained in the Dirac equation. Since
the matrices are 4 � 4, the according wave function is a four-component vector or

“spinor”

0

B
B
@

 1
 2
 3

 4

1

C
C
A

written as a column matrix here.

In the non-relativistic limit, where the energy is approximately given by E �
p2=2m� pc, the components of the spinor can be interpreted. The first two
components,  1 and  2, describe spin up and down, respectively, for the positive
energy solution (electron) and 3;  4 describe the spin states for the negative energy
solution. The latter troubled Dirac initially because of the apparent unphysical
result. Five years after Dirac published his equation, however, Anderson commu-
nicated the finding of a particle (in a cloud chamber experiment) with the mass of
an electron but with positive charge, the positron [11]. It possessed the properties
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Fig. 7.7 Dirac sea of
negative energy states
(continuum) and empty
positive energy states
(see text)

Fig. 7.8 Feynman diagrams for scattering of two electrons; (straight full black lines) electrons;
(wavy black lines) photons (electromagnetic field between the electrons that makes them repel
each other); (full line loops) photon creating an electron and a positron that annihilate each other,
creating a photon in this virtual process

of the “hole” states of Dirac’s “negative energy sea” (see Fig. 7.7), thus solving the
mystery of the negative energy solutions.

Mathematically, the solutions of the Dirac (and Klein–Gordon) equations have
instabilities that describe the generation and annihilation of virtual particles from
empty space. Such behaviour was later described by Feynman’s formalism using the
graphical form of diagrams [12, 13] in the framework of quantum electrodynamics.
Figure 7.8 shows a set of Feynman diagrams (in the typical space–time coordinate
system) for the scattering of two electrons where the virtual particle generation and
annihilation is represented by the respective loops that connect to photons.

After it could be shown that quantum electrodynamics was a renormalizable
theory where infinities are avoided, it was considered an established theory in the
late 1940s. Three decades later, in the theoretical description of the strong nuclear
force, (holding protons and neutrons in the atomic core) so-called dual models [14]
led to the renormalizable quantum chromodynamics [15]. Around 1970, it was
understood that dual models were theories describing the quantum behaviour of
relativistic vibrating strings, leading to the labelling “string theories”. After estab-
lishing the electroweak theory (uniting weak nuclear forces and electromagnetism),
only gravity was left as a force that could not be described by a renormalized field
theory. A considerable problem of such theory was the consequences of the value for
the spin J D 2 of the graviton, the quantum particle of the gravitational force field:
the loop integral for a particle of spin J inD-dimensional space is approximated by

Iloop �
Z

p4J�8dDp; (7.8)
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(p, momentum). For 4J C D–8 � 0, the integral assumes infinite values. Hence,
for the gravitational field, with J D 0 and D D 4, the loop integral would become
infinite with the fourth power of p. String theory, however, originally introduced
for the description of the strong interaction, contains a mass-less particle with spin
J D 2. Therefore, string theory was considered an advantageous alternative theory
of quantum gravity, in particular as it avoids the zero-distance, infinite-momentum
problems of integrals of particle loops (Fig. 7.8). In string theory, distance and
momentum are roughly related by 
L � .„=p/ C ˛0.p=„/, ˛0 being the string
tension parameter, T , with T D 1=2 ˛0. The expected minimum length scale is in
the order of the Planck length Lp (gravitational constantGN/

Lp D
r„GN

c3
D 1:6 � 10�33 cm: (7.9)

More recently, unification of the different existing string theories has been attempted
by introduction of the M-theory [15].

Another unexpected feature of the Dirac equation is the so-called Zitterbewegung
due to interference between the positive and negative energy components of the
wave packet. It should result in ultrahigh frequency oscillations (�1021 Hz) of the
particle over distances in the order of a Compton wavelength for electrons [16]:

�COMPT D „
mec

� 3:9 � 10�11 cm: (7.10)

Although this Zitterbewegung has not yet been observed directly, an analogue of
it has recently been studied in semiconductor quantum wells where the spin–orbit
coupling of the electronic wave packets is larger than in vacuo [17].

7.4 Semiconductor Spintronics

7.4.1 Hybrid Ferromagnetic Metal–Semiconductor Structures

Whereas metallic spin devices provide new ways to store and read information in
hard discs, tapes or MRAMs, semiconductor-based spintronics could combine stor-
age, detection, logic and communication capabilities on a chip. Such multifunctional
devices could replace several hitherto separated components. Examples include the
improved integration of MTJs with Si-based electronics and the transformation of
magnetic into optical signals. Various further applications have been envisaged [18].

Currently, two basic approaches are pursued in semiconductor spintronics:
(1) the development of hybrid structures where ferromagnetic spin injectors and
detectors are combined with semiconductors and (2) the development of devices and
structures that are exclusively using semiconducting materials. We will treat these
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Fig. 7.9 Spin field effect transistor with a semiconductor hetero-structure consisting of, for
instance, an asymmetric single quantum well with InAlAs as shown and ferromagnetic spin-
injecting and -detecting contacts; LD (not shown in the figure) is the distance between the edges of
source and drain that contact the conductance channel (see text)

approaches separately, beginning with hybrid structures, where the proposition of
an electronic analogue of the electro-optical modulator, introduced shortly after the
discovery of the GMR, has found widespread attention. This so-called spin field
effect transistor (coined spin-FET) design [7] is based on a HEMT (high electron
mobility transistor) structure where highly doped source/drain regions are replaced
by ferromagnetic contacts. At the Fermi level of these contacts, the concentration
of one type of spin is largely exceeding the other, allowing to preferably inject (and
detect at the drain) one type of spin polarization. The drain current depends on the
gate-voltage-controlled coherent spin of electrons that reach the contact with respect
to the drain magnetic moment. Although later somewhat criticized [19], the structure
represents an excellent example for describing how spin might be controlled by
electrical fields although the device has not yet been realized. A schematic of a spin-
FET, based on a semiconductor heterostructure, is shown in Fig. 7.9. The original
device was thought to operate in the ballistic regime where the device channel length
LD is smaller than the spin scattering length Lss.

For description of the operational principle of the device, first, the spin–orbit
coupling and the effect of a built-in and of an externally applied electric field on this
coupling is considered. Electrons, orbiting around nuclei, produce a magnetic field
that alters their magnetic moment. This interaction is known as spin–orbit coupling.
The Hamilton operator,HS�O, describing spin–orbit coupling, is derived from the
Dirac equation (7.4) and has the form

HS�O D „2
.2mc/2

.rV � p/&; (7.11)

rV is the gradient of the potential energy V that results from the electric
field, induced by the hetero-structure formed, which acts on the electrons; p the
momentum operator and & represents a vector of the Pauli spin matrices (compare
(7.6)) and the according text).
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The wave function of a spin-polarized electron, injected into the 2DEG (two-
dimensional electron gas) conduction channel of the device (see arrows in Fig. 7.9),
can be described as superposition of two spin states (7.6ff) that have slightly dif-
ferent quantum mechanical momenta „k. This difference results from the different
influence of the electrical field (that becomes a magnetic field, the Rashba field,
in the rest frame of the electrons) on the two spin states in the 2DEG, resulting
in slightly different free-electron parabolae as shown in Fig. 7.10. Upon coherent
movement of the two spin states along the conduction channel, the relative phase
shift � is given by the electron wave vector difference and the length of the channel,

� D 
kLD D 2m�
e˛LD=„2; (7.12)

wherem�
e is the electron effective mass and ˛ the Rashba parameter. The dispersion

relation for parabolic bands is given by

E"#.kII/ D E0 C „2k2II
2m�

e
˙ ˛jkIIj; (7.13)

here, kII is the electron wave vector in the 2D plane, E0 the edge of the ground
sub-band and ˛ the parameter for Rashba spin–orbit splitting; the sub-band splitting
depends on the size of ˛ where the spin up (") electrons populate the energetically
higher lying sub-band as can be seen from (7.13). The phase shift can be expressed
by considering the single-spin components in (7.13) where the electrons, travelling
in the x-direction, experience a magnetic field perpendicular to their motion as
indicated in Fig. 7.10.

Fig. 7.10 Simplified
schematic for momentum
phase shift induced by
Rashba field sub-band
splitting; the 2DEG is
assumed to reside in the x–y
plane (see text)
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E".kx2/ D E0 C „2k2x2
2m�

e
C ˛kx2;

E#.kx1/ D E0 C „2k2x1
2m�

e
� ˛kx1:

(7.14)

For equal energy, the phase shift is then kx2�kx1 D 2m�
e˛=„2, resulting in the phase

shift given in (7.12). As a result, the spin of the electron, moving ballistically along
the conduction channel, precesses and can have a distinctively different orientation
near the end of that channel than upon injection. The gate voltage, in addition
to the electric field of the hetero-junction, can alter this spin orientation and also
influence the Rashba parameter via gate voltage-induced sub-bandgap splitting:
from Shubnikov–de Haas beating patterns [20], evidence for such gate voltage-
induced influence on the Rashba parameter

˛ D
p
�„2
m�

e

.n" � n#/.2Ne � 2.n" � n#//�1=2; (7.15)

(Ne, total carrier density, typically �1012 cm�2, n, spin-polarized electron concen-
tration in the 2DEG) has been reported. It was found that a rather small variation of
the front gate voltage (�0:15V) can change ˛ by a factor of 2, demonstrating the
possibility of tuning the spin splitting without influencing the charge in the 2DEG
channel. Other experiments have shown, however, that the field contribution to the
spin–orbit splitting can be smaller than the effect of penetration of the wave function
perpendicular to the quantum well [21]. The positioning of the wave function
perpendicular to the 2D channel is thus the third parameter that can be used to
alter ˛.

The search for materials combination of ferromagnetic injector and spin-
transporting semiconductor has rather recently resulted in spin injection with a
degree of polarization of 30% [22]. These systems, however, are characterized
by two disadvantages (1) the large conductivity differences between metal and
semiconductor demand separation by a highly resistive tunnel junction, except
for spin injectors with a polarization degree of close to 100%. It will be difficult
to achieve such high polarization degrees because the bulk magnetic properties
typically deviate substantially from the according interfacial ones; (2) the spin
relaxation during transport can destroy the spin orientation due to a too large
distance to the metallic spin injector.

7.4.2 Ferromagnetic Semiconductors

Due to the above-described limitations, the use of ferromagnetic semiconductors
has found considerable attention. Advantages include a rather easy integration into
semiconductor devices, the possibility to adjust the ferromagnetism by the charge
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Fig. 7.11 Schematic representation of the density of states N.E/ for magnetic semiconductors
below the Curie temperature; (a) Mn-doped EuS with a Zeeman splitting of �0:3 eV and
with EF � 0:15 eV (for 1020 cm�3 free carrier concentration); (b) N.E/ for the half-metallic
ferromagnet CrO2; the energy scale in (b) is about a factor of 10 larger than in (a)

carrier density and the absence of the already mentioned problems with metallic
injectors. The demands on the material properties for semiconductor spintronics
include a Curie temperature above room temperature, incorporating n- as well as
p-type doping, a Zeeman splitting of the conduction- (valence-) band that exceeds
the Fermi energy of the electrons (holes) (Fig. 7.11a) and as high spin polarization
as possible at room temperature at EF. The latter occurs in so-called half metallic
materials where the Fermi level intersects only one of two spin bands whereas EF

lies in a band gap for the other band (Fig. 7.11b).
The selection of promising spin injection materials for semiconductor spintronics

is based on two main criteria (1) the ferromagnetic state of the materials should be
preserved at temperatures at or above 300 K; (2) the fabrication technology for the
respective material class should already exist. Past work has focused on (Ga,Mn)As
and (In,Mn)As where markets exist for their host materials in infrared LEDs and
lasers as well as in high-speed digital electronics (GaAs) and magnetic sensors
(InAs). The hitherto achieved highest Curie temperatures reported for these materi-
als of 173 K, however, are still too low for most practical applications (see below).

The search for suited semiconductor materials is partly characterized by a
rational screening approach, also often used in the development of new pharma-
ceuticals where, based on experience and intuition, materials are developed and
investigated with regard to their magnetic properties and, in particular, with regard
to a Curie temperature TC at or above room temperature and a large carrier spin
polarization. Examples encompass a wide range of material classes. Among them
are ferromagnetic oxides such as CrO2 (see Fig. 7.11b) and Fe2O3, the latter being
characterized by a very high degree of spin polarization at room temperature. Mn-
doped II–IV–V2 ternary chalcopyrites such as CdGeAs2 and CdGeP2 show TC at
about 350 K. The Mn content can reach 20% in CdGeP2 but the materials can exhibit
magnetic inhomogeneity, i.e. the simultaneous presence of ferromagnetic and
paramagnetic-type phases. The dilute magnetic semiconductor class Ga1�xMnxAs
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Table 7.2 Overview of semiconductors that exhibit room temperature ferromagnetism

Cd1�xMnxGeP2 1.7 eV Mn evaporation >300K
(Ga,Mn)N 3.4 eV MBE Mn incorporation >300K
(Ga,Cr)N 3.4 eV MBE Cr incorporation >400K
(Ga,Mn)P:C 2.2 eV Mn incorporation by MBE or implantation >330K

.Zn1�xMnx/GeP2 1.8–2.8 eV Sealed ampoule growth 312 K
ZnSiGeN2 3.5 eV Epilayers on Al2O3 �300K
ZnSnAs2 0.65 eV Bridgman growth 329 K
ZnO:Co 3.1–3.6 eV PLD Co incorporation >300K
TiO2 W Co 3.2 eV PLD Co incorporation >380K
CrO2 �2 eV CVD on TiO2 �390K
"� Fe2O3 n.a.(2 eV) Sol–gel (ferrimagn.) >490K
MBE molecular beam epitaxy, PLD physical vapour deposition, epilayers: epitaxially grown
material; CVD chemical vapour deposition, na not available; for spray pyrolysis films, where the
phase of Fe2O3 has not been identified, the energy gap is 2.05 eV

has been extensively investigated showing ferromagnetism, however, below room
temperature only. Table 7.2 gives an overview of the semiconductors that show
TC > 300K including their energy gap and preparation methods.

Room temperature ferromagnetism was also observed in laser-ablated or PVD-
prepared Co-doped TiO2 (see Table 7.2). As this material is transparent in the
visible spectral range, having an energy gap around 3.2 eV, it could be relevant in
optoelectronic applications. Epitaxial layers of CrSb/GaAs/CrSb show also room
temperature ferromagnetism (not shown in the above table) and Mn11Ge8 crystals
have TC near room temperature. The so-called Heusler alloys [23], made of metals
which have their spins aligned at room temperature, (NiMnSb with TC D 728K)
are not considered here in the context of semiconductor spintronics.

The coherent spin transport through semiconductors and across interfaces is
essential for device development where spin coherence times and mobilities define
device quality. Figure 7.12 shows an example of interlayer spin transport under
externally applied bias at the ZnSe/GaAs hetero-interface. The junctions are made
of n-GaAs substrates and n-ZnSe epitaxial layers, grown by MBE with, for example,
100-nm thickness. A 100-fs laser pulse with circular polarized photons and 1.5-eV
photon energy produces spin-polarized conduction band electrons selectively in the
GaAs substrate. This process is described in Sect. 7.4.3 in more detail. The spin
transport is measured at a delay time 
t in ZnSe using a linearly polarized photon
probe pulse with hv D 2:8 eV, i.e. above the band gap energy of ZnSe. Due to
the Kerr effect, its polarization rotates proportional to the spin magnetization. It
has been shown that the spin signature of materials can be obtained by sweeping a
magnetic field B at a fixed pump–probe delay [24]. Without bias, during delay times
of 
t D 100–400 ps, the spontaneous spin transfer from GaAs to ZnSe is in the
range of a few percent of the spins present in GaAs. The according signature in the
magnetic field response experiment is virtually identical to that of the ZnSe as can be
seen in Fig. 7.12b. This so-called two-colour pump–probe measurement [25] where
the magnetic field response S of transferred spins has been measured in resonance
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Fig. 7.12 Schematic of
bias-induced spin transfer at a
GaAs/ZnSe hetero-junction;
(a) hetero-junction
arrangement and energy band
scheme E.x/ including
optical excitation of
spin-polarized conduction
band electrons; (b) magnetic
response signature of ZnSe
and of the hetero-junction
without external bias (E= 0);
(c) energy schematic of the
influence of a forward bias
voltage on the conduction
band spin reservoir in GaAs;
(d) electric field-induced
control of the magnetic
response of the ZnSe layer
during spin injection (see
text); T D 5K
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scans when the applied magnetic field B is swept at a fixed delay 
t D –10 s
shows in the bottom signal that the signature of the ZnSe spins is almost unaffected
by the few spins from the GaAs substrate (which acts as spin reservoir due to the
long spin lifetime in this material) that crossed the interfacial barrier (compare also
Fig. 7.12a). Figure 7.12c shows an energy scheme of the influence of the applied
bias on the spin transport across the spike in the conduction band where the forward
bias applied to the spin reservoir (see Fig. 7.12a) facilitates transport.

The resulting magnetic response is shown in Fig. 7.12d and compared to that of
GaAs. The response of the spins injected into ZnSe to the applied magnetic field B
changes from that of ZnSe towards that of GaAs. With increased bias, the periodicity
of the signature resembles the signal of GaAs, showing that one can control the
magnetic response of the ZnSe layer by an electric field during spin injection. Thus,
sustained spin currents from the GaAs reservoir can be generated by biasing the
hetero-junction allowing, in principle, extended functionality of magneto-electronic
devices.

Theoretical analyses have shown that the mobility in low electric fields and
the diffusion of spin packets depend sensitively on the doping of the semicon-
ductor. The introduction of ferromagnetic semiconductors that are compatible
with III–V semiconductor epitaxy is presently viewed as promising contribution
in this direction. Such semiconductor devices provide means to manipulate their
magnetic properties by external factors such as doping and gating, for instance,
due to the carrier-related nature of the ferromagnetism in these materials [26].
As already mentioned above, the class of ferromagnetic semiconductors based on
the elements (Ga,Mn)As provides promising candidates for coherent spin transport
because the good lattice match with GaAs and AlAs allows preparation of high-
quality magnetization-modulated (Ga,Mn)As/III–V hetero-structures for potential
spintronic applications. Advances in MBE growth processes and improvement of
the growth conditions have resulted in an increase of the Curie temperature to
now 173 K [27]. The construction of functional spintronic devices as that shown
above in Fig. 7.12 depends on the realization of efficient spin injection from the
ferromagnetic regions into the paramagnetic ones. Also, the tunnelling magneto-
resistance effect (TMR) [28] allows applications in, for instance, RAMs and
magnetic field sensors. Both aspects have been recently realized in structures that
are based on the (Ga,Mn)As family, where about 80% spin-polarized electrons from
a p-(Ga,Mn)As/n-GaAs Zener diode and a TMR effect larger than 200% has been
reported on (Ga,Mn)As/AlAs/(Ga,Mn)As triple layer structures [29].

7.4.3 Spin-Photonics

The spin generation in the GaAs reservoir as described above and schematically
shown in Fig. 7.12a has occurred by the use of polarized light. In this subsection,
the interaction of photons with electron spins, optical spin generation and resulting
devices will be treated in somewhat more detail. The field of spin-photonics aims
at using photons for the storage and processing of information in magnetic media.
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Photons can be used, for instance, to pattern magnetic media as will be shown below
and also for the study of fundamental properties of the interaction of light with
magnetic materials. The industrial goal of using photons for writing and erasing
elementary bits of information in magnetic media presents several advantages
that are specific to lasers or synchrotron radiation (1) an adjustable wavelength,
(2) short pulses are available in ultrafast optics and (3) the use of the ˙h spin
momentum of photons, carried by circularly polarized light which has been used
above (Fig. 7.12a). Particularly promising is the extrapolation of the present all-
magnetic technology to frequencies well above the GigaHertz range by use of
femtosecond laser pulses. In addition, applying linearly or circularly polarized
light allows selection of specific optical transitions in semiconductors and can
induce all-optical switching in ferrimagnetic materials where opposing magnetic
moments are unequal and result in spontaneous magnetization. Although at the
present time, spin-photonics is an emerging field that is still far from outperforming
the well-established all-magnetic technology which is used, for example, in the
commercially available computer hard drives of a few hundred gigabytes rotating
at a few thousands rd/minutes, it has nevertheless led already to several promising
achievements in the recent past. Realized devices comprise spin LEDs [30] that emit
circularly polarized light, semiconducting random access memories [31, 32] using
a ferromagnetic (Ga,Mn)As nanostructure and spin lasers [33] where the selective
coupling of spin-polarized electrons with photons of defined helicity results in a
reduction of the threshold laser current, for example.

The interaction of the polarization state of photons and an electron system in
an external magnetic field is known from the Zeeman effect [34]. The quantum
numbers for electrons in an atom are n, l , m and s which refer to the main-,
the orbital-, the magnetic- and the spin quantum number, respectively. In Russell–
Saunders coupling, the individual quantum numbers l and s can be added separately
due to rather weak individual spin–orbit interactions. The total angular momentum
can then be described by J D L C S and not by the individual quantum numbers
l1, l2: : : and s1, s2 : : :, thus describing the system in a single-particle approach. In
a magnetic field, the splitting of the valence electron levels is given by 
E D
�m B, where �m is the total magnetic moment of the atom which depends on
J , L and S . Introducing the magnetic quantum number MJ that depends on the
total angular momentum J (with MJ D –J; : : :; 0; : : :J ), the energetic splitting is
given by the product of MJ with the Bohr magnetron �B , the Landé factor g and
the magnetic field, neglecting the hyperfine interaction which would include the
magnetic moment of the nucleus:


E D MJ�BgB; (7.16)

where the Landé factor expresses the spin interaction in the Hamiltonian

H D H0 C .L C gsS/B: (7.17)
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Fig. 7.13 Term scheme for
the splitting of the Hg line
with � D 546:1 nm in the
presence of a magnetic field;
MJ, magnetic quantum
number, �R, �L and � denote
transitions with
MJ D C1,
–1 and 0, respectively and
indicate left- and right-hand
photon polarization; the
spectral notation of the levels
is 2SC1XJ where X D S , P ,
D: : : denotes L D 0, 1, 2,
etc., hence 3P2 is a state with
S D 1, L D 1, J D 2

With gs � 2; the Landé factor g and MJ depend on the particular state in Russell–
Saunders coupling. g is given by

g D 1C J.J C 1/C L.LC 1/� S.S C 1/

2J.J C 1/
: (7.18)

We now consider the term splitting of the mercury line at 546.1 nm in the presence
of an external magnetic field as shown in Fig. 7.13. The fundamental transition is
from a 3S1 (J D 1, L D 0, S D 1, spin-only) to a 3P2 (J D 2, L D 1,
S D 1, mixed spin–orbital momentum) state as indicated in the figure. The term
multiplicity in the magnetic field is 2J C1, resulting in three levels for the 3S1 term
and in five levels for 3P2. The optical transition selection rules for electric dipole
transitions are 
l D ˙1, 
L D 0, ˙1, 
S D 0, 
J D 0, ˙1 and 
MJ D 0,
˙1. The light that is emitted in the three triplets is linearly polarized for 
MJ D 0

transitions, with polarization along the magnetic field, and circularly polarized for

MJ D ˙1 transitions. The photon is a particle with spin 1 with spin components
of ˙m„. A particle withm D C1.–1/ corresponds to right (left) circularly polarized
light. In optical excitation transitions, circularly polarized light can therefore excite
electrons from one spin state to another one because of spin transfer to the electron
system. This is used in modern applications of semiconductor spintronics and has
been already used in the experiment shown in Fig. 7.12.

Spin-polarized electrons are injected in the conduction bands of semiconductors
by the absorption of circularly polarized light. This process, known as optical
orientation, provides a powerful tool in the field of spintronics, where it is used
to generate a spin-polarized electron density in semiconductors. The principle is
shown in Fig. 7.14.

The degree of spin polarization after excitation is determined by the expression

P.t/ D I".t/ � I#.t/
I".t/C I#.t/

: (7.19)
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Fig. 7.14 (Left): E.k/ diagram of the GaAs band structure near the � -point at k D 0 with the
energy gap of 1.52 eV at low temperature (Eg D 1:42 eV at room temperature) and a spin–orbit
splitting of 0.34 eV; the right-hand side shows optical excitation from the sub-bands using left-
and right-handed circularly polarized light that generates different electron spin populations in
the conduction band; l h and ll refer to light and heavy holes, respectively, defining the according
effective mass m� / 1=.d2E=dk2/ which is inversely proportional to the curvature of the E.k/
band structure. The effective masses of the light and heavy holes can be described by the Kohn–
Luttinger parameters �1 and �2 using m�

hh D .�1–2�2/�1 : : : m0 and m�

lh D .�1 C 2�2/
�1 : : :m0

(m0, electron mass at rest); the spin-off band (so-band) is related to the spin–orbit splitting of
the �7 band from the �8 valence band. Below, in case of the spin laser, it is shown that quantum
confinement in a quantum well further lifts the degeneracy between the hh and lh valence bands at
the band edge

A schematic example is shown in Fig. 7.15. Typically, the initial spin polarization
is taken for evaluation as is shown in Fig. 7.16 for a GaAs/AlAs multiple quantum
well grown on a GaAs substrate by MBE with a thickness of 15.2 nm.

In these two-dimensional quantum systems, the degeneracy of light and heavy
holes at the � -point is lifted for the upper valence band (compare Fig. 7.14, left-
hand side, where the degeneracy exists for the three-dimensional case) with the light
holes lying energetically � 5–10meV below the valence band edge at �8, depending
on the actual quantum well dimensions. It can be seen that the spin polarization
changes with photon energy from a high positive value (> 0:7) to � –0:3.hv D
1:54 eV/. The optical transition associated with the change in spin polarization is
due to excitation from a light hole state into the conduction band. The observed
maxima in P.t/ are related to various heavy hole–conduction band transitions [35].

Applications that have already been demonstrated include the spin laser and spin
LEDs. They will be shortly reviewed here. A schematic of the spin laser structural
arrangement is shown in Fig. 7.17. The laser consists of a top and a bottom �=4 (so-
called) Bragg reflector which serve as laser mirrors. The Bragg reflectors on top and
at the bottom confine a 3=2� optical wave. Two InGaAs quantum wells in the optical
antinodes of the laser cavity provide the optical gain medium. Such a structure is
called a vertical cavity surface-emitting laser (VCSEL), where, in contrast to typical



266 7 Spintronics

Fig. 7.15 Spin polarization
vs. time behaviour after
optical spin excitation using
circularly polarized light with
the value for the initial spin
polarization as indicated

Fig. 7.16 Comparison of
experimentally determined
and calculated spin
polarization degree of a GaAs
quantum well (QW) structure
with 12 QWs of thickness of
15.2 nm; excitation:
Ti:sapphire laser, T D 4:2K;
upper part shows
experimental result (exp) and
the lower part the calculated
response

so-called edge emitting lasers, the laser light is emitted perpendicular to the plane of
the active region as indicated in Fig. 7.17. Optical electron and hole excitation (� D
780 nm) is done in the growth direction by fs pulses of a Ti:Sapphire laser. Both,
the surrounding GaAs barriers and the GaxIn1�xAs.x D 0:96/ quantum wells are
optically excited with light of photon energy 1.59 eV (780-nm wavelength) where
the reflectivity of the Bragg reflectors has its minimum. This photon energy is both,
above the band gap and below the transition from the split-off band (shown in the
left side of Fig. 7.14) to the conduction band minimum.
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Fig. 7.17 Schematic for the
structural arrangement of a
VCSE laser, consisting of two
GaInAs quantum wells
(QWs) with 8 nm thickness

Fig. 7.18 Transient laser
intensities for a
GaInAs-based VCSE laser
after generation of aligned
spins (full line) and of
random spins (dashed line)

After injection of spin-aligned electrons by a pump laser with circularly polarized
light, coherent radiation of � D 835 nm is emitted about 150 ps after injection. In
Fig. 7.18, the transient laser intensity after injection is shown for two cases (1) for
excitation with linearly polarized light that results in random spin orientation and
(2) for excitation with circularly polarized light. The pump power of 6.5 mW was
chosen to yield a pump current of 650mA cm�2 which is slightly below the laser
threshold for random spin alignment. The increase in emitted light intensity in the
latter case is attributed to the fact that the spin-polarized electrons contribute mostly
to one circularly polarized lasing mode whereas for random electron spins, more
modes are supported.

For aligned spins, the conversion into a single lasing mode drives the laser above
the lasing threshold. The laser threshold current, which defines the minimum power
consumption needed to achieve lasing, is shown in Fig. 7.19 for the two cases. It is
determined from plots of emission power vs. pump power. For aligned spins, this
threshold is 0:5A cm�2 and for random spins it is at 0:65A cm�2 demonstrating a
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Fig. 7.19 Laser threshold for
the VCSE laser of Fig. 7.17;
(circles) lasing after injection
of spin-polarized electrons;
(squares) lasing for random
electron spins (see text)

Fig. 7.20 Energy vs. space
diagram for a spin-LED
based on a GaAs quantum
well in flat-band situation; the
band offsets are enlarged for
intelligibility; in the GaAs
QW, the light and heavy hole
sub-band lifting of the
degeneracy due to the
reduced dimensionality is
exaggerated (see text)

substantial decrease in the laser threshold current in the former case. In the above
considerations, it has been tacitly assumed throughout that the hole states show fast
spin relaxation and do not carry a spin polarization.

Whereas for lasing, optical injection of electron spins that results in emission of
polarized photons has been described above with a light-to-electron and electron-
to-light energy and momentum conversion, the according light-emitting diodes
(spin-LEDs) typically use electronic spin injection and conversion to polarized light.
An example that demonstrates the operation principle (compare also Fig. 7.12) is
displayed in Fig. 7.20.

The spin injector material is a Zn0::94Mn0:06Se semi-magnetic semiconductor
(see, for instance, Table 7.2). In an applied magnetic field (B ¤ 0 in the above
figure), this material shows a large band edge spin splitting, also known as giant
Zeeman effect, forming spin-polarized carrier populations as indicated in Fig. 7.20
at the conduction band edge. Representative electroluminescence spectra from
the structure, obtained for left and right circularly polarized light, are shown for
selected values of the applied magnetic field at 4.2 K. At B D 0, no polarization
is observed, as expected. The emission maximum occurs at a photon energy of
1.524 eV, which confirms that the radiative recombination occurs via the heavy hole
excitonic states in the quantum well. Because ZnMnSe is a paramagnet that acquires
no net magnetization at B D 0, optical polarization is not observed. For increased
magnetic field strength, a spin population is generated in ZnMnSe and injected into
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Fig. 7.21 Electrolum-
inescence spectra for a
spin-LED for different
magnetic field strengths,
recorded at 4.2 K; (full lines)
left circular polarization �L;
(dotted line) �R; the energetic
position of the heavy and
light holes is indicated

Fig. 7.22 Optical selection
rules and occupancy in a
GaAs quantum well
spin-LED with the two
polarizations according to the
labelling in Fig. 7.21
(see text)

the LED structure. The corresponding spectra in Fig. 7.21 show a distinct increase in
polarization as indicated by the differences between the full and the dotted lines. The
shoulder at 1.515 eV is attributed to recombination in the GaAs bulk which indicates
by its growing polarization degree that a part of the spin polarized electrons retain
their spin until recombination in the GaAs buffer layer.

The missing signal from the light hole band is due to its energetic location below
the heavy hole band (�5meV for this structure). This split is larger than the thermal
energy at 4.2 K, 0.36 meV, so that the light hole states which are at lower electron but
higher hole energy are not occupied. Therefore, radiative transitions from the two-
fold degenerate conduction with MJ D ˙1=2 to the heavy hole band with MJ D
˙3=2 occurs only. These transitions are schematically drawn in Fig. 7.22 [36].
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Charge motion reference frame, 252
Charge qubits, 243
Charge separation, 174
Chemical shift, 119, 129, 135
Chemiluminescence, 76–78, 96
Chemiluminescence quantum yield, 77
Chemoautotrophic process, 22
Cherenkov angle, 52, 53
Cherenkov cone, 53
Cherenkov counter, 53
Cherenkov radiation, 50, 51, 53, 170, 172
Chiral autocatalysis, 34
Chiral imbalance, 33
Chirality, 33
Chirped pulse amplification, 71
Chlorophyll a, spectra, 177
Chlorophyll b, spectra, 177
Chlorophyll molecules, 175, 176
Chlorophyll–polypeptide complex, 181
CH2O molecule, 24
Circular columns, 160
Circular dichroism, 33
Circular DNA, 196
Circularly polarized light, 33, 264, 265
Circularly polarized synchrotron radiation, 37
Circumstellar envelope, 24
Classical dispersion relation, 90
Clauser, J.F.,, 224
Cloak, 95
Cloak(ing), 94, 95
CM-AFM, 113
CNOT gate, 234, 239–241

operator, 234
operation, 240

CO2, 79
CO2 fixation, 180
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Coherent Bremsstrahlung, 6
Coherent spin transport, 262
Coherent superposition of quantum states, 232
Coherent X-radiation, 7
Coincidence detections, 227
Coincidence spectra, 49
CO2 laser, 70
Cold seeds of life, 21, 25
Collision-excited gas molecules, 102
Collisional de-excitation, 74
Collisional excitation, 69
Collisional population inversion, 70
Collisional recombination, 69
Collisional recombination laser, 70, 71
Collisional relaxation, 73
Comet Wild 2, 21
Commutation relations, 9
Compound excimer lasers, 72, 75
Compression, 94
Compton wavelength, 255
Comsat non-reflecting (NR) cell, 137, 138
Conode, 150, 151
Constant current mode, 198
Constant current STM, 87, 199, 202
Contact mode AFM, 135
Contact potential difference, 204
Continuum approximation, 51
Control, 234
Conventional lenses, 92
Cooper minimum, 119
Cooper pairs, 242

box, 243
tunnelling, 243

Cooper-pair box, 242, 243
Cooperation length, 58
Copper indium disulfide, 49
Core level states, 120
Corona discharge, 102
Correlations, 221
Corrosion, 128
Coulomb blockade, 242
Coulomb collision, 3, 46
Coulomb gauge, 8
Coulomb interaction, 239
Coulombic interaction forces, 83
Covalent radii of Si and H, 131
Covellite, 145
C–O water window, 52
CP4, 136
Cretaceous periods, 20
Critical crossover energy, 6
Critical energies, 54
Critical frequency, 53
Critical photon energy, 62

Cryptosystem, 231
Cu–In–S System, 148
CuInS2, 50, 149

solar cells, 145
CuInSe2, 145
Culture, 21
Curie temperature, 259
Curie, M., 50
Current oscillations, 80
CuS, 145
Cu2S, 150
Cu2S (djurleite), 145
C VI H˛ laser, 71
Cynobacteria-like fossils, 19
Cysteine, 179
Cytochrome b6f complex, 180
Cytoplasm, 194
Cytosol, 194
Czochralski (CZ) Si, 129

Decay cascade, 48
Decoherence time, 234, 237, 243
Defect bands, 166
Deflection parameter, 56
2DEG. See Two-dimensional electron gas

(2DEG)
Degree of spin polarization, 264
Delay time, 260
Delocalization, 182
Delocalized Frenkel exciton model, 183
Delta function, 9
Density effect, 50
Density functional theory (DFT) calculations,

131, 134
Density of states (DOS), 161

distribution, 164
surface states, 198

Deoxynucleoside triphosphates, 194
Dephasing times, 234
Depletion layer band bending, 118
DESY, 57
Deutsch, D., 231
de Veer, G., 103
Dexter excitation energy transfer system, 190,

191
DFT calculations. See Density functional

theory (DFT) calculations
Dielectric band, 162
Dielectric contrast, 164, 168, 169
Dielectric function, 81
Dielectric mirror, 165
Dielectric pores, 160
Dielectric susceptibility, 75
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Diffraction limit, 92, 94
Dimensional fcc arrangement of air spheres,

169
Dioxetanone, 79
Dipole approximation, 9, 143, 184
Dipole–dipole interaction, 187
Dipole mode, 123
Dipole moments, 187
Dipole scattering, 122
Dipole transition matrix elements, 75, 144
Dipole transition moments, 184
Dipole transitions, 9
Dirac equation, 252, 253, 255
Dirac matrices, 253
Dirac notation, 75
Dirac’s bracket notation, 187
Dirac sea of negative energy states, 254
Direct electron transfer, 190
Discharge pumped lasers, 74
Dispersion element, 59
Dispersion free, 166
Dispersion section, 59
Dissipation, 237
Dissociation constant, 127
Dissolution reaction, 127
Dissolution reaction intermediates, 135
Distant collisions, 50
Divalent dissolution, 126, 133
Divalent dissolution of illuminated n-Si, 132
DLVO theory, 197
DNA-dependent DNA polymerization

(DDDP), 195
Donor nuclear spin systems, 236
Doppler effect, 55
DOS. See Density of states (DOS)
D–T reaction, 44
Dual models, 254
Dye-sensitized solar cell, 210, 211

Earthquake lights, 96, 97, 100
Earth’s surface, 98
EDW, 140
EEL spectrum. See Electron energy loss

spectrum
EELS. See Electron energy loss spectroscopy

(EELS)
Effective charge, 120
Effective mass, 265
Eigenfunctions, 73
Eigenmodes, 160
Eigenvalue problem, 160
Einstein relation, 116
Einstein, A., 221

Einstein–Podolsky–Rosen source, 227
Elastic electron tunnelling, 88
Elastic recoil detection analysis (ERDA), 136
Electric dipole operator, 239
Electric dipole transitions, 264
Electric field, 8

at tips, 101
gradient, 149
tensor, 48

Electric quadrupole moment, 47
Electrical dipole transitions, 182
Electrical hyperfine interaction, 48
Electrical polarization, 75
Electrochemical cell, 113
Electrochemical etch stop, 139, 140
Electrochemical phase formation, 125
Electrochemical reactions, 192
Electrochemical scale, 179
Electrochemically H-terminated FZ n-Si

(1 1 1), 130
Electrochemically H-terminated surface, 115
Electrochemically hydrogen terminated

Si(1 1 1) surface, 115
Electrochemically prepared .1�1/-Si.1 1 1/:H,

114
Electrocrystallization, 125
Electrodeposition, 124
Electroluminescence, 79
Electroluminescence spectra, 269
Electron affinity, 116
Electron-capture process, 46
Electron cavitation, 71
Electron discs, 57
Electron energy loss (EEL) spectrum, 173, 174
Electron energy loss curves, 173
Electron energy loss spectra, 172
Electron energy loss spectroscopy (EELS),

171, 174
Electron impact collision, 69
Electron injection, 131, 211
Electron paramagnetic resonance (EPR), 178

correlations, 221
Gedanken experiment, 221

Electron spin, 252
Electron spin relaxation, 237
Electron spin resonance (ESR), 241
Electron spin states, 236
Electron transfer reaction, 30
Electron wiggling angle, 56
Electronegativity, 131
Electronic bank accounts, 231
Electronic screening distance, 122
Electronic transition, 184, 187
Electroplating, 141
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Electropolishing regime, 126
Electrostatic attraction, 197
Electroweak theory, 254
Emission in STM tunnelling, 88
Emission yield, 119
Enantiomeric amplification, 34
Enantiomeric asymmetry, 33
Enantiomers, 33
Enantioselective synthesis, 34
Endocytosis, 194
Endohedral fullerenes, 241
Energetic landscape of polypeptides, 208
Energy band diagram, 137, 141, 145
Energy distribution curve (EDC), 118
Energy gap of polypeptides, 205
Energy loss, 147
Energy modulation, 63
Energy schematic of photosynthesis, 179
Energy transfer, 175

mode, 190
rates, 183

Energy vs. space diagram, 204
Engineering of entanglement of quantum

states, 233
Enhancement, 15
Entangled ancillary (photon) pair, 226
Entangled Bell-state, 223
Entangled pair, 226
Entanglement, 16, 221, 239
Enzyme, 189, 192

immobilization, 214
integrase, 194
ligase, 197

Etch rate, 126
Etch stop, 138, 140
Etchants, 136
Ethylendiamine–pyrochatecol–water (EPW),

139
Eukaryotes, 19
European XFEL, 59
Evanescent waves, 92
Exchange bias field, 248
Exchange energy, 236
Excimer lasers, 72
Excitation energy transfer, 177, 183, 186
Excitation of Ag surface plasmons, 94
Excited states A, B, C, . . . , 78
Exciton, 211
Exciton concepts for delocalized and localized

electron–hole pairs, 182
Exciton energy, 182
Exciton hopping, 190, 191
Excitonic coupling, 183
Excitonic models, 182

Excitonic states, 268
Exoplanets, 21
External load, 211
Extinction of the dinosaurs, 20
Extra-atomic contribution, 121
Extra-atomic relaxation energy, 122

Fabry–Perot cavity, 67
Fabry–Perot resonator, 165
Factorization of prime numbers, 228
Factorization problem, 231
Far field approximation, 52
Faraday constant, 125
Faraday effect, 34
Fcc 2D photonic crystal, 164
FEL. See Free electron lasers (FEL)
FEL-SASE emission intensity, 58
Femtosecond laser slicing, 62
Femtosecond X-ray pulse generation, 64
Fe–Ni active site, 179
Fe–Ni hydrogenase, 179
Fe2O3, 259
Fermat’s principle, 11
Fermi, E., 50
Fermi level, 116
Fermi level pinning, 205
Fermi’s golden rule, 15
Ferris and ferric ionic states, 147
Ferromagnet, 248
Ferromagnetic oxides, 259
Ferromagnetic semiconductors, 258, 262
Ferromagnetic spin injectors, 255
Ferromagnetic spin injector systems, 248,

255
Fert, A., 248
Feynman diagrams, 254
Feynman, R.P., 12, 231, 254
Field effect transistor (FET), 248, 256
Fill factor, 161, 162
Fine structure constant, 5
First Brillouin zone, 161
Fissures, 98
F2 laser, 73, 74
Float zone (FZ), 129
Fluorescence, 30, 77, 88, 185

decay time, 185
mode, 85
phosphorescence, 76
quantum yield, 77
rate, 185
yield, 185, 186

Fluorine laser, 72
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Fluoro-polymer-based resist, 75
Flux qubit, 242, 243
Förster, 183
Förster excitation energy transfer, 192, 193
Förster process, 184
Förster radius, 188
Förster rate, 189
Förster resonance energy transfer (FRET), 183,

188
Förster transfer, 192
Förster-transfer-based devices, 191
Förster transfer-based excitation energy

transport, 191
Förster transfer process, 185
Förster transfer rate, 188
Form invariance, Maxwell equations, 94
Formation angle, 53
Formation length, 5, 52, 53
Formation time, 5
Fossil findings, 19
Four-qubit gate, 239
Fox Fire, 96
Frank, I.M., 50
Franck–Condon factor, 25, 184, 185,

188
Franck–van der Merwe growth, 81
Free electron lasers (FEL), 56, 57

gain, 57
parameter, 61
radiation, 57

Free energy of activation, 125
Frenkel exciton–Förster process, 190
Frenkel exciton model, 181, 182
Frequency doubling, 61
Frequency multiplication, 61
FTIR transmission, 164
Fullerenes, 241
Fungi, 96
Funnel, 180
Furane, 32
Fusion ignition threshold, 44
FZ. See Float zone (FZ)

GaAs/AlAs multiple quantum well, 265
GaAs/ZnSe hetero-junction, 261
GaInAs-based VCSE laser, 267
Gain coefficient, 70
Gain length, 58, 61
Galvani potential, 88, 205
Galvanoforming, 141, 142
�-distribution function, 45
�–” cascade, 47
�–� emission, 48

�-ray detectors, 53
�-rays, 148
GaN, 80
Gap-solitons, 167
Gaussian pulse profile, 167
Gedanken experiment, Bell’s inequality

derivation, 224
Geogenesis, 23
Geological periods, 18
Geometrical optics, 13
Geometries, Cherenkov radiation experiments,

172
Gerlach, W., 252
Ghostlights, 96
Giant magneto-resistive (GMR) effect,

247–249
sensor, 249
structures, 249

Giant Zeeman effect, 268
Gibbs free energy change, 124
Gibbs’ phase rule, 149
Gilbert, W., 23
Glycoprotein shell, 194
GMR. See Giant magneto-resistive (GMR)

effect
GMR-based magnetic sensor, 250
Göppert-Mayer, M., 67
Gravitational force field, 254
Graviton, 254
Grotrian diagram, 69
Ground state X, 78
Group velocity dispersion, 167, 168
Grover’s algorithm, 232
Grünberg, P., 248

HBrO2, 78
Hadamard gate, 240
Hadamard transformation, 240
Hadean, 18
Half-cell reactions, 211
Half-metallic ferromagnet CrO2, 259
Half metallic materials, 259
Half-time, 47
Hamilton operator, 8
Hard disk drives, 249
H diffusion, 136
Heavy hole, 265
HEPES, 199
Hermitian Hamiltonian, 253
Hermitian operator, 160
Hermiticity, 253
Heterodimeric enzyme, 176, 194
Heterotrophic model, 22



Index 279

Heterotrophic organism, 22
Heusler alloys, 260
Hg line, 264
High- and low-spin configuration, 147
High conductivity, ultrathin water films, 201
High electron mobility transistor (HEMT),

254
High gain harmonic generation (HGHG), 56,

58
free electron laser, 57, 60

High pressure XPS, 133
High-resolution electron energy loss

spectroscopy (HREELS), 122, 123
High-resolution electron energy loss spectrum,

115
High-spin configuration, 147
History of earth, 19
HIV 1 reverse transcriptase structure images,

199
H-like C6C, 71
Holocene, 20
Holocene period, 21
Holt, R.A., 224
Hominids, 20
HOMO, 186
Homochirality, 27, 33
Homo erectus, 20
Homogeneity range, 149, 150
Homogeneous nucleation from the gas phase,

124
Homo- heidelbergensis, 20
Homo- neandethalensis, 20
Hopping-type mechanism, 190
Horne, M.A., 224
HREEL spectrum, 115
Human development, 18
Human immunodeficiency virus (HIV), 194
Huygens principle, 11
Hybrid inorganic–organic solar energy

converting structures, 190
Hydrogenase, 179
Hydrogen bridge compound HF�

2 , 127
Hydrogen evolution, 176, 190, 192
Hyperfine ground states, 239
Hyperfine interaction, 47, 236, 237
Hyperfine parameters, 50
Hyperfine qubits, 237
Hyperfine splitting, 48

Image resolution, 92
Impact parameter, 50
Impact scattering, 122
In, 149

111In atom, 47
In2S3, 150
In-system photoelectrochemical approach, 112
In-system surface analysis apparatus, 114
Inelastic background, shake up, 119
Inelastic mean free scattering, 119
Inelastic mean free scattering length, 118
Inelastic tunnelling, 88
Inelastic tunnelling mode, 86
Informational polymer, 26
InGaAs quantum wells, 265
InGaAs/GaAs quantum wells, 80
InGaN, 80
InN, 212
Inorganic nanoparticles, 191
InP quantum dots, 80
InS, 50, 149
Instantaneous growth, 125
Instantaneous nucleation, 125
Integrated beam splitter, 166
Intensity amplification, 57
Interaction energy, 182
Interaction Hamiltonian, 239
Interaction matrix element, 186, 187
Interaction of transition dipoles, 187
Inter-chromophoric term, 189
Interface analysis in solar cells, 142
Interface engineering, 145
Interferometric arrangement, 240
Intermetallic alloys, 46
Internal Bremsstrahlung, 46, 47
Internal conversion, 77
Internal hyperfine state, 238
International Thermonuclear Experimental

Reactor (ITER), 44, 45
Interstellar grains, 21
Interstellar ice, 32
Intersystem crossing, 30, 77, 79
Inversion factor, 70
Inverted pyramids, 137
Invisibility cloaks, 93
Iodine/iodide electrolyte, 211
Ionic three-body recombination reaction, 74
Ionization potential, 205
Isochromat mode, 85
Isoelectric point IP, 197
5=2C Isomer level, 48

Jablonski diagram, 30, 76, 77, 79, 80
Jellium, 251
J-gates, 236, 237, 242
Joliot–Kok diagram, 177
Joliot–Kok scheme, 178
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Josephson junctions, 242, 243
Jung, C. G., 231

Kane, BE., 236
Kane computer, 235
Kaons, 53
Kelvin equation, 124
Kernel, 11
Kerr effect, 167, 260
Kerr medium, 240
Kerr nonlinearity, 167, 168
Kink sites, 127, 131
Klein–Gordon equation, 252
Kohn–Luttinger parameters, 265
Kok cycle, 180
Koshland, 17
KrF, 72, 75

Laccase/step-bunched Si structure, 213
Lagrangian, 12
Lamb shift, 13
Landé factor, 263
Larmor frequency, 236
Larmor’s formula, 2
Laser radiation, frequency mixing, 76
Laser slicing technique, 64
Laser threshold, 268
Laser threshold current, 267
Lawson–Woodward theorem, 63
Least action path, 12
Left-handed materials, 90
Left-handed medium, 91
Left-handed negative index material, 92, 93
LHV theories, 224
Lienard’s extension, 53
Life, definition of, 17
Life cycle, retrovirus, 194, 196
Lifetime (energy) broadening, 75
Ligand exchange, 131
LIGA process, 141, 142
Light and heavy holes, 265
Light emission, 86

in electron tunnelling, 81
in scanning tunnelling microscopy, 81
spectrum, 89

Light generation, quantum transitions, 8
Light harvesting, 174
Light harvesting complexes, 180
Light hole, 265
Light propagation concept, 13
Light-harvesting complexes, 180

LH I, 175, 176, 181
LH II, 175, 176, 183

Light-induced transitions, carbonyl groups, 29
Lincoln log, 170
Lincoln log structure, 170
Linear Paul trap, 237, 238
Lipids, 177
Liquid NMR, 235

quantum computing, 236
Linear combination of atomic orbitals (LCAO),

144
Lithography and galvanic abformung, 141
LMM Auger line, 145
Local causality, 222
Local hidden variable theory (LHVT), 223,

224
Local hidden variables, 222
Localized surface plasmons, 87
Local theories, 224
Logic gates, 233
Longitudinal plasmon modes, 82
Longitudinal volume plasmons, 83
Long terminal repeats, 196
Lorentz contraction, 252
Lorentz factor, 55, 57
Lorentz force, 251, 252
Lorentz transformation, 252
Loss coefficient, 70
Lotka–Volterra mechanism, 78
Low-spin configuration, 147
Low-temperature quantum limit, 24
Luciferase, 79
Luciferin, 79
Luggin capillary, 113
Luminescence, 77
Luminescence rings, 80
Luminol, 77
LUMO, 186

Mach–Zehnder interferometer, 240
Macromolecule, 192
Macropore array in Si (100), 163
Macroporous Si, 166
Madelung term, 120
Magnetically pinned layer, 248
Magnetically polarizable “free” layer, 248
Magnetic circular dichroism, 34
Magnetic dichroism, 35
Magnetic field, term multiplicity, 264
Magnetic force, 251
Magnetic moment, 263
Magnetic random access memory (MRAM),

247
Magnetic resonance imaging (MRI), 234
Magnetic resonance line, 47
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Magnetic response signature, 261
Magnetic tunnel junction (MTJ) devices, 249,

250
Magnetochiral anisotropy effect, 35
Magnetochiral dichroism effect, 35, 36
Magneto-luminescence, 80
Magneto-resistance, 248
Marcus–Gerischer model, 208
Marcus–Gerischer theory, 209
Markov chain, 80
Markov processes, 80
Master equation, 159
Matthews, D.L., Rosen, Suckewer, 69
Maxwell equations, 159, 251

for monochromatic plane waves, 90
Maya, 21
MC-FRET, 189
Mean inelastic electron scattering length, 114
Mean inelastic scattering length, 129
Meiklejohn, W.H., 248
Messenger RNA, 195
Metallic spin devices, 250
Metalloproteins, 147
Metamaterial, 89, 94–96
Metastable atomic state, 48
Metastable stage forming nano-sized flat Si

mesas, 128
MgK’, 118, 119
Micro-bunches, 54
Micro-bunching, 58, 61
Microcapacitor, 131
Microcapacitor model, 119
Microcracks, 98
Micromotor gears, 141
Microstructuring, 139
Miller, S.L., 22, 32
Mirage, 103
Mitogenic radiation, 105
Mn–O–Ca complex, 179
Mn oxidation states, 148, 178
Modulator, 60
Molecular excitations, 184
Molecular fluorine, 72
Molecular fluorine laser, 73, 74
Molecular lobes, 87
Molecular spectroscopy, 87
Molecular symmetry under inversion, 77
Momentum compaction factor, 59
Momentum operator, 8, 9, 252
Monochromatic X-ray beam, 70
Morowitz, H.J., 22
MoTe2, 196–198
Mott, 182
mRNA, 195

M-theory, 255
MTJ devices. See Magnetic tunnel junction

(MTJ) devices
Multi-chromophoric Förster processes, 183
Multi-chromophoric FRET theory, 183
Multi-chromophoric thin film absorbers, 193
Multicrystalline silicon, 138
Multiple qubit controlled NOT gate (CNOT),

233
Multiplet splitting, 129
Multipole radiation, 62
MuLV. See Murine leukaemia virus (MuLV)
Murchison meteorite, 33
Murine leukaemia virus (MuLV), 194
Myoglobin, 147
Mysterious lights, 96

NADPH, 180
NADPHC, 180
Nanoparticles, 190–192
Nanoscopic triangular defects, MoTe2 surfaces,

198
Nanotopography, 128
Natural dichroism, 35
Negative index materials, 92
Negative ion resonance, 122
Negative refraction, 93
Negative refractory index metamaterial, 93
Ne-like Ge, 69
Ne-like Ti, 71
Neologism, 247
Neutrino, 46
Neutrino emission, 47
Neutron star, 37
Newton’s second law, 11
N � 2�hydroxyethylpiperazine-

N 0 � 2�ethanesulphonic
acid, 199

Nicotinamide adenine dinucleotide phosphate,
180

Ni–Fe, 179
No-cloning theorem, 226
Non-adiabaticity operator, 25
Non-adiabaticity term, 25
Non-isotropic angular correlation, 48
Non-linear optical element, 227
Nonlinear optics, 75
Non-locality, 225
Non-racemic mixtures, 33
Non-radiative dissipation processes, 185
Normal dispersion, 167
Normal X-ray emission spectroscopy (NXES),

143, 145, 146
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Normal X-ray emission, 144
NOT gate, 233
Novaya–Zemlya effect, 103
Novaya–Zemlya inversion layer, 104
n-Si(1 1 1), 143
Nuclear magnetic resonance (NMR), 234, 235
Nuclear quadrupole moment, 47, 48
Nuclear spin exchange, 236
Nuclear spin relaxation, 237
Nuclear spin states, 236
Nuclear spin-based solid quantum computer,

236
Nuclear spin-electron system, 236
Nucleocapsid proteins, 195
Nucleoid, 19
Nucleophilic substitution reaction SN2, 134
Nucleotide sequence gap, 197
Nucleotide synthesis, 26
Nucleus resonance frequency, 236
NXES. See Normal X-ray emission

spectroscopy (NXES)

One-dimensional Si wave guide, 165
I–III–VI2 (ABX2) chalcopyrite

semiconductors, 145
One-time pad, 228, 229
Opal with TiO2, 169
Open circuit situation, 211
Open system quantum computers, 237
Optical anisotropy factor, 34
Optical density modulation, 59
Optical gain medium, 265
Optical isomers, 33
Optical Kerr effect, 167
Optical orientation, 264
Optical quantum computation, 239
Optical quantum computing, 241
Optical selection rules, 269
Optical solitons, 167
Optical transitions, 9

probabilities, 182
selection rules, 264

Orbital electron capture, 46, 48
Orientation factor, 187
Origin of life, 17
Oscillator strength, 184
Oscillatory behaviour, 126
Oscillatory energy modulation, 59
Oscillatory reactions, 78
Overall laser gain, 71
Overlap integral, 187, 188
Overpotential, 125
Oxidation, phosphine and methane, 96

Oxidative metabolism, 105
Oxidative water splitting, 176
Oxide etching, 126
Oxide formation, 140
Oxygen evolving complex (OEC), 148
Oxygen K edge, 68
Oxygen reduction catalyst, 213
Oxyluciferin, 79

PAC. See Perturbed angular correlations (PAC)
Pair excitation regime, 82
Pair excitations, 83
Paleoproterozoic, 19
Paleozoic aera, 20
Palerozoic, 20
Panspermia, 21
Panspermia-related processes, 24
Parallel computation, 233
Parallel spin configurations, 76
Paramagnet, 268
Parametric down conversion, 227
Partial charge change, 132, 133
Partial charge of the reacted Si surface atoms,

131
Partial charge transfer, 131
Partial Fermi-level pinning, 199
Participator decay, 143
Passivation, 140
Pasteur, 33
pA-STM image of DNA on mica, 203
Path integral, 12
Paul-trap, 237
Pauli, W., 231
Pauli matrices, 253
Pendry, 94
Penta-coordinated Si, 134
Perfluorobutadienyl–iron complex quantum

computer, 235
Periodic photon emission, 78
Peripherical antenna complexes LH II, 181
PERL solar cell, 138
Permeability tensor, 94, 95
Permittivity, 95
Permittivity tensor, 94
Peroxy bonds, 99
Peroxy link, 99
Perturbed angular correlations (PAC), 46,

148–150
method, 148
spectrum, 49

Phanerozoic aera, 20
Phase diagram. Cu–In–S system, 149
Phase gates, 239
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Phase qubit, 243
Phase velocity, 51
 -phase, 239
p-hole model, 99
p-holes, 100
Phosphorescence, 30, 77, 185
Photocatalytic device, 192
Photocatalytic operation, 211
Photochemical synthesis, formaldehyde, 31
Photochemistry, 27
Photodissociation reactions, 31
Photodynamic therapy (PDT), 79, 80
(Photo)electrochemical behaviour of Si (1 1 1),

127
(Photo)electrochemical surface conditioning,

114
(Photo)electrochemistry of Si, 126
Photoelectron excitation processes, 120
Photoelectron spectroscopy, 114, 116

of semiconductors, 116, 117
Photoemission-into-electrolyte, 82
Photoexcitation, 28
Photo excited state, 29
Photo-induced chemistry, 31
Photolithography, 141
Photoluminescence, 80
Photolysis reactions, 31
Photon emission, 75, 80, 85, 88

angle, 56
in a scanning tunnelling experiment, 84

Photon energy transfer via light-harvesting
complexes, 181

Photonic band gap, 160, 163
Photonic bandstructure, 159–161, 169
Photonic crystals, 158, 159, 165, 167

2D, 174
3D, 168, 170
photosynthesis, 157

Photonic excitation energy transfer, 180–189
Photonic gap, 161, 164, 170
Photon path, 13, 14
Photon trajectories, 15
Photosensitizer, 79
Photosynthesis, 173, 184, 189

light-harvesting system, 182
process, 175
reaction centre, 176, 181

Photosynthetic pigments, 177
Photosynthetic reaction centre, 174
Photosynthetic water oxidation, 148
Photosystem I, 175, 179, 180, 214
Photosystem II, 148, 175, 178, 179
Photovoltage, 211
Photovoltaic application, 145

Pierre, 50
Piezoelectricity, 98, 99
Piezoelectric voltages, 99
Pigment molecules, 176, 180, 184
Pigment–pigment interactions, 181
Pigment–protein complexes, 176
Pions, 53
Pits, 128
Planar undulators, 55
Planck length, 255
Plasma etching, 138
Plasma laser concept, 69
Plasma temperature, 70
Plasmon, 88
Plasmon excitations, 81, 119
Plastic deformation, 98
Plastic flow, 98
Plastocyanin, 180
Pleistocene, 20
Plus strand synthesis, 195
Pn-junction, 141
Podolski, B, 221
Point-dipole, 183
Polarization Bremsstrahlung, 7
Polymerization, 26
Polymethylmethacrylate (PMMA), 141
Polypeptides, 177
Polyproteins, 195
Polypurine tract (PPT), 195
Ponderomotive (pseudo)potential, 237
Ponderomotive effects, 63
Ponderomotive force, 63, 71
Poole–Frenkel transport, 209
Population inversion, 67
Porous alumina matrix, 171
Porous alumina templates, 93
Porous Si, 80, 126
Porous Si formation, 129, 130
Porphyrin sensitizer, 79
Position operator, 9
Positive hole pairs, 100
Positron, 46, 253
Positron emission, 47
Poynting vector, 90
Ppt sites, 196
Prebiotic chemistry, 23
Prebiotic earth atmosphere, 31
Prebiotic link, 26
Prebiotic nucleotide synthesis, 23
Prebiotic synthesis, heterotrophic approach, 21
Precambrian, 18
Precession frequency, 49, 50
Predicted Cherenkov spectral yield, 52
Pressure sensor based on pC-Si, 139
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Primary binding site (PBS), 195, 196
Primer, 195
Probability amplitudes, 14
Progeny nucleocapsids, 195
Progeny virions, 195
Progressive growth, 125
Projection postulate, 225
Prokaryotes, 19
Propagator, 11
Proteases, 195
Protein extended states, 206
Protein–semiconductor junctions, 194
Proterozoic period, 19
Proton–proton chain, 43
Protons, 53
Protostellar sources, 32
Proviral DNA, 194, 196, 199–201
Provirus, 195
PS I. See Photosystem I
PS II. See Photosystem II
Pseudo binary cuts, 150
Pt tip–tunnel gap–n–MoTe2 junction, 204
Public key cryptosystem, 231
Public keys, 228
Pulsar, 37
Pulse compression, 167
Pulsed NMR, 235
Pulse seeding laser, 58
Purcell effect, 15
Purcell factor, 16
Pure qubit state, 230
Pyrrole, 32

Quadrupole coupling constant, 48
Quadrupole moment, 48, 50
Quantum algorithm, 233
Quantum bit, 230
Quantum computer, 230, 231, 237
Quantum computer architecture, 238
Quantum computing, 230, 232, 236
Quantum confinement, 182
Quantum cryptography, 225, 228, 229
Quantum cut-off, 85
Quantum decoherence, 237
Quantum dots, 192, 241
Quantum electrodynamics, 9, 10, 254
Quantum factorization, 235
Quantum gates, 240
Quantum gravity, 255
Quantum information systems, 16
Quantum information transfer, 229
Quantum key distribution, historical BB 84

protocol, 230

Quantum logic gates, 239, 240
Quantum logic operations, 241
Quantum mechanical correlations, 225
Quantum optical systems, 239
Quantum register, 232
Quantum-sized nanoparticles, 193
Quantum size properties, 192
Quantum states entanglement, 233
Quantum teleportation, 225–228
Quantum tunnelling, 23
Quartz crystals, 99
Qubit, 230
Qubit gate entanglement, 239
Qubit register, 233
Quinines, 180

Rabi oscillations, 241
Racemic mixture, 33
Radiation cross section, non-relativistic

Coulomb collisions, 4
Radiation damage, 147
Radiation-induced polymerization,

formaldehyde, 24
Radiation intensity, 57
Radiation length, 5
Radiationless energy dissipation, 185
Radiation-less energy transfer, 184
Radiative energy, 3

loss, 51
Radioactive probe atoms, 149
Raman transition, 239
Rashba effect, 251
Rashba field sub-band splitting, 257
Rashba parameter, 257, 258
Rashba spin–orbit coupling, 251
Rashba spin–orbit splitting, 257
Rate, 15
Ray tracing

in atmospheric phenomena, 104
calculations, 103

Ray trajectories, 95
Reaction center (RC), 174, 175, 181

pigment, 177
Reaction kinetics, 125
Red dwarf Gliese 581, 21
Reflection experiment, 14
Register, 232
Regulation processes, biochemical reactions,

79
Relative humidity (RH), 201
Relativistic Bremsstrahlung, 4
Relativistic plasmas, 71
Relativistic self focussing, 71
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Relativistic vibrating strings, 254
Relaxation energy, 120, 122
Renormalizable quantum chromodynamics,

254
Renormalization, mass, charge and wave

function, 12
Reorganization energy, electron in water, 209
Repetition rate, 74
Resonance condition, 56
Resonant elastic, 143
Resonant energy transfer, 187
Resonant excitation energy transfer, 186
Resonant inelastic X-ray scattering, 143
Retroviral enzymes, 194
Reverse Cherenkov effect, 91
Reversed Doppler effect, 91
Reverse transcriptases, 194, 198, 201, 202, 213

of HIV 1, 1, 201
Reverse transcription, 194–196
REXS, 143, 144
Ribbon representation, enzyme laccase, 214
Ribonucleotides, 26, 27
Rivest, R.L., 231
RIXS, 143, 144, 147, 148
RNA, 26

world, 21, 23
RNase H, 195, 200
Room temperature ferromagnetism, 260
Rosen, M.D., 69
Rosen, N., 221
RSA, 231
RT, HIV 1, 197
Russell–Saunders coupling, 263
Russell–Saunders notation, 69

Sanderson electronegativities, 131
Sandwich-type layers, 198
SASE FELs, 57
Satellites, 119
Saturation, 61
Scaling parameter, 61
Scanning transmission electron microscope,

172
Scanning tunnelling microscope (STM), 84,

198
experiments, 198
image of a hybrid structure, 202
imaging

of enzymes on semiconducting
substrates, 197

of the proteins, 201
induced photon emission, 88
tip, 199

tip -gap -semiconductor junction, 204
tunnelling gap, 86

Scanning tunnelling optical microscopy
(STOM), 85

Schrödinger cat, 223
Schrödinger equation, 73, 252
Schwinger, 12
Second-order optical process, 143
Secret code, 229
Secret keys, 229
Seed laser wavelength, 61
Seismic events, 98
Self-amplified stimulated emission (SASE), 56
Self-bunching, 58
Self-channelling, 71
Self guiding, 71
Self-organized nanostructures, 143
Self-phase modulation, 167, 168
Semiconductor band bending, 204
Semiconductor band gap, 116
Semiconductor-based spintronics, 250, 255,

264
Semiconductor–enzyme junctions, 157, 189
SEM image, 163
Semi-magnetic semiconductor, 268
Sensitization principle, 211
Sensitizer, 79
Seven qubit NMR computer, 232
SF 2048, 105
Shake-off processes, 122
Shake-up, 122
Shamir, A., 231
Shape invariant, 166
Shimony, A., 224
Shipley resist, 74
Shor, R., 231
Shor’s algorithm, 232
Short circuit condition, 211
Shubnikov–de Haas beating patterns, 258
Silicon-based PERL solar cell, 138
Silicon pressure sensor, 139
Single bit quantum gates, 239
Single chromophoric Förster resonance energy

transfer, 183
Single-electron capacitance, 237
Single electron transistor, 243
Single molecule optical spectroscopy, 87
Single qubit gates, 238
Single qubit NOT gate, 233
Singlet oxygen, 79, 80, 105
Singlet–singlet transition, 186
Sinorhizobium fredii, 105
SiO2, 129
Si partial charge, 135
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Si V-groove chips, 137
Smith–Purcell effect, 170
Snell’s law, 91
Soft solution processing, 123
Solar-to-electrical conversion efficiencies, 211
Solid-state NMR quantum computer, 237
Solid-state quantum computer, 241
Solid-state quantum systems, 80
Solitary pulse, 167
Soliton, 166, 167

propagation, 167
Solvation-assisted carrier transport, 209
Solvation-assisted trap release, 208
Solvation cage, 208
Solvation, electrons in water, 208
Solvation shell, 209
Solvolytic backbond splitting, 127, 131, 132,

134
Space charge regions, 197
Space operator, 184
Spacer, 87
Spatial density modulation, 60
Spatial energy transfer chain, photosynthesis

apparatus, 181
Special relativity, 55

theory, 251
Spectator decay, 143, 145
Spectra of chlorophyll a, b and of carotenoids,

177
Spectral deconvolution, 129
Spectral distribution function, 54
Specular reflection, 13
Spin angular momentum, 73

operator, 253
Spin-dependent optical force, 239
Spin-dependent scattering, 249
Spin domains, 248
Spin-forbidden transitions, 77
Spin field effect transistor (Spin-FET), 248,

251, 256
Spin-impurity-host quantum computer, 236
Spin injection, 261
Spin interaction, 263
Spin laser, 265
Spin LED, 265, 268, 269
Spinor, 253
Spin–orbit coupling, 256
Spin–orbit splitting, 265
Spin-photonics, 262
Spin polarization, 266
Spin-polarized electrons, 264, 267
Spin-scattering length, 249
Spin selection rule, 29
Spin transport, 260, 262

Spintronics, 247
Spin valve, 248, 249
Spontaneous emissions, 15, 68
Spontaneous synchrotron radiation, 56
Spontaneous undulator radiation intensity, 58
Spooky action at a distance, 222
Spukhafte Fernwirkung, 222
SRPES. See Synchrotron radiation

photoelectron spectroscopy
(SRPES)

Stefan–Boltzmann law, 45
Stellar processes, 45
St. Elmo’s fire, 101–103

spectrum, 102
Step-bunched Si, 134, 136, 213
Step bunching, 137
St. Erasmus, 101
Stern, O. Gerlach experiment, 223
Stern–Gerlach magnet, 221
Stimulated emission, 67, 68
Stimulated Raman transitions, 239
Streaming potentials, 99
Stress–strain relation, 98
String tension parameter, 255
String theory, 254, 255
Strong Fermi-level pinning, 198
Strong nuclear force, 254
Structural arrangement, 176

of layered group VI transition metal
dichalcogenides, 198

Sub-molecular resolution, 87, 88
Successive terrace dissolution, 128
Suckewer, S., 69
Sum over histories, 12
Superexchange, 192
Superior image, 104
Superlens(es), 91

imaging, 93
operation, 94

Supernovae dynamics, 64
Supersaturation ratio, 124
Surface analysis system, 127
Surface core level shift, 115, 129
Surface dipoles, 205
Surface free energy, 124
Surface patterning, 137
Surface plasmon, 81, 83, 171

excitation, 82, 83, 93
resonances, 93

Surface radical, 134
Surface sensitivity, 118
Surface states, 197
Surface texture, 137, 138
Surface water, 201
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Susceptibility, 75
Swiss Light Source (SLS), 64
Synchrotron radiation, 53, 54

photoelectron spectra, 130
Synchrotron radiation photoelectron

spectroscopy (SRPES), 113, 132
measurements, 135

Synchrotron X-ray lithography, 142
Synthesis chemistry, 27
Synthesized polypeptide strand, 200
Synthetic nuclear reactions, 44

Tamm, I.E., 50
Tapping mode AFM image, photosystem, 215
Target qubit, 234
TE and TM modes, 161
Teleportation, 226
Temperature inversion, 103
Temporal coherence, 58
Terahertz radiation, 63
Terawatt laser pulses, 71
Ternary chalcopyrite semiconductor, 50, 145
Terra electron volt energy superconducting

linear accelerator (TESLA), 57
test facility free electron laser, 72
TTF, 57
TTF SASE-FEL, 61

Tertiary structure, 200, 201
TESLA. See Terra electron volt energy

superconducting linear accelerator
(TESLA)

Tetragonal distortion, 149
Tetrapyrole ring, 177
Tetravalent mode, 129
Three-body interaction, 70
Three-dimensional photonic crystals, 168
III–V nitrides, 99
Threshold population density, 70
THz FELs, 64
Time-dependent Schrödinger equation, 8
Time-independent Schrödinger equation, 160
TiO2, 210
Ti:sapphire laser, 63
Topographiner, 84
Torque, 47
Total angular momentum, 77
Total spin, 77
Transfer RNA, 195
Transfer velocity, 226
Transition cross section, 70
Transition dipole moment, 182, 187
Transition lineshape, 70

Transition matrix element, 15, 182, 184
Transition metals, biological molecules, 147
Transition moment, 187
Transition oscillator, 70
Transition probability, 9, 182, 184
Transition radiation, 53, 170
Transmutation, 46

doping, 47, 50
Transverse electrical field mode, 160
Transverse magnetic mode, 161
Transverse volume plasmons, 83
Trapped ion(s), 239

systems, 237
Triassic, 20
Trigonal prismatic arrangement, 198
Triplet states, 76
tRNA, 195, 196
Tumour death, 79
Tunable ion laser, 72
Tunable VUV lasers, 75
Tunnelling, 24, 190

electrons, 85
magneto-resistance effect, 262

Two-colour pump–probe measurement, 260
Two-dimensional electrocrystallization, 126
Two-dimensional electron gas (2DEG), 257,

258
Two-dimensional photonic crystal, 161, 162
Two particle “Bell” state, 225
Two qubit operations, 236
Two-photon resonance, 75

U49/2, 55
UHV surface analysis experiments, 113
Ultrafast excitation energy transfer, 192
Ultra-relativistic particles, 50
Ultrathin Ag films, 82
Ultraviolet divergence, 12
Ultraweak light, 105
Ultraweak photon emission, 79

spectrum, 106
Underpotential deposition, 81, 82
Undulator, 54

beamline U49/2, 112
condition, 56
field strength, 56
gap, 56
periods, 55
radiation, 54, 56
saturation length, 61
spectra, 56

Unicelled photosynthetic protists, 19
Unitary matrix, 234
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Unitary transformation, 227, 233
Uridine-monophosphate, 26

Vacuum ultraviolet lasers, 72
Valence band, 120

emission, 117
Van der Waals, 197

radii, 191
Vapour-phase deposition, 124
Variational principle, 11
VCSEL. See Vertical cavity surface-emitting

laser (VCSEL)
Vector potential, 8
Vertical cavity surface-emitting laser (VCSEL),

265, 267, 268
Vertical temperature gradients, 103
V1-etch, 147
Vibrational relaxation, 30, 88
Vibrational wave functions, 184
Viral DNA, 194
Virtual particles generation and annihilation,

254
Viral genome, 195
Virion, 194
Volume plasmon

dispersion, 82
mode, 81
of silver, 84
for thin films, 83

Volume plasmon resonance, 82
frequency, 81

VUV lasers, 72

Wächtershäuser, 22
Wakefield, 71
Wannier–Mott excitons, 182
Water oxidase, photosystem II, 178
Water oxidation, 179
Water window, 51, 68

transmission, 69
Wave function symmetric, 77
Waveguide, 166

Wavelength reduction, 61
Wavelength transformation factor, 56
Weak electronic coupling limit, 183
Weizsäcker–Williams Model, 4
Westwind 2 jet aircraft, 102
Wet processing, 136
Wien’s law, 45
Wiggler radiation, 62
Wiggler spectrum, 62
Wiggling angle, 56
Wigner–Eckart-theorem, 48
Work function, 116

XeF, 75
XES. See X-ray emission spectroscopy (XES)
X-ray emission, 119, 144

lines, 147, 148
X-ray emission spectroscopy, 142
X-ray emission spectroscopy (XES), 121, 142,

143
X-ray emission XES, 121
X-ray photoelectron spectroscopy (XPS), 119
X-rays, 141

absorption spectroscopy, 178
diffraction, 150
flashes, 57
fluorescence, 142
lithography, 165
plasma lasers, 67

Yield spectroscopy, 82
Young, R., 84

Zeeman effect, 80, 263
Zeeman splitting, 235, 259
Zitterbewegung, 255
ZnEtiol, 87
ZnMnSe, 268
ZnSe, 230, 260
Z-scheme, 179, 180
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