


This text is addressed to advanced students in oceanography, meteorology
and environmental sciences as well as to professional researchers in these
fields. It aims to acquaint them with the state of the art and recent advances
in experimental and theoretical investigations of ocean—atmosphere inter-
actions, a rapidly developing field in earth sciences.

Particular attention is paid to the scope and perspectives for satellite
measurements and mathematical modelling. Current approaches to the con-
struction of coupled ocean—atmosphere models (from the simplest zero-
dimensional to the most comprehensive three-dimensional ones) for the
solution of key problems in climate theory are discussed in detail. Field
measurements and the results of numerical climate simulations are presented
and help to explain climate variability arising from various natural and
anthropogenic factors.
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Preface

In 1963 when the principal concepts of the study of ocean—atmosphere
interaction had only been outlined, a group of leading American geophysicists
(see Benton et al., 1963) stated: ‘We are beginning to realize dimly, although
our information on this score is far from complete, that the atmosphere and
the oceans which together constitute the fluid portions of the Earth actually
function as one huge mechanical and thermodynamical system.” And further:
‘A physical understanding of the processes of air—sea interaction should be
one of the major objectives of geophysics during the coming decade.” Thirty
years have now passed and one of the least developed branches of geophysics
has been transformed into an independent discipline with the aim of
integrating the varied information on the ocean and atmosphere into a
unified and balanced ‘picture of the world’, in order to provide an explan-
ation as to the natural variability of mutually adjusted fields of climatic
characteristics, to detect those common and distinctive features in hydro-
thermodynamics of both media (ocean and atmosphere) that are important
for understanding the evolution of the climate, and to create a climatic theory,
on which basis to forecast potential consequences of natural and anthropo-
genic forcings.

This progress has been achieved as a result of the realization of large
experimental programmes on the one hand, and of the introduction of
physical models on the other. Both these approaches are mutually comple-
mentary: the theoretical approach assumes the utilization of experimental
data to test the models; the experimental approach assumes the introduction
of conceptual ideas to be confirmed by modelling results.

Among the large experimental programmes performed in the past, and still
continuing, mention should be made of the Global Atmospheric Research
Programme (GARP), the First GARP Global Experiment (FGGE), the Joint

xi
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Air-Sea Interaction Experiment (JASIN), the Tropical Ocean and Global
Atmosphere Programme (TOGA), the Global Energy and Water Cycle
Experiment (GEWEX), the Atmosphere—-Ocean Chemistry Experiment
(AEROCE), the International Geosphere—Biosphere Programme (IGBP),
the World Ocean Circulation Experiment (WOCE), the Joint Global Ocean
Flux Studies (JGOFS), the Soviet programme ‘Sections’ for studies of energy
exchange in the energy active ocean zones, and, finally, the World Climate
Research Programme (WCRP).

For the last 30 years the comparatively new technology of field measure-
ments has been tested successfully. This involves the creation of a network
of satellite scanned drifting and anchored buoys, as well as satellite and
acoustic measurements. In the near future satellite measurements will become
the basis of a global network of continuous registration of radiative fluxes,
cloudiness, vertical temperature and humidity distribution in the atmosphere,
sea surface temperature, wind velocity, wind stress, latent heat flux, wave
parameters and ocean level elevations. New perspectives are also being
discovered through the use of acoustic tomography of the ocean. This
technique measures the travel times of sound pulses between pairs of
transducers. Therefore, the difference in the times for travel in opposite
directions yields an estimate of the water velocity along the path, averaged
along the path, and this estimate, in turn, may be used to evaluate heat and
mass transport across the path, heat storage inside the triangles formed by
triplets of transducers, and the integral (over the area of the triangles) vertical
component of potential vorticity.

The last three decades have been marked by an unprecedented growth of
activity in the area of mathematical modelling of ocean—atmosphere inter-
action and by the creation of an entire hierarchy of models of the ocean—
atmosphere system from the simplest zero-dimensional up to high-resolution,
three-dimensional models ensuring solution of the key problems of climate
theory, among them those which cannot be solved by any other means. Much
has been achieved in this field, of which the most important is the realization
that oscillations of climate with periods ranging from several years to several
decades and more, as well as the climate response to external forcings (e.g.
increasing the atmospheric CO, concentration, destruction of the vegetation,
secular variations of the Earth’s orbital elements, etc.), may be simulated only
within the framework of models of the ocean—atmosphere system.

Extrapolating the development of activity within the scope of ocean—
atmosphere interaction, one may say with confidence that over the next
decade the main means of progress will be numerical experiment and satellite
monitoring. This, properly speaking, determined the content of this book,
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whose aims are to expound current representations of the climatic system
as a totality of the interacting atmosphere, ocean, lithosphere, cryosphere and
biosphere; to introduce the reader to new methods and results of theoretical
and experimental researches; to give him or her an opportunity to perceive
the extraordinary complexity of real problems which, as a rule, do not have
unquestionably final solutions; and thereby to stimulate the reader to
independent thinking. By the way, the above-mentioned developments in the
science place special demands on the future specialist, who has to be equally
well qualified in three closely connected directions: in theory, modelling and
observations.

And lastly, this book is written by an oceanologist for oceanologists. This
fact, as well as a willingness to emphasize the leading role of the ocean in the
long-period variability of the ocean—atmosphere system, has determined the
choice of subjects, the arrangement of priorities and even the sequence of
the words in the title. This is not to undermine the role of the atmosphere.
I have simply shifted accents in an effort to facilitate perception of the subject
matter.

When preparing the book I employed the help of, and was influenced by,
many people. I am grateful to my teachers, D. L. Laikhtman, A. S. Monin
and V. V. Timonov, who gave me a worthy example of world perception. I
cannot deny myself the pleasure of thanking my colleagues and friends from
the P. P. Shirshov Institute of Oceanology, the Russian Academy of Sciences,
and from the Russian State Hydrometeorological Institute: G. I. Barenblatt,
A. Yu. Benilov, D. V. Chalikov, L. N. Karlin, N. B. Maslova, A. V. Nekrasov,
V. A. Ryabchenko, A. S. Safray, N. P. Smirnov and S. S. Zilitinkevich for
their permanent support and helpful advice. I would like to note my special
thanks to my students, whose reactions, albeit often completely unexpected,
initiated the appearance of this book.

I wish to express my thanks to Conrad Guettler, Michael J. Rycroft and
Sheila Shepherd of Cambridge University Press for their courtesy during the
publication of this book and for significant refinement of style.

St Petersburg, 1993 B. A. Kagan






1

Preliminary information

1.1 Definition of the climatic system

The climatic system (%) is the totality of the atmosphere, (=/), hydrosphere
(##), cryosphere (%), lithosphere (&), and biosphere (#) interacting and
exchanging energy and substance with each other, that is,

G=oA VK VEVYL VLB,

where by the atmosphere is meant the Earth’s gas shell; by the hydrosphere
— the World Ocean with all marginal and internal seas; by the cryosphere —
the continental ice sheets, sea ice, and land snow cover; by the lithosphere —
the active land layer and everything that is on it, including lakes, rivers and
underground waters; and, finally, by the biosphere is meant the land and sea
vegetation and living organisms, including human beings.

The state of each of the subsystems of the climatic system ¥ is described
by a finite number of determining parameters x,, x,, . . ., x,. All other variables
describing the state of one or another subsystem are functions of these
parameters. Just as in thermodynamics, the determining parameters may be
divided into extensive parameters that are proportional to the size and mass
of the relevant subsystems, and intensive parameters that do not depend on
size and mass. The former relate to volume, internal energy, enthalpy and
entropy; the latter relate to temperature, pressure and concentration. Internal
and external determining parameters are differentiated as follows: internal
parameters determine the system state, the external ones determine the environ-
ment state. This separation of parameters into internal and external is very
conditional in the sense that it depends on the time scales of the processes
being investigated. Thus, for a time scale of the order of 10* years or less, the
area and volume of the continental ice sheets can be identified by external
parameters; for longer time scales these can be identified by the internal
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parameters of the climatic system. Respectively, in the first case the continental
ice sheets represent a part of the environment, in the second case they
represent the constituents of the climatic system.

Generally, whether one or another subsystem belongs to the environment
or climatic system is determined by the ratio between the time scale of the
process being investigated (changes of the subsystem state because of changes
of its parameters) and the relaxation time of the subsystem. If this ratio is
small, then the subsystem is defined as belonging to the environment;
otherwise it is defined as belonging to the climatic system.

As an illustration of the above we consider the simplest formulation of the problem
of the ocean—atmosphere system response to constant external forcing. According to
Dickinson (1981), the temperature disturbances in the atmosphere (67, ), in the upper
mixed layer (67,,) and the deep layer (67;) of the ocean, created by the disturbance of
heat influx (6Q), can be described by the following equations:

¢, d0T,/dt + 1, (3T, — 8T, + A,6T, = 80, (1.1.1)
e d0T, /At + Ay (0T — OT,) + Apa (6T, — 8Ty) = 0, (1.12)
g d8T,/dt + A, 3Ty — 6T,,) = 0, (1.1.3)

where Equations (1.1.1)-(1.1.3) describe variations in the heat budget in the
atmosphere, in the upper mixed layer (UML) and in the deep layer (DL) of the
ocean, and their separate components: mean disturbances of the heat content in
separate subsystems (the first terms in (1.1.1)-(1.1.3)), disturbances in the resulting
heat flux at the ocean—atmosphere interface (the second terms in (1.1.1) and (1.1.2)),
disturbances in heat radiation sources and sinks of heat in the atmosphere (the third
term in (1.1.1)) and disturbances in heat exchange between UML and DL (the third
term in (1.1.2) and the second term in (1.1.3)). Here c,, ¢, and ¢4 are the specific heat
capacities of the atmosphere, UML and DL; 1, and A,, are the heat exchange
coefficients at the atmosphere~UML and UML-DL interfaces; ¢ is time.

Let c,, c,, and c,, respectively, be equal to 0.45, 10 and 100 W/m? K /year, that is,
equivalent to choosing the following mass values referring to the unit of area surface:
14 x 10? kg/m? for the atmosphere, 81 x 10 kg/m? for the UML and 807 x 10° kg/m?
for the DL. The latter restricts the analyses of relatively small (order of decades)
time scales where not the whole ocean but, rather, its upper 500—1000 m layer takes
part in heat exchange with the atmosphere. We will assign parameters 4,, 4,, and
Ama €qual to 2.4, 45 and 2 W/m? K and assume also that temperature disturbances
are absent at the initial moment, that is,

OT, =0T, =0T,=0 att=0

and the disturbance of heat influx is changed in jumps from 0 up to 6Q at ¢ = 0 and,
further (at ¢ > 0), is constant everywhere. Equations (1.1.1)—(1.1.3), forming a linear
system of ordinary differential equations, allow an exact solution. But its features
can be understood simply by using the asymptotic expansion procedure. Keeping
this in mind we first find the stationary solution of Equations (1.1.1)—(1.1.3), repre-
senting the equilibrium response of the ocean—atmosphere system to external forcing.
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At t = oo these equations take the form
4am (0T, — 0T,) + 4, 8T, = 8Q,
Aam (0T — 0T,) + A,4(6T, — 613) =0, (1.1.4)
Ima(0Ty — 0T,) =0,
which results in
0T, = 6T, = 6T, = 6Q/1,. (1.1.5)

Let us assume that the specific heat capacity of the atmosphere is much less than
that of the UML, and the specific heat capacity of the UML in its turn is much
less than that of the DL, that is, c,/c,, and c,/c, are small parameters, which means
that adaptation of the atmosphere to external forcing occurs faster than that of the
UML and faster still than that of the DL, and hence, when determining 67, from
(1.1.1) the value 67, can be assumed to be fixed to a first approximation. Using this
fact we fix 67, in (1.1.1) and rewrite the first equation of the system (1.1.1)—(1.1.3)
in the following form:

doT,/dt + (A, + Aam)cy 20T, = (6Q + Aam0Ty)/cCa- (1.1.6)
Its integration, with an allowance for the initial condition for 67, from (1.1.4), yields

60 + Ao0T,,

o7,
Ay + Ao

(1 —e™), (1.1.7)

where
t, = /(A + Aam) = 4 days.

When t = O(t,) Equation (1.1.7) takes the form

60 + AydT,,

oT, = s 1.1.8
2 Ao+ Aum (L18)

where it can be seen that at 67, = 0 the atmospheric temperature disturbance and
its limiting value defined in (1.1.5) are in the same ratio as 4, to (1, + 4,,,). In other
words, on a time scale of the order of several days the atmospheric response to
external forcing does not exceed 49 of its limiting value.

Let us substitute Equation (1.1.8) into Equation (1.1.2) and rewrite (1.1.2) and
(1.1.3) as

doT,/dt + o(6T,, — 6T;) + BT, = (B/4,)00Q, (1.1.9)
doTy/dt + e(6T; — 07,,) =0, (1.1.10)
where
o= ’Imd/cm’ ﬁ = }“a’lam/[cm(ia + j'am):la &= cm/cd'
Let us take advantage of the smallness of parameter ¢ and introduce a slow time

7 related to a fast time ¢ by the ratio t = &t. Then on a fast time scale Equation (1.1.9)
takes the form

doT, /dt + (o + P)OT, = adTy + (B/x)dQ, (1.1.11)
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and on a slow time scale it takes the form

(1 + a/B)oT,(7) = (¢/B)0Ta(7) + 0Q/4,

or
0T () = (1 + o/B) ™ '[(2/B)ST4(2) + 6Q/4,]. (1.1.12)
Similarly, on a fast time scale Equation (1.1.10) takes the form
déTy/dt =0 (1.1.13)

and on a slow time scale it takes the form
déT,/dr + (6T — 6T,,)) =0 (1.1.14)
or, after substitution of an expression for 67, from (1.1.12),

kdoTy/dt + 0T; = 6Q/4,, (1.1.15)y
where
k=a 1+ gL

The solutions of Equations (1.1.10) and (1.1.13) with regard to the initial conditions
for 6T, and 6T from (1.1.4) take the form

00/,
1+ a/p
5Ty(1) =0, (1.1.17)

ST.(1) = (1 — ety (1.1.16)

where ¢, = (« + B) ! ~ 2.3 years.

Thus, the quasi-stationary regime of UML is established at a time of the order of
several years, and on time scales ¢ = O(¢,,) the response of UML to external forcing
is less, by (1 + «/f), than its limiting value determined by Equation (1.1.5). Rewriting
the factor (1 + o/f) as [1 + (Ang/Aam)(1 + 4am/22)] and substituting the above-
mentioned values of parameters 2,, 4,,, and 4,4, we draw the conclusion that on a
time scale of the order of ¢, the response of UML to external forcing is about half
its limiting value.

On the other hand, when t > t, the solution of Equation (1.1.15) after transition
from 7 to ¢ is written as

0Ty = (3Q/2,)(1 —e™), (1.1.18)
where
tg=e¢ lk=¢"Ha"t+ 7).

Combining (1.1.18) and (1.1.12) we obtain

_ 6Q/4, LI _,,,d}
Tm—1+a/ﬁ[1+ﬂ(1 ety |, (1.1.19)

which holds for ¢ > ¢,.

Let us compare periods of establishing UML and DL. The first, as was found
above,isequaltot,, = (¢ + B) ! ~ 2.3 years, and the secondist; = ¢ ("' + 1) ~
94 years. Hence, the time required to establish the equilibrium state of UML is about
2.4% of DL.
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Let us match asymptotic solutions (1.1.16) and (1.1.19), that is, we sum them
and subtract the general term. As a result we obtain

_ 00/4,
" 1+a/p
Equations (1.1.18) and (1.1.20) represent the solution of (1.1.1)-(1.1.4).

[(1 ety %(1 —e""“)]. (1.1.20)

We have deduced that the time to establish the equilibrium state of separate
subsystems of the atmosphere—-UML-DL system is governed by the in-
equality t, « t,, < tq. One can judge the time for setting-in of other subsystems
of the climatic system from estimates of the characteristic time for vertical
heat diffusion. The latter, together with the geometric and thermophysical
parameters of separate subsystems, is presented in Table 1.1. As can be seen,
if the characteristic time for vertical heat diffusion is taken as a measure of
the relaxation time, then even on time scales of the order of 10%s the
atmosphere, UML, sea ice, snow cover and active layer of land must
be combined in a single climatic system.

Using the terminology of thermodynamics we introduce the concepts of
open, closed and isolated systems. A system which exchanges its matter with
the environment will be called an open system; a system which does not
exchange its matter with the environment will be called a closed system and
a system which does not interact with the environment, that is, does not
exchange either energy or matter, will be called an isolated system. Thus, in
terms of thermodynamics the climatic system represents a non-isolated system
consisting of macroscopic subsystems, each of which has an extremely large
number of degrees of freedom and interacts with every other and with the
environment.

1.2 Scales of temporal variability and its mechanisms

Observational data demonstrate a great diversity of climatic system oscilla-
tions. According to Monin (1969), the majority of these fall into one of the
following categories:

1. Small-scale oscillations, with periods ranging from fractions of a second up to
several minutes, governed by turbulence and wave processes of different kinds
(such as acoustic and gravitational waves in the atmosphere).

2. Mesoscale oscillations, with periods ranging from several minutes to several hours
(in particular, inertial oscillations belong to this group). Their intensity is relatively
small and, therefore, the energy spectrum in the indicated time range contains
wide and deep minima, separating quasi-horizontal synoptic disturbances from
three-dimensional small-scale heterogeneities.

3. Synoptic oscillations, with periods ranging from several hours up to several days



Table 1.1. Characteristics of separate subsystems of the climatic system (according to Saltzman, 1983)

Vertical eddy Typical time

Characteristic Specific heat Total heat (or molecular) scale of
Area vertical scale Density  Mass capacity capacity heat diffusion  vertical heat

Subsystems (10'2 m?) (m) (kg/m%) (10**kg) (10° J/kg/K) (101 J/K)  coefficient (m?/s) diffusion (s)
Atmosphere
free atmosphere 510 10* 0-1 5 1 5 10? 106
planetary boundary layer 510 10® 1 0.5 1 0.5 10 10°
Ocean
upper mixed layer 334 10? 103 34 4 102 1072 10°
deep layer 362 4 x 10° 103 1400 4 5x 103 1073 10t
Cryosphere
sea ice 30 1 10° 0.5 2 107! 107¢ 108
snow-covered land 80 1 5 x 10? 107! 2 107! 1077 10°
mountain glaciers 2 10? 103 107! 2 10! 10°¢ 10t°
ice sheets 14 10® 103 10 2 10 107¢ 10%2
Lithosphere
lakes and rivers 2 10? 10? 0.2 4 1 1073 10¢
active surface layer 13t 2 3 x 10% 1 08 1 1076 106
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in the atmosphere and weeks in the ocean. Among these are diurnal and
semidiurnal oscillations arising from diurnal changes of insolation and the
gravitational forces of the Moon and the Sun.

. Global variations, with periods ranging from weeks to months. Two-week variations

of the circulation index (the mean angular velocity of the atmospheric rotation
in temperate latitudes with respect to the Earth’s surface) and 30- or 60-day
oscillations in the Indian and Pacific sectors of the tropical atmosphere may serve
as examples.

. Seasonal variations, with annual periods, and their harmonics (including monsoon

phenomena).

. Interannual variations, with periods of several years. Among these are the

quasi-two-year global variations of meteorological elements, particularly in the
equatorial stratosphere (according to Obukhov they occur as the result of
parametric resonance, that is, resonance amplification of annual oscillations with
slowly changing atmospheric parameters over time and with rare changes in
phase of oscillations by 180 degrees), quasi-two-year phenomena ENSO (El-Nifio
— Southern Oscillation), 3.5-year auto-oscillations of the northern branches of the
Gulf Stream, and so on.

Intra-centennial variations, with periods of tens of years; rising temperature during
the first half of the current century provides a typical example.

Inter-centennial variations, with periods of several centuries or tens of ages. They
manifested themselves in rising temperatures after the end of the glacial period,
(centuries 90-60 BC), the setting-in of the so-called ‘climatic optimum’ in
centuries 40-20 BC, a subsequent fall in temperature (tenth century BC to third
century AD), a further rise in temperature during the fifteenth and sixteenth
centuries, and, finally, a fall in temperature during the so-called ‘small glacial
period’ (seventeenth to nineteenth centuries).

. Long-period oscillations, with periods of tens of thousands of years (glacial and

interglacial epochs of the Pleistocene), related to changes in the parameters of the
Earth’s orbit and inclination of the Earth’s axis. Among oscillations of this kind,
which are of astronomical origin, an oscillation with a period of 100 thousand
years is the largest. Then, as the amplitude decreases there are oscillations with
periods of 22 and 41 thousand years. The first of the above three periods is close
to the Earth’s orbit eccentricity change; the second period coincides with the
period of precession; and the third period coincides with the period of inclination
of the Earth’s axis.

Geological changes, with periods of tens and hundreds of millions of years created
by orogenesis and tectonics, and by the drift of continents.

All these manifestations of the temporal variability of the climatic system are
represented in the idealized spectrum of the surface air temperature shown
in Figure 1.1. Depending on the mechanisms of their excitation, variations
in temperature, and in any other climatic characteristics, can be divided
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Figure 1.1 Idealized spectrum of the surface air temperature, according to Mitchell
(1976).

into forced and free ones. Oscillations generated by external forcing (say,
insolation changes) are termed forced oscillations; oscillations taking place
independently of external mechanical or thermal forcing and determined by
the internal instability of the climatic system with regard to small disturbances
(for example, auto-oscillations in the ocean—atmosphere system) are termed
free oscillations.

The basis of this classification can be reduced to the following, according
to Lorenz (1970). In any real hydrodynamic system there is always viscous
dissipation if the system does not move as a solid body, and thermal
dissipation (average rate of degeneration of temperature non-homogeneities)
if the system is not isothermal. Hence, in free oscillations the only mechanism
which can balance the dissipation effects is energy transfer over the spectrum;
in forced oscillations the dissipation effects can be compensated for at the
expense of both cascade energy transfer and the work performed by generating
forces. In the second case, the mode having the same length scale as the
generating force is excited first of all. Then, because of instability, this mode
transfers its energy to higher-wave modes. As soon as the energies of these
modes approach a critical level the still higher-wave modes are excited. At
the same time the high-wave modes have a reverse action on the low-wave-
generating modes, resulting in amplification, or stabilization, and even
destruction, of the low-wave-generating modes.
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From the above it is clear that external forcing is only one of the possible
variability mechanisms; the other is the internal stochastic mechanism deter-
mined by the existence of feedbacks between different internal parameters of
the climatic system. Feedbacks can either amplify variations of interacting
parameters or attenuate them. In the first case they are called positive
feedbacks, and in the second case they are called negative feedbacks. There
are many familiar examples of feedbacks. Let us discuss some of them.

The positive feedback between the greenhouse effect of water vapour and the
atmospheric temperature. The amount of water vapour in the air (absolute
humidity) is a non-linear function of air temperature, and this in its turn
determines the atmospheric transparency to long-wave radiation. Thus, a rise
in temperature at constant relative humidity (the assumption about the
constancy of relative humidity is justified over a wide range of temperature
changes) leads to an increase in the absorption of long-wave radiation in the
atmosphere (the greenhouse effect), and thereby contributes to a further rise
in temperature in the low atmosphere. In other words, the greenhouse effect
of water vapour has a destabilizing effect on the climatic system.

The positive feedback between the albedo of snow and ice cover and the
atmospheric temperature. It is common knowledge that ice and snow have
higher reflective capacity (albedo) than water or soil. Therefore, an increase
in the area of snow and ice cover, or in their lifetimes, has to be accompanied
by an increase in the planetary albedo, and this is accompanied by a decrease
in the solar radiation assimilated by the climatic system, and a subsequent
increase in the snow and ice cover area.

The positive feedback between the greenhouse effect of carbon dioxide and the
surface air temperature. An increase in CO, in the atmosphere arising from
the burning of fossil fuel leads to a rise in temperature as a result of the
greenhouse effect of carbon dioxide. In its turn the rise in surface air
temperature accompanying an increase in the downward flux of long-wave
radiation, and a decrease in sensible and latent heat fluxes (temperature
contrast of water—air decreases) contributes to the warming of the ocean
surface. This enhances the vertical stability of the upper ocean layers,
decreases the absorption of carbon dioxide and eventually favours an increase
in CO, in the atmosphere.

The negative feedback between the equator-to-pole temperature difference and
the meridional heat transport. An increase in the equator-to-pole temperature
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difference results in enhancement of the meridional heat transport, which
leads to a rise in ocean and atmospheric temperatures in high latitudes and,
hence, to a decrease in the equator-to-pole temperature difference.

The negative feedback between soil humidity and albedo of land surface. A rise
in soil humidity results in a decrease in land surface albedo which, in its turn,
leads to an increase in absorption of short-wave solar radiation, a rise in
temperature of the underlying surface, an increase in evaporation and, as a
result, a decrease in soil moisture.

The negative feedback between air temperature and cloudiness. Radiation
properties of clouds are defined by the albedo, height and temperature of
their upper and lower boundaries, the amount of cloud and optical thickness.
These factors generate simultaneous changes in short-wave and long-wave
radiation so that the resulting effect of cloudiness can lead to both a rise and
a fall in the temperature of the underlying surface and surface atmospheric
layer, that is, it can manifest itself as positive and negative feedbacks. The
positive feedback is created by an increase in the greenhouse effect with a
preceding increase in the downward long-wave radiation flux, a rise in the
underlying surface temperature, an intensificiation of evaporation, an increase
in the water vapour content in the atmosphere and cloudiness; the negative
feedback is generated by an increase in planetary albedo and a reversal of
the short-wave solar radiation assimilated by the climatic system. Increasing
amounts of lower-level cloud and decreasing amounts of upper-level cloud
contribute to the appearance of negative feedback.

We have discussed two mechanisms of variability of the climatic system:
its inherent internal stochasticity and external forcing. The third mechanism
comprises the different forms of resonance between internal modes of the
climatic system and external forcings of cyclic character. The oscillations of
paleoclimatic indicators, with periods of ~100000 years coinciding with
periods of oscillation of the Earth’s orbital eccentricity serve as a good
example. There are several known explanations for this feature in the
spectrum of paleoclimatic indicators, including resonance amplification of
forced oscillations that relate to the internal variability of the climatic system.

Following Lorenz (1970, 1979) we assume that the internal stochastic
mechanism makes an essential contribution to the variability of the climatic
system for all time scales and that this mechanism consists of individual
stochastic processes, every one of which has its own time scale and introduces
its own contribution (white noise) to the variability, characterized by all
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time scales exceeding the given one. This defines the existence of the
‘background’ variability (shaded area in Figure 1.1) and the increase in its
intensity with increasing time scale of oscillations. The most important factors
controlling the ‘background’ variability on time scales of the order of one
hour and less are small-scale turbulence and convection, and on time scales
of the order of one day — inertial waves. On time scales of the order of one
month the background variability is determined by the thermal relaxation of
the atmosphere. On time scales of the order of one to ten years it is governed
by thermal relaxation of the upper mixed layer of the ocean, and on time
scales of the order of 10'-10° years it is dictated by processes in the deep
ocean. Finally, in the range of timescales from 10° to 10° years an interaction
between the continental ice sheets, deep ocean layer and the atmosphere
manifests itself.

External forcing results in the generation of narrow band variability. Hence
in the presence of external forcing, and the absence of the ‘background’
variability the spectrum of climatic variability would resemble the super-
position of variations featuring various external factors. Such variations have
a high degree of ordering and, therefore, a high degree of predictability. In
contrast, the ‘background’ variability is characterized by a low degree of
ordering and predictability.

1.3 Predictability and non-uniqueness

Assume that the initial state of the climatic system is known, and we want
to find a solution to the hydrothermodynamics equations describing the
evolution of this system, that is, to predict a change in its state. Here is the
question: is such prediction possible and, if so, what is the upper bound for
prediction? To answer this question let us remember that the initial state of
the climatic system is determined by measurements from an irregular network
of stations located at some distance from each other, which means that
individual motions with horizontal scales of less than the distance between
the stations are not recorded at all. Moreover, initial data are distorted
by random errors in measurements, interpolation and rounding-off. Thus
even exact solutions of initial hydrothermodynamics equations will entail
inevitable errors that increase over time due to the non-linearity of the
equations.

The above is aggravated by the fact that the initial equations do not
describe the state of the climatic system faultlessly due to the limited
knowledge of laws governing the evolution of the climatic system. In addition,
as is shown by Lorenz (1975), due to the non-linear interaction of motions
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of different space and time scales the state of the climatic system can prove
to be unstable, in the sense that two states that are initially close to each
other will not be so forever. All this results in an increase in discrepancies
between predicted and real values.

But any prediction is valid while errors do not exceed the limit of mean
climatic dispersions of the predicted values. The period during which this
condition is valid is referred to as the limit of predictability (while using
deterministic models it is called the limit of deterministic predictability). Thus,
the causes of limited predictability of climatic system behaviour are: the
instability of the climatic system, inadequate methods of description, and
inaccuracy of initial information.

The limit of deterministic predictability is unambiguously connected with
the growth rate of errors in initial data or, say, with the time of its doubling.
Indeed, with an error of 1 °C in air temperature, a doubling time of three days,
an 8 °C mean climatic dispersion of temperature and a constant growth
rate of error, the limit of deterministic predictability will be equal to nine days.
Such an order of the limit of deterministic predictability is intrinsic to all
current operational numerical models of short-range weather forecasting,
including the ECMWF operational forecasting system (see Figure 1.2). Data
presented in this diagram are interesting in two respects. First, they indicate
that the limit of deterministic predictability depends on the quality of the
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Figure 1.2 Evolution in time of the limit of deterministic predictability in the
ECMWF model, according to Tibaldi (1984).
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forecasting model: improvement of the model contributes to an increase in
the limit of predictability but only up to a certain point, called the upper limit
of deterministic predictability. Second, the limit of deterministic predictability
undergoes distinctive seasonal variations, taking maximum values in winter
and minimum values in summer. This is associated with the fact that the limit
of deterministic predictability is determined by both the growth rate of error
and the maximum possible magnitude of error which, by definition, is equal
to the mean climatic dispersion of the predicted value (Shukla, 1985).

It is a well-known fact that the growth rate of error is less, and dispersion
is much less, in summer in the Northern Hemisphere than in winter. As a
result the limit of deterministic predictability is higher in winter than in
summer. Also, due to the dominance of the intensity of moist-convective
instability in the tropics over the intensity of dynamical (generated by
horizontal and vertical wind velocity shears) instability in temperate latitudes,
and due to the inadequacy of their parametrization, the growth rate of error
in the tropics is higher than that in temperate latitudes, while amplitudes of
diurnal oscillations of meteorological characteristics are about the same.
Therefore, the limit of deterministic predictability in the tropics is lower than
that in temperate latitudes.

The influence of the dispersion magnitude on the duration of the predict-
ability period can be illustrated by two more examples. First: owing to
increasing ocean area and decreasing planetary scale disturbances and their
variability, the dispersion of meteorological characteristics in the Southern
Hemisphere is less than that in the Northern Hemisphere and thus the limit
of deterministic predictability in the Southern Hemisphere is less than that
in the Northern Hemisphere. Second: the intensity of synoptical disturbances
is more than that of planetary disturbances. Hence, all other things being
equal (the equal growth rates of error in initial data), the limit of deterministic
predictability of synoptical disturbances is less than that of planetary
disturbances. This is confirmed by the results of analyses of predictability for
500 hPa geopotential height forecast error fields presented by Tibaldi (1984),
according to whom the limit of deterministic predictability for disturbances
with wave numbers from 5 to 12 (disturbances of the synoptical scale) is
about two weeks, and for disturbances with wave numbers from 0 to 4
(disturbances of the planetary scale) it is about four weeks. Thus, the limit
of deterministic predictability increases with the spatial scale of disturbances.
This last fact indicates the possibility in principle of forecasting large-scale,
long-term oscillations of the atmospheric circulation.

The large-scale, long-term oscillations of the atmospheric circulation can
be determined by their own instability and interaction with extremely
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unstable synoptic motions, or by variations of parameters (particularly of the
sea surface temperature, soil humidity and area of snow—ice cover) inducing
abnormal distribution of sources and sinks of heat and moisture in the
atmosphere and, as a result, changes in amplitude and phase of planetary
waves. Accordingly, it is appropriate to speak about the internal and external
variability of the climatic system and the corresponding predictabilities of the
first and second kind according to Lorenz (1975). By predictability of the first
kind is meant the prediction of sequential states of the climatic system (the
atmosphere, in this case) at fixed values of external parameters and assigned
variations of initial conditions; and by predictability of the second kind is
meant the prediction of an asymptotically equilibrium response (of the
limiting state) of the climatic system to prescribed changes in external
parameters.

It is clear from general considerations that the internal variability of
the climatic system has restricted deterministic predictability beyond the
boundaries of which the variability serves as the source of an unpredictable
noise, while the external variability can be predicted for a longer term, of
course, if variations of external parameters are themselves predictable or if
they are sufficiently slow. This agrees with the results of numerical experiments
by Shukla (1985), bearing witness to the fact that even for monthly mean
characteristics of the atmospheric circulation the limit of deterministic
predictability is no more than 30 days. Predictability of external parameter
anomalies differs: under appropriate conditions the limit of deterministic
predictability can be much higher than the value indicated above. It will be
recalled that appropriate conditions are those favouring the initiation of
strong disturbances of heat sources and sinks in the atmosphere, and the
propagation of their influence at considerable distances from the location of
a disturbance. In this respect the location of positive sea surface temperature
anomalies in the tropical zone is preferable to their location in temperate
latitudes because of the abrupt increase in the saturation mixing ratio and,
hence, evaporation and latent heat release. As for possible propagation of the
influence of anomalies far from their places of localization, this is confirmed
by global-scale modes of variability (so-called teleconnections). Quasi-two-
year phenomena ENSO serve as good examples of similar kinds of tele-
connections (see Section 5.9).

Let us turn back to Figure 1.2 and pay attention to marked fluctuations
in the limit of deterministic predictability in the winter time mapping of
changes in different types of atmospheric circulation. In particular, the
absolute maximum of the limit of deterministic predictability in February
1982 is connected with double (in the Atlantic and Pacific Oceans) blocking
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of zonal flow, that is, with the formation in the high latitudes of the Atlantic
and Pacific Oceans of stationary (for about a week) centres of high
atmospheric pressure that prevent the normal propagation of cyclones from
the west to the east. This poses the obvious question as to whether this specific
case is a reflection of general regularity — the existence of several asymptotic
equilibrium states of the atmospheric circulation — and if so, what this means
in respect of the predictability of long-period oscillations of the climatic
system.

Before answering this question let us recall that a dynamic system is termed
ergodic if the equations describing its evolution at random initial conditions
and fixed external parameters have a unique possible stationary solution. If
the dynamic system is not ergodic, then its behaviour over an infinitely large
time interval will depend on the initial conditions. As applied to the climatic
system this is equivalent to the fact that external parameters uniquely
determine climate in the first case and non-uniquely in the second case.

The idea of the non-uniqueness of Earth’s climate was first put forward by
Lorenz (1979), who termed ergodic systems transitive, and those systems which
do not have the property of transitivity intransitive. The real climatic system,
according to Lorenz, is almost intransitive, that is, it shows signs of transitivity
and intransitivity simultaneously. Alternation of glacial and interglacial
epochs over the last 3.5 million years of Earth’s history testifies to this.

It should be borne in mind that the stationary solution discussed above
does not necessarily have to be stable in the sense that the system in question
approaches or stays for an infinitely long period in the vicinity of some
stationary state oscillating around it. If the stationary state is asymptotically
unstable then under the influence of external forces the system begins to move
away from it and approach another stationary state, which can also be
asymptotically stable or unstable. A vertical rod oscillating in the gravity field
around the horizontal axis of rotation serves as the simplest example of
systems with asymptotically stable and unstable stationary states. A stable
state occurs when the centre of gravity is lower than the axis of rotation, and
an unstable state occurs when it is higher than the axis of rotation.

Another example is the motion of a liquid in a one-dimensional narrow canal
described by the so-called equation of advection:

Ou/ot + u du/dx =0, (L.3.1)

where u is the current velocity along the x axis.
Let the canal length be L and let it be limited by impermeable walls on both sides
where the current velocity vanishes, that is,

u=0atx=0,L. (1.3.2)
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In accordance with Wiin Nielsen (1975), we present the solution of Equations
(1.3.1) and (1.3.2) as the Fourier series

u= Y u,(t)sin(nkx),
n=1
where k = n/L. Substitution of this expression into (1.3.1) yields the following set of
ordinary differential equations for coefficients u,, of the Fourier series:
d 0 k n—1
a Z UpUy+m _"i Z mu,, u, _ - (133)

m=1 m=1

Let us define non-dimensional velocity ¥, and non-dimensional time t using the
formulae ¥, = u,/\/(2E,), T = /(2E,)kt, where 2E, = ¥ , u2(f) is twice the kinetic
energy; the subscript ‘0’ indicates the initial time instant. Then Equation (1.3.3)
can be written as

d,,n
dt 2,

o] n—1
27 —% UL - (134)

m=1

We consider the two-mode (n = 1, 2) system. In this case, according to (1.3.4),
we have
dvi/dt = ¥173/2, dv5/dt = —v73/2, (1.3.5)

from which it follows that dE/dt = 0; here 2E = (¥"2 + ¥°2), or, taking into account
the fact that 2E=1att =0,

V24 pt=l. (1.3.6)

We substitute this equality into the second equation of the system (1.3.5). As a result
we obtain

d¥;/de = —(1 — ¥2))2. (13.7)
Integrating (1.3.7) and assuming that ¥; = ¥"® at © = 0, we find
v — tanh(z/2)

v, = . 1.3.8
271 — v'9 tanh(1/2) (138)

In combination with (1.3.6) this expression yields
44 (1.3.9)

" cosh(x/2) — ¥'© sinh(z/2)’

where ¥ = (1 — v 92172,

At 7 = oo it follows from Equations (1.3.8) and (1.3.9) that ¥]; =0 and ¥, = —1,
that is, on a phase plane (a plane whose coordinates are the state parameters 77,
7,) the asymptotic behaviour of the system is presented as a point with coordinates
(0, —1). But, as can be seen from Equation (1.3.5), this equilibrium state is
non-unique: there is one more point, with coordinates (0, 1).

Let us clarify which of the above is stable. For this purpose we use the perturbation
method, and write ¥], ¥ in the vicinity of steady states (0, %5 as ¥; = ¥ + ¥,
v, =¥ + ¢, where ¥ =0 and ¥ = 1. Then we substitute expressions
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for ¥ and ¥, into (1.3.5), reject the terms containing the products and squares of
perturbations ¥" and ¥, and subtract the equations for ¥ and ¥"{. As a result
we obtain the following equations:

dvy/de =¥y (2,  dv7,/dr=0.
The solution of the first equation takes the form
v =90 exp(¥1/2), (1.3.10)

where we have taken into account the fact that ¥*) = ¥® at 1 = 0.

From (1.3.10) it follows that deviations from the state (0, 1) increase exponentially,
and deviations from the state (0, —1) decrease exponentially, with time. In other
words, the first of these two steady states is unstable, and the second is stable.

First indications of the possible existence of the non-uniqueness of the
ocean thermohaline circulation appeared in the work of Chamberlin (1906).
He proposed that a deep water formation in the absence of permanent
ice cover may occur not as the result of intensive heat transfer to the
atmosphere and decrease in sea water temperature at high latitudes, but,
rather, as the result of intensive evaporation and increase in water salinity in
the subtropics. The existence of a similar thermohaline circulation in the
Mesozoic, with its characteristic decrease in temperature difference between
the equator and the poles, damping of upwelling in the subtropics and with
wide propagation of deep water stagnation, is verified by paleontological
data. For indirect evidence in favour of fast (on the geological time scale)
reorganization or, in effect, weakening of the ocean thermohaline circulation,
data from chemical and isotopic analysis of deep water sediment deposition
in the Pleistocene may be used.

Stommel (1961) was the first to present a theoretical proof of the possible
existence of direct (with downwelling in high, and upwelling in low, latitudes)
and reverse (with upwelling in high, and downwelling in low, latitudes) cells of
the ocean thermohaline circulation. He ascertained that in the approximation
of the ocean by the three-box system (polar boxes in the Northern and
Southern Hemispheres and an equatorial box), two-cell thermohaline circu-
lation is formed, the direction of rotation depending on the relationship
between the equator-to-pole difference in temperature and salinity. The next
step was taken by Rooth (1982), who showed, using a three-box ocean model,
that, in the presence of inter-hemispheric water exchange and finite initial
salinity perturbation in one of the polar boxes, two-cell circulation may
degenerate into one-cell circulation even if forcing factors and ocean—land
area ratio are symmetric about the equator. Numerical experiments carried
out by Bryan (1986) within the framework of a three-dimensional sectorial
ocean model have confirmed this conclusion. According to Bryan (1986),
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for constant external forcing the ocean thermohaline circulation has at least
three steady states, i.e. two-cell (symmetric about the equator) circulation and
two one-cell circulations, respectively, with opposite directions of rotation.

A fourth steady state was discovered by Manabe and Stouffer (1988) within
the framework of a coupled ocean—atmosphere general circulation model (see
the description in Section 5.8). This state features the existence of a sharp
halocline at high latitudes of both hemispheres, cessation of deep water
formation, and degeneration, or even change of direction, of the ocean
thermohaline circulation accompanied by a decrease in the meridional heat
and salt transport to the poles, and, as a result, a decrease in the sea surface
temperature and salinity of the ocean at high latitudes. The decrease in sea
surface temperature and salinity is particularly evident at high latitudes of
the North Atlantic. It is not caused by change in precipitation—evaporation
difference but, rather, by the deceleration of renewal of surface waters due to
downwelling cessation. As a result, surface waters propagating along the
European continent evolve into a sub-Arctic gyre where they gradually cool
down and desalinate.

Thus, it turns out that the ocean thermohaline circulation may have four
stable states: two two-cell and two single-cell states with opposite directions
of rotation. In practice, as was established by Welander (1986), within the
framework of a three-box ocean model there are nine steady states, but only
four of them are stable, the others being unstable. However, if we reject this
three-box model and replace it by a more realistic model representing the
ocean as a system of three ventilated (participating in heat and moisture
exchange with the atmosphere) layers — the surface layer, the intermediate
layer and the bottom layer — then, according to Kagan and Maslova (1991),
the number of steady states will be equal to 81, including 16 stable states.
These steady states differ from each other in the number of cells (one-cell,
two-cell and four-cell circulations), direction of rotation (clockwise and
anticlockwise), properties of symmetry (symmetric and asymmetric circulations
about the equator) and the vertical extension of cells (extension over the
whole thickness of the ocean or only over a layer of finite depth). Such a
variety of ocean thermohaline circulation forms has far-reaching consequences
in respect of ocean climate predictability: even small changes in little-known
initial fields of salinity and/or salt flux at the ocean surface may lead to
qualitatively different distributions of climatic characteristics.

A similar situation takes place in the atmospheric circulation. According
to Lorenz (1967), when using a two-layer quasi-geostrophic model of the
general atmospheric circulation and retention for six modes, the increase in
the equator-to-pole temperature difference is accompanied by the following
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change in regimes of the large-scale circulation. Firstly, when the temperature
difference does not exceed 58 K there is only one steady solution representing
the direct meridional circulation cell (so-called Hadley cell) where warm air
ascends at the equator and cold air descends at the pole. A distinctive feature
of this circulation regime is the absence of zonal flow in the lower layer and,
hence, of its interaction with undulations of the underlying surface. When the
temperature difference is equal to 58 K a birfurcation (replacement of one
circulation regime by the other) occurs. The new regime is characterized by
the existence of three steady state solutions; one of them (the Hadley cell) is
unstable, and the two others, describing wave motions and, respectively,
westerly and easterly flows, are stable. The second bifurcation occurs at the
equator-to-pole temperature difference of 72 K. The subsequent increase in
temperature difference results in the simultaneous existence of five steady
solutions, two of them conforming to low and high zonality indices (large and
small amplitudes of wave oscillations or, in other words, the presence and
absence of blocking) respectively. Of these five steady state solutions only
one is stable with regard to disturbances of the first meridional mode. It
is a solution describing relatively weak zonal flow with superposition of
high-amplitude wave constituents.

It should be emphasized that the results mentioned above concerning the
change in atmospheric circulation regimes were obtained within the framework
of a model based on an indirect assumption of the absence of all wave
components with the exception of large-scale forced oscillations, and, hence,
of the absence of all forms of non-linear interaction apart from the interaction
between large-scale forced waves and zonal flow. In practice, because of a
strong baroclinic instability generating free wave motions of synoptic scale,
there are always other forms of non-linear interaction in the atmosphere, such
as interaction between free waves and stationary flow, between forced and
free waves and between free waves. Taking these forms of interaction into
account within the framework of a multicomponent spectral model results in
only one stable solution and the disappearance of all others. Moreover, it
turns out that the unique possible stable solution corresponds to the wave
regime of the atmospheric circulation with low zonality index, that is, it
coincides with the only steady solution in a small-component model. The
main distinction of these stable solutions is the fact that for different initial
conditions the trajectories of the solution corresponding to the six-mode
model are attracted to one and the same point of phase space (space of
parameter), while in the multicomponent model they contract to a certain
restricted domain inside which the behaviour of the solution becomes so
complicated that the solution appears to describe stochastic oscillations of



20 Preliminary information

large-scale circulation. From the viewpoint of predictability it means that
detailed long-range prediction of large-scale atmospheric circulation is im-
possible. But since the ‘stochastic’ oscillations of a large-scale circulation are
relatively small (the attractor basin is restricted) then, as was mentioned
above, the low-frequency variability of large-scale circulation can be considered
as predictable on the average, that is, under conditions of preliminary filtration
of high-frequency oscillations.

1.4 Methods of experimental research

Depending on the type of measuring instrument carrier, one differentiates
between ground-based and satellite-based research of characteristics of the
ocean—atmosphere interaction. Let us consider methods of ground-based and
satellite measurements, paying particular attention to their fundamental
features and possibilities.

1.4.1 Ground-based measurements

Ground-based measurements of characteristics of the ocean—atmosphere
interaction are taken out using several types of carriers which serve as a
platform for mounting measuring equipment such as commercial, fishing and
research vessels, anchor and drifting buoys, fixed foundations (particularly,
drilling platforms), pilot balloons, captive balloons, airships and planes. The
most commonly used carriers are commercial and fishing ships. There were
about 7690 in 1984. Thus, the total number of daily meteorological measure-
ments carried out on these ships is 7690 x 0.3 x 4 = 9228, where the second
figure on the left-hand side is the time fraction during which the ships are at
sea and the third figure is the number of reports received each day. In practice,
Bracknell Regional Centre of meteorological information, for example, receives
about 3700 messages every day, that is, 40%, of the expected number.

One could have accepted this loss of information if its other part had
been distributed more or less uniformly over the ocean. Unfortunately, this
is not the case, as is obvious from Table 1.2, which lists information on the
percentage of 5-degree squares having more than 100 and those having more
than 30 samples per month for the tropical zone of the ocean. As may be
seen, the availability of observational data in the Atlantic, Indian and Pacific
Oceans leaves much to be desired. Moreover, it turns out that these data are
not absolutely independent and are not distributed at random in time and
space (they cluster in the vicinity of islands and ship routes). Clearly, even a
slight increase in density and/or improvement in the quality of measurements
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Table 1.2. Percentage of 5-degree squares with > 100 and > 30 samples per
month from the tropical zone of the Atlantic, Indian and Pacific Oceans
(according to Taylor, 1985)

>100 >30
Atlantic  Indian  Pacific  Atlantic  Indian  Pacific
Sampling area Ocean Ocean Ocean Ocean Ocean Ocean
September, 1967 25 10 10 70 45 40
September, 1977 30 15 15 55 40 35
December, 1978 50 40 40 80 60 55
December, 1980 80 90 60 100 95 80

Note: values for December, 1980, include island and buoy reports.

beyond these areas can result in noticeable changes in average values of the
characteristics sought.

After these preliminary remarks we give a brief outline of some of the
methods available for ground-based measurements of the parameters of the
marine surface atmospheric layer, and their accuracy.

Sea surface temperature

For sea surface temperature measurements, use is made of the non-insolated
bucket, condenser or cooling system intake, and hull conduit or through hull
sensors. Applications of these methods on voluntary observing ships from
different countries (a percentage of the total number of ships for each national
fleet) are presented in Table 1.3. This suggests that in the mid-1980s the most
common method of sea surface temperature measurement was the cooling
system intake method. But the bucket method, adopted at the dawn of the
industrial epoch, is still widely used.

Both methods yield different temperature values: bucket values are lower
by 0.3 °C than intake values. If one takes into account that a mass transition
from the first to the second method occurred in the late 1930s, then this might
be one cause, among others, of the global rise in sea surface temperature
obtained from measurement data in the 1940s. But this is not all. A subsequent
check has shown (see Taylor, 1985) that the difference between bucket and
non-bucket temperature values varies in time and space. Particularly in a
high heat flux situation (e.g. the Gulf Stream, Kuroshio or Agulhas areas in
winter) this can mean a difference of 1 °C or more.

Now, as 50 years ago, there is no agreement as to which method is more
efficient. Each method has its own disadvantages. The disadvantages of
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Table 1.3. Percentage of ships using each
method of temperature measurement for the
six largest national fleets and for all
voluntary observation ships (WMO, 1984)

Method
Country Bucket Intake Hull
USSR - 100 -
USA 2 98 -
Japan 4 96 -
FRG 94 4 2
UK 91 5 4
Canada 96 4 -
All ships 26 73 1

the bucket method are related to non-unified measurement techniques and the
determination, strictly speaking, not of the sea surface temperature but of
the temperature of some near-surface water layer of finite depth. The
disadvantages of the non-bucket methods are similar. We note in this
connection the strong dependence of temperature measurements on ship size,
depth of intake and position of the intake thermometer.

Thus, we have to state that the error of ship sea surface temperature
measurements is a fortiori more than +0.1 °C.

Air temperature and humidity

Conventional ship measurements of air temperature use either thermometers
mounted on screens or take dry-bulb measurements from a portable psy-
chrometer located on the top of the foremast or on the windward side of the
top bridge, that is, from a position where the distorting influence of the ship’s
hull is minimized.

Screen values of air temperature may be biased high due to the radiative
heating of the thermometer screen, or due to heat radiation of the hull. The
error of such measurements, on average, is +0.5°C and not less than
+0.1 °C, according to Taylor (1985). Air temperatures from psychrometers
subjected to radiation and ventilation errors are necessarily higher than screen
values. Moreover, the accuracy of psychrometric measurements depends
critically on the location and method of exposure. In this respect well-sited
screens are preferable since errors can be more readily assessed. Results of
air temperature measurements obtained on USSR ships in GATE confirm
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this conclusion. As it turns out (see Taylor, 1985), when measurements are
produced on the end of a 2.5 m boom extended from the bridge the mean
difference between ship and profile buoy measurements is 0.04 + 0.12 °C.

Near-surface humidity is usually determined by data from dry- and
wet-bulb psychrometry. It is clear that distortions created by radiative
heating of the ship and screen should be taken into account in this case. But
because an increase in air temperature and a decrease in relative humidity
partly compensate each other, specific humidity is determined more or less
accurately. Obviously, the most serious errors arise from contamination of
the wet-bulb wick (say, by salt deposition) and from evaporation of rain or
spray from a damp screen. Today it is a matter of common knowledge that
ship measurements tend to overestimate air specific humidity and that the
mean bias is 0.5 + 0.2 g/kg (see Taylor, 1985).

Surface wind velocity

According to WMO data relating to 1984, the anemometric measurements
of wind velocity are carried out on only one-third of all ships; on other ships
wind velocity is estimated by data from visual observations of sea state. Both
methods of wind velocity determination are not without problems. The
second method in particular, based on the assumption that there is a
one-to-one correspondence between wind force and sea state and also on
the assumption that the wind equivalent connecting the Beaufort estimation
and wind velocity is known in all cases, has at least two disadvantages:
subjectivity and application limited to daytime. Errors of wind velocity
determined by this method vary from +2 m/s when wind force is equal to
one point on the Beaufort scale to +5 m/s when wind force is equal to five
points on the Beaufort scale, according to Taylor (1983).

Problems arising from the first method are caused by the distorting
influence of the ship’s hull. It is usually assumed that the most representative
site for anemometer mounting is the top of the foremast or the bow boom.
Thorough analysis of the wind velocity field in the vicinity of the ship confirms
this conclusion (see Figure 1.3). But even here distortions are still considerable.
Moreover, it turns out that errors of anemometric measurements of wind
velocity depend significantly on the ratio between the height of anemometer
exposure and the height of the superstructures on the top bridge, as well as
on the relative wind direction from the ship’s course. Data presented in Table
1.4 bear witness to this. As can be seen, for bow winds the accuracy of
anemometric measurements on top of a foremast varies from 1 to 8% of
wind velocity. For other winds, measured wind velocities can differ from the
reference value by 50% and more.
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Table 1.4. Relative error (in %) of anemometric ship measurements of wind velocity

Location of

Wind velocity from —45 to 45°

Relative wind direction

from 45 to 115°
and from 255 to from 115 to 255°

Author bench measurements (m/s) (bow wind) 315° (beam wind) (stern wind)
Augstein et al. (1974) Meteorological buoy 8 0 - -
10 -8 from —6 to —21 -
Ching (1976) Bow boom 8 from —3to § from —11 to 45 -
Kidwall and Seguin (1978) Bow boom 10 from —2to —6 from —1to 8 from —30 to —65
Large and Pond (1982) Oceanographic buoy 10 0 —4 -
Romanov et al. (1983) Beyond influence of 10 from 1 to —4 from —4to 6 from —6 to 2

the domain of ship
model

Note: Positive values correspond to overestimation; negative values correspond to underestimation of wind velocity.
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Figure 1.3 Typical relative errors (in %) of anemometer wind velocity measurements
taken on a ship, according to Kahma and Leppéranta (1981). The ratio between the
height of the anemometer and the height of superstructures on the top bridge is equal
to 1.9:1 for a case of bow wind direction.
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Figure 1.4 Comparison of monthly mean values of wind velocity obtained from
standard ship measurement data and measurements on research meteorological
platforms, according to Taylor (1983).

The estimates presented above apply to practically instantaneous (averaged
over a small time interval) values of wind velocities. It is interesting to
determine by how much ship measurements differ from appropriate measure-
ments from buoys and fixed platforms for monthly averaging periods. Results
of comparisons are shown in Figure 1.4, from which it is obvious that ship
measurements systematically overrate monthly averaged wind velocity. This
fact, if confirmed by further research, may imply important and far-reaching
climatic consequences.
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To determine wind velocity (and temperature, and also humidity) from
different heights in the atmosphere radiosonde, airship, airplane and similar
measurements are used.

Net radiation flux at the ocean surface

The net radiation flux (radiation balance) at the underlying surface represents
the difference between the solar radiation flux assimilated by the underlying
surface and the effective emission of the underlying surface, defined as
the difference between long-wave upward and downward thermal radiation
fluxes.

Note that the Sun radiates energy as a black body (body in a state of
thermodynamic equilibrium) at a temperature of 6000 K. Its radiation
intensity is defined by the Planck formula I, = (2hc?/A%)[exp(he/kAT) — 1171,
where h = 6.62 x 1072°J s is Planck’s constant; k = 1.38 x 1079 J/K is
Boltzmann’s constant; ¢ = 3 x 10® m/s is the velocity of light in a vacuum;
A is the wavelength; T is the absolute temperature. From this formula it
follows that I, =0 at =0 and A= co. But since I, cannot take on
negative values within the wavelength range from 4 =0 to 4 = o0, at least
one maximum of function I, has to exist. Differentiating I, over A and
equating the resulting expression to zero we obtain the necessary condition
of the extremum, that is, [(1c/5kAT) + 1 — exp(hc/kAT)] = 0.

The above equation has one root at the point hc/kit = 4.9651, from which
AT = const = 0.2897 cm K, where A, is the wavelength conforming to the
maximum of I,. Finding the second derivative and determining its sign we
assure ourselves that the function I, has to have a maximum at the point
indicated above. The equality A, T = const expressing the Wien law dem-
onstrates that a rise in temperature is accompanied by a shift in the maximum
in the direction of shorter wavelengths. As is known, the temperature of the
underlying surface and the atmosphere is much less than the temperature of
the Sun. Therefore, solar radiation is concentrated in the short-wave (from
0.3 to 5 um, that is, within the visible) spectral range, and emission of the
underlying surface and the atmosphere is concentrated in the long-wave (from
4 to 100 um) spectral range.

“Actinometric measurements are carried out solely on research and ocean
weather ships. It is clear that this information is not sufficient to reconstruct
the spatial structure of the separate components of radiation balance, and
hence there is no other option but to draw on indirect methods. Their
practical realization is reduced to searching for empirical relationships
associating the components of radiation balance with the parameters deter-
mining them (solar radiation at the upper atmospheric boundary, solar
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altitude, amount of total and low-level cloud, water and air temperature),
and consequent reconstruction of information missing from standard ship
measurement data. Comparison with independent measurements shows (see
Strokina, 1989) that, at least for monthly average periods, the discrepancies
between calculated and observed values of radiation balance components
in tropical and temperate latitudes of the ocean amount to 2-4%, in relative
units.

Vertical eddy fluxes of momentum, heat and moisture at the
ocean—atmosphere interface

Vertical eddy fluxes of momentum (), heat (H), and moisture (E) are defined
by equalities t = —pu'w’, H = pc,w'T’, and E = pw'q’, where w’ and u’ are
vertical and horizontal (oriented along the direction of surface wind) velocity
fluctuations; T’ and ¢’ are fluctuations of temperature and specific humidity;
p and c, are the air density and specific heat at constant pressure; the overbar
designates time averaging. To estimate eddy fluxes according to these
definitions it is necessary, firstly, to measure fluctuations of wind velocity,
temperature and humidity; secondly, to obtain instantaneous values of
co-variations u'w’, w'T’, w'q’; and, thirdly, to average them within the limits
of appropriately selected time intervals.

Measurements of velocity wind fluctuations are made using hot-wire
anemometers, acoustic anemometers, anemometers with spherical meters
responding to pressure change, cup anemometers, vane anemometers and flag
anemometers registering wind load on the axes. Within this group of measuring
equipment, acoustic anemometers based on the use of the linear dependence
between time of sound propagation along the fixed section of a path guided
in a certain direction and wind velocity in the same direction are the
most popular. Acoustic anemometers differ favourably from other types of
anemometer by the linear dependence of the output signal on wind velocity
fluctuations, by the simplicity of detection of the necessary wind velocity
component and by the small time lag. These advantages more than compensate
for their disadvantages — averaging over the length of the base which is of
the order of 10 cm.

Measurements of temperature fluctuations are effected by thermocouples,
thermistors and resistance thermometers. All these sensors are characterized
by high precision and small time lag. The first attempts to measure humidity
fluctuations were undertaken by Dyer in 1961 (see Dyer, 1974). Dry-bulb and
wet-bulb thermometers were used for this purpose. Over time, these were
replaced by more sensitive optical hygrometers, the general principle of
operation being based on the dependence of light absorption in a certain
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(usually infra-red or ultra-violet) wavelength band on water vapour concen-
tration in the air. Examples of such hygrometers are a hygrometer with an
ultra-violet light source (so-called lightman-alpha hygrometer), a microwave
refractometer—hygrometer, a gyrometer with a quartz oscillator sensor and
an infra-red narrow band hygrometer.

The main requirements to be met by sensors designed to measure fluctu-
ations in wind velocity, temperature and humidity, and their covariances are
as follows. First, they should be high-sensitivity (low-inertia) sensors. Other-
wise, determination of eddy fluxes will be attended by substantial errors.
For example, the use of vane anemometers with a time lag of 0.3 s when
measuring vertical velocity fluctuations at a height of four metres from the
underlying surface results in an underestimation of eddy fluxes of momentum
and heat by 20-30%,. The same tendency, but for eddy fluxes of moisture, occurs
when using dry-bulb and wet-bulb thermometers (see Kuharets et al., 1980).

Second, the averaging period necessary to obtain statistically stable results
should be sufficiently small, on the one hand, to exclude the influence of
low-frequency oscillations of synoptic origin, and sufficiently large, on the
other hand, to cover the whole spectrum of turbulent fluctuations wherever
possible. According to modern concepts the turbulent fluctuations of wind
velocity and humidity in the marine surface atmospheric layer have spatial
scales ranging from fractions of a millimetre to tens, or even hundreds, of
metres, and in the low-frequency range (range of large spatial scales) their
spectra essentially differ from each other: temperature and humidity spectra,
and especially horizontal velocity spectra, extend to lower frequencies than
do vertical velocity spectra. This poses problems when selecting the spectral
minimum range separating turbulent fluctuations from disturbances of the
synoptic scale.

For vertical eddy fluxes of momentum, heat and moisture the case is simpler
because the function wS,,, (w) (where S, (w) is the spectral density of
the vertical velocity fluctuations; w is the frequency) drops to practically
zero in the range of spatial scales of the order of several hundred metres in
the surface boundary layer and several kilometres in the planetary boundary
layer. Accordingly, cospectra w§,,, (®), ®S,r(®), wS,, (®), in the range of
approximately the same spatial scales should also drop down to zero, so
that covariances u'w’ = | 5,,,(w) dw, w'T’ = | S,r(w) do, wq' = | S, (®) do
make clear physical sense — these are integrals over the spectrum from scales
of about 10 cm (base length of an instrument) to a low-frequency minimum
of the function wS,,,, (). Thus, in order to provide reliable estimates of vertical
eddy fluxes the frequency characteristics of measuring equipment have to be
cut off (reduced to zero) in the range of the minimum of wS§,,, (w). This
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condition is fulfilled if measurements cover the range of 1073 < wz/u < 5 or
even 1073 < wz/u < 10, where z is the height at which the measurement is
taken; w is frequency in Hz. It follows from this that at z = Smand u = 5m/s
the lowest frequency must be equal to 1072 Hz, and the period of averaging
must be not less than 15 minutes.

Finally, the reliability of the information is determined by the degree of
mobility of the base on which the equipment is mounted. If the base is not
stabilized, its movements will result in distortions of vertical fluctuations of
the wind velocity and eddy fluxes on wave frequencies. These distortions can
be eliminated by registering equipment movements and amending the data.

We consider the simple procedure to account for the oscillating motion effect
proposed by Volkov and Koprov (1974).

Let & represent the vertical displacement of a device with respect to its average
location and let wy =w' + usin 8 + 0&/0t, ug=u' + Eoufdz, To=T' + £ 0T/0z,
e, = & 0e/0z be fluctuations of wind velocity, temperature and absolute humidity
distorted by pitching effects. Here u, w, T and e are average values of wind velocity,
temperature and humidity; ', w’, T" and ¢’ are turbulent fluctuations of wind velocity,
temperature and absolute humidity in the absence of equipment base motion (at
& = 0); the second term on the right-hand side of the first equality describes the effect
of slope of the underlying surface; 6 is the angle of inclination (angle of pitching).

Let us compile products ugwg, wo T, woeg and then average them over time. Then
taking into account that ¢ and 6 do not correlate with v', w’, T’ and ¢’, and also that
£ 0&/0t = 0 and sin 6 ~ 6 we have

u'w' = upwy, — ubE ou/oz,

W T = woTy — ub¢ 0T/0z,

w'e’ = woep — ubE de/oz.

To estimate the second terms on the right-hand sides of these expressions we
assume that ¢ = 1m, 0 = 1°, u = 10 m/s, 0T/9z = 0.01 °C/m, du/6z = 0.1 s, def0z =
0.005 g/m*. Substitution of these values yields u0¢ du/dz ~ 150 cm?/s?, uf& 8T/0z ~
0.20 °C cm/s, ub¢ de/0z ~ 0.75 x 107° g/cm? s. Typical values of u'w’, w'T" and w'e’
are equal to 400 cm?/s2, 1 °C cm/s and 3 x 1076 g/cm? s, respectively, so that the
eddy flux error caused by pitching can be up to 30%. Thus, one more necessary
condition for reliability of information on turbulence characteristics in the surface
boundary layer is the precise allowance for displacements or stabilization of the height
from which measurements are taken.

These requirements are quite restrictive. Perhaps this (plus the sophisticated
nature and high cost of the measuring equipment) explains the fact that,
nowadays, lack of data on eddy fluxes of momentum, heat and moisture
is felt as much as it was 30 years ago when experimental research of
ocean—atmosphere interaction was only just beginning.
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1.4.2 Satellite measurements

In discussing satellite measurements of surface atmospheric layer character-
istics, we make the reservation that equipment mounted on satellites registers
not atmospheric layer characteristics themselves but, rather, different charac-
teristics (such as intensity of thermal radiation or intensity of electromagnetic
wave scattering) that are indirectly related to those in which we are interested.
Moreover, the characteristics registered are functions of several parameters
of the Earth’s surface and the atmosphere. Naturally, this complicates the
interpretation of satellite data, resulting in the need to take measurements in
several spectral intervals in order to separate the effects of different parameters,
and, mainly, to enable fall-back on calibration of satellite data by ground-
based measurement data. It is clear that the precision of satellite measurements
is limited by that of ground-based data and, hence, the advantage of satellite
information is not its quality but, rather, its quantity, providing the possibility
of examining ocean—atmosphere interaction on global scales.

We next consider the principal features of satellite measurements of the
surface layer characteristics and their capacities.

Sea surface temperature

As is well known, the spectrum of terrestrial emission represents the irregular
alternation of bands of transmission (so-called transparency spectral windows)
and absorption of thermal radiation. In the former, emission of the ocean
surface, in its passage through the atmosphere, is attenuated to a minimal
degree, and in the latter to a maximal degree. Thus, to indicate the tempera-
ture of the ocean surface it seems to be sufficient to measure the intensity of
emission in one or another spectral window and then determine the tempera-
ture appropriate to the emission intensity as registered by a radiometer.
Let us examine, for example, the emission of a black body. According to
Planck’s formula (see p.26), the intensity of emission of such a body is
I, = (2hc?/A%)[exp(he/kAT) — 1171, from which it follows that for small
wavelengths when exp(—hc/kAT) > 1 Planck’s formula reduces to the Wienn
formula I, = (2hc?/2%) exp(—hc/kAT) describing an abrupt drop of I, in
the violet spectral range; on the other hand, for larger wavelengths, when
exp(hc/kAT) ~ 1 + (hc/kAT), Planck’s formula transforms into the Rayleigh—
Jeans formula I, = (2¢/4*)kT describing a much slower drop of I, in infra-red
and radiowave spectral ranges. Thus, all other things being equal, use of a
transparency window from the near-infra-red range (wavelengths ranging
from 3.4 to 4.2 ym) would be preferable to those from the middle-infra-red
range (wavelengths ranging from 8.1 to 14.0 um), and especially from the
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microwave range! (wavelengths ranging from 0.1 to 21.0 cm), if there were
no effect from patches of sunlight, which results in an increase in the area
of mirror reflection of solar radiation and, hence, the comparability of fluxes
of emission and reflected solar radiation. Because of this the selection of a
transparency window from the near-IR range means that the ability to receive
noiseless information is restricted to night time, while for a transparency
window from the medium-IR range there are no such restrictions.

The main disadvantages of radiometric measurements in the IR range
(wavelengths ranging from 1 to 15 um) is the fact that ocean emission is
significantly attenuated by the influence of water vapour, aerosols and cloud
when passing through the atmosphere. Their influence can be excluded fif,
instead of thermal emission measurements in the IR range, one takes measure-
ments of radio thermal emission in the microwave range. Here, the absorption
of microwave emission occurs only in clouds containing large raindrops. But
things are not quite so simple in this case either because of the relatively low
sensitivity of the emission intensity to variations in sea surface temperature
and the strong dependence of emissivity on the local properties of waves and
on the presence of froth, ice and surface-active substances.

Finally, one more source of uncertainty in radiometric measurements is
the so-called skin-effect (temperature inversion in a thin near-surface ocean
layer with a thickness of several millimetres). Note that data on radiometric
measurements in the infra-red and microwave ranges describe radiative and
radio-brightness temperature, respectively, defined as the temperature of the
black body whose emission is equal to the actual emission. Because the latter
refers to the layer with thickness of the order of a millimetre, inversion of
temperature in this layer, created mainly by evaporation, should result in
underestimation of the sea surface temperature compared with its value as
determined by conventional methods in a layer with thickness from several
tens of centimetres up to several metres. If we include the fact that the
temperature difference in the near-surface inversion layer is not constant (see
Table 1.5), then the possibility of establishing a universal dependence between
radiative or radio-brightness temperature and sea surface temperature as
measured by conventional methods is out of the question since this introduces
additional errors.

Nowadays, the root-mean-square error of satellite measurements of the sea
surface temperature is no less than 0.6 °C in the IR range, and 1.0 °C in the
microwave range.

! This range is defined according to the classification of radiowaves. Waves belonging to this range have
much longer wavelengths than those from the range of long-wave emission.
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Table 1.5. Temperature difference in the near-surface inversion layer

Temperature
difference
Source data Author (°C) Comments
Laboratory Paulson and Parker 1.14-1.81 Small fetch, no waves
measurements (1972)
Hill (1972) 1.0 Dynamic wind velocity less
than 35 cm/s
0.1 Dynamic wind velocity
more than 35 cm/s, waves
appear and develop
Katsaros et al. (1977) 0.4-24 No wind
Natural Woodcock and 0.5-1.0 Nighttime, calm
measurements Stommel (1947)
Ewing and McAlister 0.6 Nighttime, wind velocity
(1960) less than 0.5 m/s
Malevskii-Malevich 0.3-0.5 Wind velocity less than
(1970) 10 m/s, most probable
estimations
Klauss et al. (1970) 0.35 Nighttime
0.5 Daytime
Bortkovskii et al. 0.22-0.50 Open ocean; wind velocity
(1974) less than 4 m/s
0.20-0.30 Wind velocity varies from
6 to 8 m/s
Grassel (1976) 0.17-0.21 Wind velocity varies from 1
to 10 m/s
Katsaros et al. (1977) up to 3.4 Wind velocity less than
1 m/s, no waves
Schooley (1967) 0.2 Wind velocity about
2.5 m/s, cloudless sky
0.0 Same, but with clouds
Hunjua and 0.1-0.5 Wind velocity up to
Andreyev (1974) 6—8 m/s, waves up to
3 points
Paulson and 0.15-0.30 Wind velocity from 5.5 to
Simpson (1981) 9.2 m/s
Panin (1985) ~20 Wind velocity less than

3m/s

Air temperature and humidity

The determination of temperature at any height in the atmosphere (including
the surface boundary layer) reduces to registration of the Earth’s radiation
in different parts of the CO, absorption band (wavelengths 4.3 and 15 um),
that is, in the spectral interval where the intensity of emission is controlled
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mainly by the vertical distribution of temperature and concentration of CO,,
but not by humidity and aerosols. A primary prerequisite is indicated by the
well-known physical fact that the emission at various parts of the CO,
absorption band is formed in different atmospheric layers, and therefore for
prescribed and invariable vertical distribution of CO, concentration the
correspondence between the emission and the temperature of these layers
must be single-valued.

In a cloudless sky the dependence of emission intensity I, conforming to
wavelength A on temperature 7 of the atmosphere should have the form (see
Malkevich, 1973)

1
L(& 0) = 8, B.(T)P,(L, 6) — f B, P *;é D4z~ 21 -5
&
< Py(l, 9)[ B[T(®)] af;f) de, (L4.1)
0

where 6 is the zenith angle; 6, is the emissivity of the underlying surface;
B,(T) = (2hc/23)[exp(hc/kT) — 1]~ 1 is Planck’s function; P, (¢, 6) is a function
of radiation transmission (ratio of radiation passing through the layer with
thickness £ to incoming radiation at the boundary of this layer) in a direction
forming an angle @ with the vertical; P,(¢) is the transmission function
averaged over all 6 from the upper half-space of directions; & = p/p, is a
vertical variable in the isobaric coordinate system; p is the atmospheric
pressure; ¢ =3 x 10 m/s is the velocity of light; h =6.62 x 1072°Js is
Planck’s constant; k = 1.38 x 107° J/K is Boltzmann’s constant; subscript s
indicates belonging to the underlying surface. The first term on the right-hand
side of (1.4.1) describes the emission of the underlying surface, the second
term describes the emission of the atmospheric layer contained between the
underlying surface (£ = 1) and level & and the third term describes the
thermal emission reflected from the underlying surface.

If we assume that the ocean to a first approximation is a perfect black
body (6, = 1), and that measurements of I, are carried out from a satellite
in the nadir point (6 = 0, 6 = 0), then on the basis of (1.4.1) we have

aP, (£, 0)
0¢

This expression representing the Fredholm equation of first order with respect
to T(&) allows determination of the vertical profile of temperature if the values
of radiation intensity I, and transmission function P, are given. The same
is possible in principle if the angular distribution of I,(0) is known. But in

de. (1.4.2)

1
I, = By(T)P,(1,0) — J B;[T(S)]
0
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reality this will entail large errors due to horizontal non-uniformity of the
temperature field and the presence of cloudiness.

Thus, we realize the necessity of solving the inverse problem of radiation
theory — to determine the properties of the environment from data on its
emission. This problem is ill-posed in the sense that small errors in signal
measurements can entail large errors in estimating environmental parameters.

Let us illustrate this by a simple example. Let us assume that a solution x of the
equation f(X) = a has to be found. It is obvious that x = f~!(a), where f~! is
the inverse function of f. Using the theorem on derivatives of inverse functions we
have dx/x = ¢(a) da/a. This expression sets the relationship between errors at the
input (da/a) and at the output (dx/x) of the system. Here ¢(a) = a/[f ™ !(a)f'(a)] is an
error amplification coefficient. Based on the preceding expression for dx/x we
conclude that output errors will be large at large ¢(a) or, otherwise, at small f'(a),
that is, at those values of a which are close to the roots of the derivative f'(x).

To achieve acceptable accuracy it is necessary to either minimize errors at the
input da/a, or, if this is impossible, to regularize the problem. The latter means that
the function f(X) is replaced by a closer function f;(X) such that, in the range of
interest, the new error amplification coefficient ¢,(a) is not beyond the limits of a
certain prescribed value.

Thus, to obtain the solution of an ill-posed problem it is necessary to have
a priori information about the solution which allows exclusion of large errors
in the experimental data. These problems are doubled by the fact that, as
applied to the atmosphere, the required and measured parameters are random
functions, and so in searching for a solution that is appropriate to an integral
equation of type (1.4.2), one has to apply statistical regularization with the
statistical characteristics of the radiative field of the Earth and fields of
atmospheric parameters serving as a priori information. Experience in its use
indicates that the standard deviation between vertical temperature distribu-
tions in the lower 24-kilometre layer of the atmosphere reconstructed from
data of satellite and radiosonde measurements is usually about 1.5 °C.

In contrast to the vertical profile of temperature, the vertical profile of
humidity is determined by measurements of emission I, at different parts of
the water vapour absorption band (wavelengths 6.3 and 20-25 pm). In this
case, all other things being equal, Equation (1.4.2) is rewritten as

0P, [w,(£), 0]

52 dé,  (143)

1
I, = Bi(T,))P,(W,,0) — J B,[T(9)]
0
where w, (£) = (p,/g) [§~* q(&) d¢ is the moisture content of the atmospheric
column between the upper atmospheric boundary (¢ = 0) and level & W,
is the integral moisture content of the atmosphere; g is the air specific
humidity.
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Equation (1.4.3) can be considered as an integral equation with respect to
w, (£), where Planck’s function B,[T(&)] is the core of Equation (1.4.2).
Because of this the determination of the vertical distribution of specific
humidity g(&) reduces to the simultaneous recovery of profiles w, (¢) and 7(¢)
according to measurements of emission in water vapour and CO, absorption
bands, and to the subsequent transfer from w, (£) to ¢(&). Such a problem, as
well as the problem of determination of the vertical temperature distribution,
is ill-posed in the sense mentioned above. The difference is that instead of a
solution for one integral equation, one has to solve a system of integral
equations, which requires the additional use of a priori information about the
structure of the humidity field in the atmosphere (say, an approximation of
the vertical profile of humidity by some analytical expression). Next, because
q(&) and w, (&) are related to each other by q(&) = (p,/g) " dwa(£)/0E, even
small errors in the determination of w, (&) can result in serious distortions
of the profile g(&). This last-mentioned fact places heavy demands when
choosing the transmission function whose accuracy of definition leaves much
to be desired because of the influence of aerosol attenuation on the emission
transfer in the IR-range.

The obstacle can be overcome if we do not recover the profile g(&), but,
instead, use the empirical dependence between the integral humidity content
of the atmosphere and the specific humidity in the surface layer obtained, for
example, from radiosonde measurements. The fact that such dependence
really exists can be judged by the following arguments. It is known that the
vertical distribution of specific humidity in the atmosphere is sufficiently well
described by the relationship g/q, = £*, where k is an empirical constant.
Integrating this relationship over ¢ within the whole thickness of the
atmosphere and using the definition of the integral water vapour content W,
we have g, = (x + 1)(p./9) " W,. The linear relationship between g, and W,
is confirmed by data from radiosonde measurements at island stations and
on ocean weather ships. According to Liu (1983) the standard deviation is
only 0.78 g/kg.

It should be emphasized that in the presence of clouds satellite measure-
ments of emission in the IR-range determine profiles 7(£) and w, (£) only in
the atmosphere above the clouds, and that in such a situation there is only
one recourse: to start measuring I; in the microwave range. The procedure
for reconstruction of g, remains the same: first the vertical profile of the
temperature and integral water vapour content of the atmosphere are
calculated from I, measurement data in CO, and water vapour absorption
bands; next, using the relationship ¢, = (x + 1)(p,/g) ! W,, one can find q,.
Comparison of g, values obtained from three-monthly series of SEASAT
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microwave measurements of I, and from standard ship measurements in the
Western North Atlantic, which provide better ship measurement data than
do other parts of the ocean, show (see Liu, 1983) that the systematic
error and root-mean-square error of satellite measurements of specific
humidity in the surface atmospheric layer amount to 0.48 and 0.97 g/kg
respectively.

Wind velocity

Depending on the type of usable satellite information one can single out the
following five methods of determination of wind velocity:

1. by cloud motion;

2. by the brightness and dimensions of patches of sunlight;

3. by the reflected radiation in the microwave band;

4. by the echoes from short-pulse radiolocation signals;

5. by inverse scattering of electromagnetic waves in the centimetric band.

The first method basically reduces to the acquisition of tele- and photo
images of fields of cloud, determination of velocity of cloud displacement and
wind velocity at a fixed level in the surface layer. This procedure is used at
present. Cloud fields serve as the initial information, and these are registered
twice per day by a system of geostationary satellites (two American satellites
of the GOES series, one European and one Japanese) located along the
equator in such a way that the fields of view of cameras mounted on
them cover 809, of the ocean area in the tropics.

The disadvantages of this method include, firstly, the fixation of the level
of cloud displacement (cumulus clouds in the tropics are assumed to be
transported by the wind at the base of the clouds) and, secondly, the necessity
of prescribing the vertical shear of wind velocity in the subcloud layer. This
last fact suggests a correlative relationship between wind velocities at the base
of the cloud and in the surface layer. Considering that such a relationship is
not invariable in space and time, then perhaps because of it, or in addition
to it, the discrepancies between satellite estimates and data from ground-based
observations turn out to be quite large and, according to Wylie and Hinton
(1983), amount to +2.1 m/s for velocity and +25° for wind direction.

The second method is based on the following simple considerations. If the
ocean surface is smooth, then sunbeams are reflected from it at the identical
angle so that a patch of sunlight remains small and sharply outlined
(contrasting). In contrast, in the presence of waves, sunbeams are reflected
from the ocean surface at different angles. This produces scattering of reflected
light and, therefore, an increase in patches of sunlight and a decrease in their
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visibility. Further, because waves are the result of wind forcing, the existence
of a relationship between the size and visibility of a patch of sunlight, on the
one hand, and wind velocity, on the other, as well as between the shape of
the patch of sunlight and wind direction, should not give rise to doubts. Thus,
if such a relationship is set, and satellite images of the ocean surface are
available, wind velocity and direction can be considered as known. For
obvious reasons this method can be used only during the daytime and in the
presence of sparse cloud. Its accuracy of estimation of wind velocity is
+ 2.0 m/s; the accuracy of determination of wind direction is so low that this
is not worth indicating.

We have already discussed the fact that the emission intensity in the
microwave spectral range is controlled by the sea surface temperature, the
vertical distribution of temperature, humidity and aerosols in the atmosphere,
and the emissivity of the ocean. In its turn, the emissivity of the ocean depends
on the state of the ocean surface and, hence, on wind velocity. This last fact,
having been an obstacle in satellite indication of temperature acquires a new
quality, being a prerequisite of the third (radiometric) method of wind velocity
determination.

Its use presupposes that the extraneous effects created in this case by the
vertical distribution of atmospheric parameters are excluded, and that the
dependence between the ocean emission in the wavelength range of ~3 cm
(here the emission is most sensitive to the state of the ocean surface) and
wind velocity is known. The first condition is fulfilled by the simultaneous
measurement of the emission intensity in various parts of the microwave band,
and for this purpose a multichannel microwave radiometer is used; the second
condition is fulfilled by taking account of a specific empirical relationship.
Accuracy in determination of wind velocity by this method is +1.9 m/s; wind
direction cannot be estimated.

The fourth and fifth methods of determination of wind velocity are based
on the use of active location of the ocean surface, and on registration of
backward scattering of electromagnetic oscillations, presenting a combination
of mirror reflection and so-called Bragg scattering. The meaning of the mirror
reflection is obvious. As for the Bragg scattering, this needs to be explained.

With the above in mind we consider the propagation of a plane wave in a periodical
structure, that is, in a structure where properties change in space according to a
periodic law.

In the one-dimensional case the equation describing the propagation of a plane
wave has the form

2 2
u _1du_, (1.4.4)
ox*  c?or?
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where u is the surface elevation or current velocity; ¢ is the phase velocity of the wave
featuring properties of the environment; x is the spatial coordinate; ¢ is time.

Assume that the environment has a periodic inhomogeneity along the direction of
wave propagation, that is, ¢ = c3(1 — u cos Kx), where ¢, is the phase wave velocity
in the absence of inhomogeneity; K is the wave number of inhomogeneity defined
by the distance between its neighbouring elements; p <« 1 is a small parameter
(inhomogeneity is considered to be small).

Let us find the solution to Equation (1.4.4) in the form of u = A(x) exp(iwt), where
o is the wave frequency. Then amplitude A must obey the equation

dz

e + k*(1 4+ pcos Kx)A =0, (1.4.5)

where k = w/c, is the wave number of the plane wave in question.

We represent A as an expansion in powers of the small parameter y and restrict
ourselves to the first two terms of the expansion. We treat w similarly, thereby
assuming that wave propagation in an inhomogeneous environment can be accom-
panied by dispersion. In other words we present A and  in the form

A=A, + ud,, W= wy + U, (1.4.6)
from which, and from the definition of k?, the equality follows:
k% = k% + 2ukok,. (14.7)

Here we have ignored terms containing the pu parameter to powers higher than
one.

Substituting (1.4.6) and (1.4.7) into (1.4.5) and gathering members containing
parameter u to powers of zero and one we find

d’4

. —+ k3A, =0, (1.4.8)
¢°4, k2 koAo(2k, + k 149
d2+ 0A1=— vo( 1+ OCOSKx). (.)

The solution of Equation (1.4.8) has the form

Ay = C, explikox) + C, exp(—ikyx). (1.4.10)
Its substitution in (1.4.9) yields
d4, . 1 .
ey + k3A, = —koC,{2k, exp(ikox) + 3ko exp[i(K + ko)x]

+ 3ko exp[ —i(K — ko)x]} — koC,{2k, exp(—ikox)
+ ko expl —i(K + ko)x] + ko exp[i(K — ko)x]}. (L4.11)

Let us define two possibilities: non-resonance (K # 2k,) and resonance (K = 2k,)
wave scattering by environmental inhomogeneities. In the first case the solution



Methods of experimental research 39
of Equation (1.4.11) is written in the form
A, = ¢, exp(ikyx) + ¢, exp(—ikyx) + ik x[C, exp(ikyx) — C, exp(—ikgyx)]

kg

+ m {C, exp[i(K + ko)x] + C, exp[ —i(K + ko)x]}

2

+ 2—12?1;0:42?;) {C, exp[—i(K — ko)x] + C, exp[i(K — ko)x]}. (1.4.12)

As can be seen, there is a term on the right-hand side of (1.4.12) which increases
linearly with x. Since we are interested only in waves with restricted amplitudes this
term has to be set to zero; this is equivalent to k; = 0. Thus at K # 2k, wave
propagation in an inhomogeneous environment is not accompanied by a change in
frequency (@ = coky).

But if K = 2k, then Equation (1.4.11) will take the form

d24,

dx?

k : k
+ kiA, = —k0<2k1C1 + 70 C2> exp(ikyx) — k0(2k1C2 + _29 C1>

k2
x exp(—ikgx) — ?o [C, exp(3ikyx) + C, exp(—3ikyx)]. (1.4.13)

Its integration also results in the appearance of terms which increase linearly with x.
For the solution to remain restricted it is necessary that the factors (2k,C; + (ko/2)C,)
and (2k,C, + (ko/2)C,) before exp(+ikyx) become zero. In other words, it is
necessary to demand that

2k1C1 + %CZ = 0, 2k1C2 + ‘kig Cl = 0.

These equalities form a system of algebraic equations with reference to C; and C,.
It has a non-trivial solution if

U, ko/2
ko/2 2k,

2
_az R,
4

from which k; = tk,/4.
Thus at K =2k, the frequency of wave propagation in an inhomogeneous
environment is determined by the expression

This suggests that the dependence w = w(k,) at k, = K/2 breaks and hence there is
a forbidden frequency band of width Aw = (u/2)cqk, such that waves belonging to
it are quickly attenuated. This means that at K = 2k, the incident wave is effectively
reflected from inhomogeneities of the environment and its energy is transmitted to the
wave propagating backward. The ratio K = 2k, is called the condition of Bragg
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scattering. In the general case of an arbitrary incidence angle 8 calculated from the
nadir, this condition is rewritten in the form K = 2k, sin 6.

From the above discussion we draw the following conclusion: if the wave-
length of wind waves is much greater than that of the signal, or if the angle of
incidence of a radiated signal is close to zero the mirror reflection will
dominate over the Bragg scattering; on the other hand, if wavelengths are
comparable, or for oblique irradiation (at large angles of incidence), the Bragg
scattering will dominate over the mirror reflection. In the fourth method of
wind velocity determination (in this case registration of backward scattering
is by a radiolocating altimeter) the first circumstance is realized; in the fifth
method when a scatterometer is used the second circumstance is realized.

The intensity of backward scattering is characterized by an effective
scattering cross-section o, defined as the ratio of backward scattering intensity
to density of irradiation flux. The effective scattering cross-section has the
dimensions of area. Dividing ¢ by the geometrical area of the irradiated
spot and designating the normalized effective backward scattering cross-
section as ¢°, we have that ¢° has to be a function of the signal incidence, of
the azimuthal angle x (the angle between the beam and wind direction), and of
wind velocity u, in the surface atmospheric layer inducing the appearance of
sea surface inhomogeneities (wind waves). When using altimeter measure-
ments of ¢° from a subsatellite point the dependence ¢° = ¢°(0, x, u,) reduces
to the form ¢ = ¢°(u,). This facilitates the determination of u, but excludes
the possibility of estimating wind direction. Scatterometric measurements of
¢° are free from this disadvantage. The accuracy of determination of wind
velocity and direction amounts to +1.3m/s and +16° in this case; the
accuracy of altimeter measurements is + 1.6 m/s (see Wylie and Hinton,
1983).

Net radiation flux at the upper atmospheric boundary

This flux is not measured from a satellite. Only its separate components are
registered: incident and reflected short-wave solar radiation, and long-wave
emission of the atmosphere-underlying surface system into outer space
(so-called outgoing emission). Recording of the first components is performed
using a pyrheliometer and a spectrobolometer having the same sensitivity for
different wavelengths from the short-wave spectrum range, and recording of
the second and third components is performed using flat wide-angle and
scanning narrow-angle radiometers (the scanning is performed along or
across a satellite trajectory).

Flat wide-angle and scanning narrow-angle radiometers provide different
information. Radiometers of the first kind measure upward radiation coming
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from the lower half-space. Therefore, their spatial resolution seems to depend
only on the height of the satellite. Actually, not all parts of the visible disc
of the Earth contribute equally to the formation of the field of upward
radiation; the main contribution is from the vicinity of a subsatellite point.
Therefore, the spatial resolution of a flat wide-angle radiometer at the altitude
of a satellite orbit, about 600 km, will amount to ~10° or ~1000 km. Such
spatial resolution allows us to gain information on the global distribution of
the characteristics based on a minimum amount of data, but at the same time
it makes for strong smoothing of the data.

On the other hand, a scanning narrow-angle radiometer measures the
upward radiation coming from the lower half-space with a small but finite
solid angle. Accordingly, its spatial resolution turns out to be thinner and
varies in the range from 50 km in the nadir to 110 km at an angle of 40° from
the nadir. But it should be remembered that the radiation recorded by such
a radiometer does not meet all angular distributions but, rather, only some
of them and, hence, it depends on zenithal and azimuthal angles of the satellite
(in the case of short-wave radiation), and on the zenithal angle on the Sun.
Because of this the use of scanning narrow-angle radiometers should provide
for the assignment of some procedure correcting measurement data in order
to take anisotropy (dependence on direction of propagation) of radiation into
account. The last circumstance will inevitably entail the introduction of errors.

The current accuracy of satellite estimates of monthly averaged net
radiation flux at the upper atmospheric boundary, according to Stephens et al.
(1981), is of the order of 10 W/m?, that is, it is approximately equivalent to
39 accuracy in determining the solar constant.

Net radiation flux at the underlying surface

Of all the components of net radiation flux, only the long-wave emission of
the underlying surface can be measured directly. Other components are
estimated using indirect methods. Let us discuss these methods, paying
particular attention to their physical prerequisites. We start with the short-
wave solar radiation flux assimilated by the underlying surface.

Its determination using data from satellite measurements is based on a
number of assumptions and a priori information on the transmission functions
of clouds and the atmosphere. One can distinguish two groups of methods.
The distinctive feature of the first of them is the presetting of an empirical
relation between data from satellite and ground-based measurements of the
reflected solar radiation in the visible and near-IR-ranges. The distinctive
feature of the second method is the interpretation of satellite measurement
data in terms of the characteristics of reflection, absorption and scattering,
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appearing in the transfer equations for short-wave radiation, followed by the
use of the values of these characteristics when integrating the transfer equations.

Both groups of methods have their own disadvantages. The disadvantages
of the first group are the strong dependence on accuracy of calibration of the
satellite data from ground-based measurements. Therefore, if the calibration
relates to short time intervals then its application to other longer periods,
strictly speaking, is not well founded. The disadvantages of the second group
of methods relate to the restriction in application of transfer equations for the
case of monochromatic radiation and, hence, the necessity of integrating over
wavelengths and allowing for horizontal inhomogeneity of the characteristics
of reflection, absorption and scattering of solar radiation. The relative error
of the available methods of determination of short-wave solar radiation flux
from satellite measurement data amounts to 10-159; for daily averaged values
and 5-10% for monthly averaged values (see The Report of the Joint Scientific
Committee, 1987). By the way, such large errors result not only from the
reasons mentioned above but also from inadequate comparison: a satellite
radiometer and ground pyranometer have different viewing areas.

The downward long-wave radiation flux consists of emission created by
water vapour, other gases (including CO,) active in terms of radiation, and
also aerosols and cloud. To consider the dependence between the downward
flux of long-wave emission and its determining parameters it is necessary to
have at least some information about them; information which more often
than not is unavailable. In particular, the altitude of the cloud base, under
which the downward emission is formed, is not identified by satellite data.
The only thing which can be reconstructed by their use is the height of the
cloud top and the cloud type. But a problem arises in determining the height
of the base, and changing from geometric to optical cloud thickness, or in
general in refusing to use the height of the cloud base as the dependent
variable. It is clear that in both cases one cannot do without additional
assumptions and, hence, this means further deterioration in the quality of
satellite information. According to The Report of the Joint Scientific Committee
(1987), the root-mean-square error in determination of the downward flux of
long-wave radiation from satellite measurement data amounts to at least
10-15 W/m?; in addition, very large deviations from ground-based measure-
ment data will occur when the height of the cloud base undergoes strong
variability.

Eddy fluxes of momentum, heat and moisture at the ocean—atmosphere interface

These fluxes, like some components of net radiation flux, cannot be measured
directly with the help of satellites. So there is only one recourse: to apply
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aerodynamic formulae connecting eddy fluxes with marine surface atmospheric
layer parameters (temperature, humidity and wind velocity) determined by
satellite measurement data. But one should not be under any illusion
as to the simplicity and perfect nature of this tool, as explained below.

Meteorological and geophysical satellites functioning at present, and those
planned for the future, have either solar-synchronous, precessing or geo-
stationary orbits. Each of them is compiled with its own frequency of
information-gathering. Solar-synchronous satellites receive information twice
a day at the equator, always at the same local solar time and more often at
high latitudes. This excludes the possibility of filtering out daily variations
in the examined characteristics, especially where the measurements are
obtained by one satellite. Information from precessing satellites is obtained
at different times of the day, but it may not cover polar latitudes. Finally,
geostationary satellites provide continuous information over time but only
within the limits of the restricted part of the equatorial zone whose size
depends on the scanning area of the measuring equipment.

Let us recall now that the density of measurements controls the possibility
of reconstructing the spatial structure, and their time sampling controls the
accuracy of monthly averaged local values of eddy fluxes. To provide support
for these statements we refer to the results of the calculation of uncertainty
in estimates of monthly averaged sensible and latent heat fluxes received from
JASIN data in the North Sea and illustrated in Figure 1.5. In this diagram
deviations of monthly averaged fluxes from their ‘true’ values corresponding
to hourly sampling are plotted along the ordinate axis, and the sample
interval of measurements in hours is plotted along the abscissa axis. As
can be seen for 12-hour sampling an error in estimating latent heat amounts
to +2 W/m?, or about 109 of its ‘true’ value (21 W/m?). The same relative
error in the determination of the monthly averaged sensible heat flux is
obtained for three-hour sampling. In other words, 12-hour sampling turns
out to be sufficient for more or less reliable estimation of latent heat flux but
not of sensible heat flux.

Next, if measurements of one or other characteristic are taken using the
same device the spatial correlation of measurement errors will be high. This
entails a decrease in the amount of independent information, which leads to
uncertainty in errors of interpolation and to distortions of the time—space
variability of the characteristics examined.

These considerations should be kept in mind when estimating the possi-
bilities of using satellite information. It should also be borne in mind that
the specific cost of satellite information (cost of one observation) is not
large as compared with the cost of conventional ships’ measurements. For
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Figure 1.5 Uncertainty in estimating the monthly mean sensible and latent heat

fluxes due to sampling at increased intervals as compared to hourly sampling,

according to Taylor (1986): upper curve — latent heat flux; lower curve — sensible

heat flux.

example, according to WMO data, the maintenance costs of one ocean
weather ship, not counting other expenses, amounted to about half a million
US dollars per year in the mid-1970s; this is not much less than the
maintenance costs for one satellite including the costs of its equipment, launch
and centres for receiving and processing the satellite information. But the
operation of one satellite equals that of many ocean weather ships, so from
the point of view of economy the advisability of using satellite information
leaves no room for doubt. However, it is necessary not only to increase the
accuracy of satellite information but also to interpret it in the correct way.
Results achieved to date are encouraging.
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Present state of the climatic system

Let us examine the budget of mass, energy, angular momentum and carbon.
The presence of the latter in this list is explained by two reasons. First, the
carbon budget is interesting in itself. Second, it is closely related to the
atmospheric CO, problem, without solving which it is impossible to estimate
the role of anthropogenic factors in climate changes.

In summarizing the factual data we will follow Peix6to and Oort (1984)
for the most part.

2.1 Initial information

There are at present about 2000 weather stations for atmospheric sounding
where horizontal wind velocity, temperature, humidity and isobaric surface
height for 11 levels in the atmosphere are measured twice a day. The
amount of information from these stations is enormous. Even if we exclude
all monthly series with data gaps exceeding ten days, then during the decade
covering May 1963 to April 1973 we obtained 10 x 365 x 2 x 100 x 11 x 5=
4 x 10° information units. Here the first number specifies the number of years,
the second specifies the number of days in a year, the third specifies the
number of daily series of measurements, the fourth specifies the number of
stations providing qualitative information, the fifth specifies the number of
measurement levels in the atmosphere and the sixth specifies the number
of measured parameters. The amount of information is thus sufficient to detect
large-scale peculiarities in the atmospheric climate. But one should keep in
mind that these stations are at very irregular locations: they are concen-
trated mainly in densely populated areas of the globe while the major part
of the atmosphere above the World Ocean, the equatorial belt of South
America and Africa, as well as Antarctica, are still not well elucidated by
observational data.

45
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Almost the same can be said about the network of measurement stations
in the World Ocean. Today it has about 5 x 10° records of temperature and
salinity and at least 1.0 x 10° soundings carried out by bathythermograph
and expendable and free-sinking profilers. The distribution of data over the
area of the World Ocean is extremely irregular: in fact there are no data at all
for a large part of it, especially in the oceans of the Southern Hemisphere.
Fortunately, the problem of shortage of information for the ocean is not as
acute as that for the atmosphere because seasonal variability only appears
in the upper 200- or 300-metre layer of the ocean, and there are more data for
this than for other ocean layers. As regards interannual variability, this is
much less distinct in the ocean than in the atmosphere, and that is why all
reliable data obtained from the moment the first deep water measurements
were taken are suitable for approximate estimates of ocean climatic charac-
teristics (say, meridional heat transfer).

The situation regarding data on current measurements is much poorer. All
we have at the present time is information on the drift of ships and a few
direct recordings of the current velocity in the surface and deep layers of
the ocean. Naturally, this situation does not contribute to the fast progress
of knowledge about the global ocean circulation. In addition, a sharp increase
in the network of current velocity measurements is hardly possible in the near
future due to technical and economic reasons. Thus there is only one thing
to do, i.e. make an attempt to utilize non-standard (initially acoustic and
satellite) methods of ocean dynamics research. But this is a matter for the
future. To date, all necessary information is provided by standard technology.

2.2 Mass budget

Let us start by deriving expressions describing the mass budget in separate
subsystems of the climatic system. Define the mass m, of the atmospheric
column with unit cross-section as

mA:J' PAdZ=I£a
¢ g

where p, is the air density, p, is the surface atmospheric pressure, { is the
height of the underlying surface elevations, g is gravity and z is the vertical
coordinate oriented upward.

Let us integrate the continuity equation over the whole thickness of the
atmosphere, and take advantage of the condition by which the vertical mass
flux approaches zero at a sufficiently large height in the atmosphere, and also
of the kinematic condition: w = 9(/dt + (vV){ — (P — E)/p4 at the underlying
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surface (here w and v are the vertical component and horizontal vector of

wind velocity, P is the precipitation rate, E is the evaporation rate, V is the

gradient operator on the surface of a sphere with radius a and ¢ is time).
As a result we have

om
A 4 Vemui, = —(P — E), (2.2.1)
ot
where ¥, is the vertically averaged horizontal vector of wind velocity.
Similarly, the conservation equations for water mass in the ocean, as well
as those for sea ice and land substance, become

aa © 4+ Vmg¥o=(P— E — E), (2.2.2)
omy

=tV m¥, = E; + (P — E), (2.2.3)
amL

StV m ¥, = (P — E), (2.2.4)

where the first terms on the left-hand side represent the rate of change of
mass m referring to a unit of surface area; the second terms represent the
horizontal divergence of the integral mass transport; v,, vy and v, represent
the horizontal vectors of current velocity in the ocean, and of sea ice drift,
and of river and ground water movement; E, is the rate of sea ice formation
(or melting); the symbol " signifies mass averaging; and subscripts O, I and
L refer to the ocean, sea ice and land.

We note that the integral mass transport my ¥; within the limits of the land
is realized solely by the river and ground waters (river and underground
run-off); the remaining part of the land, according to the condition ¥, = 0,
does not contribute to my ¥, .

Let us integrate Equation (2.2.1) over the surface of the entire Earth,
Equation (2.2.3) over the surface of the sea ice, and Equation (2.2.4) over the
surface of the land. After that we designate the total (river + underground)
run-off into the ocean, relating to unit surface area, as {Eg}. Then, taking
into account the continuity of the integral mass transport at the land—ocean
boundary, we obtain

0
S imy+ (P-E} =0

2 (ol o — (P = Elfo + (B} — (e} = 0,
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& mbfi— BN+ (P E}i=0,

2 imbf— (P = B}, + (B =0,

where fo = 5o/, fi = s1/s, fi. = s./s are the ratios of the ocean area (s;), sea
ice area (s;) and land area (s.) to the area s of the Earth’s surface (or,
otherwise, the ocean, sea ice and land fractions) interrelated as fo + fi + fu = 1;
braces signify area averaging over the entire Earth’s area.

Adding these expressions we obtain

2 ma} + tmobfo + m) i+ m}f) = 0. (225)

Equation (2.2.5) describes the obvious fact that for time scales which are
much smaller than the lifetime of the continental ice sheets (for such time
scales the continental ice sheets may be considered as part of the land) the
mass of the atmosphere—ocean—sea-ice-land system remains constant in
time.

Let us turn back to Equation (2.2.1) and integrate it over longitude. As a
result we obtain

27a cos ¢ i [ma] + li MmT, = —2racos o([P] —[E]), (2.2.6)
ot ade

where
2n

MmT, = J mabpa cos ¢ di
0

is the meridional mass transport in the atmosphere, D, is the vertically

averaged meridional component of wind velocity, ¢ is the latitude, A is the

longitude, square brackets signify zonal averaging.

Let us remember here that atmospheric mass is determined unambiguously
by the value of surface atmospheric pressure and that, according to Oort
(1983), the annual mean surface atmospheric pressures in the Northern
and Southern Hemispheres are 983.6 and 988 hPa (or 2.569 x 10'® and
2.581 x 10'8 kg). This suggests that an annual mean mass transport from the
Southern to the Northern Hemisphere must exist, and this transport must be
controlled by the different intensity of hydrologic cycles in both hemispheres
(see Equation (2.2.6)). But the existence of atmospheric mass transport from
the Southern Hemisphere to the Northern Hemisphere presupposes a reverse
compensational mass transport in other subsystems of the climatic system.
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Figure 2.1 Seasonal variations of the difference between actual (not referred to the
sea level) surface atmospheric pressure and its annual mean value, according to Oort
(1983): (1) the Northern Hemisphere; (2) the Southern Hemisphere; (3) the Earth as
a whole.

We postpone further discussion of this subject until Section 2.4 and direct
our attention here to Figure 2.1, which shows variations in the difference
between actual (not reduced to sea level) surface atmospheric pressure
and its annual mean value. One can see that atmospheric mass undergoes
distinct seasonal oscillations and these oscillations are out of phase for the
Southern and Northern Hemispheres. This last fact is usually associated with
mass transport from the summer to the winter hemisphere (see Oort, 1983).
Thus, it is implicitly anticipated that sources and sinks of mass on the
right-hand side of Equation (2.2.6) counterbalance each other separately in
each hemisphere, or because they are too small they can be ignored (excluded
from the kinematic condition at the underlying surface, see above). As applied
to the annual mean conditions, this assumption is equivalent to an absence
of mass transport across the equator, and, hence, to the equality of surface
atmospheric pressures in both hemispheres. The controversy surrounding this
point is obvious.

2.3 Heat budget

The primary source of energy for the climatic system is an insolation
determined by the so-called solar constant (flux of solar radiation at an
average distance of the Earth from the Sun; the most probable value of this
flux is in the range from 1368 to 1377 W/m?), as well as by the Earth’s axis
tilt, by the orbit eccentricity and by the longitude of perigee. Variations in
the last three astronomical parameters have time scales of the order of tens of
thousands of years (see above); that is why they have no real effect on changes
in the climatic system on the time scales of decades that we are interested in.
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Figure 2.2 Annual mean zonally averaged net radiation flux (W/m?) at the upper
atmospheric boundary (a), and its seasonal variability (b). (After Stephens et al.,
1981.)

Figure 2.2 shows the time—space variability of zonally averaged net
radiation flux at the upper atmospheric boundary. Note three features:
asymmetry of seasonal oscillations which is most distinct in high latitudes in
both hemispheres, the local winter maximum in tropical latitudes in the
Southern Hemisphere and marked increase in seasonal oscillations in the
Southern Hemisphere compared with the Northern Hemisphere. The first
and third features are connected to the specific character of the spatial
distribution of the outgoing long-wave emission; the second feature is due to
an increase in assimilated short-wave solar radiation because of a reduction of
the planetary albedo.

The same features are inherent in net radiation flux at the surface of the
World Ocean (Figure 2.3), though they manifest themselves less distinctly
than in net radiation flux at the upper atmospheric boundary. The cause of
this is a reduction in the effective emission of the ocean surface due to the
existence of downward long-wave atmospheric radiation. The same cause
explains the total increase in net radiation flux at the ocean surface compared
with its value at the upper atmospheric boundary.

Denote the radiation heat influx in the atmosphere (the difference in net
radiation fluxes at the upper atmospheric boundary and at the underlying
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Figure 2.3 Annual mean zonally averaged net radiation flux (W/m?) at the ocean
surface (a) and its seasonal variability (b). (After Strokina, 1989.)

surface) by (Q% + Q5), where Q} and Q% are influxes of short-wave and
long-wave radiation respectively. Then (QF + %), together with the incoming
sensible heat (Q%) from the underlying surface which is equal and of opposite
sign to the sensible heat flux H at the underlying surface, and the heat release
Q% = LP due to water vapour phase transitions, as well as the divergence
V-c,mav, T, of the mass-averaged sensible heat transport and the conversion
C(®, I) of internal energy I into potential energy @ (see Section 2.5), has to
be balanced by changes in the internal energy of a unit atmospheric column,
that is,

i T i S A A A _
o cempaTy + Vee,myva Ty = 07 + Q5 + Q3 + Q4 — C(D, 1), (23.1)

where here, and above, T}, is the air temperature, L is the heat of condensation,
¢, and ¢, are the specific air heat for constant pressure and volume; the
remaining designations are the same.

Similarly, the net radiation flux (Q} + Q3) at the underlying surface plus
the heat release L, E, at the expense of phase transitions of water vapour and
minus the fluxes of sensible heat Q5 = H and latent heat Q3 = LE, as well
as the divergence of the integral sensible heat transport, have to be balanced
by changes in the heat content of a unit column of the ocean or land,
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that is,
0 o AN
o comoTo + VecomoVoTo = OF° + 09° — 05° — 02° — LiE,, (23.2)
0 - N
2 eom T+ Veeomv T = 07° + 05° — 05° — 02, (23.3)

where ¢ and T are the specific heat and temperature; m is the mass of a
column with unit area; L; is the heat of melting (sublimation); subscripts O
and L signify belonging to the ocean and land, double superscripts OS and LS
signify belonging to the ocean and land surfaces, the symbol ” signifies, as
mentioned above, averaging over the mass of the ocean or over the mass of
the active land layer.

The terms appearing on the right-hand sides of Equations (2.3.2) and (2.3.3)
completely describe the resulting heat flux at the underlying surface. Note
some distinctive features of the time—space distribution of this flux within the
World Ocean area not covered by ice (L,E, = 0). Judging from Figure 2.4,
for annual mean conditions, the ocean gains heat from the atmosphere in
low latitudes and loses it in middle and high latitudes (the secondary
maximum in the middle latitudes of the Southern Hemisphere arises from a
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Figure 2.4 Annual mean zonally averaged resulting heat flux (W/m?) at the ocean
surface (a) and its seasonal variability (b). (After Strokina, 1989.)
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reduction in the latent heat flux). In the Northern Hemisphere the heat inflow
from the atmosphere is lower and the heat transfer from the ocean into the
atmosphere is higher than in the Southern Hemisphere. The seasonal
variability of the resulting heat flux in the Northern Hemisphere also appears
to be greater. This feature can be explained by the difference in the ocean/land
area ratio in both hemispheres.

We supplement the system (2.3.1)—(2.3.3) by the budget equations for the
latent heat Lm,{, in the atmosphere and sea ice L;m; (here, q, is the
mass-averaged air specific humidity; m, is the sea ice mass referred to a unit
of surface area). These equations take the form

a /\

‘é; LmAqA + V'LmAquA = L(E — P), (2.3.4)
0
a lel + V'L]mlvl = L[El + L(P - E), (2.3.5)

where v; is the horizontal vector of the sea ice drift velocity.
Integrating Equations (2.3.1)—(2.3.5) over the longitude and then summing
we obtain the equality

0 N o "
2ma cos ¢ a (LeymaT,] + [comoTolfo + [eomy Ty 111

1
1o (MHT, + MHT,)
aodp

= 2na cos ([QT] + [@F]) — 2racos [C(D, I)], (2.3.6)

+ [Lmaga] + [Lim]f}) +

where
2n

P N
MHTA = J mA(CpUA TA + LquA)a CcOS (p dj.
(]

is the meridional sensible and latent heat transport in the atmosphere,
2r , /\ , , /\
MHT, = (focomovoTo + filymvy + frepmyv, Ty)a cos ¢ do
0

is the meridional sensible and latent heat transport in the ocean and active
land layer; vy, v; and v, are the meridional components of current velocity,
of sea ice drift and of river and ground water movement; fq, f; and fi are
fractions of the ocean, sea ice and land in the zonal belt of the unit meridional
extent.

Equation (2.3.5) relates the net radiation flux ([Q] + [Q5]) at the upper
atmospheric boundary (here, Q7 is the flux of the absorbed short-wave solar
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radiation, Q% is the flux of the long-wave emission into space) to the
divergence of the meridional heat transport, and energy change in the
atmosphere—ocean—sea ice—land system. Let us discuss the time—space vari-
ability of the last two components. But first of all we consider the seasonal
variability of the global heat budget, which is described by the equality

%({Cva TA} + {Lmyga} + {como To}fo + {epmy, TL}fL + {Limi} fy)
+1{C(@, D)} = {07} + {07}

To determine the rate of change in internal energy and its conversion into
potential energy in the atmosphere, appearing on the left-hand side of this
equality, as well as the rate of sensible heat change in the ocean and latent
heat in the atmosphere and sea ice, we use monthly averaged values of air
temperature and air specific humidity systematized by Oort (1983), estimates
of the rate of change in heat content {comoTy} in a 275-metre layer
of ocean, from Levitus (1982), and data on the sea ice area and volume
represented in Table 2.1. The calculation results, together with estimates, from
Figure 2.2, of the global average net radiation flux at the upper atmospheric
boundary are shown in Figure 2.5. They have a lot in common with the
results of similar calculations published by Ellis et al. (1978). In both cases
the amplitude and phase of seasonal variations of the net radiation flux at
the upper atmospheric boundary and the rate of sensible heat change in the
ocean are in close proximity, which points to the key role of the ocean in the
formation of the seasonal variability of the global heat budget. It turns out
that the rate of change in internal energy and its conversion into the potential
energy of the atmosphere, and the rate of latent heat change in the atmosphere
(their combination will be referred to, for the sake of abbreviation, as rate of
energy change) are much less than the net radiation flux at the upper
atmospheric boundary. Finally, the rate of energy change and the net
radiation flux are out of phase with each other. This last fact, as well as the
fact that the maximum and minimum of the rate of energy change fall on
cold and warm semiannual periods of the Northern Hemisphere, result from
the different ocean/land area ratio in the two hemispheres.

It should be emphasized that the rate of energy change in the atmosphere,
even amounting to the latent heat change in the sea ice, cannot balance the
discrepancy between the net radiation flux at the upper atmospheric boundary
and the rate of sensible heat change in the ocean. This is caused by
incompleteness and inaccuracy of initial information and by errors in
determining the global heat budget components as small differences of
large values. But in attempting to define the cause of the discrepancy we
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Table 2.1. Seasonal variability of the sea ice area and volume in the World Ocean and in its separate parts according to

different authors

Month
Characteristic Region Author 1 Im m v Vv VI Vvl Vviil IX X XI XII
Sea ice area Arctic Basin Walsh and 138 141 140 135 125 108 87 70 7.1 96 116 130
(1012 m?) Johnson (1979)
Lemke et al. 13.0 135 130 125 115 105 85 70 85 95 112 130
(1980)
Lebedev (1986) 11.5 115 11.5 114 11.1 103 84 67 68 82 103 113
Southern Ocean Lemke et al. 55 25 30 60 90 130 155 175 180 175 170 100
(1980)
Lebedev (1986) 44 29 31 54 90 109 130 144 148 148 11.5 73
World Ocean Lebedev (1986) 17.8 171 17.3 192 21.1 219 220 213 21.6 231 221 19.7
Sea 1zce vsolume Arctic Basin Lebedev (1986) 225 256 282 299 30.3 282 224 170 145 148 165 194
(102 m?)
Southern Ocean Lebedev (1986) 35 22 22 33 50 80 110 145 168 187 151 9.1
World Ocean Lebedev (1986) 279 30.8 342 370 381 379 332 317 314 336 319 294
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Figure 2.5 Seasonal variability of the global heat budget in the ocean—atmosphere
system: (1) the net radiation flux at the upper atmospheric boundary; (2) the rate
of change in sensible heat in the ocean; (3) the rate of change in latent heat in sea
ice; (4) the rate of change in latent and sensible heat in the atmosphere.

have identified ourselves with the well-known opinion that the active land
layer has no marked effect on the seasonal variability of the global heat
budget. Let us check this. Let the heat capacity of a unit column of the active
land layer be equal to 1.2 x 107 J/m? K, let the continent fraction be equal
to 0.3 and let the mean temperature change in the active layer be equal to
2 x 1077 K/s. Then the rate of heat content change d{c;, m T } f /0t will be
approximately 0.6 W/m?, that is, it cannot eliminate the imbalance in the
global heat budget.

The relation between the components of the heat budget presented above
is fulfilled for the planet as a whole but not for its separate parts. Examine,
for example, the northern and southern polar regions, bounded by the 70°S
and 70°N parallels respectively. In these regions the net radiation flux at the
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upper atmospheric boundary during most of the year is much larger than
the rate of energy change in the atmosphere, and this rate is comparable to
the rate of latent heat change in snow and sea ice. The question is: what
balances heat losses? There is an unambiguous answer — they are balanced
only by the meridional energy transport (the transport of sensible and latent
heat, and potential energy) in the ocean—atmosphere system. This can be seen
from Table 2.2. The data in Table 2.2 are interesting in more than one respect:
they allow us to establish the distinctions in the formation of the heat budget
for two polar regions. We discuss the most remarkable distinctions below.

In summer when the net radiation flux at the upper atmospheric boundary
in the northern polar region is small, the meridional energy transport is
basically balanced by the latent heat release due to ice and snow melting,
and by the increase in ocean heat content, whereas in the southern polar
region the meridional energy transport is distributed almost equally between
the latent heat release due to snow and ice melting and the emission
into space. On the other hand, in winter, heat radiation losses at the
upper atmospheric boundary in the northern polar region are large, and 2/3
of these losses are compensated by the meridional energy transport and 1/3
of them are compensated by a reduction in the ocean heat content and by
the heat release due to ice formation. In the southern polar region the
radiation losses at the upper atmospheric boundary are balanced solely by
the meridional energy transport. And again the main cause of distinctions is
the different ratio between ocean—land areas.

Let us discuss the time—space distribution of the rate of heat content change
in the ocean, bearing in mind that this rate (owing to the smallness of its
analogue in the atmosphere) might characterize not only the ocean, but also
the entire ocean—atmosphere system. The most interesting features of this
distribution (Figure 2.6) are the increase in seasonal variations in middle
latitudes in the Northern Hemisphere compared with the same latitudes in the
Southern Hemisphere, the absence of marked seasonal variations in the
equatorial region and in high latitudes of the Northern and Southern
Hemispheres, and, finally, the domination of extreme values in the Northern
Hemisphere compared with analogous values in the Southern Hemisphere.

Turning to an analysis of the annual mean meridional sensible heat transfer
in the ocean—atmosphere system (Figures 2.7(a) and 2.8(a)), we should note
first of all that in the tropics the meridional sensible (as well as latent) heat
transport in the atmosphere is directed to the equator, and because of this
the tropics are a powerful source of heat for the atmosphere such that
compensation for the meridional sensible and latent heat transport is realized
here mainly by the meridional potential energy transport in the atmosphere,



58

Table 2.2. Components of the heat budget in the northern and southern polar regions (according to Nakamura and

Oort, 1988)
Month Annual
mean
Components 1 11 11T v \Z VI VII  VIII IX X X1 XII  value

Net radiation flux at
the upper atmospheric —164 —146 122 -78 37 1 5 50 —126 —166 —164 —162 —1007
boundary (W/m?) -10 -72 —-106 —148 —135 —139 —130 —123 -99 —63 —-38 —14 —896
Rate of energy change
in the atmosphere -2 4 16 25 25 2 3 -16 -29 -2%6 -4 -7 00
(W/m?) -1 =10 -13 -15 -14 -9 -5 1 8 21 24 11 —0.1
Rate of heat content
change in the ocean -» -27 - 1 2 32 25 10 0 -6 -12 -2 00
(W/m?) 6 2 -2 —4 -5 5 —4 —4 -1 3 6 8 0.0
Meridional enerzgy 113 94 94 96 82 81 85 88 102 116 114 116 98.4
transport (W/m”) 33 55 78 105 126 139 143 128 121 113 64 39 953
Resulting heat flux at
the underlying surface 056 44 7 -2 61 -8 -3 -5 23 36 39 24
(W/m?) —42 -13 1 17 9 7 7 6 5 -8 =33 =27
Rate of latent heat
change in snow and -2 -39 -3 -18 -5 ¥ & 45 S5 19 -4 17 24
sea ice (W/m?) 36 11 -9 —-13 -4 =2 -3 -2 -4 =5 2 25 2.7

Note: values in numerators correspond to the northern polar region, and those in denominators correspond to the southern

polar region.
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i

Figure 2.6 Time-space distribution of the rate of change in heat content (W/m?) in
the World Ocean, according to Kagan and Tsankova (1986).

that the meridional sensible heat transport in high latitudes of the atmosphere
and ocean is directed to the poles, that such orientation is an effect of the
domination of the absorbed short-wave radiation over upward long-wave
radiation in low latitudes and of the inverse ratio in high latitudes, and, finally,
that on the equator the meridional sensible heat transport in the ocean takes
on near-zero and positive values, indicating the presence of a small heat
transport from the Southern to the Northern Hemisphere.

The seasonal variability of the meridional sensible heat transport in the
ocean—atmosphere system can be judged by parts (b) in Figures 2.7 and 2.8.
The first thing to command our attention is the striking distinctions between
time—space distributions of the meridional transport in the atmosphere and
the ocean. We mean, firstly, localization of maxima at different latitudes in
the atmosphere and ocean (in the atmosphere the maximal variability is
coordinated with the equator, and in the ocean it is coordinated with the
middle latitudes of both hemispheres), and, secondly, the constancy, during
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Figure 2.7 Annual mean meridional sensible heat transport (W/m?) in the atmosphere
(a) and its seasonal variability (b). Positive values indicate northward transport;
negative values indicate southward transport. (After Carissimo et al., 1985, and Oort
and Rasmusson, 1971.)

the annual cycle, of the direction of the meridional transport in middle and
high latitudes of the atmosphere and its changing at all latitudes in the ocean.

It is an open secret that the meridional heat transport in the ocean is still
the least examined element of the climate, so it is worth dwelling at some
length on the analysis of its time—space distribution. Figure 2.8 (part (b))
shows the well-known similarity of seasonal variations of MHT, in the
Northern and Southern Hemispheres. In both hemispheres the meridional
heat transport reaches a maximum in winter and is directed to the North
Pole at this time of the year. In summer, there is a marked reduction and
change in direction of MHT, everywhere with the exception of the tropical
region of the ocean. The extreme values of MHT, occur in the tropics and
fall during February and March in the Northern Hemisphere and during
October and November in the Southern Hemisphere. The secondary maxima
displaced from the primary maxima further from the equator fall during
August and September in the Northern Hemisphere and during May and
June in the Southern Hemisphere. This last fact points to the presence of the
strongly pronounced semi-annual harmonic.

Let us mention two more distinguishing features of the seasonal variability
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'Figure 2.8 Annual mean meridional sensible heat transport (W/m?) in the World
Ocean (a) and its seasonal variability (b), according to Kagan and Tsankova (1987).

Positive values indicate northward transport; negative values indicate southward
transport.

of MHT,. The question is, firstly, about the intensification of the poleward
heat transport in spring as compared with autumn in the Northern Hemisphere,
and in summer as compared with winter in the Southern Hemisphere, and,
secondly, about the excess (about twice) of the period with heat transport
directed from the Northern Hemisphere to the Southern Hemisphere as
compared with the period with reverse direction of meridional heat transport.

And, finally, the comparison of the annual mean distributions in Figures
2.7 and 2.8 is indicative of the commensurability of the meridional sensible
heat transports in the atmosphere and the ocean and, mainly, of their
absolutely different natures. This is indicated by the fact that the maximum
poleward heat transport in the ocean is in low latitudes where meridional
gradients of water temperatures are relatively small, and in the atmosphere
in middle latitudes, where meridional gradients of air temperature are large
by way of contrast.

2.4 Moisture budget

Let us start, as we did in the preceding section, with the derivation of
equations for the moisture budget in separate subsystems of the climatic
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system. For the atmosphere and sea ice these equations are derived by division
of (2.3.4) and (2.3.5) by L(pa/po) and L;(p,/po), respectively, where p, and
po are densities of sea ice and fresh water. Continuing, we obtain the following
expressions:

oW, S

7"+V~vAWA= —(P—E)Pe, 2.4.1)
t Pa

oW, S

vy =EP 4 (p-E)Po, (2.42)

ot 4 Pa

where W, = (po/pa)mady, is the moisture content (in water equivalent) of an
atmospheric column of unit cross-section, W = (po/p;)m, is the fresh water
mass in the sea ice normalized to unit area; the remaining designations are
the same.

For land the equation for the fresh water mass budget is written as

om + Vv, WL =(P— E) (24.3)
o PA
where W is the moisture content of land, defined as fresh water mass in soil
and ground per unit surface area.
The system (2.4.1)-(2.4.3) is closed by the equation of fresh water mass
budget in the ocean

aw;,+v voWo=(P—E)P2 _EgPo (2.4.4)

PA /1

where W, signifies the fresh water content in a unit column of the ocean.

Equations (2.4.1)-(2.4.4) describe, respectively, atmospheric, cryospheric,
continental and ocean components of the hydrologic cycle. After integrating
the first of these equations over the whole Earth, the second one — over the
sea ice surface, the third one — over the land surface, and the fourth one —
over the ocean surface free from ice, and using the continuity condition for the
vertically integrated fresh water mass transport at the ocean—land interface,
we obtain

Simy+{P—E}Po =0, 245)

ot 0

& A~ (B — P - B2 —0. 246
Pa

(%{WL}fL {P— E}fL + {Eg}fL=0, (2.4.7)

‘a%{%}fo {P— E}fo +{E,}fI —{Eg}fi =0. (2498)
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Adding (2.4.5) and (2.4.8) and considering the equality (fo + fi + f1) =1
results in the obvious relation

0
Mt {(Mih+ M3+ (Wolfo) =0, (24.9)

expressing the law of conservation for the fresh water mass in the atmosphere—
ocean—sea ice—land system.

Let us discuss in turn those elements of the hydrologic cycle on which we
have more or less reliable information.

Moisture content in the atmosphere. For annual mean conditions this de-
creases systematically from the equator to the poles. Such characteristic
changing of the moisture content in the atmosphere is explained by the strong
dependence of specific air humidity on temperature. Let us note the presence
of deviations from zonal symmetry related to the effect of the underlying
surface; as a result, atmospheric moisture content is higher over the ocean
than over the land. Significant deviations also take place in the vicinity of
the east and west boundaries of continents, due to the effect of orography
and of the warm and cold ocean currents. There is one more distinguishing
feature: the distribution of the moisture content in the Southern Hemisphere
is closer to the zonal distribution than in the Northern Hemisphere. This is
caused by the different ratio of land to ocean areas in the two hemispheres.
The total average moisture content of the atmosphere per year is 13.1 x
10'5 kg; this is equivalent to a water layer of 0.025 m thickness.

An idea of seasonal variability can be obtained from Figure 2.9. It is
obvious from the diagram that the moisture content of the atmosphere in all
latitudes of the Northern Hemisphere is larger in summer than in winter. The
opposite situation takes place in the Southern Hemisphere. The maximum
seasonal variability of the moisture content in the atmosphere occurs in the
zonal belt limited by parallels 20° and 30°N. This feature has its origin in
the monsoon circulation over South-East Asia and Africa. In the equatorial
region the seasonal variability conditioned by displacement of the moisture
content maximum to the summer hemisphere is much less.

Meridional moisture transport in the atmosphere. Let us integrate Equation
(2.4.1) over longitude to determine this. As a result we obtain the following
expression:

Lo MWT, = —2macos o([P] — [ED P2, (2.4.10)

a% Pa

2ncos¢%[%] +
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Figure 2.9 Annual mean zonally averaged moisture content (10kg/m?) in the
atmosphere (a) and its seasonal variability (b). (After Oort, 1983.)

where
2n

A

MWT, = f MaUAqaa cos ¢ dA
0

is the meridional transport of fresh water in the atmosphere.

The latter is unambiguously related to the meridional transport of water
vapour defined by the division of MWT, by (pa/po). The dependence of
(Pa/Po)MWT, on latitude is shown in Figure 2.10. Even a quick glance is
enough to see two interesting features: first, the strong seasonal variability
of the meridional water vapour transport in the tropics, and its almost
complete absence in the middle and high latitudes of both hemispheres;
second, the existence of considerable water vapour transport from
the Southern Hemisphere to the Northern Hemisphere in summer and of the
slightly smaller reverse transport in winter. Thus, it turns out that the
Southern Hemisphere is a source of water vapour for the Northern Hemisphere.

Water vapour transport across the equator plays an important role in the
formation of the water balance of both hemispheres. Suffice it to say that
it is this transport that controls the relation between precipitation and
evaporation and, in particular, the excess of 39 mm per year of precipitation
over evaporation in the Northern Hemisphere (see Peix6to and Oort, 1983).
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Figure 2.10 Annual mean meridional moisture transport (107 kg/s) in the atmosphere
(@) and its seasonal variability (b). Positive values indicate northward transport;
negative values indicate southward transport. (After Oort, 1983.)

Next, if we look at this from a more universal point of view then we will see
that the presence of water vapour transport in the atmosphere across the
equator serves as indirect proof of the presence of a reverse (directed from
the Northern Hemisphere to the Southern Hemisphere) fresh water transport
in the ocean and/or on the land: for the annual mean meridional moisture
transport in all subsystems of the climatic system must vanish. On the basis
of this consideration and estimates shown in Figure 2.10 we conclude that
the meridional fresh water mass transport in the ocean and continental parts
of the hydrologic cycle should be directed to the south in middle latitudes of
the Northern Hemisphere as well as on the equator and in the tropics of the
Southern Hemisphere, and to the north in all other latitudes.

Evaporation and precipitation. For some latitude zones the difference between
precipitation and evaporation is defined not by the meridional water vapour
transport but, rather, by its divergence (see Equation (2.4.10)). Say, if the
divergence IMWT,/a d¢ is positive then ([E] — [P]) > O and, hence, the
latitude zone where this inequality is valid serves as a moisture source for
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the atmosphere. On the other hand, if in some latitude zone ([E] — [P]) < 0,
then a moisture sink takes place there. The annual mean meridional
distribution of SM WT, /a ¢ signifies the fact that the tropical regions of the
ocean serve as a main moisture source for the atmosphere, and the equatorial
zone and temperate and high latitudes of both hemispheres serve as a sink.
But if that is the case then the interchange of moisture sources and sinks in
the atmosphere must have important consequences for the meridional
distribution of water salinity in the ocean: where evaporation dominates over
precipitation, the salinity of the ocean upper layer has to increase; otherwise
it has to decrease. Comparison of meridional distributions of annual mean
zonally averaged values of the evaporation minus precipitation rate (Figure
2.11(a)) and the surface salinity in the World Ocean (Figure 2.11(b)) confirms
the marked regularity. From this it follows that the determining contribution
to the formation of sea surface salinity, at least in equatorial and tropical
latitudes, is from evaporation and precipitation. All other factors (including
horizontal advection and vertical diffusion) play a secondary role.

Thus, the distribution ([E] — [P]) is known. Let us examine the behaviour
of separate components of this difference (see Figures 2.8 and 2.9). Figures
212 and 2.13 do not show anything unexpected. As one would expect, a
maximum of evaporation falls on tropical latitudes of the ocean, and also in
the tropics of the Northern Hemisphere the evaporation in winter is larger
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Figure 2.11 Zonal mean profiles of evaporation minus precipitation rate () and the
salinity at the ocean surface (b), according to Peix6to and Oort (1984).
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Figure 2.12 Annual mean zonally averaged evaporation rate (cm/year) at the ocean
surface (a) and its seasonal variation in cm/month (b). (After Esbensen and Kushnir,
1981)

than in the tropics of the Southern Hemisphere in summer. In the equatorial
region evaporation is less than in the tropics due to decreasing sea surface
temperature and weakening wind velocity. It can be seen from Figures
2.12 and 2.13 that the annual mean meridional distribution of precipitation
and evaporation is not symmetric, and their seasonal variations are not
antisymmetric about the equator because of differences in land and ocean
areas in both hemispheres.

It will be recalled that everywhere other than the tropics the precipitation
over the ocean is generally larger than over the land. If we add the fact that
evaporation from the ocean surface is larger than that from the land surface,
then it follows that evaporation and precipitation are compensated locally.
But their compensation can only be partial in the sense that the resulting
value of the difference between evaporation and precipitation must be
negative on the land and positive over the ocean. Otherwise, the existence
of river and underground run-off simply becomes inexplicable.

Thus the atmospheric part of the hydrologic cycle must include the water
vapour transport from the ocean to the land, and the continental part must
include that from the land to the ocean.
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Figure 2.13 Annual mean zonally averaged precipitation rate (cm/year) over ocean
and land (a) and its seasonal variation in cm/month (b). (After Jaeger, 1983.)

Continental run-off. According to Equations (2.4.6)—(2.4.8) the annual mean
difference between evaporation and precipitation for the land surface, on the
one hand, and evaporation and precipitation for the ocean and sea ice surface,
on the other, must be equal to the value of continental (river and under-
ground) run-off from the land into the ocean. This value, together with
estimates of global evaporation and precipitation, is given in Table 2.3. As
can be seen, all estimations of the run-off, except for the estimation by Bryan
and Oort (1984), are in agreement with each other in spite of large systematic
errors in precipitation measurements and unavoidable errors in calculations
of evaporation, caused, among other things, by the extremely irregular distri-
bution of data of meteorological measurements over the ocean, and by still
insurmountable difficulties in determining soil wetness on the land.
Information on the seasonal variability of continental run-off can be found
in Korzun (1974), according to which the maximum run-off amounting to
129, of the total for a year falls in June, and the minimal run-off (6%, of the
total for a year) falls in January. Thereby, one can indicate two features of
seasonal variations of continental run-off. the relatively small range of
seasonal variations of the global continental run-off and the continental
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Table 2.3. Components of the annual mean water balance of land, ocean and the Earth as a whole according to
different researchers

Baumgartner Bryan and Kagan

Area L'vovich Budyko Korzun and Reichel Oort Strokina et al.
examined Characteristic (1973) (1974)  (1974) (1975) (1984) (1989)  (1990)
Land Evaporation (cm/year) 48.4 420 48.5 48.1 - - 44.7
Precipitation (cm/year) 73.2 73.0 80.0 74.8 - - 75.6

Run-off (cm/year) 24.8 31.0 315 26.7 4.1 - 309

Ocean Evaporation (cm/year) 124.1 126.0 140.0 117.7 - 150.1 122.5
Precipitation (cm/year) 113.8 114.0 127.0 106.7 - 133.1 109.9
Evaporation—precipitation 10.3 12.0 13.0 11.0 1.8 17.0 12.6

difference (cm/year)

The Earth as Evaporation (cm/year) 102.0 102.0 113.0 97.3 - - 100.0
a whole Precipitation (cm/year) 102.0 102.0 113.0 97.3 - - 100.0

Notes: estimations of precipitation presented in the last column of the table are borrowed from Jaeger (1983); estimations of
evaporation are obtained from data by Esbensen and Kushnir (1981); bars designate the unavailability of necessary information.
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run-off in the Northern Hemisphere, and the fact that these variations are in
phase. The first feature is determined by the asynchronism of the continental
run-off variations in the Northern and Southern Hemispheres; the second feature is
caused by the prevalence of the run-off in the Northern Hemisphere over its value
in the Southern Hemisphere.

Let us take advantage of the estimates from Tables 2.1 and 2.3 for the annual
mean precipitation rate (1 m/year), river and underground run-off (0.3 m/year) and
sea ice melting (0.5 m/year). Dividing the total moisture content in the atmosphere
(water equivalent equal to 0.025 m, see above) and fresh water content in the ocean
(3700 m) by the first of these estimates, the fresh water content in lakes, rivers,
marshes, soils and underground waters (78 m) by the second estimate, and the fresh
water content in the sea ice (1.5 m) by the third estimate we have that the times of
fresh water renewal in the atmosphere, sea-ice, land and ocean are nine days, three
years, 260 years and 3700 years respectively.

2.5 Energy budget

Let us start with the derivation of energy budget equations and then discuss
the mechanisms of conversion from one form of energy into the other and
the redistribution of energy between the ocean and the atmosphere.

Atmosphere

The state of the atmosphere is determined by the following set of variables:
velocity v, pressure p, temperature T and specific moisture g. The evolution
equations for these variables, including an allowance for the hydrostatic and
conditional (for the Coriolis acceleration) approximations take the form

g + (uV)v= =20k x v—Vp/p +F, (2.5.1)
Py 2.5.2)
y4

%’t’ tpVou=0, (2.53)
cp(aa—{ + (uV)T> = Fp 4 % <% + V) p>, (2.5.4)

9
5_3 +(uV)g = F,, (2.5.5)
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where, as before, u = (4, v, w) and v = (u, v) are the three-dimensional and
two-dimensional (in the ¢, A-plane) velocity vectors with components u =
acos ¢ di/dt, v = ado/dt, w = dz/dt; F, Fr and F, are sources and sinks of
momentum, heat and moisture referred to the unit mass; p and p are the air
pressure and density; Q is the angular velocity of the Earth’s rotation; k is
the unit vector directed along the z-axis (vertically upward); other designations
are the same.

Five equations ((2.5.1)—(2.5.5)) involve six unknown functions: v, w, p, p, T
and ¢q. To close the system we take advantage of the equation of state of
unsaturated moist air

p = pRT, (2.5.6)

where R is the gas constant, and insert definitions of potential energy ® = gz,
internal energy I = ¢, T, latent heat Lg, kinetic energy K = |u|?/2, and total
energy & = K + ® + I + Lgq refer to the unit mass.
The budget equation for the potential energy,
—69 + (uV)® = gw, (2.5.7)
ot
results from the definition of @, if it is affected by the operator (6/0t + uV)
and the identity w = dz/dt is taken into consideration.
The budget equation for the internal energy is found by a combination of
Equations (2.5.3), (2.5.4) and (2.5.6). Namely, combining (2.5.3) and (2.5.6)
and substituting in (2.5.4) the resulting expression

1
- <@ + (uV)p) = -2v.u+R (ﬁT_ + (uV)T>,
p \ ot p ot
we obtain
1
A @i =F =Ly
ot p
or
1
o | @V)I = Fy — 1 Vpu + v Ve _ gw. (25.8)
ot P p

In hydrostatic approximation the integral (over the atmospheric mass)
internal energy (& pI dz is proportional to the integral potential energy
{& p® dz with a proportionality factor c,/R. Really, for the unsaturated moist

air
© Ds ®© 00
J p®6z=—J de=J pdz=j pRT dz,
(4] 0 0 0

where p, is the surface atmospheric pressure.
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f pIdz/J p®dz =c,/R.
0 0

Consiéering this fact we can combine these two forms of energy into one,
referred to as the total potential energy I1 = I + ® = ¢, T, where ¢, = ¢, + R.
The corresponding budget equation takes the form

This suggests

o + (uW)II = F; — leu +v @ (2.5.9)
ot p p
The kinetic energy budget equation is derived by means of scalar multi-
plication of (2.5.1) by v, and taking into account that in hydrostatic
approximation dw/dt = 0, we have
a—K+(uV)K= —v@+v-F. (2.5.10)
ot 0
Equations (2.5.7)-(2.5.10) include similar (but opposite in sign) terms
describing the conversion from one form of energy into the other. Thus, the
term gw appearing in Equations (2.5.7) and (2.5.8) and describing the work
performed by the buoyancy force features the conversion of internal energy
into potential energy and back, and the term vVp/p, appearing in Equations
(2.5.9) and (2.5.10) and describing the work performed by the pressure force
describes the conversion of total potential energy into kinetic energy and
back. Not all total potential energy can be converted into kinetic energy, but
only the part 4 = | p(IT — I1,)) dV designated as available potential energy.
Here, ij* dV is the unavailable potential energy, that is, that part of the
total potential energy which remains if the atmosphere is adjusted to a state
with constant pressure over any isentropic surface (surface with equal values
of specific entropy # = ¢, In T — R In p + const) retaining the stable stratifi-
cation; dV = a® cos ¢ dAi do dz is an element of the volume; the integration
extends to the whole volume of the atmosphere.
To represent A in terms of the parameters to be measured, let us carry out
the following chain of transformations:

0
fpndV= Jp([+d))dV=%Jp(DdV= —&stj Tdp
g po

0 Ric “1 0

o) o o

g ro Do Cp ro
-1 o

—% <1 + B) po Riee st J pl R d6.

g Cp 0
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Here, it is anticipated that the potential temperature 8 is equal to zero at
p="po (po = 1000 HPa is the standard atmospheric pressure at the sea
surface); the integration over s extends to the whole surface of the sphere.

Let us take into account the fact that in adiabatic processes the air mass
over any isentropic surface is constant. Then the mean pressure p, and the

value
Cp R\™' g * 4R
pIL, dV =2L{1+—) po®e| ds| pyTRedo
g cp 0

also remain constant above this surface. Substituting these expressions for
{ pI1dV and | pI1, dV in definition of 4 we have

A= Cp<1 + R> pgxxcpfdsj (p'*Rio — pL¥Rim) 49, (25.11)
g Cp 0

But inasmuch as p > 0 and p,, by definition, is the mean value of p, then,
according to Lorenz (1967), the integral of the difference (p' *®/» — pl*Ricr)
will be positive for each isentropic surface, and therefore it can be expressed
in terms of a pressure dispersion at this surface. Further, when it is considered
(see Lorenz, 1967) that inclination of the isentropic surface with respect to
the horizontal plane is small, then the pressure dispersion at the isentropic
surface can be approximated in terms of the potential temperature dispersion
or of absolute temperature dispersion at the isobaric surface. At present,
there are several approximations to the relationship (2.5.11). They are all
based on the approximated Lorenz formula (1967):

A=

=

Y 7> — T2 2
C ~——a’cos ¢ dep dAdp/yg,
’ J(Va - T

where T is the global mean air temperature on the fixed isobaric surface,
Y. =g/c, and y = —08T/oz are adiabatic and real vertical gradients of
temperature in the atmosphere.

Turning back to the derivation of the energy budget equation, we multiply
(2.5.5) by L and add it to (2.5.9) and (2.5.10). As a result, we have the total
energy budget equation

1
‘Z_‘f + (V)¢ = —~Vpu+ v-F + Fp + LF,, (2.5.12)
P

or, in divergent form,

op&
% +Veu(p + p&) = p(v-F + Fy + LF,). (2.5.12')
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Conversion from one form of energy to the other has already been
mentioned above but nothing was said about the mechanism of this
conversion. To analyse it we use the quasi-zonality of the atmospheric
circulation resulting from the zonality of the insolation, and extract zonal
average and eddy (related to deviations of zonal averages) components in the
fields of climatic characteristics. Then any climatic characteristics (say,
components u, v and w of wind velocity or air temperature 7T) can be
presented as

u=[u]+u*,v=~[v]+v*,w=[w]+w*,} (2513)
T=[T]+T*+T,
where, as before, square brackets signify zonal averaging, the asterisks signify
departure from zonal average values and the tilde signifies a global average
value.

Accordingly, the kinetic energy K referring to the unit mass can be
expressed as the sum of the kinetic energy K, of the zonal mean motion and
the kinetic energy Kg of eddy disturbances, that is,

K =Ky+ Kg, Ky=3[u]*+[1]»), Kg=3[u*]+[0**]). (2514
Similarly, the available potential energy is defined as

=%cpf v LT] ] a® cos ¢ do d1 dp/g, >

Ga—) T (2.5.15)

Y [ *2]2
Ag =ic J 2 a* cos ¢ do d2 dp/g.

-7 T )

Let us obtain the budget equations for Ky and K. At first, we move from

coordinates 4, ¢, z and t to isobaric coordinates A, ¢, p and t. Then the

atmospheric dynamics equations, Equations (2.5.1)-(2.5.3), are written in the
form

ou u ou vou ou u 1 o
=4 —+-—4+o0——|f+-tang jv= — + F,
a

0t acos@di ado op acos @ A
(2.5.16)
@+ ! 0v+vﬁv+ 60+<f+ tan >u —162+F
ot acospdl ade op ¢ adp
(2.5.17)
oo = —q, (2.5.18)
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! <a” + 2 peos qo) 1%, (2.5.19)
acos g \oAL d¢ op
where w = dp/dt is the isobaric vertical velocity; « = 1/p is the specific air
volume; F, and F,, are the components of the vector F in the direction of axes
A, @; f = 2Qsin ¢ is the Coriolis parameter; the remaining designations are
the same.

Rewriting Equations (2.5.16) and (2.5.17) in divergent form and averaging
them over longitude we have

L —[uv] cos +—[uw] 710 - [w] 222 = (R,
ot acos ¢ 0

g [v] + L 9 [vz] cos ¢ + — [vco] + flu] + [v*] tan ¢

ot acos ¢ 0@ op

= _1a [@] + [F,].
a oo

Let us substitute the definitions of u, v and @ from (2.5.1) into these
equations and then multiply the first by [u], the second by [¢] and add the
resulting expressions. After these transformations we have

g%([ujz F o) {[u] O (Qulv] + [u*o*]) cos ¢)
t acos @ o

T [v] ai (([o]? + [*7]) cos <p)} i {[u] 9 (Oil[w] + [u¥e*])
0] op

tan ¢

+ [v] a_ap ([o][ew] + [v*w*])} — ([w*o*10u] — [w**1[v])

=~ 01+ IE] + DR, @520)

Let us present the second and third terms on the left-hand side and the
first term on the right-hand side of this equation in the form

{[u] ai (([u]lv] + [u*v*]) cos )

acos @

0 2 2
+ [U] (([U]2 + [v*%]) cos (p)} # {5; <<M [v]

acos @ 2

+ [u*o*][u] + [0*2][v]> CcoSs (p) — cos (p<[u*v*] olu ] +[v *2] 8[_1)])}’
op oo
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{[u] 63 (Cl[w] + [ + [] 2 ([]le] + [v*w*])}
p op

_ ;(M [0] + [u*o*1[u] + [v*w*][v])
p 2
- <[u*w*] oLu ] + [v*w*] a[v])
_M or®] - _[v] cos ¢ [®] = — 1 — [(D][v] cos @
a 0¢ acoso 0@ acos @ 0
) 9 ) cos o;
acos ¢ 0¢
or according to (2.5.18) and (2 5.19)
_[v1 0[] = — L [d)][v] cos ¢ — [@] 6[_(0]
a o¢ acos @ 6qo op
= - L o [(I)][v] cos ¢ — — [d)][w] — [e][ew].
acos @ 0

Substitution of these equations into (2.5.20) y1e1ds

0 [u]® + [v]? L1 ﬂ([u]2 + [v]?
ot 2 acos ¢ 0@ 2

[v] cos (p)
2 2
+ %(M [aﬂ) + % (¥ + [0*2]00)) cos 0)

2 oS

([ rpr) S04 a[“] T[] a[(':)]) 9 (o0l + [**[0)

([u* ] “+[ *oo+] M) (L o*]u] —

-1 9 [(I)][v] cos ¢ — — [CD][CO] — [a][e]
acos ¢ 0@

+ ([u][F,] + [vI[F,D). (2.5.21)

Integrating (2.5.21) over the entire mass of the atmosphere and taking into
account appropriate boundary conditions, we have
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where

C(Ay, Ky) = — J [«][w]a? cos ¢ dA dp/g; (2.5.23)

C(Kg, Ky) = Jacos <p{<[u*v*] ag + [u*o*] ;)(u Ef,‘g q,>

+([v*2]£+[v*w*] —22 ([ *2]+[v*2]))( ol )}

acos ¢

x a* cos ¢ dA de dp/g; (2.5.24)

D(Ky) = — j ([uI[F,] + [vI[F,Da® cos ¢ dAde dp/g.  (2.5.25)

To derive the budget equation for Ky we direct our atttention again to
the primitive atmospheric dynamics equations, Equations (2.5.16)—(2.5.19).
Multiplying the first of these equations by u, and the second by v, and then
adding the resulting expressions, and using the two remaining equations of
the system, Equations (2.5.16)—(2.5.19), we obtain the local equation of the
kinetic energy budget for the total (zonal mean plus eddy) motion. This takes
the form

6u2+1)2+ 1 <6<u2+vzu>+6<u2+vzvcos >>+6<u2+v2w>
% 2 acosg\ai\ 2 o\ 2 °)) T\ 2

= — ! <a(l)u+i(l)vcosgo>—i<ba) wo. + (uF, + vF,).
acos ¢ \04 o0p 0

Let us substitute Equations (2.5.13) into this equation and average it over
the longitude. As a result we have

Q([u]2 + [v]? + [u*’] + [v*2]> 4+ 1 K {[u]2 + [v]?
ot 2 2 acos @ 0 2

+ [u*z] + [v*z]
2

[4*2] + [1*7]
* 2

=L 0 ()] + [@*0*]) cos ¢ — —([d)][w] + [0*0%])
acos @ 0@

— (lo]le] + [w*a*]) + ([u]LF] + [0][F,]) + ([u*F¥] + [v*F3]). (2.5.26)

[v]

[u]® + [v]?

5Ll

[v] + (Lul[w*v*] + [v] [v*z])} cos ¢ +— o {

[o] + ([u]lw*w*] + [v][v*w*])}
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Subtracting (2.5.21) from (2.5.26) we have the desired equation for Kg:

0 [u**] + [0*2] t 0 {[u*zj + [v*2]
ot 2 a cos ¢ 0@ 2

[v] + (Lu*o*][u]

[4*2] + [0**]
2

o+ 5 (o 2+ oy 21

+ [v*ﬂ[v]} cos ¢ + 6—51) { [0] + (W o*][u]

([u 0*] g L [;]> B9 L] — [w*v])
= ! [CI)*v*] cos ¢ — — [<I>*a)*] — [w*a*]
acos @ ¢
T ([WAFE] + [0*F2). (25.27)

Integrating (2.5.27) over the whole mass of the atmosphere and taking into
account the boundary conditions we finally have

where

C(Ag, Kg) = — J‘ [w*a*]a? cos ¢ do di dp/g; (2.5.29)

D(Kg) = — j ([u*F¥] + [v*F}])a’® cos ¢ dA. de dp/g. (2.5.30)

In Equations (2.5.22) and (2.5.28) the constituents C(Kg, Ky) describe the
mutual transformations of kinetic energy of zonal mean (Ky) and eddy (Kg)
motions. It is obvious from Equation (2.5.24) that these constituents represent
the work of Reynolds stresses on the gradients of zonal velocity. In addition,
the first and third terms in the integrand describe the so-called barotropic
instability of zonal circulation. The remaining terms in (2.5.22) and (2.5.27)
describe the dissipation of kinetic energy of zonal mean and eddy motions
(components D(Ky) and D(Kg)) and mutual transformations of kinetic and
available potential energy (components C(Ay,, Ky) and C(Ag, Kg)).

The budget equations for the available potential energy can be obtained
in much the same manner as we have just shown for Ky and K. Therefore,
without repeating the derivation, one might restrict oneself to a discussion
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of the final expressions. But to avoid misunderstanding, which often occurs
when presenting this subject, we will proceed in the opposite direction. So,
we will start from the heat budget equation, written in terms of potential
temperature. This equation, after transition to the isobaric system of co-
ordinates, takes the form
00 u 00 vadf 00 0 F;
+ + =

i — et —=—— 2.5.31
ot acos@dl ade wap T ¢ ( )

Let us define 8 as the sum of the average (over the sphere surface) value
0 and of its deviation 8’. We define velocity components as well as heat sources
and sinks in the atmosphere similarly. Substitution of these relationships into

(2.5.31) and subsequent subtraction of the equation for §
% = 0 Fr (2.5.32)
ot T,

from the resulting equality yields

00w 0 wdpr  apr A0_O0Fr o
ot  acose dA  ade ap o Tc

Here we have assumed that the multiplier /T on the right-hand sides of
Equations (2.5.31) and (2.5.32) does not depend on horizontal coordinates,
and have also taken into consideration the fact that in accordance with the
continuity equation integrated over the surface of a sphere the isobaric
vertical velocity @ obeys the equation d@&/dp = 0; from here, with @& equal to
zero at the upper atmosphere boundary (p = 0), it follows that ® = 0.

We introduce definitions

0’ = [0] + 6%, u = [u] + u*,
v = [v] + v¥, o = [w] + w¥, (2.5.34)
T= [FT} + F%

where, as before, the square brackets signify an average over the longitude,
the asterisk is a deviation from the zonal mean, and then we substitute (2.5.34)
into (2.5.33), rewritten in divergent form, and average the equation obtained
over the longitude. As a result we have

o[o] 1

—+
ot acos @

; ([O1Lo]) + [6*0*]) cos )
Q@

8 [Fr]
T ¢

P

i aﬁ(w}[wl T [6%0*]) = %,
p op
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or, after multiplying by [6],

é [671? 1 (6] .
or 2 +acos<p6(p< []+[9][90]>cos¢
T <L]“[ 1+ [9][9*w*]) ([0*v*] 4 [00] )[9]
4 adgp

[Fr]

P

~ [0] — [0][w] Z_z (2.5.35)

We transform the expression for the last term on the right-hand side of
(2.5.35). But first we note that

20 <p )R/CP<0T R T) (p())R/CP(@Taz_ 1 >
ap \p p ¢p p 0z 0p  ¢pp
1 Rieo (0T 1 Ric
L L{Ry(E )Ly
9P Jz ¢, gp\p

where, as before, y, = g/c, and y = —0T/oz are adiabatic and real vertical
temperature gradients.
Thus,
‘j’-v 2R/cp
[01[w] > = —~ (’i) (2 — N[e]
g\p
j’- 2R/c, .
- —~<P—°> 02 =9 11w
Cp \D a

a

Let us substitute this expression into (2.5.35), and then multiply the
resulting equations by (c,/T )(T/0)*y,/(y, — y), represent [6] in terms of [T7]
and integrate over the whole mass of the atmosphere. Then, finally, we have

04,

7 = G(Ay) — C(Ay, Ky) — C(Ay;, Ag), (2.5.36)
where
2
Ay=1c, | 12 LTT” 2 cos o di do dpg, (2.5.37)
Ga— T
_ % [T] ]
G(Ay) = [Fy]a® cos ¢ dA de dp/g, (2.5.38)

(o= T
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0 5,
C(Aw, Ag) = — [T**] — + [T*0*] -
- v) adg ap

[—J a® cos ¢ dAde dp/g. (2.5.39)

The definition of C(Ay, Ky) was given above.

Equation (2.5.36) is the equation for the available potential energy budget.
The terms on the right-hand side describe, respectively, the generation of
available potential energy by zonal mean motion, mutual conversions of
available potential and kinetic energy of zonal mean motion and mutual
conversions of available potential energy of zonal mean motion and eddy
disturbances. The last named process has its origin in the so-called baroclinic
instability of zonal motion.

Let us turn to Equation (2.5.33) to derive the budget equation for the
available potential energy Ay of eddy disturbances. We rewrite it in divergent
form, then multiply by 6’, average over the longitude and use Equations
(2.5.34). As a result we obtain

L9 are1210] + [6%2100]
0s ¢ 0@

d 1 2 %2
5 20 + 165D +
+ 2[0][0%v*]) cos ¢ + %(%[9]2[(01 + [0** ][] + 2[0][6*w*])

}%(teﬂm + [6*1LF$D) — ([01[w] + [O*w*]) . (2540)

Subtracting (2.5.33) from (2.5.40) we obtain

a1, 19, ., -
52 aoos e 5g GO + [O100%*D) cos 9)

+ 56-%([0*2][60] + [0][6*w*]) + <[9*v*] d + [6*w*] )[9]
p ado

lg [9* F¥] — [0*0)*] . (2541

¢ T

We turn in (2.5.41) from [6**] to [ T**] and multiply the resulting equation
by ¢,7./ T(y, — 7), integrating it over the whole mass of the atmosphere.
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If we introduce designations

— 2% j(v—y)

-1
G(Ag) = J (yaT [T*F%]a? cos ¢ dide dp/g, (2.5.43)

a® cos ¢ dAde dp/g, (2.542)

a

for the available potential energy of eddy disturbance and its generation,
respectively, and take into account the definitions of mutual energy conversions
(see (2.5.29) and (2.5.39)), then the budget equation for Ay takes the form
0Ag
5 G(Ag) — C(Ag, Kg) + C(Ay, Ag)- (2.5.44)
The energy cycle of the atmosphere described by Equations (2.5.22),
(2.5.28), (2.5.36) and (2.5.44) is shown in Figure 2.14. The arrows here signify
the directions of energy transitions; the numerical estimates are based on
factual data throughout the decade 1963-1973 and relate to the total years’
average conditions. An analysis of this figure leads to the following con-
clusions. The annual mean radiational heating of the atmosphere in the
tropics and cooling in high latitudes result in the generation of the available
potential energy of zonal mean motion. Affected by baroclinic instability, it
is converted into available potential energy of eddy disturbances with a rate
of 1.27 W/m?. This conversion, together with the generation of the available
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Figure 2.14 Energy cycle of the global atmosphere, according to Oort and Peixoto
(1983). The upper numbers indicate annual mean conditions; the middle numbers
indicate winter conditions; and the lower numbers indicate summer conditions.
Different forms of energy are in 10° J/m?; generation, energy transitions and
dissipation are in W/m?.
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potential energy of eddy disturbances (0.74 W/m?), determined by release of
latent heat, is balanced (due to the mechanism of barotropic instability) by
the conversion of available potential energy into kinetic energy of eddy
disturbances. A small part (0.33 W/m?) of the incoming kinetic energy of
eddy disturbances goes towards maintaining the zonal average circulation
that is equivalent to reverse energy transfer over the spectrum (i.e. the transfer
from motions with small horizontal scales to large ones) — the phenomenon
known as negative viscosity. The main part (1.7 W/m?) is involved in direct
cascade energy transfer from the interval of energy supply to the viscous
range, where the kinetic energy of eddy disturbances dissipates into heat.
Finally, of the kinetic energy of the zonal mean circulation, part (0.18 W/m?)
dissipates, and part (0.15 W/m?) transforms into the available potential
energy of zonal mean circulation under the influence of ordered meridional
motions. This is the energy cycle of the atmosphere in general terms.
Its schematic representation can be given in the form Ay, = Ag = K¢ =
Ky = Ay

The above-mentioned features of the atmospheric energy cycle are qualita-
tively similar not only in different seasons of the year, but in different
hemispheres. From the quantitative perspective, the differences reduce to
amplification of the generation of available potential energy of zonal mean
motions and eddy disturbances in summer, to the appearance of the powerful
transport of available potential energy of the zonal mean circulation from a
summer hemisphere into a winter one, to the disappearance of the reverse
energy transfer over the spectrum and its replacement by direct transfer, and,
finally, to the intensification of kinetic energy dissipation in winter. Let us
note one more interesting detail: there is almost a doubling of amplitudes of
seasonal variations for different forms of energy in the Northern Hemisphere
as compared to their values in the Southern Hemisphere, which is caused by
the different ocean—land area ratio in both hemispheres.

Ocean

Before embarking upon a discussion of ocean energetics, let us note that
the compexity of the equation of sea water state relating density to tem-
perature, salinity and pressure excludes the possibility of representing the
total potential energy as the sum of internal and potential energies. But it
does not prevent the introduction of the concept of available gravitational
potential energy.

We define the potential energy @ so that it takes on zero value at a reference
depthz = —z,, thatis, ® = gp(z + z,)/po, Where p is the sea water density and
Po 18 its constant value, and apply the operator d/dt to both parts of this
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equation. As a result we obtain
0D/t + VYD = g(p/po)w + g(z + z,)(0/0t + uV)p/py.  (2.5.45)

We find the second term on the right-hand side of (2.5.45) using the
evolution equation for density
op/ot + (uV)p = F,, (2.5.46)
where F, are sources and sinks of mass in the ocean.
Substitution into (2.5.45) yields the budget equation for potential energy

a0/0t + (V)@ = g(p/po)w + 9(z + z,)F, /po. (2.5.47)

The budget equation for kinetic energy K = |u|?/2 can be written similarly
to (2.5.10) as
0K/ot + uV)K = —(1/po)Vpu — g(p/po)w + v*-F. (2.5.48)

We now introduce the definition of the available gravitational potential
energy:

M2
=9 P=P 2 cos pdpdidz, (2.5.49)
2 0p/oz

where p is the density value averaged over the ocean area; the integration
extends to the whole ocean volume and we then represent the climatic
characteristics as the sum of average (in the above-mentioned sense) values
and departures from them. We designate the former values by tildes, and the
latter values by asterisks. After substitution of these expressions into (2.5.46)
we obtain

op*/ot + (uV)p* + w* 0p/0z = F¥, (2.5.50)

where we have taken into account the fact that w = 0 and Fp = 0, and, hence,
op/ot = 0.

We multiply Equation (2.5.50) by —gp*(8p/0z)"! and then integrate it
over the ocean volume and use the appropriate boundary conditions. Then,
discarding negligible terms describing the effect of river and underground
run-off, we arrive at the following equation:

L nt

0AJot = g J p*w*a? cos o dp didz — g f g /’; 2 g% cos p dp dAdz. (2.5.51)
/02

This is the budget equation for the available gravitational potential energy
in the ocean. The first term on the right-hand side in this equation represents
the mutual conversions of the kinetic and available gravitational potential
energy; the second term represents the production and degeneration of the
available gravitational potential energy. Let us note that, because w = 0,



Energy budget 85

p%= pW: and therefore not all potential energy but, rather, only that part
defined by Equation (2.5.49) is involved in the exchange with the kinetic
energy (see (2.5.48)).

Separation of K and A into zonal and eddy components and the derivation
of the corresponding budget equations are carried out formally in the same
manner as for the atmosphere. Without repeating this procedure we turn to
a discussion of empirical estimates of ocean energy cycle characteristics.
According to Oort et al. (1989) the kinetic energy density of the zonally
averaged circulation and eddy disturbances in the World Ocean for the
annual mean conditions amounts to, on average, 0.006 and 0.075J/m?,
and the available gravitational potential energy density is 4.40 and 1.68 J/m?
respectively. For comparison: in the atmosphere these are equal to 4.5 and
7.3J/m?, and 33.3 and 11.1 J/m?, respectively.

The above suggests that the kinetic energy in the ocean is much less than
the available gravitational potential energy. This, in turn, means that the
conversion of the available gravitational potential energy into kinetic energy
of large-scale ocean circulation is small, and hence the time scales of processes
in the ocean are much larger than in the atmosphere. Indeed, the rates of
generation and dissipation of kinetic energy in the ocean are of the order of
0.1 W/m? and the rate of generation of available gravitational potential
energy and its conversion into kinetic energy is of the order of 2 x 10™* W/m?
(see Lueck and Reid, 1984). In other words, the ocean is characterized by the
approximate parity between the production of available gravitational potential
energy and its conversion into kinetic energy, on the one hand, and the
generation and dissipation of kinetic energy, on the other.

Moreover, the kinetic and available gravitational potential energy in the
ocean are much less than in the atmosphere, which results from the fact that
in the ocean the thickness of the layer in which the main density disturbances
are concentrated is no more than several hundred metres, while in the
atmosphere the temperature disturbances extend to the limits of its total
thickness. The fact that the ocean stratification is more stable than that
of the atmosphere is of no small importance. Thus, in interaction with the
atmosphere the ocean behaves as a passive, inertly responding partner.

To complete this discussion, let us enumerate the most distinguishing
features of the energetics of the climatic system as a whole. According to
empirical data classified by Monin (1982) the incoming short-wave solar
radiation flux per unit area of the upper atmospheric boundary amounts to
1356 W/m?. Part of this radiation (the planetary albedo) which is reflected
back to space is equal, on the average, to 0.30, so that the short-
wave solar radiation flux assimilated by the climatic system amounts to



86 Present state of the climatic system

244 W/m?2. The latter is redistributed in the following way: from the 70%, of
the incoming solar radiation remaining after reflection, 20%, is absorbed
by the atmosphere and 509 is absorbed by the ocean and the land. In its turn,
the short-wave solar radiation absorbed by the ocean and land is expended
on evaporation from the underlying surface (24%,) and on sensible heat
exchange with the atmosphere (8%). The remaining part (20%) is expended
on ocean and land heating and hence on the conversion of short-wave solar
radiation into long-wave thermal radiation from which 149 is absorbed by
the atmosphere and 6% is emitted into space. Only a very small part (about
4 W/m?, or slightly more than 1%) of the assimilated solar radiation is
converted into the kinetic energy of atmospheric and ocean motions. The
rate of kinetic energy dissipation must be of the same order. Finally, the heat
energy, absorbed by the atmosphere and equal to 649, of incoming short-wave
solar radiation (209, of this is determined by the absorption of short-wave
radiation, 16%; is due to the absorption of long-wave radiation and 309, is
determined by the exchange of sensible and latent heat with the underlying
surface), is returned to space by means of long-wave radiation, thus completing
the energy cycle. This is illustrated in Figure 2.15.

2.6 Angular momentum budget

The absolute angular momentum of a unit mass relative to rotation of the
Earth’s axis is defined by the expression

M = Qa? cos? ¢ + ua cos @, (2.6.1)

where the first term on the right-hand side is called the planetary momentum
(it describes the angular momentum of the unit mass rotating together with
the Earth as a solid body); the second term is called the relative momentum
(it has its origin in motion relative to the rotating Earth). The relative
momentum is thought to be positive when moving from west to east, and
negative when moving backwards.

We apply the individual derivative operator for (2.6.1) and write down the
expression for dM/dt, which takes the form

oM _ <8u + (f +2tan )v)a cos
ot ot a e ¢

Combining this relationship with the equation of motion for the zonal
velocity component:

Ou u 1 op
—+|f +-tan =———+F,
ot (f a qo)v pacos @ oA g
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we obtain
oM dp
— = ——+ pF,acos ¢, 2.6.2
P 5, T Pha ® (26.2)
from which it follows that a change in the absolute angular momentum is
determined only by the torque of pressure and friction forces.
We integrate (2.6.2) over the longitude and then over the vertical within
the limits of the atmospheric thickness. Then, instead of (2.6.2), we obtain

~ 10 «© . .
2nacos<pg[mAMA] +-—MMT, = J (pag — PAw)acos ¢ dz
ot adop 0 1
— 2n[t;]a? cos? ¢. (2.6.3)
where
2z

N
MMT, = mavs Myacos ¢ dA
0

2n A~
= J ma(Q6,a” cos @ + usvaacos g)acos ¢ di
(4]

is the meridional transport of the absolute angular momentum in the
atmosphere which is equal to the sum of the meridional transports of the
planetary momentum (the first term on the right-hand side) and the relative
momentum (the second term); (pig — piw) is the pressure difference on the
west and east slopes of the ith mountain ridge; summation is carried
out for all mountain ridges and other irregularities of the Earth’s surface that
cross the latitude belt in question; 7, is the zonal component of tangential
wind stress at the underlying surface; the remaining designations are the
same.

Equation (2.6.3) describes the budget of the angular momentum in the
zonal belt of unit meridional extension. To estimate the components of the
budget we use observational data of the annual mean zonal wind velocity
(Figure 2.16). The distinguishing feature of its distribution in the meridional
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Figure 2.16 Annual mean latitude—altitude distribution of the zonal component
of wind velocity (m/s), according to Peix6to and Oort (1984).
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plane is the three-cell structure of the circulation in each hemisphere with
two direct cells in the tropical and polar latitudes and one reverse cell in the
temperate latitudes. It will be recalled that the direct cell of the circulation
is the one with upwelling of warmer air and with downwelling of cooler air.
On the other hand, in the reverse cell there is upwelling of cooler air and
downwelling of warmer air. The direct cell of the circulation in low latitudes
is usually referred to as the Hadley cell, and the reverse cell as the Ferrel
cell.

It can be seen from Figure 2.16 that the zonal component of the wind
velocity at low atmospheric levels is directed to the west (easterly trade
winds) in low latitudes, and to the east (the westerlies) in temperate
latitudes. Accordingly, the surface friction stress directed against the wind will
be positive in the first case and negative in the second case. From this it
follows that the atmosphere passes momentum to the Earth in low latitudes
and obtains it from the Earth in temperate latitudes. But since, in accordance
with Newton’s third law, the Earth renders an equal and opposite (in
direction) effect on the atmosphere, one can suggest that it is as a source of
momentum for the atmosphere in low latitudes and a sink of momentum in
temperature latitudes. The same can be said with regard to relative angular
momentum. To confirm this we refer to Figure 2.17, which presents the results
of calculations of the meridional distribution of the total surface torque due to
both pressure and friction forces. This torque is thought to be positive if it
tends to increase the eastward angular momentum of the atmosphere, that
is, if, in the last term in Equation (2.6.3), the tangential wind stress is replaced
by an equal, but opposite in direction, tangential stress of the underlying
surface. According to Figure 2.16 the surface friction contributes to the
transport of relative angular momentum from the underlying surface to the
atmosphere in the tropics, and from the atmosphere to the underlying surface
in temperate latitudes, and this direction of the transport probably remains
constant throughout the year.

We note two more sources of relative angular momentum for the atmosphere:
the regions of localization of the north and south polar cells of circulation. The
appropriate radius of the latitude circle (the arm a cos ¢) is small and this
is why the relative angular momentum transferred from the underlying surface
to the atmosphere is also small.

It has been found that the relative angular momentum is transferred from
the underlying surface to the atmosphere in the tropics. Its subsequent fate
is as follows: first it is carried by the ascending branches of Hadley cells into
the upper tropospheric layers, then it is transported by the transient eddies
into the midlatitudes, and here it is reduced to compensate for losses in the
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Figure 2.17 Zonal mean profile of the total surface torque due to both friction and
pressure differences across mountains, according to Peix6to and Oort (1984).

relative angular momentum in the atmospheric planetary boundary layer due
to friction.

It is known that the velocity Qa of solid rotation is equal to 464 m/s and
is much larger than the relative wind velocity u. One might think that because
of this the meridional transport of absolute angular momentum has to be
determined mainly by the planetary momentum transport. But in the steady
state the integral (over the atmospheric mass) meridional transport of
absolute angular momentum does not depend on the planetary momentum
transport, for, according to the law of conservation of mass, the integral zonal
component of the wind velocity is identically equal to zero. In other words,
the integral meridional transport of absolute angular momentum is determined
solely by the transport of relative_angular momentum, and this in turn
depends solely on the correlation [u,v,] between the zonal and meridional
components of the wind velocity. But because infinite accumulation of
absolute angular momentum in temperate latitudes, as well as its infinite
subtraction in the low latitudes, does not occur, the reverse (compensatory)
transport of absolute angular momentum must exist. It is natural to assume
that such transport is concentrated in the ocean. Let us check this possibility.
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First we write down the budget equation for absolute angular momentum
in the zonal belt of ocean with unit meridional extension. By analogy with
(2.6.3) we obtain

N 10 0 , :
2nacosqoﬁ[moMo] +-—MMT, = —J Y (poe — Pow)a cos ¢ dz
ot adp _H 1
+ 2n[19]a* cos? ¢, (2.6.4)

where
2n

NN
MMT, = J movoMga cos ¢ dA
0

is the meridional transport of absolute angular momentum in the ocean;
(p5e — phw) is the pressure difference at the east and west edges of continents,
of mid-ocean ridges and other bottom undulations crossing the zonal belt
in question; the tangential stress at the ocean bottom is assumed to be
negligible compared to the tangential stress 19 at the free ocean surface.

We compare estimates of the meridional transport of absolute angular
momentum in the atmosphere and the ocean. Let us assume that typical
values of ratios of correlation terms [u,v,] and [ugvg], of the mass of unit
columns of the atmosphere and the ocean (m, and mg), and of the extension
of the atmosphere and the ocean in the zonal direction, are equal to 10%,
3 x 1073, and 2 respectively. Then O(MMT,/MMT,) ~ 102, that is, the
meridional transport of the absolute angular momentum in the ocean is only
1% of that in the atmosphere, and, hence, it cannot compensate for
the accumulation of the absolute angular momentum in the midlatitudes of
the atmosphere.

Considering this fact, Equation (2.6.4) for the annual mean conditions is
rewritten in the form

0
O~ — Y (poe — Pow)a cos ¢ dz + 2n[19]a® cos? ¢. (2.6.5)
g
This suggests that the torque of the frictional force at the ocean surface is
balanced by the torque created by the pressure difference (difference of mean
ocean level) at the eastern and western edges of the continents, and, therefore,
in contrast to the atmosphere the redistribution of the absolute angular
momentum in the ocean occurs in the zonal rather than in the meridional
direction (Figure 2.17).
Thus, we have only one possibility: to close the cycle of absolute angular
momentum by its meridional transport in the Earth’s solid body. This accords
with Oort (1985), who proposed the diagram (Figure 2.18) describing the
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Figure 2.18 Schematic representation of the absolute angular momentum cycle in
the ocean—atmosphere-lithosphere system, according to Oort (1985). The pressure
and friction torques are designated by symbols 2, J respectively; index L indicates
belonging to the land, index O indicates belonging to the ocean.

cycle of absolute angular momentum. The clarity of this diagram barely hides
its shortcomings, related to difficulties of interpretation of the mechanism of
absolute angular momentum transport in the Earth’s solid body.

2.7 Carbon budget

The distinguished place of carbon among other chemical elements is deter-
mined first by the fact that carbon atoms, due to their electrical neutrality,
easily interact with each other and with atoms of other elements, creating
stable organic compounds and thereby producing a crucial effect on biological
processes and on the life evolution on Earth. Moreover, carbon is included
in the composition of such important (in the climatic sense) compounds as
carbon dioxide whose role in the formation of the Earth’s radiation is difficult
to overestimate.

Carbon content. The carbon in the atmosphere is mainly present in the form
of two stable compounds (carbon dioxide CO, and methane CH,) and of one
unstable compound (carbon monoxide CO) which quickly oxidizes to CO,.
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The volume concentration of the first compound in January 1988 was
351 ppm, of the second one it was about 1.6 ppm, and of the third one it was
about 0.1 ppm. It is clear that the carbon content in the atmosphere is almost
completely determined by carbon dioxide.

Regular precise measurements of CO, concentration in the atmosphere
were initiated during the International Geophysical Year (1957-1958) on
Mauna Loa (Hawaii). During 1960—-1963 the South Pole station (Antarctica)
began operations, and today there are more than 30 stations for background
monitoring of CO, — these stations being located far from industrial centres.
Analyses of data from these stations indicate that atmospheric CO, concen-
tration has marked seasonal variability arising from a phase shift in the
process of formation (production) and disintegration (destruction) of the
organic matter substance in terrestrial ecosystems. The maximum amplitude
of seasonal variations ( ~ 8.2 ppm) have been recorded at Gold Bay (Alaska)
located in the region of the boreal forests of North America, and in Eurasia.
The maximum amplitude decreases to the north to about 3 ppm on Mauna
Loa and 0.5-1.5 ppm in the Southern Hemisphere where the phase shift
between production and destruction of the organic matter localized mainly
in the forests of the tropical belt is low.

Large-scale spatial variations in the volume concentration of atmospheric
CO, are less than local seasonal variations. Thus, the average values for eight
years (1976 through 1983) of volume concentrations at two neighbouring
stations, Mauna Loa and Kumutahi, located at 3397 and 3 metre heights
respectively, differ from each other by only 0.4 + 0.3 ppm, and the average
values for the same period at stations located in the northern and southern
polar regions of the Earth differ by 3.2 ppm. Such relatively small spatial
variability of the volume concentrations of atmospheric CO, is explained by
rapid (compared with the time of renewal, see below) mixing of the atmosphere
whose characteristic time scale (as shown in Table 1.1) does not exceed 10° s.

The carbon content in a unit atmospheric column is determined by the
expression C, = (Uc/Uco,)Mala, Where ¢y = 107 %(uco, /1) qco, 18 the specific
concentration of COy; gco, = 10° x pdy,/p, is the volume concentration of
CO,; and pco, and p, are the partial pressure of CO, and the atmospheric
pressure at the sea level respectively; m, is the mass of a unit atmospheric
column with unit cross-section; ¢, fico, and p are the molecular weights of
carbon, carbon dioxide and air; the symbol ~ designates, as before, the
operation of averaging over mass. According to this expression the carbon
content in the atmosphere in January 1988 was 745 GtC (1 Gt = 10° t). For
comparison, before the industrial revolution, that is, before 1860, it was equal
to 594 GtC.
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The dissolving of CO, in water is described by two expressions:
CO, = CO, (diss) and CO, (diss) + H,O = H,CO; defining the hydration
phenomenon and condition for the chemical equilibrium of carbonic acid
H,CO;. The dissolving takes several minutes and is determined by the
equilibrium constant K, = [H,CO,]/[CO,], where [CO,] and [H,CO4] are
concentrations of dissolved carbon dioxide and dissolved carbonic acid. If
the inorganic carbon content in the ocean were controlled only by this process
then it would amount to 19, of its present value. In practice, carbon dioxide
is not an inert gas like oxygen, nitrogen or like the noble gases such as argon,
and this is why the dissolving of CO, in water is accompanied by a reaction
with the substances of the Earth’s crust and by the formation of other
compounds which gradually accumulate in the ocean and, as a result, their
concentrations become many times larger than the concentration of carbonic
acid.

The major carbonic compound in the ocean is the bicarbonate ion HCOj; .
Its content as a percentage of the total amount of inorganic carbon in the
ocean is about 95%. The bicarbonate ion is formed by the dissociation of
carbonic acid when the proton is lost. This stage proceeds instantly and
is described by the condition of chemical equilibrium H,CO; < HCO; + H*
with dissociation constant K; = [HCO;][H"]/[H,CO;], where [HCO; ]
and [H™"] are the concentrations of bicarbonate and hydrogen ions.

The next stage is the dissociation of the bicarbonate ion and the formation
of a carbonate ion CO3~. The appropriate condition for chemical equilibrium
takes the form HCO; £ CO%~ + H" and is determined by the dissociation
constant K, = [CO2™][H*]/[HCOj ], where [CO3 ] is the concentration
of carbonate ions. The carbonate ion is the final product of the reaction of
dissolved carbon dioxide with bases. Its concentration increases in the ocean
until the solubility limit of calcium carbonate CaCO; is reached. The
dissolving of CaCOQ; is described by the expression CaCO; = Ca?* + CO3~,
and the dissociation constant K is determined by the product of concentration
of calcium ions [Ca®*] and carbonate ions [CO3 ~] coexisting in equilibrium
with one of two crystal forms of calcium carbonate: calcite and aragonite.

Let us define the total concentration ¢, of inorganic carbon in the ocean
as ¢co = [CO,] + [HCO; ] + [CO%~]. Available data obtained by gas chro-
matography indicate (see Takahashi et al., 1981) that the total concentration
of inorganic carbon at the ocean surface increases with latitude from
1900 pmol/kg in the equatorial zone up to 2150 pmol/kg at latitude 55°N
and up to 2250 umol/kg at latitudes 55-60°S. It also increases with depth,
but only within the limits of the upper two-kilometre layer of the ocean. A
decrease in the total concentration of inorganic carbon in the surface layer
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is explained by inorganic carbon consumption during the process of photo-
synthetic activity of phytoplankton, and to some extent by CO, exchange
with the atmosphere, while an increase in total concentration below 1000 metres
is explained by the decomposition of falling residues of phyto- and zooplankton
and by the oxidation of soft organics. According to Kobak (1988) the total
content of inorganic carbon in the ocean amounts to 38200 GtC. And
864 GtC of this, that is, slightly more than in the atmosphere, is in the upper
100-metre layer of the ocean.

Data for the last few years obtained from satellite images, aecrophotography
and ground-based studies have allowed us to establish (see Kobak, 1988)
the fact that the total content of organic carbon in the terrestrial biota does
not exceed 560 GtC. Note that 20 years ago it was estimated as 827 GtC.
The causes of these discrepancies are the limited nature and inaccuracy of
initial information on the specific (referred to unit area) content of carbon
in forest ecosystems and the areas which they occupy.

At present, the variety of species of life on Earth is determined by its
terrestrial inhabitants: angiosperms and insects. The last-mentioned group
accounts for one million species. In the ocean the specific variety of fauna
and flora is much less (about 30000 species of plants and about 160000
species of animals) and this is explained by the lower (than on the land)
variability of ecologic and climatic conditions controlling species composition
and density of the biota. The seaweeds are the major producers of organic
matter in the ocean. There are about 30 000-35 000 known water-plant species
and more than half of these dwell in the ocean.

The main mass of organic carbon in the ocean is contained in dissolved
organic matter (DOM) representing the intermediate substances between
living organisms and biogenous inorganic matter, and combining true
solutions and colloids of organic carbon as well as particles with sizes from
0.45 through 1 pm. According to experimental data the mean concentration
of DOM in the ocean is equal to 1.36 + 0.20 mg/l, which is equivalent to
1800-2000 GtC in the entire ocean volume.

Another form of existence of organic carbon in the ocean is suspended
organic matter (SOM), including living cells of phyto- and zooplankton,
residues of organisms, organic matter of skeleton formations, terrigenous and
aeolian influx as well as precipitated, adsorbed from a solution and aggregated
organic matter with particle sizes larger than 1 um. The concentration of
SOM in the ocean is much less than that of DOM and accounts for an
average 53 + 26 um/l. Its maximum values fall in high-productive regions,
and its minimal values fall in low-productive regions and deep ocean layers.
The total content of SOM in the ocean is estimated as 25.5 + 1.5 GtC.
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About 50%; of this is in depths of over 1000 m where bacterial activity is low
and oxidation of organic matter is very slow. About the same amount of
SOM (15-20 GtC) is not mineralized and gradually descends to the ocean
bottom.

Finally, the third form of existence of carbon in the ocean is living organic
matter. All present-day estimates of phyto- and zoomass are close to 3 GtC.
Thus, estimates of the total content of DOM, SOM and living organics are
related to each other as 100:1.4:0.15. This ‘pyramid of mass’ is caused by
equilibrium of the production and destruction of organic matter in the ocean.
In other words, it reflects the different stability (from the viewpoint of
decomposition) of separate forms of organic matter.

The organic matter created in the process of vital functions by living
organisms (primarily by plants and photosynthesizing organisms) is involved
in rapid biological transformations and is also accumulated in relatively stable
(in the sense of destruction) complexes forming soil organics on the land and
water humus in the ocean. Affected by biochemical and chemical processes
the organic residues are subjected to destruction with the result that part of
the organic matter is transformed into mineral compounds (carbon dioxide,
ammonia, nitrites and nitrates, etc.); the remaining part is converted into
more stable (slowly oxidized) organic forms. This is why, for example, it is
customary to classify all organic residues on the land in three groups:
vegetable deciduosity and organic underlay (fallen leaves, dead parts of trees,
bushes and grass cover); unstable biochemical compounds (incompletely
modified vegetable residues, products of metabolism and newly formed
humus matter); and stable biochemical compounds (humus, peat, sapropel,
etc.) containing 84.2, 673 and 1346 GtC respectively. Thus, the total content
of organic carbon in soil is equal to 2104 GtC, that is, it practically coincides
with its value in the dissolved organic matter of the ocean.

The largest amount of soil carbon is concentrated in the boreal belt, and
the least amount is concentrated in the polar zone of the land (35.19; and
6.5% of the total content respectively). Note, however, that the minimum
content of the organic carbon in the polar belt is explained not by its low
concentration, which is even higher than in the tropical, subtropical and
subboreal belts but, rather, by the small area of the polar belt.

The organic matter in the ocean is also classified into stable and unstable
groups, which, for the most part, have autochthonic (formed by living
organisms) origin. The vertical variability for the unstable fraction is greater
than for the stable fraction. Suffice it to say that the concentration of water
humus in the ocean surface layer is equal to ~2.2 x 1073 gC/l, and at a
scale of 3000 m it is equal to ~1.5 x 1073 gC/l, while the concentration
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of the unstable fraction, determined only by the vital function processes of
zooplankton and bacteria, can differ by a hundred times within the limits of
the ocean thickness.

Estimates of the carbon content in sedimentary deposits of the ocean
and continents are rather approximate. The most recent estimates (see
Budyko et al., 1985) attest that the sedimentary shell of the Earth contains
97.8 x 10° GtC, including 86 x 10° Gt of carbonate and 11.8 x 10° Gt of
organic carbon.

Carbon sources and sinks. We have already said that the carbon content
in the atmosphere is closely related to the vital function processes of the
terrestrial biota and that carbon dioxide is practically the only (at present at
least) source of it. The first experimental data confirming the existence of the
relation between the atmospheric CO, content and the assimilating activity
of plants were obtained in the early 1920s. The advent of optical-acoustic gas
analysers in the 1950s and increased measurement accuracy opened up the
possibility of studying the physical mechanism of CO, assimilation in
vegetable communities and creating a quantitative theory of photosynthesis.

The intensity of carbon exchange between the atmosphere and vegetable
communities is characterized by the pure primary production defined as
the difference between the total primary production (the rate of organic matter
formation) and losses by respiration (the rate of organic matter destruction
under respiration) of autotrophs and heterotrophs. It will be recalled that
autotrophs are organisms that assimilate the carbon of inorganic compounds,
and heterotrophs are organisms that use organic matter. If the total primary
production is higher than losses by respiration, the ecosystem serves as a
carbon sink for the atmosphere; otherwise it represents a carbon source for
the atmosphere. According to Kobak (1988) the total primary production
of all forest, steppe and tundra vegetable communities is equal to
118.2 GtC/year.

Let us define losses by autotroph respiration as the difference between
the total primary production and the rate of carbon photosynthetic assimi-
lation, and losses by heterotroph respiration as the sum of the rate of
organic matter mineralization in the upper soil layer and the rate of organic
matter transformation into humus. According to Kobak (1988) the rate of
carbon photosynthetic assimilation is 58.2 GtC/year, while the rate of organic
matter mineralization and its transformation into humus is 41.4 and 2.5 GtC/
year. The rate of organic matter transformation into humus consists of two
components characterizing the rate of formation of unstable (1.44 GtC/year)
and stable (1.04 GtC/year) fractions of the soil humus. Using these estimates
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and those mentioned above we find that the pure primary production of the
terrestrial biota, which is equal to the rate of photosynthetic assimilation
minus the rate of organic matter mineralization, and of its transformation
into humus must constitute 58.2 — 41.4 — 2.5 = 14.3 GtC/year. Hence, the
terrestrial biota serves as the carbon sink for the atmosphere.

The flux of CO, into the atmosphere is not only due to respiration of the
terrestrial vegetation, but also to so-called soil breathing (CO, emission from
soil) representing the result of oxidation of soil organics by microorganisms
and of respiration of vegetation roots. But because in the absence of other
sources and sinks of carbon its withdrawal from the atmosphere through
the process of photosynthesis can be balanced only by soil breathing, it has to
be equal to the carbon photosynthetic assimilation, that is, 58.2 GtC/year.
Part (41.4 + 2.5 = 43.9 GtC/year) of this value is determined by the destruc-
tion of mineralized organic matter and humus; the other part is determined
by respiration of vegetation roots.

In contrast to terrestrial vegetable communities, in ocean ecosystems the
carbon is not a factor which limits photosynthesis. One such factor is the
intensity of short-wave solar radiation, which is not less than the limiting
value of 2.08 W/m? when photosynthesis stops. The depth appropriate for this
value is called the light compensation depth. Above this depth the intensity of
photosynthetic assimilation is greater than losses for respiration, and below
this depth the reverse situation takes place where phytoplankton can exist
only due to the organic matter which has been formed previously, that is,
due to conversion to heterotrophic nutrition.

The other factor limiting photosynthesis is the presence of biogenous
elements in sea water — nitrate NO; and phosphate HPOZ~. Indeed,
according to the Redfield formula

106CO, + 16NO; + HPO2™ + 18H* + 122H,0 =
(CH,0)106(NH3);6(H3;PO,) + 1380,,

describing the process of photosynthesis and its reverse process of destruction
of organic matter, for every 106 moles of CO, expended for photosynthesis
16 moles of nitrate and 1 mole of phosphate are consumed. It follows,
therefore, that the content of carbon, nitrogen and phosphorus in phyto-
plankton cells is in the ratio 106:16:1, and thus lack of nitrogen and
phosphorus limits the intensity of carbon assimilation.

If we attribute the heterotrophic nutrition of phytoplankton to secondary
production and attribute the same for chemosynthesis, which uses the energy
of chemical reactions as a source, then the photosynthetic assimilation
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of carbon will represent the pure primary production of the ocean biota.
There are many of its estimates that have mainly been obtained using the
radiocarbon method. The most reliable of these are within the limits
23-46 GtC/year. It has also been shown that 759 of the pure primary
production occurs in the open ocean, 17.5% occurs on the continental shelf,
4% occurs in estuaries, and only 0.59 occurs in local upwelling zones.
Information about the seasonal variability of the ocean biota production can
be classified as very approximate. Everything we know about this reduces to
the following: at low latitudes phytoplankton production does not change
throughout most of the year, but at temperate latitudes it undergoes distinct
seasonal variations, increasing in spring and decreasing in summer. The
summer decrease is related to the facts that phytoplankton is grazed by
herbivorous zooplankton, and particularly to the lack of biogenous elements
whose influx from the deep layers is blocked by the abrupt thermocline in
the base of the upper mixed layer. In autumn, when vertical mixing is
enhanced and the seasonal thermocline degenerates, phytoplankton product-
ivity increases again. At high latitudes one (summer) peak only of productivity
is recorded. These presentations are supported by data from colour scanning
of the ocean surface by satellites that allow recovery of the chlorophyll
concentration in water.

Apart from the autochthonic mechanism of organic matter formation in
the ocean (photosynthesis), there is another mechanism — the allochthonic
mechanism characterized by the inflow of organic matter with river and
underground run-off, and by the removal of suspended particles and aeolian
matter containing organic carbon from the land. According to Kobak (1988)
the intensity of such a source of organic matter in the ocean amounts to
~ 1 GtC/year. In addition, the contribution of river run-off is 0.21 GtC/year,
that of underground run-off is 0.06 GtC/year, that of suspended particles is
0.4 GtC/year and that of aeolian matter is 0.3 GtC/year.

Autochthonic and allochthonic inflows of organic matter are compen-
sated by lifetime secretions of plants and animals, as well as by decomposition
of secretions and remains of plants and animals due to heterotrophic
organisms (bacteria). The resulting production of dissolved and suspended
organic matter amounts to 1.08 and 1.0-3.0 GtC/year, respectively (see
Kobak, 1988), which signifies that 2—5%, of the pure primary production goes
into solution and about the same amount is precipitated. The precipitating
organic matter formed during the process of biochemical and chemical
reactions is subjected to destruction and is then dissolved at a rate of
0.9-2.9 GtC/year, so that the accumulation of organic matter in sedimentary
deposits does not exceed 0.1 GtC/year.



100 Present state of the climatic system

Carbon exchange at the ocean—atmosphere interface. As previously mentioned,
among all carbon-containing atmospheric gases only CO, has a sufficiently
high concentration. Therefore, carbon exchange at the ocean—atmosphere
interface is determined by the carbon dioxide flux. The first estimates of
time-space variability of CO, flux on the basis of direct measurements of
CO, partial pressure difference in water and air were obtained in 1986 at the
Lamont Doherty Geological Observatory of Columbia University (US). They
were then revised by Ariel et al. (1991). As a result it was found that the
equatorial zone of the ocean (10°N-10°S) is a carbon source for the
atmosphere. Here, due to the strong upwelling which ensures export to
the surface of deep waters rich in carbon and biogenes, and due to the low
solubility of CO, in water (the latter is due to the high temperature), carbon
transfer from the ocean to the atmosphere amounts to 0.14 GtC in the
Atlantic Ocean, 0.05 GtC/year in the Indian Ocean, and 0.54 GtC/year in
the Pacific Ocean. These differences are caused by the different intensity of
the equatorial upwelling.

In the subtropical gyres of the Northern (10°N—-40°N) and Southern
(10°S-40°S) Hemispheres the picture is more varied: in the Northern
Hemisphere the Pacific and Atlantic Oceans serve as a sink of carbon for the
atmosphere, and the Indian Ocean serves as a source. The respective values
are: —0.01, —0.19 and 0.05 GtC/year. In the subtropical gyres of the Southern
Hemisphere the carbon transfer from the ocean into the atmosphere takes
place in the Atlantic (0.04 GtC/year), that from the atmosphere into the ocean
takes place in the Pacific (—0.20 GtC/year) and Indian (—0.21 GtC/year)
Oceans. Similarly, carbon transfer from the ocean into the atmosphere occurs
in the northern subpolar area of the Pacific Ocean (0.17 GtC/year), that from
the atmosphere into the ocean occurs in the northern (—0.38 GtC/year) and
southern (—1.39 GtC/year) subpolar areas and in the southern polar area
(—0.83 GtC/year) of the Atlantic Ocean.

In general, as shown by Ariel et al. (1991), the ocean absorbs atmospheric
carbon at a rate of —2.21 GtC/year. Here, as before, the negative values of
the flux conform to carbon transfer from the atmosphere into the ocean, and
positive values do so in the reverse direction. Note that the annual mean
global average carbon flux at the ocean—atmosphere interface turned out to
be different from zero, which it would be in the absence of any long-term
disturbances. Some of the arguments put forward by Ariel et al. (1991) favour
the anthropogenic origin of such an imbalance.

Time of carbon renewal. The features, mentioned above, of the natural (not
subjected to anthropogenic impacts) carbon cycle, together with the times of
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carbon renewal, are summarized in Table 2.4. Let us turn our attention to
the following three facts. Firstly, the natural carbon cycle is closed in the
atmosphere, ocean and biosphere, but it is not closed in the lithosphere, and
thus in the climatic system as a whole. This is due to disregarding the
interaction between the sedimentary shell, formed by sedimentary and
volcanic rocks, and deep earth layers: during this process organic carbon
accumulation on the ocean bottom in the form of carbonate sediments, that
is, a net flux carbon from the biosphere to the lithosphere has to be
compensated for by emission of volcanic carbon dioxide from the deep earth
layers into the atmosphere and ocean.

Secondly, in accordance with the data presented in Table 2.4, the age
of most ancient sediments and deposits of the ocean and continents, if
estimated as the ratio between the carbon content and the characteristic rate
of accumulation or erosion, should not exceed 100 million years. In other
words, throughout the geological history of the Earth the sedimentary rocks
must have been renewed repeatedly.

At first sight, this result contradicts the known facts and, in particular,
the discovery of sedimentary rocks at the entrance to the Ameralik-Fjord
(western Greenland) aged 3.8 billion years. This contradiction is explained
by the variability of rates of sedimentary accumulation in the ocean and of
erosion on the continents and thereby by the impossibility of applying
present-day values to other geological periods. Let us recall in this connection
the decrease in accumulation of carbonate sediments in the Medium and Late
Carboniferous (346—232 million years ago), or the so-called interruptions in
the sedimentary deposition sequence (intervals when there was no sediment
accumulation) with recurrence changing from 40-60°/ at the beginning to
70-76% at the end of the Eocene Period (58—37 million years ago). As to the
rate of continental erosion, this can be judged from variations in the mean
ocean level characterizing the base of continental erosion. The most significant
increase of 300-350 m in erosion over the last 570 million years, accompanied
by the abrupt decrease in the export of terrigenous material into the ocean,
occurred in the late Cretaceous Period (100—-67 million years ago). This event
and the ocean transgression which caused it had their origins in tectonic
processes giving rise to the convergence of the African and Eurasian
continents and the degeneration of the Tethys Ocean.

One should keep in mind the rather approximate character of estimates of
the carbon accumulation rate in sedimentary depositions, and, most of all,
the fact that the age of the most ancient sedimentary depositions in the ocean
is determined by plate tectonics with characteristic time scales of 150
million years, and on the continents it is determined by the duration of
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Table 2.4. Characteristics of the natural carbon cycle in the atmosphere—ocean—biosphere—lithosphere system

Carbon sources and sinks

Carbon content Intensity Time of renewal
Subsystem Component (GtC) Process (GtC year™ 1) (years)
Atmosphere 594 Soil breathing 58.2 10.2
Photosynthetic assimilation —582
Exchange with the ocean 0
Ocean 38200 Destruction of unstable organics and from 23 to 46 from 830 to 1660
dissolution of part of the water humus
Photosynthetic assimilation from —23 to —46
Exchange with the atmosphere 0
Biosphere  Continental phyto-  560.5 Photosynthetic assimilation 582 9.6
and zoomass Formation of the organic sublayer —439
and humus
Plant roots breathing —143
Ocean phyto- 3 Pure primary production from 23 to 46 from 0.06 to 0.13
and zoomass Destruction of unstable organics from —20 to —43
Formation of dissolved and from —2.1to 4.1
suspended matter
Allochthonous formation of organic matter 1.0
Dissolved organic from 1800 to Production L1 from 1636 to 1818
matter 2000 Mineralization —11
Suspended organic  from 24 to 27 Production from 1.0 to 3.0 from 8 to 27
matter Destruction from —09to —2.9
Accumulation in ocean sedimentary 0.1
deposits
Lithosphere Vegetative falling 84.2 Formation 414 2.0
and organic Mineralization of organic matter —414
sublayer
Unstable fraction of 673 Production 14 481
soil humus Mineralization of organic matter —14
Stable fraction of 1346 Production 1.0 1346
soil humus Accumulation in continental sedimentary —1.0
deposits
Sedimentary deposits 97.8 x 10° Accumulation in continental and ocean 1.1 108
of the ocean and sedimentary deposits
continents Export of suspended particles and Aeolian —1.0

matter into the ocean

Note: the positive values correspond to carbon sources, the negative values correspond to carbon sinks; the carbon content in the atmosphere
relates to the beginning of the industrial revolution.
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existence of granite sheets with characteristic time scales of ~4 billion years.
Therefore, the data in Table 2.4 do not contradict those for silt sediments
discovered in the composition of ancient formations.

The third circumstance which should be particularly emphasized is the
different renewal times for separate components of the carbon cycle. Indeed,
as one can see from Table 2.4, the carbon renewal time is 0.1 year, and less
for the ocean biota; about one year for plant deciduosity and organic
underlayer; about ten years for the atmosphere, terrestrial biota and suspended
organic matter in the ocean; hundreds, or even thousands, of years for the
inorganic carbon content in the ocean, dissolved organic matter and soil
humus; and, finally, hundreds of millions of years for sediments in the
ocean and on the continents. Such a diversity of renewal times serves as the
basis for the separation of three subcycles in the carbon cycle: the mobile
subcycle, describing the processes of organic matter transformation and
carbon circulation in the ocean—atmosphere system with time scales of
about 103 years and less; the geochemical subcycle describing the processes
of interaction between sea-water and carbonate sediments with time scales of
about 10*-10° years; and the geological subcycle, describing processes of
organic matter burial and metamorphism, and of mantle outgassing with time
scales of about 10° years and more.

We are interested in processes with time scales under 10® years. This
restriction is equivalent to fixing slow (with time scales over 10° years)
carbon subcycle characteristics. In this case the budget equation for the
carbon in the atmosphere—ocean—biosphere—lithosphere system takes the
form

OC, /0t + V- miavaty = — Q2 — QAB, 2.7.1)
9C,/0t + V- nigvato = 02 — QCF, (2.7.2)
0Cos/3t + ¥ nigvaton = 02 — 02, (2.13)
0C,p/0t = QA% — QLB 2.7.4)

3C, /ot + V-miov. &, = OLF O, 2.7.5)

where ¢, and ¢y are specific concentrations of inorganic carbon in the
atmosphere and ocean; ¢, 5 (see below), cop, and ¢, are specific concentrations
of organic carbon in the terrestrial and ocean biota and in the lithosphere;
C, =my ¢, and Cp = mgC, are the inorganic carbon content in the atmospheric
and ocean columns with unit cross-section; Cop = molop, Crg = My ¢ g and
C. = m ¢, are the same but for inorganic carbon in the ocean and terrestrial
biota and in the lithosphere; Q2% is the carbon flux (gas exchange) at the
ocean—atmosphere interface; Q&% and Q2P are the intensities of inorganic
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carbon sources and sinks in the atmosphere and ocean referred to the unit
area; QLB is the intensity of carbon exchange between fast components of the
terrestrial biota and the lithosphere normalized to the unit area; Qg and Q2
are the intensities of organic carbon exchange between fast and slow com-
ponents of the carbon cycle in the lithosphere and the ocean normalized in
an analogous way; all other designations are the same.

Let us integrate Equation (2.7.1) over the whole of the Earth’s surface,
Equations (2.7.2) and (2.7.3) over the ocean surface and Equations (2.7.4)
and (2.7.5) over the land surface, and then sum them up. As a result we obtain
the equality

d({Ca} + {Co}fo + {Cos}fo + {CLslfu + {CLIfL)/0t = {08} fo — {QEI 1,
(2.7.6)

representing the law of carbon conservation on time scales of the order of
103 years or less.

Similarly, integration of Equations (2.7.1)-(2.7.5) over longitude and their
consequent addition yields

2nacos ¢ A([Cal + [Colfo + [Coslfo + [Crelfi + [CLlfL)/0t
+ MCT, + MCT, + MCT,)/a d¢ = —2ma cos o([Q21fo + [Qc1fL),

217
where .
2z S A~
MCT, = mg(VoCo + VoCop)a cos ¢ di,
Jo
f2r P
MCT, = MAUACAG COS @ dA,
vO
f2rn P
MCT, = myvpcLacos ¢ dA,
LY O

are the meridional carbon transports in the ocean, atmosphere and lithosphere.

A rough estimate of MCT, and M CT;, can be obtained if we turn to (2.7.7)
and assume that ([Q2]fo + [QE]1f1) =0, MCT;. = 0. Considering that the
meridional carbon transport in the atmosphere and ocean has to vanish at
the pole, we obtain, on average for the year (MCT, + MCT,) = 0, that is,
the annual mean meridional carbon transport in the atmosphere and ocean
must balance each other. Let us recollect, then, that the ocean serves as a
carbon source for the atmosphere at low latitudes and as a carbon absorber
at high latitudes, and that the intensity of the annual mean carbon exchange
between the ocean and the atmosphere in the equatorial zone accounts for
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~0.8 GtC/year. Hence, the annual mean meridional carbon transport is
directed from low latitudes to high latitudes in the atmosphere, and in the
reverse direction in the ocean. In addition, since the ratios of masses and
zonal extensions of the atmosphere and ocean are equal to 3 x 1072 and 2
respectively, then, all things being equal, the typical value of the meridional
carbon transport across the unit length of a latitude circle in the atmosphere
has to be two orders greater than in the ocean. To convert relative units into
absolute units we note that in the pre-industrial epoch, when sources and
sinks of atmospheric CO, counterbalanced each other on average for the
year, the meridional transport of CO, in the atmosphere amounted to
3-6 GtC/year.
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Small-scale ocean—atmosphere interaction

3.1 Surface atmospheric layer

The surface atmospheric layer is a layer within the limits of which the vertical
fluxes of momentum, heat and moisture remain approximately constant in
height. Let us expand this definition.

We examine the averaged (in terms of the Reynolds conditions) equation
of motion for the horizontal velocity vector v. With the statistically homo-
geneous (in the horizontal direction) velocity field it takes the form

Y gk xy- 29T (.1.1)
dt p  0zp
where p is the atmospheric pressure;  is the horizontal vector of the tangential
wind stress; p is the air density; d/dt and V are the operators of the total
derivative and of the horizontal gradient; the axis z is directed vertically
upward; k is the unit vector directed along the z-axis.

The first two terms on the right-hand side of Equation (3.1.1) describing,
respectively, the effects of the Coriolis force and of the force of the horizontal
pressure gradient, are the main terms. Considering that they balance each
other, then assuming that fu, (here u, is the characteristic wind velocity
scale; f is the Coriolis parameter) is an upper estimate of the third term on
the right-hand side of (3.1.1) and that the change of vector z/p in the vertical
direction is 0.2|t|/p we obtain the following inequality for the thickness h; of
the layer of approximate constancy of vertical momentum flux: h; > 0.2
(zl/p)(fue) ™Y, from which with |t|/p = 0.1 m?/s?, uy = 10m/s, and f =
10~*s™! the estimate of h; > 20 m is derived.

The estimate of the thickness 4, of the layer of approximate constancy of
vertical heat flux H can be obtained from the averaged heat budget equation
which, in the absence of water vapour transitions, and radiative sources and
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sinks of heat, is written as

T o H 612)

0 dt 0z pc
where 6 and T are potential and absolute temperatures and c,, is the heat
capacity of air at constant pressure.

If the left-hand side of Equation (3.1.2) has order 0.1 x 1073 °C/s and the
characteristic value of |H|/pc, is equal to 2.0 x 10”2 °Cm/s then for a
thickness of the layer within the limits of which the relative variation of the
vertical heat flux H is less than 209, the estimate h, > 40 m is valid.

Similarly, if the variation of specific humidity ¢ in time has order
1.5 x 10~7 g/kg s, and the vertical flux E of the water vapour is 0.5 x 10! g/mZs,
then on the basis of the averaged budget equation for specific humidity

dq = —EE, (3.1.3)
dt 0z p
and of the assumption that water vapour phase transitions are absent, the
thickness h; of the layer where the vertical flux of water vapour varies
only up to 20%; is h; > 50 m.

Thus, conditions of approximate constancy with height for the vertical
fluxes of momentum, heat and moisture are fulfilled simultaneously if the
thickness h of the surface atmospheric layer is defined as h = min(h, h,, h3).

Let us now find the characteristic relaxation time ¢, for the surface
atmospheric layer. On the basis (3.1.1) the time has to be equal to
t, = ugh/0.2(t/p), which, after substitution of the typical values u,, h and |z|/p
yields ¢, & 2 hours. The characteristic time t,, of the wind wave development
has the same order. And, indeed, judging by the measurement data the
limiting root mean square height of wind waves is achieved at the fetch X
(a distance counted in the direction of the wave propagation), which is
X ~ 10*uZ/g, where u, is the mean wind velocity at the standard measurement
level in the surface atmospheric layer, g is gravity. Assuming as a rough
estimate that X = cyt,, where ¢, is a phase velocity complying with the
frequency of maximum in the spectrum of wind waves, we find that
t, ~ 10%u2/gc,. Next, assuming that the entire wind momentum .4, ~ pu,h
in the surface atmospheric layer is spent only on wave development, and for
the wave momentum ./, the estimate .4, ~ p,ga’/c, is valid (here a is the
characteristic wave height; p,, and p are water and air densities), we have that
co ~ (pw/p)(ga®/u,h). Substitution of this expression into t, yields t, ~
10%(p/py )u3h/g*a®). From this it follows at (p/p,)~ 1073, u, ~ 10m/s,
h~100m,a ~ 1 m,g ~ 10 m/s? that t,, ~ 3 h. Thus, the statistical character-
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istics of the quasi-stationary surface atmospheric layer have to depend not
only on height over the underlying surface and other determining parameters,
but also on the stage of wind wave development.

3.2 Vertical distribution of the mean velocity over an immovable smooth
surface; viscous sublayer; logarithmic boundary layer

We orient the x axis along the tangential wind stress. Then the condition of
approximate constancy with height of the momentum flux takes the form

T/p= —u'w +v ;l_u & const, (3.2
z

where u is a component of mean wind velocity along the axis x; ¥’ and w’
are turbulent fluctuations of velocity along axes x and z; v is the kinematic
viscosity; the overbar signifies averaging.

Equation (3.2.1) does not permit determination of the unique vertical
distribution of mean velocity because, apart from u, it contains one more
unknown function: the Reynolds stress —u’w’. But some conclusions about
the possible form of the function u(z) can be derived with the help of
dimensional analysis. Indeed, the mean velocity u near a wall depends only
on the friction stress 7, distance z from the underlying surface and also on
the kinematic viscosity v and density p of the medium. In addition, 7 and p
can only be in the form of the combination 7/p not containing the dimension
of mass. Usually, instead of t/p it is customary to use the value u, = (7/p)"/?
with dimensions of velocity. This value, called friction velocity (or dynamic
velocity), defines the velocity scale for the flow near a wall. On the basis of
the n-theorem of dimensional analysis the dependence of u on u,, z and v
can be presented as

w=u, f<2“7*> (3.2.2)

where f,(zu,/v) is a universal function of the argument zu, /v.

Breaking the established order of discussion somewhat we recall the formulation
and formal proof of the n-theorem which forms the central statement of dimensional
analysis and which will be repeatedly applied subsequently.

The n-theorem. Any dependence among n + 1 dimensional variables of which the k <n
variables have independent dimensions can be represented in the form of a dependence
among the n + 1 — k non-dimensional combinations.
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Let there be a functional dependence

a=f(ay, ..., 0 Guiis--->0,), (3.2.3)

where the arguments a,, ..., a, have independent dimensions (i.e. their dimensions
cannot be expressed by means of the dimensions of the remaining variables), and the
dimensions of the variable a being determined and the arguments a;, 4, ..., a, are
expressed by means of dimensions of the first k arguments as

fa]l =[a,]".. . [a],
Lax+11 = [a % [a]™, (3.24)
[an] = [al:lp"' .. [an]r"

here, as is common practice, the symbol [ ] denotes a dimension.
Let us pass from one system of units of measurement to another inside a given
class so that the first k arguments a,, ..., a, change §; (i=1,..., k) times. Then,

a/l = ﬁlab ey allc = ﬂkak‘

Accordingly, the variable a is determined and all of the remaining arguments

Q415 - - - » G, change too, and relationship (3.2.3) is rewritten as
a=fay,...,a8, 0 ...,0,). 3.2.5)
However, by virtue of (3.2.4),
a = pi... Bia,
vy = BT B Ay,

@, = Brr.. pra,.

Hence, substitution of these into (3.2.5) yields
BY...Bra= f(Bias,- .., Beaw, BY' . B A rs .. BY L Brray).

Since f; is an arbitrary change in scales of the units of measurement, we can
choose it such that §;a, = 1. Then

a =1{1 1 A+ 1 an
—_—= N yees
al. .. a; afsrt | agtt ain. .. ar

or, which is equivalent,

a ay . a
—— =F kL L, " : (3.2.6)
at. . . a afert | apet! afn, | ar

If we introduce the designations

a A+
I1= p r’ I1, = Prc+ 1rk+"" =5 rn’
ai...og agett, L akt? apm. .. a4
the dependence (3.2.6) is rewritten in the form

I = F(,, ..., 00,_,). (32.7)
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Thus, the initial dependence (3.2.3) among the n + 1-dimensional variables is
actually reduced to dependence (3.2.7) among the »n + 1 — k non-dimensional
combinations, QED.

Now, we return to (3.2.2) and, following Monin and Yaglom (1965), set
the form of the function f,(zu,/v) for two limiting cases: large and small
values of the argument zu, /v. First we recollect that on the wall (at z = 0)
the mean velocity u and velocity fluctuations u’ and w’ vanish because of the
no-slip conditions. Hence, in the vicinity of the wall (at small zu, /v), one can
select a layer called the viscous sublayer within the limits of which the viscous
stress pvdu/dz is much larger than the Reynolds stress —pu'w’. Then,
according to (3.2.1),

7/p = v du/dz = const,
hence,

2
Uy

u=-2z, (3.2.8)
v

that is,
f<z—"—*> =2 (3.2.9)

that is, equivalent to the replacement of the function f,(zu,/v) by the Taylor
series expansion in powers of orders zu, /v and ignoring all terms but the first.

The combination v/u, appearing in (3.2.8) is the meaning of the scale of
viscous sublayer thickness. The thickness J, of this sublayer is defined by the
expression J, = «,v/u,, where «, is a numerical factor depending on the
selected method of definition of the upper boundary of the viscous sublayer
as the level on which the Reynolds stress is only a fraction of the viscous
stress. It is usually accepted that «, = 5.

At a considerable distance from the wall (at large zu,/v) the relation
between the viscous stress and the Reynolds stress becomes inverse: the former
is many times less than the latter. In this case the term v du/dz in (3.2.1) can
be neglected. Thus it is assumed that the vertical velocity gradient (but not the
velocity itself, whose absolute value depends on the law of its changing in
the vicinity of the wall where viscosity becomes apparent) is determined only
by u, and z. Then, from dimensional considerations,

du u

s Zx 3.2.10
dz z ( )

where A is a universal constant.
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Integrating (3.2.10) over z we have
u=Au,Inz+ 4, (3.2.11)

where A, is a constant depending on kinematic viscosity.

The layer of liquid where the relation (3.2.11) is fulfilled is called the
logarithmic boundary layer. The height 9, of its lower boundary, as well as é,,
should be a function of u, and v, so that from dimensional considerations
0, = oyv/u,, where o, is one more numerical constant which, according to
experimental data, is equal to 30.

There is the so-called buffer sublayer between the viscous.sublayer and the
logarithmic layer where the viscous stress and Reynolds stress have the same
order of magnitude, and the linear profile of velocity turns smoothly into the
logarithmic profile.

Let us present A, as A; = u, (A Inu,/v + B), where B is a new universal
constant, and rewrite Equation (3.2.11) as follows:

u=u,(Alnzu,/v+ B) atzu,/v>a. (3.2.12)

In this case the function f,(zu,/v) in (3.2.2) takes the form f (zu,/v) =
Alnzu,/v + B. According to data from measurements in smooth pipes, in
rectangular channels with smooth walls, and in the boundary layer over a
smooth, flat surface, the values of the constant A (or of the von Karman
constant k = 1/4 that is uniquely connected to it) and of the constant B turn
out to be equal to 2.5 and 5.1 respectively. These values provide a sufficiently
precise reproduction of the profile of u/u,, for zu, /v < 5and 30 < zu, /v < 500.
But in the buffer sublayer located between the viscous sublayer and the
logarithmic boundary layer, that is, at 5 < zu,/v < 30 the values of u/u,,
calculated from Equations (3.2.8) and (3.2.12), and observed values are
slightly different (see Figure 3.1). To avoid unnecessary complications and at
the same time to ensure the right asymptotes the domain of definition of the
solution (3.2.8) extends to zu, /v = 11.1, and everywhere after that (for zu, /v >
11.1) the vertical profile of the mean velocity is described by Equation (3.2.12).
In other words, it is suggested that the buffer sublayer has zero thickness,
and the thickness of the viscous sublayer is equal to ¢, = 6, = 11.1(v/u,,).

3.3 Vertical distribution of the mean velocity over an immovable
rough surface; roughness parameter; hydrodynamic classification of
underlying surfaces

We now consider the vertical distribution of the mean velocity over an
immovable rough surface where the average height h, of undulations is not
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small compared with the thickness depth scale v/u, of the viscous sublayer.
Because elements of roughness have a considerable effect on the distribution
of the mean velocity in the vicinity of the underlying surface, then (3.2.2) is
replaced by the more general expression

zu, hou,

u= u*fu<—*, e, > (3.3.1)

v v

Here the ellipsis means that in (3.3.1) the non-dimensional parameters charac-
terizing a form of roughness elements and their mutual arrangement are omitted.
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Let us discuss again the cases of large and small values of z. For small z
compared with h, the above with regard to the dependence of mean velocity
on the determining parameters is valid. In this case to use dimensional
considerations for revealing general regularities of the vertical distribution of
the mean velocity is unpromising. Another problem is the other limiting case
when the distance z from the underlying surface is much more than the
average height h, of roughness elements and the thickness scale v/u, of the
viscous sublayer, that is, z > hy > v/u,. In this case the local properties of
the underlying surface do not have any marked effect on the vertical
distribution of the mean velocity, the number of determining parameters is
reduced, and there is a formula for u (compare with (3.2.11)):

ur Au,Inz + A, for z>» hy, (3.3.2)

where, however, the constant A, prescribed by the condition of continuity of
velocity at the lower boundary of the domain of definition of solution (3.3.2)
depends on the dimensions, form and mutual arrangement of roughness
elements controlling the vertical structure of a flow in the near-wall layer and
on viscosity.

As before, we represent the constant A, as A; = u, (A4 Inu, /v + B) or, what
amounts to the same, A; = u, (A4 In(u, hy/v) — A In hy + B) and then substitute
it into (3.3.2). As a result this expression is rewritten as follows:

u = u,(A1In(z/hy) + B'), (3.3.3)

where B’ = u,(A In(u,hy/v) + B) is the new numerical constant which is a
function of the surface Reynolds number Rey, = u,h,/v and of the form and
mutual arrangement of the roughness elements.

We take into consideration that A = 1/k and introduce the definition of
the roughness parameter z, = h, exp(—xB’). Substitution of this expression
in (3.3.3) yields

u="%1 % (3.3.4)
Kz
from which it follows that the roughness parameter represents a level where
the mean velocity would vanish if the logarithmic law for the profile of the
mean velocity were valid up to this level (actually it is valid for z > z,).

For the underlying surface covered by homogeneous densely packed
roughness elements, the roughness parameter z, should depend only on the
surface Reynolds number Re, so that z, = h, f(Re,), where f(Re,) is a
dimensionless universal function. We find asymptotes of this function for
small and large values of Re,. Let Re, « 1 (roughness elements are completely
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submerged in the viscous sublayer; the effect of the underlying surface on an
ambient velocity is caused by the molecular viscosity force). Then the height
h, of the roughness elements has to be excluded from the set of determining
parameters. Hence, f(Re,) ~ Reg!, and the expression for the roughness
parameter will take the form

Zg = MoV/u,, (3.3.5)

where m, is a numerical factor.

As may be seen in this case, neither the roughness parameter nor,
consequently, the profile of the mean velocity depends on the height of the
roughness elements. The underlying surface appropriate for this case can be
considered as hydrodynamically smooth.

On the other hand, at Re, > 1 (roughness elements protrude beyond the
limits of the viscous sublayer; the effect of the underlying surface on an
ambient velocity is caused by the normal pressure force on the roughness
elements), kinematic viscosity has to be excluded from the set of determining
parameters. This is possible if the function f(Re,) approaches a certain
constant value. Designating it as m, we have

2o = myh,. (3.3.6)

The surface complying with this case is termed hydrodynamically rough.

Equations (3.3.5) and (3.3.6) form the basis of the existing classification of
underlying surfaces by the surface Reynolds number. According to this
classification an underling surface is considered to be hydrodynamically
smooth if Rey, < 4, m, ~ 0.1; it is considered to be hydrodynamically rough
if Rey > 60, m; ~ 0.03; and it is considered to be intermediate (slightly rough)
if 4 < Rey < 60. In the general case where the roughness elements have
different forms and are randomly located with reference to each other, the
proportionality factors in (3.3.5) and (3.3.6), and the limiting values Re, for
the different types of underlying surface will differ from those mentioned
above. In such a situation the hydrodynamic properties of the underlying
surface should be described not in terms of the average height of the roughness
elements, but, rather, in terms of the so-called equivalent sand roughness
defined as the height of irregularities of the underlying surface covered by
sand roughness which, for identical u,, complies with the same logarithmic
profile of the mean velocity as does that over the surface in question. If we
now consider h, as the height of the equivalent sand roughness, then
Equations (3.3.5) and (3.3.6) will be universal in the sense that the numerical
factors m, and m, appearing there will not depend on the form and mutual
arrangement of roughness elements.



116 Small-scale ocean—atmosphere interaction

3.4 Hydrodynamic properties of the sea surface

It is clear from general considerations that in moving away from the sea
surface any disturbances created by waves must diminish. Because of this in
the range of heights from the upper boundary of the surface atmospheric
layer to the upper boundary of the wave sublayer (the sublayer within the
limits of which the effect of wave disturbances on the mean wind velocity
becomes apparent), the vertical structure of the stationary, horizontally
homogeneous, neutrally stratified atmospheric boundary layer over the wave
disturbed sea surface should remain the same as over an immovable
underlying surface. In short, in the above-mentioned height range the
logarithmic law for the profile of the mean velocity must be valid.

Up to the present time many gradient measurements of mean wind velocity
in the surface atmospheric layer have been gathered. The vast majority of
these measurements concerning comparatively great heights (5-10 m) demon-
strate satisfactory fulfilment of the logarithmic law

u=-=In-— (34.1)
K 2z
under neutral stratification. This experimental fact provides a possibility of
determining, using the data from gradient measurement, the friction velocity
u, and the roughness parameter z, of the sea surface connected to the
resistance coefficient C, = u/u? by the relationship

zo = z, exp(—K/y/C,), (34.2)

where u, is the mean wind velocity at the conventional measurement height z,.

At the same time the experimental data referring to heights commensurate
with wave heights demonstrate obvious deviations from the logarithmic
distribution, and therefore do not admit their interpretation in terms of the
hydrodynamic characteristics of the immovable underlying surfaces. Let us
discuss first the experimental data on the logarithmic boundary layer.
Formally, nothing prevents intepretation of these in terms of the resistance
coefficient C, or the roughness parameter z, of the sea surface. But a direct
analogy between wind waves and roughness elements of the immovable
underlying surfaces turns out to be absolutely inappropriate. A dramatic
testimony to this is the cloud of dots on the graph of dependence of the
roughness parameter z, on the average height h, of waves (Figure 3.2). As
can be seen, the roughness parameter of the sea surface has strong variability,
amounting to six orders of magnitude (see Kitaigorodskii, 1970). The same
feature is typical of the resistance coefficient of the sea surface but by virtue of
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Figure 3.2 Dependence of the sea surface roughness z, on the average height h, of
wind waves, according to Kitaigorodskii (1970). The various symbols indicate
estimates by different authors.

the logarithmic character of dependence C, on z, the dispersion of its values
turns out to be less.

Let us return to the hydrodynamic classification of the underlying surfaces
presented in the preceding section, in accordance with which the hydro-
dynamically smooth surface complies with

C, = (k" 'Inz,u,/myv)~ 2, (3.4.3)
and the hydrodynamically rough surface with
C,= (" tlnz,/mhy)~2. (3.44)

From this it follows that in the first case the resistance coefficient decreases
with increasing wind velocity, and in the second it remains constant. Data
from field and laboratory measurements over the water surface do not confirm
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this conclusion, the reason for which is usually associated with the dependence
of C, on the stage of wind wave development or, in other words, on the wave
age cy/u,,, where c, = g/w, is the characteristic phase velocity of energetically
significant wind waves; o, is the frequency of maximum in the spectrum of
wind waves. However, we note that C, = (u,/u,)* = (0ot /9)*(wott,/g) >
and that in accordance with field measurement data wqu,/g ~ 1, that is, C, ~
(wouy /9)* = (co/u,) % In other words, the dependence of the resistance
coefficient on ¢, /u, is predetermined by its expression, and in this sense does
not contribute any additional information about the character of the changing
hydrodynamic properties of the sea surface.

A clearer understanding of the question can be obtained from wave
disturbances u,, of the mean wind velocity defined as

U, = U — Uy, (34.5)

where u is the actual wind velocity and uy is the wind velocity over the
underlying surface undisturbed by waves at the same friction velocity.

If there are no waves, then at the air—water interface the continuity
condition for the momentum flux pul = p,u, should be fulfilled, where
subscript w means belonging to water. In this case the characteristic scale of
turbulent fluctuations of velocity in the near-surface water layer is of the
order of u,,, = (p/p,,)"?u,. These velocity fluctuations will create vertical
displacements of the air-water interface having the scale ny ~ g~ 'uZ, =
g~ '(p/p,,)u. But the thickness &, of the viscous sublayer is equal to 5v/u,;
therefore at typical values of the friction velocity (u,, ~ 0.3 m/s) and coefficient
of molecular viscosity (v &~ 0.15 x 1079 m?/s) the vertical displacements of
the interface will be less than 6,. Hence, in accordance with the hydrodynamic
classification of underlying surfaces the surface in question can be considered
to be smooth. Taking this into account we assume that the component u in
(3.4.5) follows the logarithmic law for the mean velocity profile over the

smooth surface, that is,

Uup = —%1In — (3.4.6)

where z,, = 0.1v/u, is the roughness parameter of the smooth surface.
Combining (3.4.1), (3.4.5) and (3.4.6) we obtain

u 4
= ¥ ]p %
K  Zg

Uy,

: (3.4.7)

from which it can be seen that z, describes not the mean wind velocity but,
rather, its wave component, and because the latter is a function of ¢, /u,, then
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this, in fact, defines the dependence of the roughness parameter of the sea
surface on the stage of development of wind waves. A. Yu. Benilov was the
first to pay attention to this fact (personal communication). The results of
gradient measurements of the mean wind velocity presented by him demon-
strate that the dependence of the dimensionless (normalized by u,) wave
component u,, at height 10 m on c¢,/u, in the range of ¢, /u, values from 5
to 90 can be approximated by the polynomial of second degree:

u,/u, = =35+ 1.29(co/u,) "> — 6.9 x 107 %(co/u,,)*.

Consequently, maximum negative values of u,/u, and, hence, maximum
values of the roughness parameter z, conform to the initial stages of
development of wind waves (cq/u, < 30). At c,/u, ~ 30-40, that is, for
developed waves, the function u,,/u, is close to zero and the sea surface
resembles a smooth wall in its hydrodynamic properties (z, = z,,). In the
regime of attenuation of the swell when ¢, /u,, > 30-40, values u,,/u, become
positive. From the viewpoint of the hydrodynamic classification of underlying
surfaces, this is equivalent to the fact that in the regime of attenuation of the
swell the sea surface turns out to be smoother than the immovable smooth
wall.

Thus the process of development of wind waves is accompanied by
significant reorganization of the regime of hydrodynamic resistance of the sea
surface. In addition the most distinctive changes occur in the early stages of
development of wind waves (at cq/u, < 10-20). This is the first important
distinction of the marine surface atmospheric layer from the surface atmos-
pheric layer over an immovable surface. Another distinction is the existence
of an additional momentum flux near the air-water interface that is generated
by wave disturbances of velocity and pressure. In the stationary case, as
follows from the condition of constancy with the height of the friction
stress, the appearance of the wave momentum flux has to be accompanied by
vertical redistribution of the turbulent momentum flux. Accordingly, the
vertical gradients of the mean wind velocity have to change as well: they
decrease as compared with those predicted by the logarithmic law in the
regime of wave generation, and increase in the regime of attenuation of the
swell. But because the thickness of the wave sublayer at all possible values
of ¢o/u, does not exceed 10 m (it equals approximately 0.14,, where 4, is the
wavelength corresponding to a maximum in the wave spectrum), then at
heights z = 10 m the interpretation of gradient measurements of mean wind
velocity in terms of u, and z, remains justified.

There is an alternative to the method mentioned above describing the
logarithmic profile of the mean wind velocity over a smooth surface. In the
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alternative version the mean velocity u of a smooth flow at a certain fixed
height z coincides with the observed one at the same height, that is,

Uer . 20
uT—‘*—ln—

K Zoy

’ uT(Za) = U(Za), (348)

and the friction velocity does not coincide (u,r # u, ). In taking into account
that within the limits of the logarithmic boundary layer the square of the
friction velocity is proportional to the momentum flux towards the underlying
surface, such a description makes it possible to compare momentum fluxes
towards the sea surface and the smooth wall.

Indeed, we define the resistance coefficients of the sea surface (C, = uZ/u?)
and of the smooth wall (C2; = u2;/u?) and find an expression for their relative
deviation 6C,/C, = (C, — C,7)/C,. This expression connecting 6C,/C, with
the relative difference of momentum fluxes at the sea surface and smooth wall
has the form

5C,/Cy = (1 — uZg/ul). (3.4.9)

It is evident now that in the presence of swell when 6C,/C, < 0 and, hence,
when ulr/u > 1, the wind obtains an additional momentum from waves. On
the other hand, for developing waves when 6C,/C, > 0 and u21/uZ < 1 the
momentum is transmitted from wind to waves (this determines the differences
of the sea surface from a smooth wall). Finally, in the intermediate case, when
the sea surface is close to the hydrodynamically smooth wall (6C,/C, = 0),
waves can be considered as developed and, therefore, weakly interacting with
the wind. In this case the complete momentum flux to the sea surface is spent
not on developing waves but, rather, on forming a drift current by means of
tangential stress and wave breakdown.

In conclusion, we list five of the most popular methods used to estimate
the roughness parameter z,, of the sea surface. The first is based on the Rossby
assumption about the proportionality of z, and the average wave height. The
latter, in the regime of developed waves, is a function of the friction velocity
u, and gravity g. Taking both these circumstances into account and using
dimensional considerations we obtain the well-known Charnock formula
zo = mul /g, where m is a numerical constant varying, according to different
authors, from 0.011 to 0.08.

Such a significant spread in the values of m indicates that the roughness
parameter should depend not only on the wave height but on some other
wave characteristic, say the wavelength. In this case, as was postulated
by Hsu (1974), the Charnock formula can be rewritten in the form z, =
my(H,/Lo)(uZ/g), where H, and L, are the height and length of energetically
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significant waves with maximum frequency w, in the wind wave spectrum;
m, is another numerical constant close to 1.0. We note that the combination
H,/L, is nothing but the wave steepness, and that in deep water the phase
velocity ¢, and wavelength L, are connected by the relation ¢, ~ (gL, /2m)'/%.
Substitution of this relation into the expression mentioned above yields z, =
(my/2m)Hy(co/u, )~ 2. Under conditions of developed waves when ¢, /u, ~ 30
the Hsu formula reduces to the form z, ~ H,, implying that the roughness
parameter is proportional to the height of energetically significant waves.

If, following Kitaigorodskii (1970), we replace H, by the root-mean-square
wave height o,, defined by the equality o, = (2 [ S(w) dw)'/?, where S(w) is
the spectral density (w is the frequency of the waves), and take into account
the mobility of the wave spectral components moving in deep water with
phase velocities ¢ = g/w, then the condition of proportionality of z, and o,
takes the form

Zo ~ <Jm S(w) exp(—2Kg/wu,,) dco)l/z.

0

We approximate S(w) in the form

S(w) _ {ﬁgzw_

0 at @ < g,

> at w > o,

(3.4.10)

and thus ignore the contribution of low-frequency waves with w < w, to ¢,
and z,. Here, f is a universal constant varying, according to different authors,
from 0.4 x 1072 to 1.0 x 1072, After substitution of (3.4.10) into the expression
for z, and using the relation w, = (8/2)*(g/v,)'/* connecting w, and o,, we
obtain

a, at co/u, < 1,

Zo ~ {0, exXp(—Kco/uy) atcy/u, =~ O(1), (3411

GBV k™ 2ul g at co/u, » 1,

from which it can be seen that in the initial stage of wave development (at
Co/uy < 1), when the flow above the waves is similar to the flow above the
immovable roughness elements, the parameter z, is proportional to the
root-mean-square wave height ¢,. In the second stage, complying with
developing waves (at ¢, /u, =~ O(1)), z, turns out to depend both on root-
mean-square height ¢, and on age ¢,/u,. Finally, at the stage of developed
waves (at co/u, > 1) the roughness parameter z, ceases to depend on wave
age co/u, and is determined only by u, and g, as in the Charnock
formula.

To confirm the ambiguous dependence of z, on c¢,/u, at the stage of
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developing waves we picture the dimensionless roughness parameter gz, /uZ
in the form

QZo/ui = flco/uy)- (34.12)

We take into account the dispersion relation ¢, = g/w, and approximate
the right-hand side of Equation (3.4.12) by the power dependence f(co/u,) ~
(wouy/g)’. Then, from (3.4.12), at y =0 we have the Charnock formula
gzo/us = m; at b= —1 we have the Toba and Koga formula zow,/u, = n,
here n = 0.025 is a numerical constant. Verification of these formulae by data
from field and laboratory measurements have shown (see Toba, 1991) that
on the phase plane (gz,/uZ, wqu, /g) experimental dots are grouped within the
triangle formed by lines gz, /ul = m, gz, /uz = n(wqu, /g)~* and weu, /g = 0.05.
The latter conforms to the boundary value of the wave age w,u, /g separating
the regime of mixed waves (wind waves and swell) from the regime of
developing waves. In other words, experimental data demonstrate that at the
stage of developing waves the dimensionless roughness parameter gz,/uZ is
determined not only by the wave age wyu,/g but also by the fetch, for
example. As a palliative aimed at practical use, Toba (1991) proposed the
approximation formula gz, /uZ = 0.020(wu, /g)~'* occupying, on the phase
plane (gzo/uZ, wou,/g), an intermediate position between the Charnock
formula and the Toba and Koga formula.

The fourth method basically reduces to a combination of the Hsu and
Kitaigorodskii approaches. The expression for the roughness parameter has
the form zy ~ (co/uy) 2[[§ S(w) exp(—2kg/wu, ) dw]'/?, where the pro-
portionality factor equals 2.80, in accordance with Geernaert et al. (1986). As
shown in the same work, the proportionality constant in (3.4.11) is equal to
0.028.

The fifth method, proposed by Donelan (1982), is conceptually close to
that proposed by Kitaigorodskii. But the low-frequency components of wind
waves are not excluded and are considered as new roughness elements
characterized by their own roughness parameters. The latter for low-
frequency and high-frequency spectral ranges is given, respectively, in the
form zy; = m,-(f3° S(w) dw)''?, zo, = my* ([, S(w,) dw)*/?, where m, is a
numerical constant equal to 0.0125. Thus it is suggested that all spectral
components of wind waves are fixed. This restriction is weakened in the
following manner. Resistance coefficients for low- and high-frequency spectral
ranges are calculated with the help of known values of z, and zgq.
Then the first mentioned coefficient is multiplied by

lugo — ¢;/cos @l(uyo — ¢;/cos (P)’(“l—o2 cos @),

the second one by (u;, — ¢;A%u$), that is, it is assumed that low-frequency
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waves are propagated at an angle ¢ to the wind, and high-frequency waves
are propagated along the wind. Phase velocities of low-frequency (¢;) and
high-frequency (c,) waves are found by the empirical formulae ¢, = 0.83¢,
and ¢, = 0.415¢,. The wind velocity u,, at a height of 10 m is assumed to
be preset. It is clear that a number of assumptions forming the basis of this
and other methods of evaluation of the roughness parameter, and particularly
the assumption of additive presentation of the roughness parameter that is
intended to account for contributions of different spectral intervals into
the formation of the resulting resistance, stand in need of an additional
substantiation.

3.5 Wind—wave interaction

As is well-known, the turbulent velocity fluctuations in the near-surface layer
of water are less than the wave disturbances, complying with the energy-
carrying components of the wave spectrum. Because of this, it is considered
that waves are potential and that their generation is due not to the tangential
wind stress but, rather, to the force of normal pressure. On the other hand,
motions in the near-surface air layer are turbulent in character and wave
disturbances of velocity are quite obvious. These disturbances transform
the vertical structure of the surface atmospheric layer, and, therefore, the
momentum and energy transfer to waves. Thus, if the problem of simulating
the evolution of the wind in the surface atmospheric layer or of waves in the
upper layer of the ocean is posed, then its solution can be obtained only
within the framework of a coupled wind—wave interaction model.

We consider one such model proposed by Benilov et al. (1978). Assume
that wind and wave fields are horizontally homogeneous and non-stationary
and that some more simplifying assumptions are fulfilled, namely: (i) the
upper ocean layer disturbed by waves can be contracted into to a plane, that
is, its effect can be taken into account by assigning proper boundary con-
ditions at the air—water interface; (ii) breakdown of waves generating the con-
version of momentum and energy of waves into the momentum and energy of
the drift current, and into the energy of small-scale turbulence in water is
absent; (iii) wind momentum and energy fluxes supporting the drift current are
also absent; (iv) in the surface atmospheric layer one can select the logarithmic
layer and an underlying layer between the roughness level and the free ocean
surface, within the limits of which the mean wind velocity and viscous stress
are equal to zero; (v) because of non-commensurability of vertical scales of
the above-mentioned layers the contribution of the latter to the integral (over
the entire surface atmospheric layer) turbulent energy dissipation is negligible.
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Let us write down the evolution equations for the momentum:

0 0
Ao (3.5.1)
ot Ozp
for the kinetic energy of mean motion
2
qw_,9r (3.5.2)
ot 2 oz p

and for the turbulent energy

b _0q, Tou_¢ (3.5.3)
o oOzp pdz p
in the surface atmospheric layer. Here b is the kinetic energy of turbulent
fluctuations of velocity normalized to the air density (p); ¢ and g are the
dissipation rate and diffusion flux, respectively, of the turbulent energy; other
symbols are the same.

Momentum and turbulent energy fluxes at the air-water interface which,
according to the problem conditions, are spent only on wave generation, can
be determined from the evolution equations for the momentum .#, and
energy E, of the wave field. On the basis of assumptions (i)-(iv) these
equations take the form

oMy %
ot ot

; =—q atz=0. (3.5.4a,b)
These are used as the dynamic boundary conditions at the air—water interface.
One more condition at this surface is the continuity of the mean velocity in
the absence of drift current. It is written in the form

u=0 atz=0. (3.5.5)

The following conditions are given at the upper boundary h of the surface
atmospheric layer:

u = u, = const, 7,9, b=0 atz=h. (3.5.6)

The first means choosing a fixed mean wind velocity, the others refer to
vanishing of turbulent fluxes of momentum and energy, and also of the
turbulent energy itself. We note the approximate character of the last three
conditions: they assume that interaction between the surface layer and the
upper layers of the atmosphere is lacking.

We turn to the derivation of integral relations for the surface atmospheric
layer, not specifying concrete initial conditions for the moment. For this
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purpose we integrate (3.5.1)-(3.5.3) over z from O through h and take
advantage of conditions (3.5.4)—(3.5.6). As a result we obtain

h
2 J wdz = u, O Ol (3.5.7)
ot Jo ot ot
h 2 2 h
o [y, _uih _J Ty, (3.58)
ot Jo 2 2 ot o P 0z
h h h
L J Touy, _OEulp _ J ¢ dz, (3.5.9)
otJo o POz ot 0P

where the terms on the left-hand side describe the rate of change in the integral
(within the limits of the surface atmospheric layer) momentum, kinetic
energy of mean motion and kinetic energy of fluctuating motion; the first
terms on the right-hand sides of (3.5.7) and (3.5.8) are changes in momentum
and kinetic energy of mean motion due to variations in thickness of the surface
layer; the second terms on the right-hand sides of (3.5.7) and (3.5.9) are
changes in the momentum and kinetic energy of fluctuating motion due to
their transport to waves; the second term on the right-hand side in (3.5.8)
and the first term on the right-hand side in (3.5.9) are mutual conversions of
the kinetic energy of mean and fluctuating motions; and, finally, the third
term on the right-hand side in (3.5.9) is the integral (within the limits of the
surface atmospheric layer) turbulent energy dissipation.

Let us now recall that the lifetime of turbulent formations in the surface
atmospheric layer is much less than the relaxation time of the surface
atmospheric layer (which allows us to ignore the term on the left-hand side
of Equation (3.5.9)), and take into account the constancy of u, in time. Then,
based on (3.5.7)—(3.5.9) we obtain

h
% U (u, — u) dz — %} _o, (3.5.10)
0
h h
%B J W2 — u?) dz — Eﬂ} - J ¢ dz. (3.5.11)
0 p opP

Next, according to assumptions (iv) and (v) the integral (within the limits
of the surface atmospheric layer) turbulent energy dissipation may be replaced
by the integral dissipation within the limits of the logarithmic layer. But
in the logarithmic layer the local turbulent energy dissipation ¢/p is deter-
mined only by the friction velocity u, and the height z, so from dimensional
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considerations ¢/p ~ uJ/z, and, therefore,

j “dz ~J Y 4, (3.5.12)

or, if we use the logarithmic distribution of the mean velocity in the layer
(ZOa h)a

h

j © dz ~ yupul, (3.5.13)

o P

where y is a non-dimensional numerical factor representing the product of

the von Karman constant and the proportionality constant from (3.5.12).
We also take into account that uZ = t/p with t/p = d(.#,,/p)/dt (see 3.5.4)).

Because of this, after substitution of (3.5.13) into (3.5.11) we finally obtain

1 h
d [ J w2 —u?)dz — Ev_ YU, %} =0. (3.5.14)
dt] 2 p P
The system (3.5.10) and (3.5.14), together with initial conditions
u=u, W, E,=0 att=0, (3.5.15)

has the two first integrals: the law of conservation of momentum,
h
0 J u,—uwdz=.4, (3.5.16)
0

and the law of conservation of energy
h
ip J (up —u?)dz = E,, + yu, M, (3.5.17)
0

The system (3.5.16) and (3.5.17) is not closed. To close it according to
assumption (iv) we assume that

u—*lni atzo <z < h,t>0,
K Zzg
= 3.5.18
“ 0 at0<z<z4, >0, ( )

and then we take advantage of the momentum and energy definitions

M, = p,, J wS(w) dw, (3.5.19)

0

E, = 040} = pug f S(w) do, (3.5.20)
0
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and of the Phillips expression for the frequency spectrum S(w) of wind waves

Bg*w™® at w > w,,

S(w) = { (3.5.21)

0 at w < w,,
where, as before, w is the wave frequency; w, is the frequency of the spectral
maximum,; ¢, is the root-mean-square wave height; p,, is density of sea water
and f is a numerical universal constant.

Substitution of (3.5.21) into (3.5.19) and (3.5.20) yields

M, = p, 1 3, (3.5.22)
3g

E,=p, B cd, (3.5.23)
4g

where ¢, = g/w, is the phase velocity complying with the frequency of the
maximum in the wind wave spectrum.

Now system (3.5.4a), (3.5.16)—(3.5.18), (3.5.22) and (3.5.23) is closed: it
includes only one differential equation (3.5.4a) and five diagnostic relationships
to determine six unknown functions: .4, E,,, u,, z, ¢, and h. We find what
can be obtained from the system without recourse to integration over time.
Keeping this in mind we select any one of the six unknowns (say, u, ) as an
independent variable and find the remaining ones as functions of that. But
first we introduce the definition

c=1 J ' W2 — u?) dz / Jh (u, — u) dz, (3.5.24)
2 Jo 0

describing the ratio between energy and momentum losses in the surface
atmospheric layer, and rewrite (3.5.17) as

CH,=E,+ yu,H,,

E, = u,,e/%w<g - y>.
Uy,

In combination with (3.5.22) and (3.5.23) this equality gives
o _ f(£ _ y). (3.5.25)

u, 3\u,

from whence

Substituting (3.5.18) into (3.5.16) and taking into account (3.5.22) we obtain
3 -¢
gz _ P b (CO> e " (3.5.26)

w2 p3\uy) 1—e¢
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where ¢ = ku,/u, is a dimensionless parameter connected to the resistance
coefficient C, by the relationship ¢ = xC, /2.
Considering that gz, /uf = (gh/u})(zo/h), and (h/z,) = €° (see (3.5.18)) we

obtain
3
ah _pw P <C_0> - (3.5.27)
uh p 3 uh 1 — ¢
Finally, in accordance with (3.5.20), (3.5.22) and (3.5.23),
gﬂw/pw B Co 3
T = <— , (3.5.28)
u;, 3 \u,
ng/pw ﬁ Co 4
T = <— , (3.5.29)
uy 4 \y,
go ﬁ1/2 e \2
=2 (3.5.30)
uj, 3 \y,

We only have to find the function C appearing in (3.5.25). To do
this we substitute (3.5.18) into (3.5.24), as a result of which we obtain

C o l—e 9t (3.5.31)

Uy

It follows from (3.5.31) that the function C/u, is limited at all values of its
argument ¢ in the range [0, co] and obeys the inequality 0.5 < C/u, < 1.0,
where the lower limit (C/u, = 0.5) complies with ¢ = 0; the upper limit
(C/u, = 1.0) complies with £ = 1. From this and from conditions of positive-
ness of z,, h and ¢, follows boundedness of y: under variations of ¢ in
the range [{,, 0] the constant y obeys the inequality 0 <y < (C/up)e—¢,,
where &, > 0 describes an initial momentum flux to waves. The equality
7 = (C/uy); = ¢, meets physically realized situations, and in (3.5.25)—(3.5.28) it
provides a continuous transfer to initial values of ¢, zo, h and o, at t = 0.
Thus, £, is a solution of the algebraic equation (C/uy):, = 7.

Formulae (3.5.25)—(3.5.31) allow us to find all the basic parameters of the
surface atmospheric layer as functions of cy/u,. For real values of the
resistance coefficient (C, ~ 1073, ¢ ~ 10) the component e~ ¢ in (3.5.26),
(3.5.27) and (3.5.31) is much less than one. If it is ignored, then it follows
from (3.5.25)—(3.5.31) that changes in c,/u, make up no more than 309, of
maximum value, and that for developing waves (¢ = o0) the relation ¢, /u,
approaches its limiting value

4/3 aty=0,
c_0=%(1—'y)= 1 at y = 0.25,
u
" 2/3 aty=0.5,



Wind—wave interaction 129

inherent in maximum possible waves at fixed wind velocity. Based on (3.5.25)
and (3.5.30) we have for such waves

q 9x 1072 aty=0,
&zig@u_y): 5x107% aty =025,

uj
2x1072 aty=0.5.

At the same time, according to observational data for the conditions of
developed waves (see Benilov et al. (1978)), ¢o/u, =~ 1.14 and go,/u; ~
52 x 1072 As can be seen, at y = 0.25 the theoretical and experimental
estimates are in agreement with each other. The same can be said about the
roughness parameter of the sea surface (Figure 3.3).

Calculated, by Equation (3.5.27), values of gh/u} demonstrate that at
Co/uy ~ 10,u, = 10 m/s and y = 0.25, the thickness of the surface atmospheric
layer becomes roughly equal to 50 m, and at ¢q/u, ~ 30 (developed waves),

107203l

1072 =
107°
107

1075,

920/ 'll:,

Figure 3.3 Dependence of the non-dimensional sea surface roughness gzo/uz on
Co/u,, according to Benilov et al. (1978). Various symbols show the estimates of
different authors.
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other things being equal, it is 200 m. Thus it turns out that in the process of
wind wave development accompanied by momentum and energy transfer to
waves the surface atmospheric layer is rebuilt up to heights of the order of
hundreds of metres.

In conclusion, we adduce an asymptotic solution describing the evolution
of wave parameters at large t. Previously, with the relationships (3.5.22),
(3.5.25) and (3.5.31) and definitions 7 and &, we reduce Equation (3.5.4a) to

the form
2 2
d <C_0> _rryg 5—2<%> . (3.5.32)
dr \u, Pw B uy Co
At large ¢t (in other words, at large &) the expression for (c,/u,) takes the
form
4
o —(1 —y J). (3.533)
u, 3 4

Its substitution into (3.5.32) and elimination of the small terms on the
right-hand side yield

4d¢ 9 p x? -

ce = PRIy

3dt 16 p, B u,
whence, after the introduction of non-dimensional time ¢’ connected to t by
the relation ¢ = (64/27)(p,./p)(B/x*)(u,/g)t’, we obtain

d¢

5 =(1-y~2 (3.5.349)

The solution of this equation at ¢’ > ¢} (¢ > £,) has the form
E=¢+ (1 —p72 — ), (3.5.35)

where &; = & -

Knowing ¢ it is easy to find the dependencies of wave characteristics on
time. These dependencies, in accordance with (3.5.30) and (3.5.33), are written
to within small terms as follows:

Co_aq _ y)[l __ 4= ] (3.5.36)

“n (1 — ) + (¢ — 1)
99, _8J(B) | _ 2[ ~ 21 — ) }

u;f - 9 (1 ) (1 _ '}))251 + (t, _ t,l) s (3537)
P il (3.5.38)

w, (1= +@ —1)
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We pay attention to the decrease in u, /u, and the increase in ¢,/u, and
go,/ui over time. The last circumstance is obvious, but the first needs
comment.

We have discussed above the limiting situation when the momentum and
energy fluxes coming from the atmosphere are completely spent on wave
generation (wave breakdown and drift current formation do not occur). In
reality, everything is much more complicated. Momentum and energy of the
wind are transferred simultaneously to waves and the drift current, and in
doing so the momentum and energy transferred to waves is only partly spent
on their development: at wave breakdown a part of the wave momentum is
transformed into the momentum of the drift current, and a part of the wave
energy into the energy of small-scale turbulence in the surface ocean layer.
A solution of the wind—wave interaction problem, as applied to this more
realistic situation, was obtained by Benilov (personal communication). As a
result it was possible to clarify that establishing the dynamic equilibrium
between waves and wind at the stage of wave breakdown occurs much more
slowly than at the wave growth stage, and that at the intermediate stage when
wave phase velocities are still increasing but wave breakdown already comes
to manifest itself, the wave momentum and energy fluxes turn out to be much
lower than the momentum and energy fluxes caused by wave breakdown.
This conclusion is confirmed by the estimate presented by Kitaigorodskii
(1970), according to which the wave momentum flux is of the order of 109
of the total momentum flux, while its remaining part is redistributed by some
(still not established) means between two other components controlling the
processes of wave breakdown and drift current maintenance.

3.6 Vertical distribution of the temperature and passive admixture over an
immovable surface

In a similar way, as was demonstrated in Section 3.1, it can be shown thatin a
near-wall layer the condition of approximate constancy of the vertical flux F
of any passive admixture has to be fulfilled, that is,

F(2) = pc'w' — px%ﬁ & const, (3.6.1)
z

where ¢ is the mean concentration of the passive admixture, ¢’ is the departure
from its mean value, y is the molecular diffusion coefficient; other symbols
are the same.

From general considerations, it is clear that the profile of ¢ should depend
on the admixture transfer intensity for which the flux F serves as its measure,
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on statistical characteristics of the velocity field determined by parameters u,
and v, and on the molecular diffusion coefficient y. Then, on the basis of the
n-theorem of dimensional analysis

¢—cy=TolP fc<2“~*, SC>, (3.6.2)

K, v

where f(zu, /v, Sc) is a new non-dimensional universal function satisfying the
condition f,(0, Sc) = 0; Sc = v/x is the molecular Schmidt number; subscript
0 indicates belonging to the underlying surface (z = 0); the von Karman
constant k is included in the multiplier before the function f (zu, /v, c.) for
convenience.

Let us consider the case of a smooth surface and z « v/u,. At values of
the number Sc not very different from one the condition z « v/u, provides
the existence not only of the viscous sublayer but of a molecular diffusion
sublayer. In the latter, on the basis of (3.6.1),

F,
c—co= kip, (3.6.3)

X
or (compare to (3.6.2) and (3.6.3)) f.(zu, /v, Sc) = k(zu,/v)Sc and the thickness
. of the molecular diffusion sublayer should be connected with the determining
parameters by the relation 6, = Y(Sc)v/u,,.
In the other limiting case, where z >» v/u, and, other things being equal,
the vertical gradient of the admixture concentration should be a function of
Fy/p, u, and z only, then from dimensional considerations

F,
de_ Folb (3.6.4)
dz  axu,z
and hence,
e Rl fc<zu_*,gc> e 369)
aKU,, v o v

where « is a numerical constant of order unity; C is the constant of integration
defined by the condition of equal concentrations joining at the boundary with
the underlying layer and thereby depending on the concentration change in
the thin near-wall layer; C, = (F,/pku,) 'C — o™ ' Inu,/v.

To estimate the constant C, several methods have been proposed. The
simplest of these is to use the Reynolds hypothesis (or, as it is often called,
the Reynolds analogy) about the identity of mechanisms of the momentum
and admixture transfer in a layer of approximate constancy of fluxes. This is
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equivalent to assigning the relation

Fo/p ___1p
(y —u)e, —¢y)  (up— “1)2,

where u,, u, and ¢,, ¢, are values of the mean velocity and admixture
concentration at two fixed heights.

Comparing (3.6.3) to (3.2.8), and (3.6.5)—(3.2.12), we see that the relation
mentioned above is fulfilled only at Sc = 1, « = 1 in the entire boundary layer
including the viscous-buffer layer. In other words, its introduction is equivalent
to discounting changes in admixture diffusion affected by the molecular
Schmidt number. The latter amounts to 0.62 for water vapour.

Turning to discuss admixture diffusion near a rough wall, we note that the
Reynolds analogy in this case is not fulfilled in general because the momentum
exchange does not now depend on viscosity, and the diffusion continues to
be controlled by molecular transfer. In such a situation there is nothing to
be done but to present an expression for the profile of the admixture
concentration in the form

F,
0P 1y Z (3.6.6)

o KUy,  Zg

c—cCo=0Cco+

where o« is inversely proportional to the turbulent Schmidt number (see
below), and then to use empirical data (say, data from laboratory experi-
ments) to determine the parameter dc, meaning a near-surface concen-
tration jump. Based on dimensional considerations it was shown by Yaglom
and Kader (1974) that, for temperature, the numerical parameter 60,/T,
(here, T, = —H/pc,ku, is the temperature scale) is a function of the
surface Reynolds number Re, and is associated with it by the relation
80,/T, = 0.18Re)>.

But because the discussion has turned to temperature, it is worth remem-
bering that its identification with a passive admixture, strictly speaking, has
no justification due to the appearance in heated liquids of additional
buoyancy forces and the dependence of molecular viscosity and thermal
conductivity on temperature.

3.7 Coefficients of resistance, heat exchange and evaporation for the sea surface

We have already mentioned the sea surface resistance coefficient several
times. And now it is time to explain its meaning, and that of the heat exchange
and evaporation coefficients related to it. We give the names resistance co-
efficient, heat exchange coefficient (Stanton number), and evaporation coefficient
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(Dalton number) to non-dimensional integral characteristics of momentum,
heat and moisture exchange defined, respectively, as

Co=—» = , = (3.7.1)
u? " u(d — 0,) *7 u(g ~ qo)

Here 6, and g, are temperature and air specific humidity at the underlying
surface; u, 0 and g are the mean wind velocity, temperature and specific
humidity at a fixed height z.

According to these definitions and Equations (3.4.1) and (3.6.5) describing
the vertical distributions of the mean wind velocity and an arbitrary passive
admixture in the logarithmic boundary layer, the expressions for C,, Cy and
C, can be presented in the form

K2 «dC,
S S Co = 1/2(,,0 ’
In*(z/z,) (1 + Cu/*(o9/x)(680/T,,)) (372)
2JC, o
¢ = 1/2,.,0 ’
(1 + C,5 (g /x)(0q0/44))
where g, = —E/pxu, is the specific humidity scale; «f and o) are inverse

values of the turbulent Prandtl number (k,/k) and of the Schmidt number
(ky/k); k, kq and k, are coefficients of turbulent viscosity, thermal conductivity
and diffusion; other designations are the same.

We emphasize once more that Equations (3.7.2) are valid only in the
logarithmic boundary layer within the limits of which the effect of molecular
exchange on the vertical transfer of the momentum, heat and moisture can
be neglected. Considering this and also the fact that for air the molecular
Prandtl number (ratio between coefficients of molecular viscosity and thermal
conductivity) and molecular Schmidt number (ratio between coefficients of
molecular viscosity and diffusion) are close to 1, it may be assumed that the
coefficients a, and «, depend only on the stratification of the surface
atmospheric layer. Experimental data systematized by Busch (1977) demon-
strate an increase in the coefficient a, from 1 for neutral stratification,
through 3.5 for unstable stratification. This fact is interesting in itself but
for us it is important that under conditions of a weakly stratified liquid the
coefficients «, and o, do not differ very much from 1 and, hence, in the
logarithmic boundary layer the coefficients of turbulent viscosity, thermal
conductivity and diffusion are equal. But if this is the case then in all cases for
hydrodynamically smooth surfaces (66, = dq, = 0) on the basis of (3.7.2), we
obtain C, = C, = C,. Equality of the coefficients of resistance, heat transfer
and evaporation is a direct result of the Reynolds analogy.
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In a preceding section we have already noted that extension of the Reynolds
analogy to the case of a hydrodynamically rough surface has no justification
because of the influence of molecular transfer in the immediate vicinity of the
underlying surface. Therefore, until we have reliable information about the
dependence of ag, o), 60, and dq, on the determining parameters, one has to
be satisfied with different suggestions of the Reynolds analogy kind or with
simply rejecting the use of Equations (3.7.2) for C, and C, and restricting
ourselves to experimental estimates of these coefficients. Each of the alternative
variants has its own advantages and disadvantages, but the second, because
of the absence of an exact analogy between the immovable rough wall and
the wave-covered sea surface, is considered to be preferable. We use what can
be obtained from analysis of experimental data.

Experimental estimates of the coefficients of resistance, heat exchange and
evaporation are presented in Table 3.1. The analysis attests to the fact that
available estimates differ quite perceptibly from each other. There are several
causes, mainly the adoption of different (eddy correlation, dissipation and
gradient, see below) methods of determining eddy fluxes of momentum, heat
and moisture; different periods of averaging (sample lengths); and different
frequency responses of measuring equipment. One more source of uncertainty
is errors in measuring sea surface temperature, which is sometimes identified
with the temperature of a certain finite water volume, or with the temperature
of the upper mixed layer. And, certainly, one should not neglect the influence
of waves and appropriate changes in the hydrodynamic properties of the
ocean surface, and the effects of stratification of the surface atmospheric layer.

To illustrate the role of stratification let us direct our attention to the
similarity theory, developed by Monin and Obukhov (1954), for a thermally
stratified medium.

3.8 The Monin—Obukhov similarity theory

The vertical structure of a thermally stratified surface atmospheric layer is
determined by the tangential wind stress 7, heat flux H, density p, molecular
viscosity v and thermal conductivity x, air heat capacity c,, buoyancy
parameter ff = g/T;,, and also by one or other parameter describing the
geometrical properties of the underlying surface. The creation of the similarity
theory is based on the following hypothesis (see Monin and Yaglom, 1965):
in the domain of developed turbulence for every interval of the spectrum,
excluding the dissipation interval, the turbulent regime does not depend on
molecular constants, and at heights much larger than the mean size of the
underlying surface undulations, properties of the surface do not affect the
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Table 3.1. Coefficients of resistance, heat exchange, and evaporation according to different authors

Range of change
of wind velocity

Author (m/s) C, 1073 C, 1073 C, 1073
Sheppard (1958) from 1 to 20 0.80 + 0.114u,, - -
Deacon and Webb (1962) - 1.10 + 0.04u,, - -
Deacon and Webb (1962) <14 1.10 4+ 0.07uy, - -
Zubkovskii and Kravchenko (1967) - 0.72 4+ 0.12u 4, - -
Weller and Burling (1967) from 4 to 16 1.31 £ 0.36 - -
Smith (1967) from 4 to 16 1.03 +0.18 N -
Makova (1968) <15 0.13u,, - -
>15 —13.1 4+ uy - -
Hasse (1968) from 4 to 16 121 +0.24 - -
Wu (1969) <1 1.25u; 02 - -
from 1 to 15 0.5u%5 - -
>15 2.6 - -
Kurnetsov (1970) <104 1.72 — 0.098u,, - -
>104 1.00 + 1.26 (uyq — 11)1/2 - -
Smith (1970) from 4 to 16 1.35 + 0.34 - -
Miyake et al. (1970) from 4 to 16 1.09 £+ 0.17 - -
Hicks and Dyer (1970) from 2 to 10 1.10 £+ 0.10 - 1.40 £+ 0.30
Pond et al. (1971) from 4 to 7.5 1.44 + 040 1.20 + 0.25 -
Sheppard et al. (1972) from 3 to 16 0.36 + 0.10u,, - -
Denman and Miyake (1973) from 4 to 18 1.29 + 0.03u,, - -
Kitaigorodskii et al. (1973) from 1 to 22 1.2Red 13 Re§:1! Red1!
Pond et al. (1974) from 2 to 8 1.49 + 0.28 1.36 + 0.40 -
from 2.5to 8 1.48 +0.21 141 +0.18 147 + 0.64
Wieringa (1974) from 5 to 15 0.86 + 0.058u,, - -
Dunckel et al. (1974) from 4.5 to 11 1.56 1.28 1.46
Smith (1974) from 3 to 10 1.20 1.20 + 0.30 1.30 + 0.50
Smith and Banke (1975) from 7 to 21 0.63 + 0.066u,, - -
Kondo (1975) from 2 to 8 0.87 + 0.067u, 1.08 + 0.03 1.08 + 0.03 (10 — 2)
from 8 to 25 1.2+ 0.025u,, - -
>25 0.073u, - -
Tsukamoto et al. (1975) from 3 to 13 1.32 1.28 1.40
Garratt and Hyson (1975) from 4 to 16 - 12 1.6
Emmanuel (1975) from 2.7 to 8 1.15+0.20 1.34 £ 0.30 1.10 + 0.30
Kriigermeyer (1976) from 2.5 to 11 1.34(1 — 0.3315) 1.42(1 — 0.455S) 1.20(1 — 0.394S)
Friehe and Schmitt (1976) from 2 to 21 - 1.32 + 0.007 1.32 £ 007
Kriigermeyer et al. (1978) from 3 to 8 1.30 - -
Hasse et al. (1978) from 1 to 12 1.25 1.34 1.15
Wu (1980) from 1 to 21 0.80 + 0.063 - -
Smith (1980) from 6 to 22 0.61 + 0.063u,, - -
Donelan (1982) from 4 to 17 0.37 + 0.137u,, - -
Launiainen (1983) from 1 to 21 0.80 + 0.065u,, - 0.82 + 0.041u,,
Geernaert et al. (1986) from 5 to 21 0.43 + 0.097u, - -

Note: dashes point to unavailable information; Re = u, z/v is the roughness Reynolds number; S = 3.55(T;, — Tp)/uj, is the
dimensionless stratification parameter (an analogue of the Richardson number); T, and u,, are the temperature and wind
velocity (in m/s) at a height of 10 m; T, is the sea surface temperature.
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vertical changes in statistical characteristics of the hydrodynamic fields directly.
The number of determining parameters can be reduced by two when it is
considered that the mean velocity and temperature do not include mass
dimensions and, hence, p and ¢, have to be incorporated only into combi-
nations t/p and H/pc,. Thus, the mean velocity and temperature vertical
distributions should be determined by the values of parameters t/p, f and
H/pc,, from which the following unique (to within a numerical factor)

combination is formed:

3
Uy

L = VYY)
xp(—H/pc,)

which is called the Monin—Obukhov length scale.

According to the above-mentioned similarity principle, the dimensionless
vertical gradients of the mean velocity u and potential temperature 6 should
serve as universal functions of the dimensionless relation z/L, that is,

u _ Uy q)u<£>, b _I q>9<i>, (38.1)
0z Kz L 0z z L

where u, = (t/p)"/? and T, = (—H/pc,)/xu, are the friction velocity and
temperature scale; ®,(z/L) and ®,(z/L) are the universal functions of the
argument z/L. The latter represents a criterion of the hydrostatic stability: at
z/L < 0 the stratification is unstable; at z/L > 0 it is stable; and at z/L =0
it is neutral. We note that an increase in the length scale L in z/L is equivalent
to a decrease in the height z, and vice versa. Therefore, at sufficiently small
heights the effect of the stratification does not manifest itself.
Integrating (3.8.1) we arrive at the expressions

Ul oz (2
=E{m% w(J}
)

z/[L 1 __
%ﬁ=J 1= 0,00 4,
0 <

and, also, it is assumed that z/z, < 1, ®, 4(0) = 1.
Let us discuss some asymptotic regimes.

(3.8.2)

where

Neutral stratification. In this case (complying with z/L = 0) the buoyancy
force does not participate in the formation of the vertical distribution of mean
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velocity and potential temperature, and the buoyancy parameter f is
excluded from the number of determining parameters. It is impossible to form
a non-dimensional combination from the remaining parameters u,, H/pc,
and z. As applied to (3.8.1) it means that at z/L = 0 the functions ®,(z/L)
and ®,(z/L) approach 1 asymptotically. Then
ou _ uy 8 T,

. =% 383
0z Kz 0z z ( )

from which, after integration, we obtain usual formulae of the theory of
the logarithmic boundary layer:

u="tm% 9 0,=T,In>. (3.8.4)
Kz Zo

Stratification close to neutral (small values of z/L). We represent the functions
®,(z/L), ®,(z/L) as power series in the vicinity of the point z/L =0
and restrict ourselves to the first two terms of the expansion. As a result we
obtain

D,o(z/L) =1+ B,4z/L. (3.8.5)

Substitution of (3.8.5) into Equations (3.8.1) and their subsequent inte-
gration yields the so-called log-linear law for profiles of the mean velocity
and potential temperature

u=u*<ln—z~+ﬁui>,
K Zo L

V4 V4
0 — 0, = T*<1n— + By Z)’

Zo

(3.8.6)

where it is assumed that z,/z « 1.

The numerical constants f,, f, appearing in Equations (3.8.5) and (3.8.6)
must be positive. Indeed, an enhancement of instability should be accompanied
by an intensification of the turbulent exchange that, in turn, should lead to
a decrease in the vertical gradients of the mean velocity and potential
temperature. Hence, corrections to the logarithmic terms on the right-hand
sides of Equations (3.8.6) have to be negative for unstable stratification
(z/L < 0), and positive for stable stratification (z/L > 0). This is possible when

ﬁu’ BO > 0.

Strongly unstable stratification (large negative values of z/L). We take
advantage of the fact that the condition z/L = — oo conforms to either
unlimited growth of —H/pc, at fixed u, or decrease in u, at fixed —H/pc,.
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It is natural to assume that in this case the friction velocity should be excluded
from the number of parameters determining the vertical structure of the
temperature field, but not the velocity field. This condition is fulfilled if at
z/L = — oo the function ®,(z/L) in (3.8.1) approaches (z/L) ™ !/* asymptotically.
If we assume, in addition, that at z/L = — oo the relation ®,(z/L)/®,(z/L)
approaches some certain finite limit, then on the basis of (3.8.1) we have

a _ -
u="u L3713 — 7513,
K

(3.8.7)
0 — 00 = a, T,z — z5'F%),

where a, and a, are numerical constants.

Strongly stable stratification (large positive values of z/L). We again take
advantage of the fact that large positive values of z/L are equivalent either
to large z at fixed positive L, or to fixed z at small positive L. But the large
positive values of —H/pc, (an abrupt temperature inversion) comply with
small positive L, and under such conditions large eddies degenerate because of
expenditure of energy on work against buoyancy forces. This leads to a
reduction in the exchange between layers, which causes the turbulence to
be local in character. But then the characteristics of the turbulent exchange
and the vertical gradients of the mean velocity and potential temperature
related to them have to cease depending on the vertical coordinate z. This
last condition is equivalent to ®,(z/L) = (z/L), ®4(z/L) = (z/L) at z/L = 0.
In this case from (3.8.1) it follows that

u=

(3.8.8)

where it is assumed as before that z,/z <« 1.

In the general case, in order to estimate the mean velocity and potential
temperature according to Equations (3.8.2) it is necessary to know the
universal functions ,(z/L) and ,(z/L). The first information about them
was obtained by Monin and Obukhov (1954) from measurements of the mean
wind velocity and temperature in the surface atmospheric layer over land.
The results of data handling confirmed the presence of the asymptotic
properties of the function ®,(z/L) predicted by the similarity theory. Later
it was found that these results were in good agreement with estimates of the
function ®,(z/L) from data of covariance measurements.
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Conclusions obtained relating to the thermally stratified medium are easily
generalized in the case of an allowance for humidity stratification. Such
consideration reduces to replacement of the expression for the Monin—
Obukhov length scale with

L = u2/[x*(BT, + 0.61gq,)], (3.8.9)

where g, = (— E/p)/ku, is the specific humidity scale, and to the addition to
(3.8.2) of a similar formula for the vertical profile of the specific humidity g:

q—dqo= q*[ln Zi - m(%)] (3.8.10)

where y,(z/L) is a universal function having the same asymptotic properties
as W (z/L).

We demonstrate that the replacement of the Monin—-Obukhov length scale
by its modified expression (3.8.9) is equivalent to consideration of humidity
stratification. Indeed, the equation of dry air state has the form p = Rp7T,
where p, p and T are pressure, density and temperature; R is the gas constant.
In the presence of water vapour when the air transforms into a gas mixture
the gas constant R = R, /u (here R, is the universal gas constant; u is the
relative molecular weight) becomes a variable: the relative molecular weights
of dry air (¢4) and water vapour (u, ) are equal to 28.9 and 18 respectively.
When considering water vapour as the ideal gas the equation of the moist
air state can be presented in the form

p=R,/WpT =Ry /ua)paT + Ry /1) ps T
from which, with R = R, /u4, it follows that

p=RpT[1 + (pa/p — 1)q] = RpT(1 + 0.61q)

where g = p/(p,, + pq) is the specific humidity; p4 and p,, are the densities of
dry air and water vapour. We take the logarithm of this equation and vary
it, taking into account the fact that the density change depends only on
changes in temperature and humidity but not on pressure (the Boussinesq
approximation). As a result we have p'/p = —T'/T — 0.61q¢'/(1 + 0.61q) ~
—T'/T —0.61q', where p’, T" and q’ are fluctuations of density, temperature
and specific humidity. Hence, the expression for the buoyancy flux (g/p)p'w’
takes the form (g/p)p'w’ = — BT'w' — 0.61gq'w’ = B(— H/pc,) + 0.61g(— E/p).
Its substitution into L instead of B(—H/pc,) and using the definitions of T,
and g, yield (3.8.9).

Turning to (3.8.1) we note (see Busch, 1977) that the overwhelming majority
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of experimental data on the vertical distribution of mean wind velocity,
potential temperature and specific humidity are described very well by the
expressions

(z) {(1 + B,z/L) at z/L > 0,
o lZ)=

\L (1 —y,z/L)” Y4 at z/L < 0,
Dy(z/L) @, (z/L) _ {(1 — Bez/L) at z/L > 0,
De(0)  ®,0) (1 —pez/L)"? atz/L <0,

(3.8.11)

at B, =57, =15, B4=16,7,=9.

We also note that the linear dependence of functions ®@,, ®, and ®, for
the stable atmospheric stratification (z/L > 0) is universally accepted. As for
the form of the function @, for the unstable stratification (z/L < 0), there is
no common opinion on this score. More often, the KEYPS equation (the
abbreviation of the names of five authors — Kazanskii, Ellison, Yamamoto,
Panofsky and Sellers) is used. It has the form (®% — y(z/L)®?) = 1 and follows
from the interpolation formula ky = xu, z(1 — yRf)™V/*, after substitution of
the relations

ky (=u2/(0uf0z) = Kku, z/®,(z/L),
Rf = B(—H/pc,)/ul(0ufoz) = (z/L)/®,(z/L)

connecting the coefficient of vertical turbulent viscosity ky, and the flux
Richardson number Rf with ®,(z/L). The indicated interpolation formula
yields correct results at large (positive and negative) and close to zero values
of z/L. Indeed, at z/L = 0 (that is, under conditions of neutral stratification)
Rf=0 and ky ~ ku,z; at |z/L| > 1 (that is, under conditions of strongly
unstable stratification) —Rf ~ |z/L|*® and ky ~ xu,z|z/L|'?; finally, at
z/L = oo (that is, under conditions of strongly stable stratification) Rf = 1/y
and ky/z = 0. Here and above, y is an empirical constant varying within the
limits from 9 to 18 according to different authors.

Values @,(0) and ®,(0) also serve as the subject of discussion: generally,
they are specified as identical, that is, equivalent to the assumption about the
similarity of heat and moisture transfer. There is also another point of view
according to which the similarity condition is fulfilled not for heat and
moisture transfers, but, rather, for momentum and moisture transfers, that
is, @, is equal to @, rather than to ®@,.

Now with data on the universal functions ®,, ®, and @, it is possible to
obtain expressions specifying the relationships between the coefficients of
resistance, heat exchange and evaporation, on the one hand, and the
parameter z/L describing atmospheric stratification, on the other hand. These
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expressions take the form

K2

Cu = D
[In(z/zo) — ¥u(z/L)]?
_ 0 ¢ n@/zo) = ¥u(@/L)]
q — “6,g%u .
’ [In(z/z¢) — Ye,4(z/L)]

The first equation bears a direct relation to the explanation of the following
interesting circumstance. When averaging estimates of C, by different authors,
it turns out that the resistance coefficient can be considered constant within
the wind velocity range from 4 to 15m/s and equal to (1.3 + 0.3) x 1073,
But when grouping preliminary estimates according to stratification con-
ditions and subsequently averaging them it turns out (see Bjutner, 1978) that
for neutral stratification, or close to neutral stratification, the resistance
coefficient increases from 1.1 x 1073, at a wind velocity of 4 m/s, to 1.8 x 1073
at a wind velocity of 14 m/s. As is well known, the marine surface atmospheric
layer is characterized by unstable stratification, which leads to an increase in
the resistance coefficient; in this case the weaker the wind, the more does the
influence manifest itself. Because of this, neglect of the stratification effect
leads to a decrease in the difference between estimates of C, at low and high
wind velocities, thereby masking changes in the resistance coefficient.

(3.8.12)
Co

3.9 Transformation of the thermal regime of the surface atmospheric layer
in the presence of wind—wave interaction'

The problem in the title of this section is interesting in itself. But there is a
further motive for its solution, i.e. the non-trivial issue, which has not been
properly elucidated as yet, about the variability of heat exchange between
the ocean and the atmosphere during the process of wind wave develop-
ment.

So, let us consider the problem of thermal regime transformation of the
surface atmospheric layer in the presence of wind—wave interaction. As a
basis we use the model of wind—wave interaction presented in Section 3.5.
We assume at the same time that the air temperature beyond the surface
atmospheric layer (7,) and the sea surface temperature (7;) remain constant
in time, and the eddy heat flux at the upper boundary of the surface
atmospheric layer is equal to zero. Then in the absence of radiative sources
and sinks of heat and latent heating due to water vapour phase transitions,

! This section accords with the results of Benilov’s research (personal communication).
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the equation for the integral, within the surface layer, temperature defect
(T — T,) is written in the form

d h
" f (T — T,)dz = Hy/pc,, (3.9.1)
0

where, as before, Hy/pc,, is the heat flux at the water—air interface normalized
to the volume heat capacity of air.

We will assume the temperature difference (7, — T,) to be small, that is,
the stratification of the surface atmospheric layer is close to the neutral one.
In this case to approximate the vertical temperature profile within the height
range from the roughness level z, to the upper boundary h of the surface
atmospheric layer, one can use the logarithmic law

T—T,=06T,+ T,Inzjzy, z<z<h, (3.9.2)

where 07T, is the near surface temperature jump, T, = —(H,/pc,)/xu,, is the
temperature scale.

To avoid unnecessary complications we assume as a first approximation
that the vertical distribution of temperature within the height range from the
water—air interface (z = 0) to the roughness level (z = z,) obeys the linear
relationship

T— T0=215T0, 0<z<z,. (3.9.3)
0

Substitution of (3.9.2) and (3.9.3) into (3.9.1) yields

d|z Zo H,
— | =20, + T K1l —-=}=——F. 394
dt[z o ( h)] e, 29

We take into account the fact that —H,/pc, = ku, T, and that in accordance
with (3.9.2) for T, the equality T, = (T, — Ty — 6T,)/¢ is valid, where
¢ =1Inh/zy = ku,/u, (see Section 3.5). After substitution of these expressions
into (3.9.4) we have

=

d l—e_é 101 _ _§:|_
” [0 ; +4(1 - 0)e = Kty 5 (3.9.5)

where 0 = 1 + 67, /(T, — T,) is a new dependent variable uniquely connected
to the non-dimensional (normalized to (T, — T,)) surface temperature jump.

We define the non-dimensional thickness D of the surface atmospheric
layer, non-dimensional time 7 and non-dimensional heat content defect Q by
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2 f
om0 (5
p9g KX p g

0= D[G ! _ée—f +1(1 - 0)6_5},

the formulae

(3.9.6)

where the symbols have the same meaning as in Section 3.5.
According to the last of the displayed formulae,

o 2 (2
iz 2—(2+é)e‘¢<D s€ ¢ (3.9.7)

Therefore incorporating an allowance for (3.9.6) Equation (3.9.5) reduces to

the form
d_ 2 (9 , —:)1
1 2—(2+£)e_§<D ;€ e (3.9.8)

As in Section 3.5, we consider the developed wave stage. At this stage for
¢ > 1 we have

do =~ 2, (3.9.9)
dt D¢
3
Dal (C_°> ¢, (3.9.10)
Uy,
xt1-y), (39.11)
Uy
or, after substitution of (3.9.10) and (3.9.11) into (3.9.9),
dQ 81 -3 Q
e Y =. 39.12
de 64( 7) 22 ( )

We take advantage of the fact that dQ/dr = (dQ/d¢)(dé/d7), and in
accordance with Equation (3.5.34), rewritten in terms of non-dimensional
time t,

% ~ (1 —y)”2, (3.9.13)
dr

dQ 3 Q

HZ ~ =7 ? (3.9.14)

Integrating (3.9.14) and using the initial condition Q = Q, at &= ¢,
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we have

(=5)
Q0 =0,¢exp| — . (3.9.15)
L=y

From this it follows that at £ = oo (or at 7 = o0, see (3.9.13)) the heat
content defect in the surface atmospheric layer approaches its limiting value
O = Qo exp(3&5 /(1 — y), and the rate of its change and the heat flux at
the water—air interface approach zero. The last circumstance indicates that
at the end of the wave growth stage the heat exchange between the ocean
and the atmosphere almost stops, and the evolution of the thermal regime
of the surface atmospheric layer (the decrease in the temperature defect)
occurs mainly due to heat redistribution between the surface atmospheric
layer and the air entrained from the upper atmospheric layers.

Let us return to Equation (3.9.7) and substitute (3.9.10) and (3.9.15) into
it. Then omitting terms with the factor e ~¢ we obtain

.0 81 0, 3
0=~ 55 =< TIE exp( {— y>' (3.9.16)

We use (3.9.16) to estimate the heat exchange coefficient C;. First we note
that

_f (3.9.17)

and

—H
=" o B 1y e, Sq-T). (918
Ky, Ky K
Substituting (3.9.17) and (3.9.18) into (3.9.16) and solving the expression
obtained with respect to Cr we find

C ~811 3 36—1
A B0 —y) 62QmeXp )

or taking into account the fact that &2 = k2C, ! (see the definition of ¢ in
Section 3.5),

81

64 (1 )3 O exp(— 3\/(C )KL — 7). (39.19)

Cr=
At y = 0.25 and observed values of the resistance coefficient C, ~ 1073
the index of the exponent in (3.9.19) is equal to 0.4. Therefore, presenting the
exponent as a series and discarding all the terms of the expansion, with the
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exception of the first two, we obtain the expression
8
Crx —1 O 3 <1 — 3\/C" )Cu, (3.9.20)
64 (1 —y) k(1 —7)

which conforms qualitatively to the expression obtained on the basis of
experimental data.

3.10 Methods for estimating surface fluxes of momentum, heat and humidity

At the present time, four methods of estimating momentum, heat and
humidity surface fluxes have gained wide acceptance; they are eddy correlation,
dissipation, gradient and bulk methods. The first reduces to calculation of the
covariances u'w’, w'T" and w'q’ from measured values of fluctuations of the
wind velocity u', w’, temperature 7" and specific humidity ¢’, and to subsequent
averaging of these covariances in time, as we have already discussed in Section
1.4. We now consider the other three methods.

Dissipation method. We start with the derivation of an equation for velocity,
temperature and specific humidity dispersions. For this purpose we represent
the pressure p and density p as the sum of their values complying with the
hydrostatic equation and depending only on height, and on departures from
them. We ascribe the subscript S for the former, and subscript D for the
latter. Then taking into account that p « pg to within the terms of the second
order in (pp/ps) we have Vp/p ~ Vps/ps + Vpp/ps — (pp/ps)Vps/ps, where V
is the gradient operator. For ease of subsequent presentation we turn to tensor
designations, setting x, = x, X, = y, X3 = z, and assume as usual that all
subscripts which are encountered hereinafter take on values 1, 2 and 3, and an
subscript which is repeated twice in any term is the equivalent of summation
over all values of this subscript. In tensor designations the expression for Vp/p
with an allowance for the hydrostatic equation is dp/p 0x; = —gd5;, and the
equation of state pp/ps & — Tpp/Ts — 0.61qp (see Section 3.8) transforms into
the form Jp/p 0x; = dps/ps 0x; + Opp/ps 0x; — g(Tp/ Ty + 0.61¢gp)d5;, where
d;; is the Kronecker symbol equal to zero at i# j, and to 1 at i=j.
Substitution of the expression for dp/p dx; into the Navier—Stokes equation,
previously rewritten in divergence form after rejection of small (within the
surface atmospheric layer) terms describing the Coriolis acceleration and
changing pg and Tg with height yields

ou; /0t + Ou;uy, /Ox, = —Opp/po 0x; + (BT + 0.61gqp ) 85; + v 0%u;/0xz,  (3.10.1)
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where u; and u, are instantaneous values of the ith and kth velocity
components; v is the coefficient of kinematic viscosity; f = g/T, is the
buoyancy parameter; p, and T, are reference values of density and absolute
temperature.

We decompose u;, u;, pp, Ip and gp, into mean and fluctuating components.
The first will be designated by overbars, the second by primes. Then for #;
we come to the Reynolds equation:

i; /0t + 0(iF;ity, + ujug)/0x, = —0p/po 0x; + (BT + 0.6199)J5; + v 0%, /0xZ,
(3.10.2)
and, for u;, to the equation
ou} /ot + O(uit, + w;uy, + ujuy, — ulug)/0x,
= —0dp'/po 0x; + (BT’ + 0.61gq")d5; + v 8%ui/oxi, (3.10.3)
is obtained by the term-wise subtraction of (3.10.2) from (3.10.3). Hereinafter
the subscript D is omitted.

We multiply Equation (3.10.3) by u;, and the same equation written for u;
by u;; then we sum them, take advantage of the identities

(uj Op’/0x; — u; Op'/0x;) = (Ou;p'/Ox; + Ou;p’/0x;) — p'(Ou;/0x; + Ou;/0x;),
(u} 0%u; [Ox} + uj *u;/0x}E) = [0%uju;/OxE — 2(0u}/0x, )(0u}/0x,)]

and the continuity equation (3.10.3) for the mean (04, /0x, = 0) and fluctuating
(Oup/0x, = 0) motions, and then we average the expressions obtained. As a
result we have

0 i+ + (w2 )+ L
ot 0 ox, 0\ ek, R ox,)  ox, "

(0 — 0\ .0 (06 0w\, e —
=__<_%y+—wm>+ﬂ<%+”)+wwr+amwymy
Po \0X; X Po \0x; 0Ox;

J

. 02 oul ou’
+ (Bu;T" + 0.61gu;q')d;; + v e uu; — 2v U o1
Xk

. 3.104
0x;, 0xy, ( )

Here the first term on the left-hand side describes time change in the

ra !

covariance u;u;, the second term describes its transfer by mean motion, the
third term describes the rate of generation due to the interaction of mean and
fluctuating motions, the fourth term describes the divergence of the transfer
by velocity fluctuations. The first four terms on the right-hand side describe
the changes created by the interaction of pressure with the velocity field, and



Surface fluxes of momentum, heat and humidity 149

by buoyancy forces. And, finally, the last two terms describe the intensity of
molecular diffusion and the rate of dissipation.

From (3.10.4) with i = j the budget equation for the velocity dispersion u’?
follows:

0 0 — 0 0
—u> 4@, Foy u;® + 2ulu, — ugu)?

ot Xy X, O0x,
D) L L 2772 ﬁ
= ——iu,fp’ + 2(Bu, T + 0.61gu,q) o5 + v —— 07u; — v < “ > (3.10.5)

po axi 0xk 6xk

and from this, after division of all terms by 2, the budget equation for
turbulent kinetic energy b = u’?/2 follows:

AL v Sy ey Py
ot res 0x, axk 0x, k P1Po
2 r\2
= (Bu;T' + 0.61gu}q’)d5; + v 8_l; — v(&ui> , (3.10.6)
ox; 0x,

where the last term on the right-hand side describing the rate of turbulent
energy dissipation is usually designated as e.

The budget equations for temperature (7'?) and specific humidity (¢'%)
dispersions are derived similarly. In this case the heat and humidity budget
equations are initial equations. These equations, after being transformed to
divergence form and rejecting small terms describing the radiative heat influx
and water vapour phase conversions, take the form

OT)ot + du, T)ox, = xp 62 T/ox2, (3.10.7)
dq/0t + du,q/0x, = y, 0%q/0x}, (3.10.8)

where yr and yx, are coefficients of the heat and water vapour molecular
diffusion.

Decomposing u,, T and g again into mean and fluctuating components, and
averaging the equations obtained we find

oT/ot + 0@, T + w, T)/0x, = yr 0*T/0x2; (3.10.9)
0q/ot + (g + upq')/0x, = x, 0*q/0x}. (3.10.10)

Next, subtracting (3.10.9) and (3.10.10) from (3.10.7) and (3.10.8) and
multiplying the resulting equations,

OT"Jot + du, T + @, T' + u, T’ — w,T))dx, = 17 °T'/0x%;  (3.10.11)
0q'/ot + d(urd + i, q' + upq' — upq)/ox, = x, 0°q’/0xE,  (3.10.12)
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by T’ and ¢, respectively, we have after averaging

0T L 0T 0T 10 TP (ar)z
a2 o 2 % Gk e T HMaz 2 MGy )
(3.10.13)
dq? o q7? .0qg 10 8% g2 (8q’>2
—% 4 vug - g =g — .
i Tge 5 T e ox, | 2 0%, wd” = 1 o2 2 i\ o,
(3.10.14)

In Equations (3.10.13) and (3.10.14) the first terms on the left-hand side
describe the change in dispersion over time; the second terms describe the
ordered transfer; the third terms describe the generation due to interaction
of the mean and fluctuating fields; the fourth terms describe the divergence
of transfer by velocity fluctuations; the terms on the right-hand side describe,
respectively, the molecular diffusion and the rate of equalization (degeneration)
of temperature and specific humidity inhomogeneities.

If we adopt conditions of quasi-stationarity and horizontal homogeneity,
ignore the divergence of the transfer by fluctuating motion and molecular
diffusion in the vertical direction, and direct the x, axis along the tangential
wind stress, then Equations (3.10.6), (3.10.13) and (3.10.14) are rewritten in
the form

—uuy = ul = [e — (BusT' + 0.61gu5q")](0i,/0x5) ",
uyT' = H/fpe, = —Np(0T/ox3) ™1, (3.10.15)
Wig = Elp = —Ny(@i/oxy) ",

These relations can be used to estimate the eddy fluxes of momentum uZ,
heat H/pc, and humidity E/p if the vertical gradients of the mean velocity,
temperature and specific humidity, and also the rate & = v(du’/0x,)* of tur-
bulent energy dissipation and the rates Ny = x(0T'/0x,)*, N, = x,(0q'/0x,)*
of equalization of temperature and specific humidity 1nhomogene1t1es are
known. To determine the latter, information about fifteen spatial derivations
is required, nine of them appearing in ¢, and six in Ny and N,. But if turbulence
is considered to be isotropic and Taylor’s hypothesis on frozen turbulence is
applied, that is, 6/0x; = i~ ! 6/0t is assumed to be valid, then the expressions
for &, Ny, and N, will take the form

r\2 "\ 2 \?
LY (au1> ’ NT=3§_T<5T>, Nq=&<a‘1> . (3.10.16)
u? \ ot i \ o ui \ ot
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from which it follows that the required estimates of ¢, Ny and N, can be
obtained from measurements of the temporal derivatives of wind velocity,
temperature and specific humidity fluctuations.

In practice, a frequent assumption is the existence of an inertial interval
where the energy supply and dissipation are in fact absent, and there is only
the cascade energy transfer from large eddies to smaller eddies. In this interval
the spatial velocity spectrum is isotropic, it does not depend on viscosity and
is defined only by the energy flux over the spectrum equal to the rate of
viscous dissipation. Then, based on dimensional considerations, the spatial
spectrum Fy, (k) of any velocity component has to obey the ‘five-thirds power’
law F, (k) = o,6?/3k %3, where k is the wave number assigned in radians per
unit length. Similarly, in the domain of overlapping of inertial intervals for
velocity and temperature (humidity) where the viscous dissipation and
degeneration of temperature (humidity) inhomogeneities become unimportant,
the spatial temperature Fr(k) and humidity F,(k) spectra are determined by
two parameters: the viscous dissipation and the respective rate of equalization
of inhomogeneities. In this case from dimensional considerations Fy(k) =
PrNpe™'Pk=33, F, (k) = B,N,e” k™33, where a; = 055+0.11, f;=
0.80 + 0.16, and B, = 0.58 + 0.20 are universal constants (Kolmogorov’s
constants).

So, if the spatial spectra F, ,(k), Fy(k), F,(k), or the corresponding frequency
spectra Fy (f), Fr(f), F,(f) defined in accordance with Taylor’s hypothesis
by transition from k to 2n f/ii, (here f is a frequency) are known in the inertial
interval then estimation of ¢, Ny and N, reduces to simple calculation by
formulae.

Let us return to (3.10.15) and, just as in Section 3.8, introduce non-
dimensional vertical gradients of the mean velocity ®, = (xx3/u,) 0it;/0x,
temperature ®; = (x5/7T,) 0T/0x; and specific humidity D, = (x3/q,) 04/0x,
where T, = (—H/pc,)/xu, and q, = (— E/p)/xu,, are temperature and specific
humidity scales. Then instead of (3.10.15) we have

a <_ KX 38 3/2,
* (I)u - X3/L

H/Pcp = (Kx3“*NT/(DT)1/2,
E/p = (kx3u, N,/®,)'2,

(3.10.17)

where L is the modified Monin—Obukhov length scale defined by Equation
(3.8.9).

As may be seen, under known values ¢, Ny and N, there is a single-valued
correspondence between eddy fluxes of momentum, heat and humidity, on
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the one hand, and the universal functions ®,, ®; and ®,, on the other. To
specify functions ®,, ®; and ®,, one can apply Equations (3.8.11) with
®+(0) = @,(0) = 1 or (at large negative values of x;/L) the KEYPS equation
providing proper asymptotics in the regime of strongly unstable stratification.
In any case, an application of approximating formulae for functions ®,, ®;
and @, allows us dispense with without measurement data on vertical profiles
of the mean velocity, temperature and specific humidity, but in return it entails
the realization of an iteration procedure the necessity of which is caused by
the presence of fluxes sought in the expression for the Monin—Obukhov
length scale.

The dissipation method of estimation of momentum, heat and humidity
eddy fluxes has certain advantages as compared with the eddy correlation
method: it does not need sensors to be fixed in a strictly prescribed direction;
it excludes the necessity of measuring vertical velocity fluctuations, and
thereby allows the use of moveable platforms. But it should be remembered
that assumptions about local isotropy, the existence of an inertial interval, and
smallness of the divergence of the vertical transfer by velocity fluctuations are
the basis of this method. The last assumption may not be valid at large
distances from the ocean surface. According to Large and Pond (1981, 1982)
and Smith and Anderson (1984), discrepancies between estimates of fluxes
resulting from the eddy correlation and dissipation methods do not usually
exceed 409,.

Gradient method. The essence of this method is the determination of eddy
fluxes of momentum, heat and humidity from measurements of vertical
profiles of the mean wind velocity, temperature and humidity. The latter, in
accordance with the Monin—Obukhov similarity theory, are described by
Equations (3.8.2) and (3.8.10) involving the parameters u,, T,, q,, zo, Tp and
4o and the universal functions ,(z/L), Y r(z/L) and y,(z/L). If these functions
are known, they obey say, (3.8.11) or any other expressions with proper
asymptotes at small and large positive and negative values z/L, see Section
3.8. Then to compile a closed system of equations providing a single-valued
determination of the parameters sought, it is basically enough to take
measurements of wind velocity, temperature and humidity at only two
heights. The number of measurements required can be reduced by discarding
the determination of z,, T, and q,, that is, by passing from u, T and g at a
fixed height z to differences u(z,) — u(z,), 7(z,) — T(z,) and ¢(z,) — g(z,). But
since these differences are small, particularly if the heights z, and z, are close
to each other, then even small errors in the measurement of differences can
entail marked errors in estimating fluxes. Because of this, measurements at
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three or more heights are preferred as this guarantees more reliable data on
the vertical gradients of the meteorological elements.

It is obvious that in this case we do not eliminate errors caused by the still
little known forms of the universal functions v, (z/L), Y 1(z/L) and y,(z/L),
especially for inversion conditions, and by dependence of the Monin—Obukhov
length scale on the fluxes sought, converting Equations (3.8.2) and (3.8.10)
into a system of non-linear equations. The linear character of the formulae
can be preserved if we turn from z/L to another stratification parameter
(for example, the gradient Richardson number)

Ri = (B 8T/oz + 0.61g dq/dz)(@u/éz)" 2,

easily calculated from gradient measurements. It will be recalled that, accord-
ing to the definition of the modified Monin—Obukhov length scale z/L =
(x*z/ul)(BT, + 0.61gq,), and thus T, = z®7'(z/L) 0T/0z, q, = z®,; '(z/L) dq/oz,
ug/k? = z®, *(z/L)(0u/0z)*. Hence, at ®1(z/L) = ®,(z/L) the equality z/L =
@7 '(z/L)®2(z/L)Ri occurs. From here, after expanding ®,(z/L), ®,(z/L) into
series in powers of z/L and linearization, we finally have z/L ~ Ri.

But still the most serious source of errors in determining fluxes by the
gradient method is errors of measurement themselves performed on buoys,
ships and other moveable and/or bulky platforms, and accordingly they are
subjected to the influence of inevitable distortions of the air flow. According
to Blanc (1983) typical errors of such origin amount to from 15 to 359 for
the eddy heat flux, from 15 to 105%; for the eddy humidity flux, and from 10
to 40% for the momentum flux.

Bulk method. However paradoxical it may seem, the main disadvantage of
this method is an excess of available, and often contradictory, possibilities.
Indeed, this method is based on the presentation of momentum, heat and
humidity fluxes in terms of characteristics included in the complex of standard
ship measurements and on the use of the so-called bulk formulae

ul=Cu®, —Hjpc,=Cou(T—T,), —E/p=Culg—qo). (3.10.18)

The bulk method would be quite attractive in itself if the coefficients of
resistance (C,), heat exchange (Cr) and evaporation (C,) appearing in
(3.10.18) were considered as numerical constants or, otherwise, if their
dependence on the determining parameters were reliably established. We have
neither (see Table 3.1), so the accuracy of fluxes obtained by this method
leaves much to be desired. It is important to determine to which consequences
the choice of one or other exchange coefficients will lead. An answer to
this question was given by Blanc (1983). Using one and the same annual



154 Small-scale ocean—atmosphere interaction

series of standard ship measurements on the Ocean Weather Ship C in the
North Atlantic he made a comparison of fluxes calculated with the help of ten
different schemes of assignment of resistance, heat exchange and evaporation
coefficients. It turned out that mean deviations amount to +0.1 N/m? (or, in
relative units, +45%) for the momentum flux; +17.5 W/m? (+70%) for the
sensible heat flux; and +18.0 W/m? (+45%) for the latent heat flux, while
maximum relative deviations reach 80%;, 1009, and 1209, respectively.

Such discrepancies are certainly distressing. But even this is not the main
consideration. The worst of this is that we do not know which one of the
available schemes of assignment of resistance, heat exchange and evaporation
coefficients is valid (there are as many opinions here as authors of schemes).
It is clear that while estimating results obtained within the framework of the
bulk method, one should be very careful and reasonable, and it will take a
considerable amount of effort before these results can be qualified not only
as promising but as sufficient.

3.11 Methods for estimating CO, flux at the ocean—atmosphere interface

In the state of thermodynamic equilibrium of the ocean and atmosphere the
solubility (equilibrium concentration) of CO, in water ¢, as in fact of any
other gas, is determined by its equilibrium concentration in air ¢, as well as
by temperature T°, and salinity S© of sea water. In other words, CO, follows
Henry’s law, according to which c§ = ¢2G(T°, S°), where G(T©°, S°) is a
solubility coefficient equal to the relation between equilibrium gas concen-
trations in air and water.

While passing from one equilibrium state to another the change 5¢© in the
total concentration of inorganic carbon in water, accompanied by a simul-
taneous change &p&,, of partial pressure, is described by the formula
3¢°/c® = Bdpdo,/peo, where B is the buffer factor or Revelle factor describing
the so-called buffer effect — the dependence of the absorbing capacity of the
ocean mainly on the content of the final product of the reaction of CO, with
water (carbonate ions). Since carbon content in the form of carbonate
ions in the surface ocean layer and carbon content in the form of CO, in
the atmosphere are in ratio to each other as 1 to 10 then an increase in the
atmospheric CO, concentration, say, by 10%,, will result in an increase in the
total carbon concentration in the upper ocean layer by only 19;. Available
data demonstrate that for present-day conditions the Revelle factor varies
within the range 0.090 at temperature 17.7 °C through 0.075 at 3.5 °C.

In actuality the atmosphere and the ocean are not in a state of thermo-
dynamic equilibrium and, hence, at any point on the ocean surface at any
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moment in time, transfer of CO, molecules from one environment to the
other takes place. Let us consider the CO, budget at the water—air interface.
If the carbon dioxide flux Qco, in the air layer closest to the surface is
represented as k;‘(céo2 — ¢), and in the water layer closest to the surface as
kJ(c® — ¢,), where k2 and k{ are the rates of gas exchange in water and
air, and ¢2o, and cgo, are the volume concentrations of CO, in these
environments, then the budget condition for CO, at the water—air interface
can be written in the form Qco, = ki (cdo, — &) = kJ(c0 — ¢&,), or taking
into account the definitions of the equilibrium concentration

QCOz = Kgo(céOZ/G - 0802)9 (3111)

where KO = (1/kQ + 1/Gkf})™" represents the total resistance and 1/k9 and
1/Gk? represent individual resistances of the water—air interface to the gas
exchange between them (Figure 3.4).

It is commonly considered that the gas exchange between two media is
performed by molecular diffusion. If one adopts this viewpoint and assumes
that the rate of gas transfer is equal to the coefficient of molecular diffusion
divided by the thickness of the diffusive sublayer then, for example, for the
oxygen whose coefficient of molecular diffusion in air is approximately 10°
times more than in water, the total resistance will be stipulated only by the
resistance in the liquid phase. This conclusion remains valid for carbon
dioxide too, although it dissolves much better in water than does oxygen (the
oxygen solubility coefficient G is equal to 30, and that of carbon dioxide is
equal to 1). This is the result of the diversity of existent forms of CO, in sea
water (see Section 2.7). Thus the intensity of CO, exchange between water
and air is controlled by processes in the diffusive ocean sublayer closest to
the surface.

But since we started by discussing the diffusive ocean sublayer it is worth
noting that at small wind velocities when the ocean surface is hydro-
dynamically smooth its thickness 3 is a function of the friction velocity u,,,
in water and the coefficients of kinematic molecular viscosity v and diffusion
x- Then from dimensionality considerations we have 63 = yu,. f(Sc), where
Sc = v/y is Schmidt’s molecular number. We determine the form of the
function f(Sc). For this purpose we take advantage of the approximation
f(Sc) = 12.25¢*® proposed by Deacon (1977) for Sc ranging from 200 to
5000. Its substitution yields 69 = 12.2yu,+Sc*? or, taking into account
the definition of the thickness 69 = 5v/u,,, of the viscous sublayer in water,
we obtain 89 = 2.45c¢™135%. As can be seen, at Sc = 103 the thickness
of the diffusion sublayer is a fraction of the thickness of the viscous sublayer.

Next, according to the definition, kQ = x/63 so that k0 = 0.082u,,,Sc ™27,
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Figure 3.4 Dependence of the gas exchange rate kY on wind velocity at a height of
10 m, according to Bjutner (1986) (@) and Coantic (1986) (b): (1) the curve drawn
over mean weighted values (the latter were obtained by recalculation of laboratory
measurements carried out before 1978); (2) mean values complying with data from
these laboratory measurements in the range of wind velocity change + 1 m/s (vertical
lines are the root-mean-square deviations); (3) data from laboratory measurements
in the presence of a heavy alcohol film on the surface of the water; (4) and (5) data of
field measurements by the method of radon deficit; the remaining dots in part (b)
are data from laboratory measurements carried out in 1978—1985; the dotted line is
the result of a calculation by Equation (3.11.2).

whence, on the basis of the continuity condition u,,, = (p./py )" ?u, for the
momentum flux at the water—air interface, where u, is the friction wind
velocity and p, and p,, are air and water densities, it follows that

k2 = 0.082(p, /p,,)V/2Sc™ 2, (3.11.2)

This expression results in understated (compared with experimental data)
values for k9 at u, >0.2m/s or at wind velocities over 6-7 m/s. Several
explanations for this marked disagreement have been proposed. The most
likely one is the rejection of an allowance for the amplification of gas exchange
in the process of wind-wave breaking. This can be confirmed by the results
of gas exchange measurements in the presence of the surface-active substances
(for example, heavy alcohol) causing weakening or even complete cessation
of wind-wave breaking and, accordingly, a decrease in k.
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As is well known, wind wave breaking is accompanied by sporadic
injections of turbulent energy and by the formation of intermittent turbulent
spots in the ocean layer closest to the surface. This in turn, leads to the
complete reorganization of its vertical structure. If this feature is taken into
account but the ocean surface is still considered to be hydrodynamically
smooth, then within the ocean layer closest to the surface one can detect the
diffusion sublayer immediately adjoining the water—air interface where the
coefficients of the turbulent v; and diffusion y; are much less than v and y,
as well as the outer part of the viscous sublayer with vy« v, yr>y,
and its underlying turbulent layer with vy > v, y1 > x. As this takes place, the
coeflicients of eddy viscosity and diffusion in the viscous sublayer, according
to Kitaigorodskii (1984), can justifiably be prescribed as squared, and in the
turbulent layer as power (with an index of 4/3) functions of the vertical
coordinate calculated from the water—air interface. In this case the thickness
3 of the diffusion sublayer and the rate kQ of gas exchange take the form
(see Kitaigorodskii, 1984)

172/ .3 \1/4
5g=2<ﬁ> <V—> Se~ V2,
Oty £(0)

—1/2
ke = 1<3) (va(O)14Sc 112,

2\a,

(3.11.3)

where &(0) is the rate of turbulent energy dissipation in the vicinity of the
water—air interface; o &~ 1 is the turbulent Prandtl number (the ratio of eddy
viscosity and diffusivity); a, = 0.1 is the non-dimensional numerical constant
in the expression for the eddy viscosity coefficient.

In (3.11.3) the only parameter depending on wind velocity is ¢(0). The
simplest way to determine it is to use the condition of local balance between
the turbulent energy production ne, due to wind wave breaking and
dissipation &(0)d in the layer with thickness d (the latter is defined as
the thickness of the layer within the limits of which the influence of surface
tension becomes apparent), that is, ne, = &(0)d, where & = (p,/p,)mus;
d =337 5(0); y = 6/py; o is the surface tension coefficient; n ~ 1 is the
numerical constant. Substitution of ¢(0) into (3.11.3) gives, finally,

1/2 5/12
69 = 2(3(—) / (v37))”4Sc‘”2<p—“/pw> / u; %,

b mn
1/ o \-12 oo/ \SI12 (3.114)
PETEN RN T
2\ oy, mn

Comparison of (3.11.4) with (3.11.2) shows that the wind wave breaking
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provides stronger dependence of the gas exchange rate on wind velocity than
is the case when this effect is being ignored.

Further stronger dependence of the gas exchange rate on wind velocity can
be obtained by assuming that the ocean surface is hydrodynamically rough.
Following Kerman (1984) we define the scale C,, of gas concentration by the
equality Qco, = Uy C, S5, Where sy = ag(u, /u,c)® is the relative area of
breaking waves; u,¢ is the critical friction wind velocity when the breaking
of wind waves begins; az = 0.03 is a numerical constant. On the other hand,
as we know, Qco, = kg Ac, where Ac = (c8o,/G — ¢2o,). Equating both equa-
tions we have kQ = u,,(Ac/C,) 'sz. We take advantage of the universal
dependence for the mass transfer in the vicinity of the immoveable rough
surface according to which Ac/C, = aRe}/*Sc*?, where Rey = u,, ho/v is the
surface Reynolds number; hy = aul/g is the root-mean-square height of
breaking waves; a = 0.55 and a = 0.68 are numerical constants. After substi-
tution of these expressions into kg and application of the continuity condition
Ugw = (Pa/pw) ' *u, for the momentum flux at the water—air interface we obtain
the following relation for the non-dimensional gas exchange rate k9/(vgu,¢ ):

kQ/(vgud) = mSe™ 3 (u, fu,c)®'?, (3.11.5)

where m = (a5/xa'’*)(p,/p,,)'* is a new numerical constant.

Comparison of (3.11.5) with (3.11.2) and (3.11.4) shows that a change in
the hydrodynamic properties of the ocean surface is accompanied by an
abrupt enhancement of the gas exchange rate, a conclusion confirmed in
general by field and laboratory measurement data. In view of this we note
that estimates of kQ are usually performed by indirect methods. The most
precise of these under field conditions is the so-called radon deficit method,
which is based on the assumption that a flux of radioactive gas 22’Rn
from the ocean into the atmosphere is balanced by an integral (within the
limits of the upper ocean layer) difference between influx of radon due to
the decay of 2?°Ra and loss as a result of the natural decay of 222Rn.
The duration of the measurements should have an order of a week or more
to satisfy the condition of quasi-stationarity (the period of half-life of radon
is equal to 3.85 days), and the effects of horizontal diffusion and advection
should be assumed to be small. The dependence of kQ on the wind velocity
obtained in such a way is shown in Figure 3.4. Estimates from laboratory
measurements are also presented here. Despite the large spread in data it can
be seen that the gas exchange rate increases with the wind velocity, and, in
addition, at u, ~ 7 m/s the regime of gas exchange is changed.

From other indirect methods, a method of determination of kg from
measurements of the concentration of the radioactive isotope *C is worthy
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of note. As is well known, 1“C is formed in the atmosphere due to the action of
cosmic rays. Because of this, in the stationary state the flux of *C through
the water—air interface should be balanced by the radioactive decay of *C
in the ocean. This last condition allows us to estimate the global averaged
value of k9 using an undisturbed (that is, not distorted as a result of nuclear
weapon tests in the atmosphere) redistribution of '*C between the ocean and
the atmosphere. The estimation of k9 obtained by this method is about
6 x 10~*m/s, though its accuracy is not very high.

The first eddy correlation measurements of the carbon dioxide flux in the
surface atmospheric layer were carried out in 1977. The estimates of kg based
on these, and on direct recordings of the partial pressure of CO, in water
and air, led to an unexpected result (see Smith and Jones, 1985): it turned
out that the mean value of Qco, is close to zero, while the partial pressure
of CO, in water is markedly higher than in air.

We will return later to an explanation of this fact, but now let us turn to
one more important mechanism which operates on wind wave breaking and
which, perhaps, is responsible for the enhancement of gas exchange at high
wind velocities. By this we mean gas transfer by air bubbles. An analysis of
bubble motion in the ocean layer closest to the surface demonstrated (see
Memery and Merlivat, 1985) that a flux of gas transported by bubbles is not
proportional, generally speaking, to the difference in concentration at the
surface ¢2 and in the liquid phase c®. Nevertheless, for so-called trace
gases (small atmospheric admixtures to which CO, also belongs) a total flux
Qco, at the water—air interface can be presented in the form Qgo, =
(k2 + kD) — 2o,), where kY = (c2 — ¢20,) ™ [ w(0y/02)Q dz dr is the co-
efficient of gas transport by bubbles; = /(r, z) is the distribution function
of bubbles over sizes depending on the depth z; » and w(r) are radius and
velocity of a vertical displacement of bubbles; Q = Q(r, z) is the change in
the gas content of bubbles during their lifetimes. It is also assumed that
bubbles at the depth z > z’, where z' =z'(r) is a certain fixed depth,
are completely degenerate while at z < z’ their dimensions remain constant.

We note that at ¢ = ¢Q,, the gas exchange between bubbles and water
will not stop because at concentration ¢&,,, which does not depend on z,
the internal gas pressure in bubbles exceeds its partial pressure in water
due to surface tension. Formally, this case is met by kO = oo, and the
equilibrium state, that is, reduction of Q¢o, to zero, takes place at kO + kg = 0
or k§ < 0. Accordingly, the surface layer has to be oversaturated (¢2o, > ¢?),
and the gas incoming from bubbles into water has to be balanced by its
transfer into the atmosphere. The degree of water oversaturation increases
with decreasing gas solubility: for CO, it can reach 6.4% (see Memery and
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Merlivat, 1985). It is the oversaturation effect of the surface ocean layer in
the presence of air bubbles formed in the process of wind wave breaking
which explains the above-mentioned result of eddy correlation measurements
of CO, flux in the surface atmospheric layer.

Gas transport by bubbles determines the difference between exchange
coeflicients for different gases and, hence, points to the fact of the illegitimacy
of using radon as a tracer while examining CO, exchange between the ocean
and atmosphere. Indeed, on the one hand, radon concentration in the
atmosphere is close to zero, so that the presence of bubbles does not affect
the strength of radon transfer through the water—air interface; on the other
hand, CO, concentration in the atmosphere and ocean are comparable and,
because of this, gas transport by bubbles has to be important at high wind
velocities.

Thus, there is no method among those mentioned above which is free from
restrictions preventing, to some extent, the reliable determination of the CO,
flux at the ocean—atmosphere interface. Data of its measurements under
natural conditions are quite limited as well. So it is no wonder that in global
carbon cycle models the laboratory estimates of the gas exchange rate are
frequently used for determination of the CO, flux at the ocean surface.

3.12 Features of small-scale ocean—atmosphere interaction under
storm conditions

The following lists the specific features of the small-scale interaction of the
ocean and atmosphere under storm conditions: firstly, the formation of an
intermediate zone near the water—air interface, with a mixture of finite
volumes of water and air; secondly, an abrupt intensification of momentum,
heat and humidity exchange as a result of macroscopic transfer. The latter is
closely connected with sprays in air and bubbles in water, and they, in turn,
with wind-wave breaking.

According to Bortkovskii (1983) there are two types of wind-wave breaking:
the plunging type, and the sliding type. In the first case a wave crest passes
over a slope and, being overturned, plunges into the water. In the second
case, the breaking mass of water gathers a large number of air bubbles while
moving along a wave slope and forms ‘white horses’ — turbulent flows of water
and air mixture on the wave slope. The density of the mixture is less than that
of water, and this density difference is sustained by air entrainment, due to
which white horses do not degenerate immediately but slide, under gravity,
along wave slopes, as over an inclined wall.

The main penetration of air into water occurs due to wave breaking but
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the contribution of entrainment through the free surface of liquid is also
important. As for the formation of sprays this occurs in the following
sequence. When the top of an emerging bubble is higher than the free surface,
the water flows down from it and the bubble envelope in the vicinity of the
top becomes thinner. This thinning continues until the moment when a hole
appears. As soon as this occurs the imbalance of the surface tension force
causes the hole to expand and shifts the torn envelope off centre. As
a result, a ring-shaped rise appears at the hole periphery and, consequently,
ring waves arise. Their interference in the centre of the hole is accompanied
by the formation of a vertical jet from which one or several drops (sprays)
are separated and soar upwards.

This explanation, based on data from filming laboratory experiments is
very simplified. Under natural conditions the sprays are also formed by the
separation of water particles from wave crests and by the interaction of steep
gravitational waves with surface drift current. But available empirical infor-
mation about the vertical flux and concentration of sprays in the surface
atmospheric layer is both meagre and inaccurate. Little wonder that our
knowledge of the mechanisms of momentum, heat and humidity transfer
under storm conditions still does not go beyond the limits of qualitative
presentations, which, briefly, reduce to the following.

In storm winds, the sprays rise from the surface of the water into the air,
where they are accelerated by the wind and fall back into the water, thereby
imparting the momentum they have gained to the upper water layer.
Momentum transfer with air bubbles occurs in much the same manner, but
perhaps less efficiently. Also, the breaking waves result in intensive mixing of
the upper water layer. These processes together lead to a decrease in the
vertical velocity gradients in the near-surface layers of water and air and to
an increase in the resistance coefficient of the sea surface. Another factor
which increases the resistance coefficient is the appearance of short, steep
gravitational waves and foam which increase the effective roughness of the
sea surface.

Turning to the description of the mechanisms of heat and humidity
exchange between the ocean and the atmosphere under storm conditions we
note first that the temperature in the lower part of the surface atmospheric
layer can be higher or lower than that of the water surface, and the humidity,
as a rule, is less than the saturating humidity. Thus, the temperature of sprays
which, at the moment of their separation, is equal to the temperature of the
sea surface, and the saturating humidity at the surface of the sprays, will differ
from the temperature and humidity of the surface atmospheric layer. These
differences determine heat and humidity exchange between sprays and air.
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The sublayer within the limits of which the immediate influence of sprays
manifests itself is limited by their rise in height (15-20 cm), that is, the
thickness of this sublayer is much less than the thickness of the marine surface
atmospheric layer. On the other hand, the thickness of the water layer
saturated with bubbles under storm conditions is much greater than the
thickness of the near-surface water layer in which the eddy fluxes remain
approximately constant in the vertical direction, so that the eddy fluxes
in the near-surface water layer make up only a part of the full range of fluxes
determined, among other things, by the bubble transport.

For reasons that are easy to understand, the effect of bubbles on transfer
processes in the near-surface water layer is difficult to estimate, and thus one
has to limit oneself to the analysis of the effect of sprays on the structure
of the surface atmospheric layer. Such an analysis, within the framework of
a thermodynamic model of an isolated drop with subsequent integration over
a range of drop sizes was carried out by Bortkovskii (1983). Of course, this
approach is justified if the volume concentration of drops does not exceed
the critical concentration at which the distance between separate drops is
comparable with the thickness of the boundary layer forming on them.
Otherwise, the laws of resistance, heat and humidity exchange for separate
drops become unusable for their set.

It is well-known that the critical value of volume concentration of spherical
particles amounts to ~0.02, and the humidity content in the lower part of
the surface atmospheric layer at wind velocity 20-25 m/s amounts to 10~ 3~
10~% g/em?. Accordingly, the mean volume concentration of sprays (ratio of
humidity content to water density) is one or two orders less than critical. The
assumption as to the spherical nature of drops is also justified over the whole
range of spray sizes that is typical of the surface atmospheric layer. Hence,
the initial prerequisites of the model mentioned above are realistic. This
sustains the hope that, after turning to a set of drops characterized by their
distribution over size and space, the final aim — the estimation of the integral
transfer of momentum, heat and humidity by bubbles — will be attained. We
now give the results of model calculations of most interest to us.

According to Bortkovskii (1983) at a drop radius (from 0.003 to 0.005 cm)
typical of the surface atmospheric layer the vertical heat and humidity
transfer by sprays turns out to be comparable with the eddy transfer. Along
with this, a decrease in the radius down to 0.0015 cm results in the fact that
humidity transfer by sprays becomes several times larger than the eddy
transfer, and the heat transfer becomes negative (air is cooled down by
sprays). This is easily explained: smail drops quickly reach equilibrium
temperature for which the diffusive heat exchange, losses of heat due to
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Table 3.2. Dependence of C}/C, and C§/Cy on water—air temperature
difference and drop radius (according to Bortkovskii, 1983)

Drop radius (cm)

Wind velocity Water—air temperature 0.003 0.005
(m/s) difference (°C) C3/C, C¥/Cy C}C, C¥/Cy

20 5 0.97 1.28 0.55 1.29

1 1.32 0.43 0.76 1.55

-2 2.01 1.57 0.94 0.40

30 5 1.18 1.08 0.71 1.12

1 1.85 0.25 0.87 2.23

-2 2.53 1.80 1.20 0.49

Note: coefficients of heat exchange and evaporation for the environment are assumed
to be the same and equal to 1.43 x 1072 at wind velocity 20 m/s, and 1.58 x 1073
at wind velocity 30 m/s; the air temperature is referred to the height 10 m.

evaporation and radiative sources and sinks of heat counterbalance each
other, and further evaporation of drops occurs due to the influx of heat from
the surrounding air. On the other hand, when the radius increases, those
drops with an initial temperature higher than the temperature of the
environment give up their heat by diffusive heat exchange.

As it turns out, the contribution of sprays to the total momentum flux is
relatively small: at a drop radius of 0.003-0.005 cm it amounts to approxi-
mately 109, of the total flux. With decreasing drop radius the ratio of
momentum transport by sprays to the total transport diminishes; with
increasing drop radius it approaches a finite limit.

In order to illustrate the results we compare, following Bortkovskii (1983),
the coefficients of heat exchange (C) and evaporation (C}) for drops with
the usual coefficients of heat exchange(C,) and evaporation (C,). In doing
so, we determine coefficients C, C¥ from Equations (3.8.1) but replace the
fluxes appearing in (3.8.1) by heat and humidity exchanges due to sprays.
The results of the comparison are given in Table 3.2.

As can be seen, an increase in drop radius from 0.003 to 0.005 cm leads
to weakening of evaporation that is connected with a decrease in the overall
area of the drops’ surface, and with intensification of sensible heat exchange
representing the difference between the rate of change in drop heat content
and losses of heat due to evaporation. The ratio between the coefficients of
heat exchange and evaporation changes similarly. Let us pay attention to the
sensitivity of C}/C, and Cj/C, to variations in water—air temperature
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difference and in the humidity difference it controls. Under conditions of
thermal inversion when the water—air temperature difference becomes negative,
an increase in C}/C, is explained by a reduction in drop cooling, and by the
retention of high values of humidity difference at the drop—environment
interface. The opposite situation occurs at unstable stratification: its influence
contributes to acceleration of the cooling of drops, to a decrease in humidity
difference and, as a result, to a decrease in C}'/C,. But the values of C}/C, and
C#/C, are the most impressive in themselves. They leave no doubt as to the
abrupt intensification of heat and moisture exchange under storm conditions.

The contribution of storms to the formation of mean (over a long time
period) values of heat exchange and evaporation is determined not only by
the intensity of these processes but also by the frequency of storms, by their
duration and by temperature and humidity differences at the water—air
interface under storm and background (non-storm) conditions. According to
data from Ocean Weather Ships (OWS) an increase in heat transfer into the
atmosphere manifests itself in autumn, winter and partly in spring. The effect
of storms from May to October is not felt in practice. The ratio between
total heat fluxes obtained with and without an allowance for storms (this
ratio serves as a quantitative measure of storm effects) varies over time and
space from 1.38-1.41 in the winter months (OWS A, C, D) to 1.00 in the
summer months (OWS D). On average for the year this ratio amounts to
1.32 for OWS A, 1.31 for OWS C, 1.28 for OWS D and 1.15 for OWS E. In
other words, in high latitudes (OWS A), and also in the Gulf Stream region
(OWS D) and in the North Atlantic Current (OWS C), storm activity
determines approximately one-third of the resulting heat and humidity
transfer into the atmosphere.



4

Mesoscale ocean—atmosphere interaction

4.1 The planetary boundary layer

The planetary boundary layer (PBL) is the name given to the domain of flow
in gaseous and liquid shells of the rotating planet, formed as a result of the
simultaneous action of the forces of pressure gradient and turbulent friction
and the Coriolis force. We introduce the components of mean velocity u, v
and geostrophic wind velocity

U= —(fp) ' dp/dy = Geosa,  V,=(fp) ' dp/ox = Gsina,

where G is the modulus of the geostrophic wind velocity; « is the angle
between an isobar and the axis x; p and p are the mean pressure and density;
x and y are axes in the Cartesian coordinate system; and we define the
thickness hg of the planetary boundary layer so that the relative departure
of mean velocity from geostrophic velocity at level z = hg does not exceed
some preassigned value 4, that is, G~ '[(U, — u)* + (V, — v)*]}2,. < 6. Then
taking into account that the vertical scale of PBL has to depend on the friction
velocity u, and Coriolis parameter f, from dimensional considerations we

obtain the Rossby—Montgomery formula
he = yu, /|11, (4.1.1)

where 7y is a non-dimensional factor, varying according to different authors,
in the range 0.1-0.4. At y = 0.4 (for the atmosphere this value of y corre-
sponds to ¢ = 209) the PBL thickness amounts to about 1000 m in mid-
latitudes, which is an order of magnitude less than the thickness of the
troposphere.

Another way of defining hg was proposed by Charney (1969). He postulated
that the PBL remains hydrodynamically stable as long as its effective
Reynolds number Reg = Ghg/kg, where kg is a certain effective value of the
eddy viscosity coefficient, does not exceed the critical Reynolds number Re,,

165
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for the laminar boundary layer. If by analogy with the laminar boundary layer
we assume that hg = (2kg/|f])"? and solve this equation for kg, then
we will obtain the estimate

he > 2G/fRe,, (4.1.2)

for the PBL thickness.

It is clear that estimates (4.1.1) and (4.1.2) are very rough since they do
not take into account the peculiarities of the PBL structure conditioned by
the influence of stratification. It is appropriate to note in this connection that
there are two types of turbulence: dynamic and convective, generated by
Reynolds stresses and buoyancy forces respectively. In the surface atmospheric
layer Reynolds stresses dominate at high wind velocities, and buoyancy forces
dominate for strong heating of the underlying surface. Dynamic turbulence
decreases more rapidly when moving away from the underlying surface than
does convective turbulence. As a result, it is convective turbulence which
determines the PBL thickness over land. In this case, the upper boundary of
the PBL is identified with the lower boundary of high inversion to which the
influence of surface heating extends.

At unstable, as well as at stable, stratification, the PBL structure should
be determined by the same parameters u,, H/pc,, and B as the structure of
the surface atmospheric layer, with only one exception that the Coriolis
parameter f is now added. From this parameter set along with the Monin—
Obukhov length scale L, one more length scale A = ku,/f (here the von
Karman constant k is introduced for convenience) and the non-dimensional
combination p, = A/L = x*B(—H/pc,)/| flul (i.e. the non-dimensional strati-
fication parameter) may be compiled. Hence,

hg = yuy | f17 o), (4.1.3)

where ¥(1,) is a universal function equal to 1 for neutral stratification
(o = 0).

Let us define the function ¥(u,) and the expression for hg in the regime of
strongly unstable stratification. Within the PBL in this case one can
distinguish a surface layer, a free convection layer, a mixed layer and an
entrainment layer. In the surface layer where dynamic turbulence dominates,
the parameters u,, H/pc,, z and f are the determining parameters, and u,
and T, are characteristic scales of velocity and temperature (see Section 3.8).
Accordingly, the non-dimensional vertical gradients of the mean velocity and
temperature obtained by normalizing their dimensional expressions to u, and
T, represent universal functions of the non-dimensional height z/L. From the
results of eddy correlation and gradient measurements (see Zilitinkevich,
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1970) the surface layer for strongly unstable stratification is limited by height
z < 0.07|L).

The height z = 0.07|L| serves as the lower boundary of the free convection
layer where dynamic turbulence becomes negligible as compared with con-
vective turbulence. The structure of this layer is determined by three
parameters H/pc,, z and f, so that the scales of velocity w, and temperature
T, composed of these parameters take the form w, = (zfH/pc,)'?, T, =
(H/pc,)/w,. According to the Monin—Obukhov similarity theory the non-
dimensional profiles of mean velocity and temperature formed by normalizing
to w, and T, remain constant with height, a condition which is valid up to
z & |L|. The mixed layer is situated above this height. Its structure depends
neither on u, nor on z, being determined only by H/pc,, p and f. In this
case hg is the characteristic length scale, and w, = (hgfH/pc,)'"?, and
T, = (H/pc,)/w, are velocity and temperature scales. Accordingly, non-
dimensional vertical gradients of mean velocity and temperature represent
functions of z/hg only. The mixed layer extends up to the height z ~ 0.8hg.

In the range of heights from 0.8k to 1.2hg the entrainment layer (an
intermediate layer between the PBL and the free atmosphere) is arranged.
The structure of this layer is determined by the entrainment rate charac-
terizing the intensity of penetration of turbulence from the free convective
layer into the non-turbulent inversion layer, by hydrostatic stability of the
latter and by conditions in the free atmosphere.

A rough estimate of the PBL thickness for a strong hydrostatic instability
(large negative values of u,) can be obtained from dimensional considerations
rejecting the entrainment effects and, thereby, assuming that hg is determined
by only three parameters H/pc,, f and f. In this case

he ~ (BH/pc, )V ?1f17372 ~ M= po) . (4.1.4)

It should be emphasized that the multilayer structure is inherent mainly
in the convective PBL over land with a typical thickness exceeding the
Monin—Obukhov length scale by 50—-100 times. The ratio hg/L is much lower
over the ocean (excluding, perhaps, areas of cold deep water formation in the
Norwegian and Greenland Seas, and in the Weddell Sea). In such situations,
the possibility of ignoring the dynamic turbulence and, therefore, excluding
the friction velocity u, from a number of parameters determining the structure
of the free convection layer and mixing layer raises some doubts. These
doubts can only be eliminated by turning to a description of the PBL over
the ocean within the framework of a more general approach, which includes
u, and hg in the set of determining parameters.

Under conditions of strongly stable stratification the thickness of the layer
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containing by turbulence of dynamic origin amounts to about 100 m. An
important role in the formation of the structure of the above-mentioned
layer is played by the radiating heat influx created by the long-wave emission
of the underlying surface and the lowest atmospheric layer. Therefore, when
identifying the PBL thickness with the thickness of the surface inversion layer
it may be found to be much thicker than the vertical extent of the layer in
which the dynamic turbulence predominates. This circumstance should be
borne in mind when estimating the expression,

he ~ ug(=BH/pe,) ™ V2 f1712 ~ dpg 12, (4.1.5)

obtained by Zilitinkevich (1972) from dimensional considerations on the
assumption that hg is determined only by H/pc,, f and f. It is also necessary
to remember that, due to the suppression of turbulence and weakening of
mixing, the response of the stable stratified PBL to a change in external
parameters becomes slower. As a result, the condition of quasi-stationarity
of the PBL implicitly used in the derivation of (4.1.5) may not be fulfilled.
There is only one way to eliminate this obstacle — to replace the diagnostic
relationship (4.1.5) by the evolution equation for the PBL thickness.

4.2 Problem of closure

We consider the stationary, horizontally homogeneous PBL for parallel,
equidistant isobars. We also assume that the horizontal gradients of pressure
and density, excluding those cases where the density is involved in a
combination with gravity, are equal to their mean values within the PBL.
Taking these assumptions into account and neglecting small terms describing
the effect of molecular viscosity, the equations for the mean velocity com-
ponents u, v are written in the form

Lo o, 4.2.1)
P 0x oz

_Lop 95, (422)
poy oz

where —u'w’, —v'w’ are the components of Reynolds stresses normalized to
mean density; other symbols are the same.
We complement (4.2.1) and (4.2.2) with the evolution equation for the
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mean temperature T

om_ 0 4.2.3)
ot 0z
and for the mean specific humidity ¢
oq 0
—=——wYq, 424
o~ a1 @24
and also by the continuity equation
ou Ov Ow
_+_+_=0, 4.2.5
ox 0dy 0z ( )

by the condition of hydrostatic equilibrium

0
§=—w, (4.2.6)
z

and by the equation of state of moist air
p=RpT(1 + 0.61q). (4.2.7)

It should be noted that in (4.2.3) and (4.2.4) we have neglected the sources
and sinks of heat and moisture along with molecular diffusion, but have
retained, in contrast with (4.2.1) and (4.2.2), terms describing non-stationary
effects because otherwise it is impossible to satisfy the condition of vanishing
eddy fluxes of heat w'T” and moisture w’q’ vanish at the upper boundary of the
PBL.

Let us make one more preliminary remark with regard to the type of
averaging used. The most convenient method is averaging over an ensemble
(an infinite set of independent realizations) having the following properties:
Uity = i, Uu; = Tﬁj = 0. To realize such averaging in practice is difficult,
if at all possible. And one thus has to apply the so-called ergodic hypothesis,
that is, to assume a flow to be statistically stationary, and the ensemble
averaging to be equivalent to averaging over time, because in this case the
ensemble-average values do not change with time. Usually, the largest time
interval in which the time average approaches its stable stationary value with
some tolerated accuracy is chosen as an averaging period. To meet this
condition the spectrum of the process to be examined must have a deep
minimum separating high-frequency eddy fluctuations from low-frequency
oscillations of synoptic origin. Then a selection of any averaging period from
the band of the spectral minimum will provide filtration of high-frequency
fluctuations and at the same time will not introduce large distortions due to
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low-frequency oscillations. S