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Preface

I wrote this book for biologists and those who are interested in both biological affairs
in general and perspectives which integrate a large number of specialised biological
disciplines.

The theory of biocommunication presented herein investigates signal transduc-
tion processes among cells, tissues, organs and organisms in bacteria, animals
(corals and bees), fungi and plants in the light of the current available empirical
data. Because life is the central focus of the life sciences, this theory will also focus
on typical features of life as opposed to inorganic matter.

Because this field of investigation is based on the methodological primacy of a
pragmatic action theory, the book may also be of interest to researchers of linguis-
tics, communication sciences and sociology (e.g. plant sociology, animal sociology)
who would welcome an overview of these highly specialised biological disciplines.

Current molecular biology as well as cell biology investigates its scientific
object by using key terms such as genetic code, code without commas, misread-
ing of the genetic code, coding, open reading frame, genetic storage medium DNA,
genetic information, genetic alphabet, genetic expression, messenger RNA, cell-
to-cell communication, immune response, transcription, translation, nucleic acid
language, amino acid language, recognition sequences, recognition sites, protein
coding sequences, repeat sequences, signalling, signal transduction, signalling
codes, signalling pathways, etc.

All these terms combine a linguistic and communication theoretical vocabulary
with a biological one. In this book I try to introduce an appropriate model to exem-
plify this vocabulary (which is used in biology all the time without people thinking
about it), on the basis of explanation and understanding of a linguistic action, the
great variety of communicative actions.

Many biologists are not very familiar with current definitions of ‘language’
and ‘communication’ in contrast to linguistics, communication science, pragmatic
action theory, sociological theories. If we speak about (i) the three categories of
signs, index, icon and symbol, (ii) the three complementary non-reducible levels
of semiotic rules’ syntax, pragmatics and semantics and (iii) communication as
rule-governed sign-mediated interactions, it can easily be seen that all these cate-
gories are nearly unknown in biology, especially in molecular biology, cell biology,
genetics and related disciplines.
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vi Preface

Most biologists who use linguistic and communicative vocabulary to describe
biological or genetic features do this according to their methodological self-
understanding as empirical natural scientists. ‘Language’ and ‘communication’
are investigated in natural sciences behaviouristically or in the realm of for-
malisable procedures, i.e algorithms with information-theoretical, statistical or
systems-theoretical conclusions.

In contrast with this linguistics, communication theory, semiotics and especially
pragmatics, as well as action theory, have tapped knowledge about language and
communication which was unimaginable 40 years ago. It is completely differ-
ent from fundamental suppositions of older, mechanistic, behaviouristic and even
information-theoretical definitions. In the light of this current empirical and the-
oretical knowledge it has become increasingly clear that the multiple levels of
sign-mediated interactions which we call ‘communication’ cannot be explained or
even sufficiently described by older models such as the ‘sender-receiver’ narrative
or even based on the term ‘information’. Even physicalistic or mathematical defini-
tions of language as quantifiable sets of signs fail to describe key features of these
phenomena.

The current theory on biocommunication does not want or is unable to replace
empirical biology. Conversely, the recent quality of empirical biology is the prereq-
uisite for a theory of biocommunication. Because natural sciences are not familiar
with appropriate definitions of ‘language’ and ‘communication’ as both terms are
in current action theoretical investigations this theory of biocommunication should
be a complementary tool for e.g. biology. The theory of biocommunication then
could act as a complementary tool in the interpretation of available empirical data
concerning biological affairs.

The question is how we unite ‘language’ and ‘communication’ with biology.
Why is it so comfortable and useful to operate with linguistic and communicative
terms in biology? Are there any advantages for biology in research and teaching
through a pragmatic theory of biocommunication? What is its traditional back-
ground, i.e. what is its place in the history of science? In this book I try to
give answers to these questions. May I invite you to trace with me the roots of
biocommunication?

Bürmoos, Austria Günther Witzany
August 2009
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Chapter 1
Introduction: Metaphysical
and Postmetaphysical Relationships of Humans
with Nature and Life

Abstract First, I offer a short overview on the classical occidental philosophy as
propounded by the ancient Greeks and the natural philosophies of the last 2000
years until the dawn of the empiricist logic of science in the twentieth century, which
wanted to delimitate classical metaphysics from empirical sciences. In contrast to
metaphysical concepts which didn’t reflect on the language with which they tried to
explain the whole realm of entities empiricist logic of science initiated the end of
metaphysical theories by reflecting on the preconditions for foundation and justifica-
tion of sentences about objects of investigation, i.e. a coherent definition of language
in general, which was not the aim of classical metaphysics. Unexpectedly empiri-
cist logic of science in the linguistic turn failed in the physical and mathematical
reductionism of language and its use in communication, as will be discussed below
in further detail. Nevertheless, such reflection on language and communication also
introduced this vocabulary into biology. Manfred Eigen and bioinformatics, later on
biolinguistics, used ‘language’ applied linguistic turn thinking to biology coherent
to the logic of science and its formalisable aims. This changed significantly with
the birth of biosemiotics and biohermeneutics. At the end of this introduction it will
be outlined why and how all these approaches reproduced the deficiencies of the
logic of science and why the biocommunicative approach avoids their abstractive
fallacies.

1.1 Metaphysical vs. Mythological Construction of Nature

Linguistic and communicative vocabulary as a crucial tool in scientific foundations
and the methodology of philosophy of science has been in use for 70 years. Before
this time, empirical descriptions of non-living nature and even living nature were
derived from metaphysical constructions with a long and complex history embrac-
ing the most prominent thinkers in occidental philosophy. All of them tried to give
answers to the classical antinomies which derived from the Athens school of Greek
philosophy. Before I give a short reconstruction of the metaphysics of nature I want
to give a synopsis of what the metaphysical thinking opposed. It was a central

1G. Witzany, Biocommunication and Natural Genome Editing,
DOI 10.1007/978-90-481-3319-2_1, C© Springer Science+Business Media B.V. 2010



2 1 Introduction

paradigm shift in human history: the change from a myth-based self-understanding
with its focus on cultus and ritus and the strict hierarchy of norms and traditions
within which a tribal society was interwoven. Pre-metaphysical hierarchies are
mythology-based forces of creation. Nature was speaking to humans as animals and
plants, natural forces as thunder, wind, water and fire. The order of the world was
self-evident. Animals were not ranked inferior to humans but equally. As animals
are different, so are humans different. The self-evident order of the world is a cosmo-
centric law which rules over animals and humans. The myth of the change of nature
before humans to nature with humans does not resolve the status of nature without
humans. The mythology of pre-metaphysical tribal societies suppresses destruction
of nature definitively. Nature is a kind of holy being within which non-holy humans
are embedded. Therefore humans have to act accordingly.

Humans in pre-metaphysical tribal societies were not only ecological experts.
Their educational systems were holistic ones, each member being required to be
familiar with their surroundings such as plants, animals, climate, annual cycles and
repetitions, interdependencies of the inner and outer nature. Each member of this
kind of human society was also familiar with the ethics and norms of tribal traditions
in social affairs.

A different relationship with nature was constructed in the metaphysical thinking
of the classical Greek philosophers. At the basis of the western occidental-modern
world view and technical-scientific modernity we can find Greek cosmology.
Their competing metaphysical world views are extensively developed constructions
according to logics and methodology which offer completely different answers to
questions of the myth-based lifeworld.

The change from a natural being into a society-based being is an irreversible
process. The division of survival of society, of the survival of non-human nature,
indicates a newly-derived hierarchy in which culture (i.e. inner nature of humans)
has primacy in opposition to nature (outer nature). The subordination of society to
an omnipotent creator god and his plan of creation are followed by the subordination
of non-human nature to the human one. The hierarchy is strict and structured: the
primacy of gods, followed by humans and, last, the rest of nature. The age of unity
between human mankind and nature is broken irreparably. The order of the world is
no longer self-evident but offered by god and supernatural. God is thinking prime
pictures whose depictions are manifested in a great variety here on earth and in the
cosmos (Capelle 1968).

The invention of the general term as crucial tool of the technique of abstract
thinking divides metaphysical interpretation of nature clearly from the pre-
metaphysical one.

The rationalisation of world views occurred in parallel with differentiation and
complexity of writing. Development and practice of the technique of writing liber-
ated transport of tradition from the ancient practice of vocal traditions. Now it was
possible to read about the history and myth of tribal societies even if they were far
away or no longer present. Metaphysical philosophy of nature from now on had to
answer the questions of classical antinomies, the relation between the whole and its
parts and between (statical) being and (dynamical) becoming.



1.1 Metaphysical vs. Mythological Construction of Nature 3

There are three mainstream conceptions within metaphysical philosophy of
nature in the occidental tradition of philosophy of the last 2000 years. All philo-
sophical conceptions of the last 2000 years are part of one of these mainstream
paradigms.1 We differentiate:

• Monistic-organismic world views
• Pluralistic-mechanistic world views
• Organic-morphological world view

1.1.1 Monistic-Organismic World Views

The main principle of all monistic-organismic world views is holism (all is one).
What we experience as a broad variety of things and processes constituting this
world is attributed to one main principle. The multitude of beings is within this
world view deduced from one driving force. Cosmos is a whole, the many things
are epiphenomena which seem to be many but in reality are only parts of the whole.
Inside and outside are two aspects of the one and whole reality. What seem to be
many are only different moments of the one and all. According to different wholes in
this monistic organismic world view (Life, soul of the world, world-mind, god) there
is a differentiation between a physical, metaphysical or pantheistic monism. If the
main principle is life we speak about hylozoism, if it is the soul, panpsychism, if it is
divine, pantheism. In all of these monisms there is one and only one main principle
which is behind all things. In the history of philosophy we can differentiate different
developments of these monisms such as pre-Socratic hylozoism (Thales of Miletus,
Anaximenes, Heraclitus), cosmic pantheism of the Stoa (Seneca, Epictetus, Marcus
Aurelius, Cicero), pantheistic emanantism of Plotinus (Ammonius Sacca, Plotinus,
Scotus Eriugena and later on Spinoza, Hegel), aesthetic pantheism of Giordano
Bruno and his monadology, which was further developed by Leibniz and the pre-
critical Kant in his metaphysical dynamism, and later on Hamann, Kierkegaard,
Schelling, Goethe, Novalis, Hölderlin, Rilke, Steiner.

In a certain sense, this monistic world view is exemplified also in rationalism
with its objection that the whole world can be imagined as and integrated within
one objective and logical system which we must solely investigate long enough to
integrate all things into this one and only system, as thought by Spinoza. This think-
ing also attracted Hegel. The god of Hegel is living and organismic and emerges
as world through dialectical processes of birth, death and next level of being. In its
organismic variation we find monistic evolutionism in Clifford, Huxley, Darwin and
Spencer. One law determines the whole universe. This absolute unifying law is the
law of development. Differentiation and Integration are the everlasting potentials of
this law. The Emergentism of Samuel Alexander postulates the one and only world
matter which is the material out of which all things are formed. The many parts and

1The outline of the three metaphysical world views follows Zeno Bucher (1982). Natur, Materie
Kosmos. Eos, St. Ottilien.
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processes are events which are emerging out of this world matter which is at the last
identical with god.

Another much younger philosophy is the panvitalistic metaphysics of France
with Maine de Biran and Bergson. From its strict anti-mechanistic and anti-
rationalistic view they propagated a self-enforcing power of all living, or as Bergson
called it, the Bios, the principle of creation in the whole reality which is the driving
force of the whole universe. This vitalism is integrated within certain other holisms
which tried to unify this world view with modern natural science knowledge and
such proponents as Haldane, Meyer-Abich, Wheeler, Whitehead, Bohm, Capra.

Another kind of organic monism is the dialectical materialism of Engels which
is a counterpart to Hegel’s idealistic monism. The whole and the one is more than
the sum of its parts. The parts per se have no value, only in sum the whole is the
main value.

The monistic-organismic world view is present also in twentieth-century physics.
Searching for the last common invisible matter, or the elementary parts of all matter
or the last and one formula (Stephen Hawking) through which all can be explained
or which represents the ultimate law of all being, are variations of ‘all is one’ –
metaphysics. The particles on the subatomar level are not parts by their own. They
are parts which are all constituted by lower parts and smaller parts and at the last
they are quantums, quantum parts (Heisenberg 1973) or, as Einstein noted 1950,
electrical field densities which we see as corpuscles but in reality are condensed out
of a universal field of energy.

The driving force of these monistic-organismic world views derives from both
the presumption of the unification of thinking and being (without language’s critical
reflection) and a kind of idealistic rationalisation of experiences such as separation,
transitoriness, contradiction, fear of reality and the new, unexplainable. The many
parts we experience are at the last all in one, a common principle, the last and ulti-
mate law and formula or in its theistic variation basics of all religious social orders
(Wittgenstein 1975: 80e).

1.1.2 Pluralistic-Mechanistic World Views

In strict opposition to the monistic-organismic world views there are the pluralistic
mechanistic ones. Their main principle is: all is endless plurality (all is many). In
contrast with the holistic one and only of monisms, in the pluralistic all is built of
indefinite numbers of corpuscles, smallest parts. If we look at or experience things,
persons, objects, they seem to be entities, but in reality they are the sum of these
smallest corpuscles. These last smallest entities are unchangeable and everlasting.
A real becoming out of nothing, i.e. a real de novo emergence which means a move-
ment from not being into being may be a construction in our consciousness but
has nothing to do with any reality. These ultimate single corpuscles can be brought
into forms or can even be mixed but this does not change anything within them. In
their outer nature they can be moved and change their relation to one another but in
their substance they are unchangeable. Any movement is caused from outside and is
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purely mechanistic. Parmenides was one of the first thinkers to propound this world
view. For him movement is also an illusion because it is a line-up of the smallest
unmoved statical state of things.

A hundred years later the atomistic school changed the philosophy of Parmenides
in one crucial aspect. Leukippus and Democrites now believed the experience of
multiplicity, changeability and movement to be reality. The hylomorphistic concep-
tion of Aristotle damaged this world view until it was revived by Pierre Gassendi
in 1649. He constituted the philosophy of mechanistic atomism in a new way.
Robert Boyle described this mechanistic atomism. He observed that in contrast with
older forms of atomism matter is an assembly of different basic elements. His phi-
losophy focused on investigations and research into these basic elements. A hundred
and fifty years later Proust and Dalton postulated real atoms in the so-called law of
constant and multiple proportions.

Then the term molecules was developed and in the shift to the twentieth century
it became increasingly clear that atoms are not atoms, because they are constituted
by a variety of dynamic entities which can emerge as corpuscles or waves. This
contradicted the term atom fundamentally. Although atomism was shown to be a
misinterpretation of nature, Mechanism as mechanism has been a successful model
until today.

René Descartes observed earlier that the concept of indivisible corpuscles is
dubious in principle. Rationalistic investigation can experience only mathematical
relations and the reality of matter can only be viewed as proportion and dimension.
We can only understand machines because all their functions can be reconstructed
by investigation of the function of their parts. These parts of the world machine first
are thought by god and later on produced. The parts of being within Descartes’s
thinking are purely dimensional and equal. Behind these qualities of the ultimate
parts there is nothing else. They can be differentiated only in their size, geometry
and configuration. Every phenomenon in the cosmic universe is a configuration and
local movement of these parts. Additionally all living beings function in the same
way, purely mechanistically.

Descartes’s strict mechanisation of everything within nature became a broad
mainstream world view. The principles of mechanics were adapted to whole physics
and as result this kind of physics became the basic science of all empirical research
and investigation. A late player was Newton, whose philosophy was founded on
mechanistic principles. According to Newton, ultimate particles are created by god
as massive particles. From this, the next step was the apodictic mechanism of
LaPlace, who stated that every single status within the world and cosmos is a strict
effect of the foregoing causes. If there were a mind which could oversee all forces
which are existent in nature it would be able to predict every future development out
of this knowledge, because everything happens according to strict mechanical laws
(the LaPlace demon).

Then came a state of universal determinism: the state of every closed system at
a certain moment determines the following development for all time. The whole
world as well as the universe is a big machine, which is constituted by an infi-
nite quantity of parts, all of them underlying strict natural laws. With strict rational
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thinking nature has to be analysed in minutest detail until all parts of nature are part
of scientific knowledge. Then sometimes mechanical nature can be reconstructed
completely and even optimised, unlike real nature.

This is also valid for all living beings including humans, especially the human
mind. This was a basic conviction also of Dubois-Reymond, one of the main men-
tors of Sigmund Freud. In the twentieth century, Rudolf Carnap was also convinced
that the psychological features of humans are a bundle of physiological mechanistic
single processes and should be explained mechanistically.

1.1.3 Organic-Morphological World View

In between these two completely contradictory world views there is a third world
view which was worked out by Aristotle and later on by Thomas Aquinas, and has
been further developed in the twentieth century by the school of Neo-Thomists like
Nikolai Hartman, Aloys Wenzl, Hedwig Konrad-Martius and others. The starting-
point of the so-called organic-morphological world view is the theory of levels,
which includes a categorisation of the delimitations and differences between these
levels. Hartman distinguishes four levels of being: the material, the vital, the psy-
chic and the mental. These levels differ in their stages on the way to perfection
which depend on the translation of potentiality into actuality. In the level of the
material, the potentiality is dominating, actuality is less, i.e. the real matter of the
world behaves according to natural laws, e.g., in the case of nuclear technologies,
much more actuality can be processed out of single atoms. In a nuclear chain reac-
tion actuality is nearly indefinite whereas potentiality approaches zero. The higher
level integrates the lower one, although the lower one is not dissolved but gets a
new function within the higher one. This means reality is constituted by many and
ultimate smallest particles which develop in real processual reality into different
forms which unite to become such things as bodies of living beings. This organic
morphological world view strictly contradicts the monistic-organismic as well as
the pluralistic mechanistic world view. The relationships between these levels are
determined by a set of laws:

1. Law of autonomy: according to Hartmann, each layer of being is autonomously
structured and the genesis of this autonomy cannot be fully derived from the next
lower level. The mental level is therefore independent of the psychic level, the psy-
chic of the vital, and the vital of the inorganic. This does not necessarily mean that
the mental level lacks the psychic level, the psychic level lacks the vital one and
the vital lacks inorganic elements. Rather it emphasises that each of these levels is
characterised by features that can be found here and only here. Within this law of
autonomy there are two subordinate laws. (a) The law of novelty: in each higher
level, features appear which are lacking in the next lower level. These features rep-
resent a novelty, something new compared with the lower level. Such new features
are neither a logical consequence in the development from the lower to the higher
level nor can they be fully derived from the former. (b) The law of modified, recur-
rent features: the laws of the lower level reappear in the higher level, never vice
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versa, but in a modified manner. Specifically, the laws of the lower are structurally
and functionally integrated into the higher. For example, the laws of the inorganic
level recur in the vital level, but under organisational principles of the vital level,
i.e. in a constellation unknown in the inorganic level.

2. Law of dominance: the laws specific to one level do not merely govern that layer.
Within the overall organism, every higher level acts on all levels below it, without
dismantling or negating them. Humans, for example, possess a vegetative nervous
system whose function is largely independent of mental activity. This mental activ-
ity, however, can influence the psychic state and, by destabilising it, e.g. in extreme
stress situations, have an effect on the vegetative nervous system.

3. Law of dependence: each higher level is neither poised above nor determined by
the lower ones, although a certain dependence does exist. The mental level func-
tions on the basis of the psychic, this on the vital, and the vital in turn on inorganic
substances. In the case of comatose patients, the vital level and the vital organi-
sation of the inorganic matter comprising the body continue to function, but the
psychic and mental levels are silenced.

4. Law of distance: owing to the new, defining quality of a level of being, Nikolai
Hartman recognises a ‘metaphysical discontinuity’ rather than actual transitions
between these levels. While representatives of approaches based on continuity the-
ories have always postulated such transitions, no actual transitions have been found
or convincingly reconstructed in the field of palaeontology. According to this law,
nature, and even evolution, progresses in discrete steps.

In contrast with the former two most prominent world views with their ‘all is
one’ or ‘all are part’, in this different worldview being is a kind of processual real-
ity with developmental stages from simpler to more complex structures. Also in
contrast with the former conception, the occurrence of novelty which did not exist
before is a special feature of being and cannot be logically or ontologically deduced
from former stages. Movement, development, changeability from the littlest inor-
ganic parts up to the human mind is an inherent potentiality of being and not a
mere epiphenomenon or mixture of unchangeable smallest beings. The differences
between the organic morphological world view and the monistic-organismic and
pluralistic-mechanistic world views are fundamental and unbridgeable.

1.2 Delimitations Against Metaphysics

All schools of philosophy from antiquity and the classical Greek age up until the
twentieth century tried to solve the classical problems of antinomy, i.e. (i) the rela-
tionship of the whole and its parts and (ii) the (statical) being and the (dynamical)
becoming. The short overview of the philosophical conceptions, their tendencies and
motifs described a kind of philosophy which was to be strictly avoided by the phi-
losophy of science called logical empiricism (neo-positivism) and later on critical
rationalism. The whole dictionary and language game played in these metaphysical
languages was a real nightmare for the proponents of the project of ‘exact science’.
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They were convinced they could find a language which could both exclude meta-
physical language, inexact terms and apodictically-claimed truth and for the future
express empirical sensory data unambiguously and definitively.

For logical empiricism metaphysical questions do not have any subject and
therefore replace this kind of philosophy by the primacy of empirical scientific
knowledge, materialism and naturalism. As we will see later, both the idealistic
tradition and it materialistic counterpart and even empirism share classical meta-
physical positions such as (i) their claim of being an original philosophy and (ii) the
identification of being and thinking. The latter one particularly constructs an inner
relationship between thinking and being: as we are thinking, being also functions.
The general, the necessary and the supratemporal can be found also in their terms.
Empirism and Nominalism identified this self-misunderstanding. They resolved this
misunderstanding in a multitude of entities without qualities. Only by the sensory
organs of feeling subjects can these entities be mentioned and then be reconstructed
within their imaginative apparatus.

Modern empirism wanted to be freed from these metaphysical implications by
a substantial and fundamental critique of metaphysics. Therefore the only serious
value for science is the rationality of the methods of scientific knowledge, i.e. the
formalisable expression of empirical sentences. This is strict objectivism, which
restricts itself to a pure observer perspective that confirms its observations by tech-
niques of measurements and subsumes reality in the formalisable depiction of these
measurements. Between metaphysics and objectivism there is an unbridgeable gap:
what can be found empirically and described as formalisable exists. Outside these
criteria everything can be believed but is not the subject of exact sciences. From
now on objectivity is the main agenda of natural sciences, subjectivity the subject
of human sciences. The interesting and ambitious programme of logical empiricism
started as no scientific discipline started before: by a fundamental critique of the
sentences with which we describe observations and those with which we construct
theories.

This scientific approach was a fundamental shift in the history of philosophy. In
the main focus were not the things, the world, the being but conversely the medium
in which we describe our opinions, impressions, experiences, the language itself.

1.2.1 Linguistic Turn

To delimitate exact scientific sentences from inexact sentences as they occur in phi-
losophy and theology, the school of logical empirism (Carnap 1931a, 1931b, 1934,
1939, 1956, 1966; Neurath 1932; Gödel 1931, and later on Russell 1940; Tarski
1966) at the beginning of the 1930s tried to construct a formalised language of exact
sciences according to the young Ludwig Wittgenstein and the theoretical construc-
tion which he outlined in Tractatus Logico-Philosophicus (Wittgenstein 1959). With
this formalised language of exact sciences it should be possible to outline empiri-
cal results of experimental research exactly and without ambiguity. This means that
every sentence with which observations are described as well as sentences which are
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used to construct theories must fulfil the criterion of formalisability, i.e. they must
be expressible as mathematics. Only sentences which fulfill this criterion should
be claimed as (termed as) scientific. Sentences which would not be formalisable
have to be excluded from science because they are not scientific sentences. By this
procedure natural science should be installed as exact science. Because the world
functions exclusively according to the laws and principles of physics, this world can
be depicted only by sentences of mathematics which are able to express physical
reality in a one-to-one manner. Natural laws expressed within the language of math-
ematics, i.e. formalisable, represent the inner logic of nature. The central part and
most important element of language therefore is the syntax, because only by the
logical syntactic structure of language is it possible to depict the logical structure of
nature. Language as depiction of the natural laws of reality therefore must be for-
malisable in all its aspects. Because language therefore is seen as a quantifiable set
of signs it can be expressed also in binary codes (1/0). Meaning functions therefore
are deducible solely from this formal syntactic structure.

Similarly to this model of language, cybernetic system theory and information
theory investigate the empirical significance of scientific sentences out of a quan-
tifiable set of signs and, additionally, out of the information transfer of formalised
references between a sender and a receiver (sender-receiver narrative). Information-
processing systems therefore are quantifiable themselves. Understanding informa-
tion is possible because of the logical structure of the universal syntax, i.e. by a
process which reverses the construction of meaning. Because of this theorem, infor-
mation theory is also a mathematical theory of language (Shannon and Weaver
1949; Turing 1950). Both constructions are founded on the assumption that real-
ity can be depicted in a one-to-one manner only by formalisable procedures, i.e.
formalised sentences. Exact sciences means correspondence of thinking and being.
Manfred Eigen adapted these models for biology in the last third of the twentieth
century in the description of the genetic code as a language-like structure (Eigen and
Winkler 1975).

1.2.2 Manfred Eigen’s Adaptation of the Linguistic
Turn to Biology

Manfred Eigen compares human language with molecular genetic language explic-
itly.2 Both serve as communication mechanisms.3 The molecular constitution of
genes is possible, according to Eigen, because nucleic acids are arranged according

2‘Speech, communication, reading and comprehension on this level mean binding (=recognising)
the complementary molecular building blocks (=language symbols) and linking them into a
macromolecular ribbon (=text)’ (307).
3‘Each language primarily reflects the characteristic features of the respective, underlying commu-
nication machinery’ (313).
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to the syntax and semantics of this molecular language. 4 Even the amino acid
sequences constitute a linguistic system.5 Through this comparison Manfred Eigen
follows the depiction theory of language within the tradition of empiricism, logics,
mathematical language theory, cybernetic systems theory and information theory.

The world behaves according to physically determinable natural laws. These
natural laws can be expressed only by using the language of mathematics. The
formalisable artificial language of mathematics is alone capable of realistically
depicting these natural laws. Language in its fundamental sense is language as a
formalised sign language. The natural laws are explications of the implicit order of
mathematics and nature. Mathematical language depicts this logical order through
the logical structure of the linguistic sign system. The essential level of rules of a
language therefore is the syntax. Only through the syntax does the logical structure
of a language as a depiction of the logical structure of nature come to light. Because
both the identity of the logical order of the language in its syntax and the logical
order of nature can be expressed in mathematics, this language is quantifiable and
can be expressed in binary codes (1/0).

The semantic aspect of language initially comprises an incidentally developed or
combined sign sequence, a mixture of characters, which only gain significance in
the course of specific selection processes. The linguistic signs are variables whose
syntax is subject to the natural laws governing the sign-using brain organ. The brain
of humans, for example, is endowed with these variables and combines them to
reflect synapse network logics. The variable sign syntax of the brain then must be
filled up with experiences of a personal nature and thus constitutes an individualised
evaluation scheme.

In messages between communication partners, one side encodes the message in
phonetic characters. The receiver must then decode and interpret the message based
on empathy and personal experience. Understanding messages shared between
sender and receiver is largely possible because the uniform logical form – a universal
syntax – lies hidden behind every language.6

The function of that organ which syntactically combines the language signs
according to its own structure most closely corresponds in Eigen’s opinion to cyber-
netics, i.e. the theory of information-processing systems (while abstracting the
manner of its realisation). Functional units like the central nervous system, brain
or even macromolecules consist of a definable, limited number of elements and a

4‘The relative arrangement of the individual genes, the gene map, as well as the syntax and
semantics of this molecular language are (. . .) largely known today’ (207).
5‘Although the active center – the actual three-dimensional word correlate of the protein language
– comprises no more characters than the number of verbs in spoken language, the protein molecule
must unite a total of between one to five hundred chain elements within itself in order to form such
an active center, each one of these molecules represents a particular task and one could describe
the enzymes as the ,verbs’ of the molecular language’.(305) ‘(. . .) All the words of the molecular
language are combined to a meaningful text, which can be broken down into sentences’ (305).
6‘. . .sentence structures, if we disregard the specific peculiarities of the individual languages,
exhibit parallels that indicate a universal regularity evidently originating in the organization of
the human brain’ (301).



1.2 Delimitations Against Metaphysics 11

limited number of relationships between these elements. These systems, along with
their description by means of a language, are depictions of a reality, structured by
natural laws. Since both the logic of the describing and that of the theory construct-
ing language correspond with the logic of the system, the relationship between these
elements of the system can be represented in an abstract, formal and unambiguous
manner.

From the perspective of man as a machine, humans clearly represent an optimal
model: they fulfil all those preconditions for constructing algorithms that a con-
ventional machine cannot deliver, i.e. criteria for information evaluation based on
the real social lifeworld.7 Humans, and all other biological systems, resemble a
learning machine capable of internally producing a syntactically correct depiction
of the environment by interacting with this environment, of correcting this depic-
tion through repeated interactions and thus of changing their behaviour according
to the environmental circumstances. Such learning systems are able to continuously
optimise their adaptability.8

The differences between nucleic acid language and human language stem from
the continuous developmental processes of biological structures, based on the
model of a self-reproducing and self-regulating automaton that functions as real-
isations of algorithms.9 This enables the steady optimisation of problem-solving
strategies in organisms, eventually leading to the constitution of a central nervous
system, a precursor ultimately giving rise to the brain and its enormous storage and
information-processing capacity. Language enables the implementation of this evo-
lutionary plan (from the amoeba to Einstein): this medium forms, transforms, stores,
expands and combines information.10

1.2.3 Deficiencies of Manfred Eigen’s Depiction
Theory of Language

Even formal systems are not closed, as Eigen suggests, nor are they principally fully
determinable. Furthermore, language is the result of communicative interactions

7‘Nature, through the development of receptors that register environmental signals and through
the development of nervous systems that can process and store such signals, has found a more
economic way’ (225).
8‘A specific operational task of the von Neumann automaton is self-reproduction. The first model
from the year 1950 was entirely realistic in its conception: the machine runs back and forth in a
huge spare-parts warehouse and compiles the components necessary for its own replication. Most
importantly, it also reproduces its own construction plan or blueprint. Its progeny should, after all,
also be equipped with the self-reproduction capability. Herein lies the possibility to perfect the von
Neumann automaton, an idea that has long been taken up by theoreticists: selective alteration of
the program enables continuous improvement and an expanded range of application in the sense of
Darwinian evolution’ (216).
9‘In principle, the automaton is capable of carrying out any desired calculation’ (217).
10‘At any rate one can say that the prerequisite for both great evolutionary processes of nature –
the origin of all forms of life and the evolution of the kind – was the existence of a language’ (314).
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in dialogue situations rather than the result of constitutive achievements of the
individual persons. Communicating with one another, sending messages, under-
standing expressions is not a private coding and decoding process, but rather an
interpretation process arising from a mutual adherence to rules by communicating
partners who agree on the rules.

The ability to abide by these rules is innate, the skill in complying with particu-
lar rules is acquired through interactions and relies on norms of interaction to utilise
words in sentences, i.e. a linguistic competence. Information cannot generally be
quantified as message content: statements made by social individuals in situational
contexts are not closed and, thus, are generally not fully formalisable. The attempt
to construct a purely representational language is doomed to failure because formal
artificial languages do not exclusively contain terms that are unambiguous. This per-
tains to terms that cannot be confirmed through observation. Specifically, scientific
statements are not attributable to immediate sensory experience, i.e. the language
game used to describe observations does not mirror the brain activity during the
perception of reality.

A world-depicting exact language must remain a mere postulate because it can-
not logically substantiate itself. Too many theoretical concepts, too many scientific
criteria that are generally not formalisable (e.g. ‘progress in the cognition process’,
‘practicability’, etc.), point to the limits of formalisability. The very identity between
artificial language and its form renders it incapable of reporting on itself, something
that presents no problem when informal speech, i.e. everyday language, is used.
Language is an intersubjective phenomenon which several individuals can share,
alter, reproduce as well as renew the rules of language usage. The basis and aims of
this usage are defined by the real social lifeworld of interacting life-forms. The user
of a linguistic sign cannot be comprehended according to the speaker-outside world
model. Rather, this requires reflection on the interactive circumstances to which the
user has always been bound, circumstances which provide an underlying awareness
enabling him/her to understand statements made by members of the real lifeworld.
The user of formal artificial languages – before appreciating the purpose of the
usage – has also developed this prior awareness in the course of interactive processes
with members of the real social lifeworld.

Speech is a form of action, and I can understand this activity if I understand
the rules governing the activity. This means I can also understand an act that runs
counter to the rules. Everyday language usage reflects everyday social interactions
of the constituent individuals. The prerequisite for fully understanding statements
is the integration of the understander in customs of social interaction and not
merely knowledge of formal syntactic-semantic rules. A prior condition for all
formalisations in scientific artificial languages is a factual, historically evolved,
communicative experience. This very precondition becomes an object of empirically
testable hypothesis formation in Eigen’s language model. At this point, how-
ever, Eigen’s model becomes paradoxical because he seeks to grasp theoretically
language with tools that are themselves linguistically predetermined.

Eigen’s language model, which is rooted in information theory, clearly reveals
that Eigen equates the form of theory language with the form of language used
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to describe reality (experience). This implies the equation of formalised scientific
languages with the language used to describe observations. Previous attempts to
specify all the rules governing the translation of every term in theory-language into
terms of observational languages have been unsuccessful. Not all concepts of theory
language can be transposed into concepts of the observational language.

1.2.4 Gödel’s ‘Incompleteness Theorem’ and Real-Life Languages

A similar situation (but more than 40 years before Eigen) is encountered in
the attempt to absolutise mathematics as that pure formal language whose
every ramification might become fully transparent. This led Gödel to formu-
late the Unvollständigkeitssatz (incompleteness theorem) in his work Über formal
unentscheidbare Sätze der principia mathematica und verwandter Systeme (1931).
Gödel investigated a formal system by applying arithmetic and related deduction
methodologies. His aim was to convert metatheoretical statements into arithmetical
statements by means of a specific allocation procedure. More precisely, he strove to
convert the statements formulated in a meta-language into the object language S by
using the object language S. This led Gödel to two conclusions:

1. On the assumption that system S is consistent, then it will contain one formally
indeterminable theorem, i.e. one theorem is inevitably present that can be neither
proved nor disproved within the system.

2. On the assumption that system S is consistent, then this consistency of S cannot
be proved within S.

The question of determinability and calculability is closely allied with the algo-
rithm concept, whereby Eigen seems to postulate that algorithms are not only
concepts of theoretical language, but also depict (decision-) behaviour in the realm
of biology and, therefore, are amenable to empirical analysis. Indeed, he is con-
vinced that everything can be represented in the form of algorithms and can thus,
in principle (after sufficiently thorough analysis), be determined. Yet Eigen never
puts this to the test, i.e. he never states the conditions in which a branch of math-
ematics would be indeterminable. Namely, a field of formalised artificial language
is indeterminable when no algorithm can be provided to help one to decide – for a
particular formula of a formalised artificial language and involving a finite number
of steps – whether this formula is universally valid or not.

Today, several branches of mathematics are considered indeterminable. Herein
lies the consequence of this indeterminability theorem for the automaton theory
of A. Turing and J. v. Neumann: a machine can principally calculate only those
functions for which an algorithm can be provided. Functions lacking an algorithm
are not calculable.

Every cybernetic, self-controlling machine is the realisation of a formal system.
Eigen assumes that the evolution of self-reproducing and self-organising organisms
represents the realisation of the syntax of a universal language underlying the order
of the world. This universal syntax, as a representation of mathematically express-
ible reality, is also the formal basis for the evolution of these organisms. For each of
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these machines, as in the case of every organism, there must be an indeterminable
formula.

It is precisely by means of a non-formal language that this formula can be shown
to be true or false; this non-formal language is the very tool that enables the lan-
guage itself to be discussed. The machine is unable to do this because no algorithm
is available with which a cybernetic machine can determine its underlying formal
system. Systems theory is principally unable to fulfil the demands that Eigen places
on it.

The fact that the paradoxes arising within a formal language cannot be solved
with that language led to a differentiation between object language and meta-
language. Nonetheless, paradoxes can also appear within meta-language; these can
only be solved by being split into meta-language, meta-meta language and so forth
in an infinite number of steps. This unavoidable gradation of meta-languages neces-
sitates resorting to informal speech, developed in the context of social experience,
as the ultimate meta-language. It provides the last instance for deciding on the
paradoxes emerging from object- and meta-languages. Neither the syntax nor the
semantics of a system can be constituted within that particular system without resort
to the ultimate meta-language.

The ambition to provide logic and mathematics with a priori validity is no
longer tenable: an unambiguous linguistic foundation of science, one beyond further
inquiry and supporting itself through direct evidence, cannot be secured. Language
proves to be a perpetually open system with regard to its logical structures and can-
not guarantee definiteness from within itself. This is the very conclusion that Eigen
disputes with his language model. To summarise this chapter:

• There can be no formal system which is entirely reflectable in all its aspects while
at the same time being its own metasystem.

• Concrete acts and interactions are basically unlimited in their possibilities. There
will always be lines of argumentation that lie outside and have no connection with
an existing system. Basically, every system can be transcended argumentatively.
Newly-emerging language games and rules may develop as novel structures
which are foreign to previous systems and not merely a further step in a series
of prevailing elements. These very discontinuities enable totally new language
applications.

• The ultimate meta-language, informal language, provides indispensable evidence
about the communication practice of subjects in the real environment; the oper-
ator of formalisations is itself an integral part of this. Reverting to this everyday
type of communication reveals information about the subjects practising this
usage. In this sense, pragmatism becomes the theoretical basis both for formal
operation and for a non-reductionistic language theory.

Manfred Eigen was correct in recognising that language and communication
were and continue to be indispensable for the origin of life, the developmental pro-
cesses of biological organisms, as well as for the specifically human capacity for
thought, speech, and action; at the same time, he is unable to provide an adequate
foundation for these two terms. This casts doubt on the entire explanatory model for
living nature as provided by the biological disciplines.



1.3 The Roots of the Idea of an ‘Exact’ Scientific Language 15

1.3 The Roots of the Idea of an ‘Exact’ Scientific Language

Logical empiricism and critical rationalism fail in their attempt to construct a pure
language of logics and mathematics as delimitation from non-scientific, metaphysi-
cal sentences. The failure is hidden in their own metaphysical concept of language
upon which they cannot reflect, because they reduce the main structures of lan-
guage and communication to the syntax alone. Let me reconstruct the developmental
history of this misconception of language.

The origin of this can be clearly identified in the depiction theory of language of
Plato. He was convinced that cosmos and the world can be sufficiently depicted by
mathematics (following Pythagorean motifs). This clearly derives from his concept
of ideal archetypes (the thoughts of god) which we find in this world in a variety
of inexact depictions. With his language (mathematics) mankind can participate in
these thoughts of god, i.e. the ideal archetypes.

Aristotle shares the view on language as a tool, but in a crucial aspect he changes
Plato’s conception: language acts as expression of the inner conceptions; the logical
order of the linguistic sign system we use represents the logical order of nature in
general. Here in the idea of an ideal language which can depict nature in a one-
to-one depiction are the basics of the concept of the exact scientific language. The
Aristotelian tool ‘language’, which functions like the tools with which we calculate
mathematically, was further developed by Hobbes and Leibniz, who investigated
this relationship between language and mathematics. Leibniz’ intention was similar
to that of his twentieth-century peers: to define a syntactic-semantic construction of
our thinking in symbols and therefore to reject all misunderstandings and obscurities
within sciences.

Even the concept of the young Wittgenstein postulates that behind the everyday
language hides the logical form of a universal language (as postulated by Leibniz).
Within this logical form of the language we can find the intersubjective and valid
depiction of the fundamental facts. We have to express such fundamental facts by
using these elementary sentences (Elementarsätze). By using these elementary sen-
tences we can reconstruct any sensible sentences logically. The meanings of words
within a language are presumed as non-variable substances which are coherent with
material substances. Exactly at this point the modern empirical concept of language
is congruent with the metaphysical conception of Aristotle.

This is the basics of the theory that language does not transport real contents
but structures exclusively: the signs which are used within a language are variables,
which have to be filled up (similar to an empty container) by communication part-
ners from their pool of private experiences. Therefore communication is a process
which starts with private encoding activities, technical transmission via a medium
or communication channel and last but not least the private decoding of the receiver
(sender-receiver narrative). The interpretation of certain contents being transported
in the messages is purely a private matter. The unchangeable thing, the material
reality, is only the logical structure of the used language.

The starting-point, again, is the Aristotelian logic of subjects and predicates
which is the real depiction of the order of being. This has been picked up by scholas-
ticism: ontology, the order of being, can be depicted in the Latin language. As noted
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before, according to Leibniz, this should produce a pure and logical form of speech
which should lead to his programme of characteristica universalis independently
of any meaningful content working as a universal language of sciences. (Note
that here we can find Chomsky’s concept of a meaning-independent, syntactical
structure of universal syntax) This is exactly the purpose defined by the young
Wittgenstein: to depict objective reality by one language, the language of
mathematics and logic.

1.4 Postmetaphysical Thinking: Pragmatic Turn

Self-definition of the ‘exact’ sciences was inherently presumed to reduce every
observation on this formalisable universal language. Unfortunately this failed. All
attempts to translate all terms with which we express observations in terms of the
theoretical language demonstrated that this was not possible in an exact way. The
universal depicting language remained as a postulation that could not satisfied by
real processes. Metaphysics by itself was the basis of the criticism of metaphysics
by the young Wittgenstein. The depiction of the world by logical atomism (Russell’s
and Whitehead’s Principia mathematica) was unmasked as secret metaphysics of
logic itself. The supposition of an ‘identical logical structure of language’ which
constitutes intersubjectivity a priori can only be simulated in computerised models
in artificial binary code languages which are based on formalisable procedures. But
this has nothing to do with social praxis and socially shared lifeworld of human
beings. The real-life everyday language can even speak about itself; it is its own
meta-language. This is not possible for identical artificially constructed languages
of science, which cannot be their own meta-languages coherent with their own
definition.

1.4.1 The End of Linguistic Turn

In his later work, Philosophical Investigations, Wittgenstein refuted the concept
which he worked out earlier. The main characteristic of this pragmatic turn was
the abandoning of the ideal of a world-depicting universal language. In contrast
to former concepts which thought that behind any language is a material reality
which determines the visible order of languages (e.g. universal laws, universal syn-
tax) Wittgenstein proofed, that this is not the case. The most essential background
of language is its concrete use in interacting humans. The real use of a language
is always the unity of language and actions. This unity of language and actions
Wittgenstein called Sprachspiel (language game). Game, because as in every game
so also in language there are valid certain rules. It is not possible to go behind the
practice of a life-form through explanations or foundations. Language itself is the
last bastion as the real practice of actions.
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Language as practical action is an intersubjective phenomenon. To insist on this
fact and to demonstrate that methodological solipsism is unsuccessful in principle
Wittgenstein worked out the proof of the impossibility of a private language.11

In his analysis of the expression ‘to obey a rule’, Wittgenstein provides proof that
the identity of meanings logically depends on the ability to follow intersubjectively
valid rules with at least one additional subject; there can be no identical meanings
for the lone subject. Speaking is a form of social action. Meaning is a social function.

The rules of language games have developed historically as ‘customs’ from
real-life usage. Such customs may even function as institutional regulations within
societies. The practice of a great variety of language games is therefore the self-
regulating practice of societies. They understand the rules you must play within
such a game. Then you can see the meaning of a term because as co-player
you get experience about how a term is used within this play, which rules deter-
mine its meaning and how the rules may change according to varying situations.
Participation in common language games as precondition for the process we term
‘understanding of words and sentences’ is replacing the methodological-solipsistic
‘empathy’ by which the former concepts fill up logical structures from a private pool
of experiences.

In the course of the further discussions in the philosophy of science it became
increasingly clear that the validity claims of the linguistic turn could not be fulfilled
(Stegmüller 1975; Apel 1976; Diederich 1978). Artificially constructed languages
such as formalisable mathematical languages are totally different from natural lan-
guages such as the everyday language with which humans coordinate and organise
their daily routine.

A variety of problems of formalisable scientific languages could not be solved
in principle: primary as well as boundary conditions but also terms of disposition
such as ‘soluble’, ‘magnetic’, ‘practicability’ ‘progress in the cognition process’ or
‘visible’ are not formalisable. Additionally, neither the verification criteria proposed
by Carnap nor the falsification criteria proposed by Popper managed to delimitate
empirical sentences from non-empirical ones (Peukert 1978). The attempt of the
linguistic turn to instal logic and mathematics as the foundation of real sciences,
with an unambiguously value, had to be abandoned. Linguistic turn thinkers were
convinced that mathematical languages are ambiguously because they depict reality
in a one to one manner. In contrast to this language even in its logical structure is an
open system which cannot guarantee lack of ambiguities. The long-lasting ideal of
empiricism to reduce every sentence to observation was no longer valid. Empirical
theories from then on had a very risky status which only partially and indirectly can

11‘Is what we call ‘obeying a rule’ something that it would be possible for only one man to do, and
to do only once in his life? (. . .) It is not possible that there should have been only one occasion
on which someone obeyed a rule. It is not possible that there should have been only one occasion
on which a report was made, an order given or understood, and so on – To obey a rule, to make
a report, to give an order, to play a game of chess, are customs (uses, institutions). To understand
a sentence means to understand a language. To understand a language means to be master of a
technique’ (Wittgenstein 1975: 80e).
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be deduced by hypothesis-relaying in observations: We make observations. In the
next step we make hypothesis. Out of these hypothesis we deduce conclusions. But
they are not complete but partially and indirectly.

The exclusion of this history of empirical research was also a failure, as
Thomas Kuhn (1967) proved. The historical set-ups and circumstances of research
communities strongly influenced theory building and descriptions of observations.
Progress in scientific knowledge strongly depends on social rules and group iden-
tities of scientific communities. Objectivity from then on was not an unchangeable
truth but depended on consensual procedures in a great variety of language games
of scientific communities.

1.4.2 The Fundamental Status of Communicative Intersubjectivity

According to these problems outlined above a theory of communicative intersub-
jectivity could solve these problems and therefore give a good basis for scientific
rationality. This includes the withdrawal of reductionism as a formalisable term of
language.

Intersubjective interactions are characterised by reciprocal validity claims. To
speak, make propositions and understand utterances does not function through a
private encoding process and subsequently a private decoding process, but a shared
rule-governed sign-mediated reciprocal interaction. The shared competence of semi-
otic rules and the socialised linguistic competence to build correct sentences enable
interaction partners to understand identical meanings of utterances.

The only way to decide whether a mathematical formula is true or false is by
using a non-formalisable language. You cannot decide this from the formalisable
language itself. With non-formalisable languages you can easily change from for-
malisable to non-formalisable languages and vice versa. This is impossible for the
formalisable language itself. The contradictions within a formalisable language can-
not be solved by this language. Therefore you need a meta-language. But some
contradictions are inherent also in every meta-language. The result of this discussion
was that solving these problems and paradoxes within formalisable languages and
meta-languages needs a non-formalisable everyday language. This non-formalisable
everyday language must be postulated as the ultimate meta-language. Everyday lan-
guage is based on concrete social experience. A further result of this discussion was
that the foundation and justification of formalisable scientific languages is possi-
ble only through a reflection on communication practice in concrete social practice
of societies (Peukert 1978). Communication is a kind of social interaction, and
communication science therefore has to be seen as a kind of sociology (Habermas
1984,1987). Communicative practice of language game communities not only con-
stitutes meanings in utterances but primarily guarantees self-identities in reciprocal
interactions of common processes of social coordination and organisation. Only the
analysis of this communicative practice enables us to find essential principles of
structure and function of languages in general. Even natural scientists are part of
language game communities. Even the natural scientist does not start speaking and
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thinking just as soon as s./he starts university. Prior to this the scientist learnt lin-
guistic and communicative competences within social interactions, as do all humans
capable of language and communication.

In this discussion it became increasingly clear that every language as sign sys-
tem depends on communicative agents (Böhler et al. 1986). The project to found
and justify an exact scientific language failed but it led to a highly differenti-
ated and long-lasting reflection on language and communication which had never
occurred before. A further result of this new subject of scientific research was
interest in the roots of language and communication: reflection on the inherent
historicity of the interacting subjects. This means that within science this led to
reflection on customs and practice of scientific communities in the light of the
history of sciences (Kuhn 1967; Lakatos and Musgrave 1974). Even scientific
languages are developmental processes of the practices of historically grown sci-
entific communities. When the pragmatic turn replaced the linguistic turn this was
because from now on it was not the syntax and symantics that were the cen-
tral focus of investigations about languages but (i) the subjects which interact
with languages as well as (ii) the pragmatic aspects in which these interact-
ing agents are interwoven and which determine how an interactional situation is
able to be constituted as such. The complementarity and non-reductionability of
the three levels of rules (syntax, pragmatics, semantics) which are at the basis
of any language used in communicative actions were commonsense elements
(Morris 1946).

Language therefore is not solely the subject of scientific investigations of a tech-
nique for information storage or transport but depends primarily on language-using
subjects with linguistic and communicative competences in real social contexts of
a real lifeworld (Austin 1962; Apel 1976; Searle 1977). On the other hand, it is
not possible to develop an exact language of science which functions like natural
laws in inorganic matter because scientific languages are also spoken by real-life
subjects and the validity claim of objectivism to eliminate all inexact parameters
of subjects does not function even in the scientific language game. Also, scientific
languages depend on utterances which are preliminary; they are as open as any real-
life language and therefore can generate real novelties, new sentences which did not
exist before, and therefore are able to progress in knowledge. Because utterances
in scientific languages are subject to discourses of scientific communities and are
constantly under pressure of foundation and justification they may contribute ‘in the
long run’(Peirce) to this progress in knowledge (Apel 1975). The meaning of words
is not the result of syntactic structures solely but depends on the context within
which language-using individuals are interwoven.

In the realm of this discourse on the role of language and communication in
science and society the primacy of pragmatics, the level of contexts within which
sign-using subjects are interwoven, became evident. The explaining-understanding
controversy (Stegmüller 1975) was solved by a pragmatic communication theory
which let behind the positions of classical hermeneutics and integrated speech-act
theory (Wuchterl 1977; Habermas 1984, 1987, 1994). In contrast with all former
concepts this pragmatic communication theory replaced the subject of knowledge of
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Kant (solus ipse) by communicative intersubjective consortia of subjects that share
communicative competences which enable these consortia to communicate inter-
nally as well as externally (Böhler et al. 1986). Only on this basis of communicative
actions is a common understanding of identical meanings of utterances possible.
This is valid also for coordination and organisation of societies.

1.4.3 Evolutionary History: History of Rule-Governed
Sign-Mediated Interactions

Communication in general can be understood as rule-governed sign-mediated inter-
action. This is crucially different from chemical-physical interactions in unanimated
nature, because these interactions are not governed by semiotic rules. This is equally
valid for human communication and communication in non-human life.

Referring back to the rules of communicative rationality provides an opportunity
to answer questions of evolutionary logic and dynamics as questions of interaction
logic and dynamics (Peukert 1978). Evolutionary history can then be understood as
a developmental history of interacting living agents. A more detailed examination of
research results in the biological sciences should yield structures that can unequivo-
cally be interpreted as communication rules. Understanding nature would no longer
be a metaphorical expression of reductionistic explanatory models, but rather would
mean understanding interaction logic and dynamics in their regulative, constitutive,
and generative (innovative) dimensions.

1.4.4 Biology in the Realm of a Theory of Biocommunication

A theory of biocommunication based on a pragmatic philosophy of biology could
demonstrate on the basis of empirical data that living nature in its genetic structures
is language-like and in its cells, tissues, organs and organism is communicatively
coordinated and organised. Karl von Frisch has proved that the interactions between
honey-bees are sign-mediated, based on body behaviours which function as symbols
respectively.

If this becomes the mainstream coherent description of biological processes then
humans could leave their anthropocentric world view for a biocentric one, in which
humans would take a new place, as being parts of a universal community of com-
municative living nature. This could enable biology to leave behind its mechanicism
and physicalism, which are unable to differentiate clearly between life and non-
living matter. Biology could start to develop as a key science with much more
coherence in describing animated nature. In going back to non-reductionistic terms
of ‘language’ and ‘communication’, biology could make real progress in knowl-
edge, which would help humans in general to ensure sustainable developmental
preconditions for both humans and non-human living nature. This could be a real
future option for human societies in the long run.
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1.5 Recent Applications of ‘Language’ and ‘Communication’
in Biology

We all noticed the entanglement of linguistics and genetics after the exploration of
the universal syntax and the structural code of the DNA. Noam Chomsky’s linguistic
construction of a meaning-free syntax paved the way for bioinformatics and systems
biology to systematise genetic content arrangements and comparative genomics.
The philosophical foundation of this entanglement by Manfred Eigen failed (see
above). But the entanglement of linguistics and genetics is even deeper as depiction
theories can show. Let us have a look at other similar concepts.

1.5.1 Biolinguistics and Bioinformatics

Biolinguistics interprets and investigates genetic structures in the light of linguis-
tic categories (Popov et al. 1996; Ji 1997, 1999; Searls 2002; Chomsky 2004;
Zhang 2006). Similarly to bioinformatics they use statistical methods and algo-
rithms to identify sequence orders for measurements of sequence-length and content
homologies. Biolinguistics follows bioinformatics and its model of language as a
quantifiable set of signs and beliefs from which it would be possible to extract
semantic contents by analysis of the ‘universal syntax’. In a certain sense this
is possible, e.g. in genetic sequence comparison, i.e. comparative genomics. An
unambiguous determination of genetic semantics through analysis of the molecular
syntax of genetic code is not possible in principle, because analysis of the syn-
tax does not tell us anything about the context in which the content bearer of the
genetic information is interwoven in real life. This context plays an important role
in epigenetic imprinting and therefore in the construction of different methylation
patterns which then are the determinants for alternative splicing pathways of the
same genetic datasets. This crucial role of pragmatic contexts is not part of the
methods of biolinguistics and bioinformatics.

One result of these deficiencies is that invention of new and even complex genetic
data sets or, as they may be called, gene blocks and the coherent integration of new
genes or gene blocks in pre-existent genetic content arrangements by competent
agents is not part of bioinformatics or biolinguistics, because innovative generation
of new genetic content cannot be deduced out of a mathematic model of language,
i.e. formalisable procedures such as algorithms.

Even Chomsky’s attempt to reconstruct universal systems of rules within an
empirical theory of language (rules that have developed over the course of evo-
lution, are genetically transmitted, and then ‘awakened’ through social interaction)
is founded on a ‘generative grammar’, which itself is based on the mathematical
analysis of formal systems Chomsky (1964). He attributes the rules governing sen-
tence construction to the level of syntax, semantics, and phonology. For him, these
rules are rules of a formal system. Chomsky himself, however, concludes that for-
mal systems are generally incapable of doing justice to the complexity of sentence
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structure: sentences do not appear to be produced linearly, which should be the case
in formal systems. According to this model, the generating system of rules must
exclude real communicative acts and interactions and, with these communicative
acts and interactions, precisely the a priori of practical language usage.

1.5.2 Biosemiotics and Biohermeneutics

Biosemiotics investigates semiosis and its interpretation in living systems.
Biosemiotics starts as further development of Thomas Sebeok’s zoosemiotics
(Sebeok 1968) and the works of Jakob von Uexküll (Umweltlehre) (republished
by his son Thure von Uexküll 1980), who founded modern psychosomatics and
human medicine on the basis of semiotic thoughts, although the term biosemiotics
was used much earlier by Rothschild in the 1960s and Florkin in the 1970s. (Florkin
1974; Sebeok and Umiker-Sebeok 1992; Hoffmeyer 1996; Barbieri 2001, 2007;).
Similarly to the much broader field of semiotics, biosemiotics until now has not
integrated the results of the pragmatic turn and is influenced strongly by solipsistic
theories of knowledge (subject-object dichotomy, message transfer within sender-
receiver narratives). Parallel with this, biosemiotics is represented by diverse con-
cepts with a natural science background such as mechanicism, physicalism, materi-
alism, objectivism, information theory, systems theory as well as other metaphysical
constructions such as ontology or even a Peirce-derived pansemioticism (everything
is a sign). Most empirical biosemiotic investigations are focused on signs or the
ontology of the relationship between signs or between signs and the signified some-
thing. The crucial role of pragmatics, i.e. the role of the real sign-user being part of
the identity of a community of sign-users which is essential for meaning functions
of signs as well as the cultural background knowledge is for interpretation processes
until now has not been part of biosemiotic investigations. Currently, biosemiotics is
far from being an advantageous tool for biology. If biosemiotic discourse devel-
ops certain standards in methodology this may change. Then biosemiotics could
orientate biological research and interpretation of research results fundamentally.

Biohermeneutics investigates semiotic processes within and between organisms
and genetic sequences such as text-like structures which can be understand
hermeneutically in the realm of Gadamer and Heidegger. Interpretations of signs in
sign sequences by living organisms are viewed as dialogical processes. To differ-
entiate human communication from non-human communication by living beings
the central term is enlogue as opposed to dialogue (Chebanov 1994). According
to this, research in biology is proposed to proceed as hermeneutic biology, i.e.
identification and interpretation of communal interacting agents and the set of signs
they share. Biohermeneutics does not investigate the pragmatic rules which deter-
mine sign-mediated interactions interwoven in historically different contexts, but
tries to understand semioses in living nature by (quasi)ontological hermeneutic acts.
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1.5.3 Biocommunication

A first draft of a theory of biocommunication was outlined in 1975 (Tembrock
1975). Tembrock exemplified the three semiotic levels syntax, semantics and prag-
matics in great detail for several behavioural patterns within the kingdom of animals.
He focused on the transport of information via chemical, mechanical (tactile and
acoustic) and visual signs. Although his investigations were conducted in a strict
empirical manner, Tembrock justified his approach according to a solipsistic model
of knowledge and communication as we came to know it in the depiction theory of
language: ‘There are built up inner models, of which the parameters are determined
by the features of the circumstances, that are depicted by them’ (Tembrock 1975,
248). His biocommunicative approach is therefore coherent with the sender-receiver
model of information theory, i.e. a depiction theory similar to that of Manfred
Eigen. Tembrock wants to demonstrate ‘exact’ science: the semioses that he inves-
tigates he tries to formalise and therefore sign-mediated interactions would be a
kind of mechanistic behaviour. The inherent features of language and communica-
tion, especially the possibility of innovative semiosis or the common understanding
(and interpretation) of identical meanings, is without the realm of formalisable
procedures.

In contrast with this empiricist approach, at the end of the 1980s I developed
a pragmatic approach of biocommunication based on the results of the philosophy
of science discourse in the twentieth century (Witzany 1993, 2000, 2007). In this
pragmatic conception of biocommunication I integrated the pragmatic turn in its
methodological foundation as well as the complementarity of the three semiotic
levels of semiotic rules. Additionally, and in contrast with theories of knowledge
with a solipsistic foundation, it investigates its scientific subject according to the
primacy of pragmatics, i.e. the contexts’ communicative-intersubjective sign-users
are interwoven in a real-life world.

The main focus of biocommunicative analysis is the agents that use and interpret
signs in communicative interactions. Because ‘One cannot follow rules only once’
(Wittgenstein 1975), speech and communication are kinds of social behaviour and
therefore it is important to investigate group behaviour and group identity, the prag-
matic contexts in which they are actively interwoven together with their history and
cultural identity. These groups share a repertoire of signs and semiotic rules, with
which they coordinate every life organisation that is necessary.

This biocommunicative approach investigates communicative acts within and
between cells, tissues, organs and organisms as sign-mediated interactions. The
signs consist in most cases of molecules in crystallised, fluid or gaseous form and are
termed semiochemicals (greek: semeion = sign). In higher animals additionally we
can find acoustic and visual sign use. Competent sign-using agents follow syntactic,
pragmatic and semantic rules in parallel. They determine the realm of possible com-
binations of signs, as well as interactional circumstances and the meanings of the
signs within messages. No level of rules is reducible to one another. This is a crucial
difference from all similar concepts of bringing together linguistics and biology.
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Biocommunicative investigations concern archaea, bacteria, protoctists (eukary-
otic unicellular organisms and their relatives), fungi, animals and plants.
Additionally the biocommunicative approach investigates DNA/RNA sequences as
code, i.e. a linguistic or language-like genetic text that underlies combinatorial (syn-
tactic), context-sensitive (pragmatic) and content-specific (semantic) rules. From
the biocommunicative perspective the interesting aspects are the linguistic (text-
editing) and communicative (interaction-constituting) competences of viruses and
viral-like agents such as self-replicating RNA species. The generation of meaning-
ful nucleotide sequences and their integration into pre-existing genetic texts as well
as their capability to combine, recombine and regulate these genetic texts accord-
ing to context-specific (adaptational) purposes of their host organisms is of special
interest in biocommunicative research.

1.6 The Structural Format of the Following Chapters

In the following chapters the descriptions of biocommunicative competences of
plants, animals (bees and corals), fungi and bacteria are far from being complete.
The aim was to give a representational overview of the variety of the different com-
municative interactions. For each aspect which is described there are a great variety
of research directions and scientific articles available. Basic knowledge about bio-
logical key processes therefore is a pre-condition for reading and understanding
this book.

The biocommunication processes described in this book start with the youngest
of all organismic kingdoms, i.e. plants, and are followed by that of the animals
in two examples: honeybees, which are of crucial importance to flowering plants,
and a very old species in evolutionary terms, coral animals. After a review of the
communicative competences of fungi and bacteria, the natural genome-editing com-
petences of viruses and their important role in the evolution of life are described.
Until recently their sessile non-lytic lifestyle was not mentioned or investigated
very much, although their persistent lifestyle even in the DNA habitat of cellular
host genomes opens a very new and interesting perspective on generation, integra-
tion, recombination and regulation of genetic text sequences. Biocommunicative
aspects of telomeres and telomerases as well as the viral origins of non-coding
RNAs complete this book.

The categorisation of the various levels of biocommunicative processes starts in
each case with a selection of semiochemicals which serve as signs in communi-
cation processes. A next level is the interpretation processes of abiotic influences
by the organisms. This is followed by the communication processes with organisms
that are not related such as those from other organismic kingdoms (trans-organismic
communication), which we find in a great variety of symbiotic interactions. In con-
trast with these, communication processes between the same and related organisms
are strongly characterised by use of the same repertoire of semiochemicals and even
semiotic rules (inter-organismic communication). Another level to be described is
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communication processes within organisms (intra-organismic communication). In
the more complex organisms we can differentiate between intercellular commu-
nication and intracellular communication processes. At the end of each chapter I
summarise the communicative competences of these organisms.
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Chapter 2
Plant Communication

Abstract Plants are sessile, highly sensitive organisms that actively compete for
environmental resources both above and below the ground. They assess their sur-
roundings, estimate how much energy they need for particular goals, and then
realise the optimum variant. They take measures to control certain environmen-
tal resources. They perceive themselves and can distinguish between ‘self’ and
‘non-self’. This capability allows them to protect their territory. They process and
evaluate information and then modify their behaviour accordingly. These highly
diverse competences show us that this is possible owing to parallel communica-
tion processes in the plant body (intraorganismic), between the same and different
species (interorganismic), and between plants and non-plant organisms (transorgan-
ismic). Intraorganismic communication involves sign-mediated interactions in cells
(intracellular) and between cells (intercellular). Intercellular communication pro-
cesses are crucial in coordinating growth and development, shape and dynamics.
Such communication must function both on the local level and between widely sep-
arated plant parts. This allows plants to react in a differentiated manner to their
current developmental status and physiological influences.

2.1 Introduction: Multilevel Communication
Competence of Plants

Because of their apparently static life-form, plants have traditionally been viewed
and treated as growth automatons. Today, however, we recognise that the coordi-
nation of growth and development in plants, as in all other organismic kingdoms,
is possible only by the use of signs (Greek semeion) rather than pure mechanics.
Understanding the use of signs in communication processes requires a differenti-
ated perspective. Chemical molecules are used as signs. They function as signals,
messenger substances, information carriers and memory media in solid, liquid or
gaseous form.
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As we will see, communicative competence refers to chemical and physical
communication processes. Chemical communication is either vesicular traffick-
ing or cell-cell communication via the plasmodesmata. Moreover, numerous signal
molecules are produced in or controlled by the cell walls. Physical communication
takes place through electrical, hydraulic and mechanical signs.

It should be noted that signs, whether abiotic or biotic, are interpreted. This
means they must be identified as components of messages that differ from molecules
that are not components of messages (‘noise’). The interpreter is always a liv-
ing individual. The interpretations can either be successful or unsuccessful. Thus,
the message is perceived in its correct sense and meaning and a tailored response
behaviour is generated, or it is misinterpreted – sense and meaning are perceived in
a distorted or deformed manner – and the response behaviour fails to appear or is
inappropriate.

We can recognise that the use of molecular languages/codes goes beyond infor-
mation exchange: it produces various active behaviours and interactions. The many
types of symbiosis show that behaviour towards the symbionts can be mutu-
ally beneficial and stress-free. Such relationships can change when this balance
is lost, for example, when one partner is weakened. The interaction level shifts
and one partner experiences the other as a source of stress. In plants, altruistic
forms of interactions occur even in the root zone, as do life-and-death defen-
sive battles. In every case, the situational context determines the meaning of the
signs.

We will see that sign-mediated interactions within and between organisms are
possible owing to the fact that living individuals share a core set of signal molecules
with members of their own species and also with members of other species, fam-
ilies, genera or organismic kingdoms: these molecules are produced and emitted
at specific levels, amounts and rhythms. The relationship between the molecules
is governed by specific rules. The ‘molecular syntax’ (Eigen and Winkler 1975,
Witzany 1995) of molecular languages/codes determines the correct sequence and
combination of signal molecules. Disrupting or deforming these syntactic rules can
cause incomplete transmission of the message, triggering faulty interpretations and
responses in the receiver. A completely different set of rules determines the interac-
tion behaviour between organisms, cells and tissues: growth and development are
other forms of behaviour than defence or sexual reproduction; mutualistic sym-
bioses require pathways that differ from those in commensalism or parasitism.
One and the same core set of species-specific signal molecules are used in dif-
ferent interactions to produce different pathways. Moreover, one and the same
pathway can take on different meanings (semantic functions) in different inter-
actions and trigger different responses by one and the same receiver. A purely
syntactic or semantic analysis cannot explain this because it cannot identify the
pragmatic rules that determine the concrete interactions. This calls for considera-
tion of all three levels of semiotic rules, as in any other analysis of sign use in living
nature, and it will show the full range of multilevel communicative competences of
plants.
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2.2 Chemical Vocabulary of Plants

The chemical communication in and between plants is so complex that more than
20 different groups of molecules with communicatory functions have currently been
identified. Up to 100,000 different substances, known as secondary metabolites, are
active in the root zone, for example. This diversity is necessary given the high diver-
sity of microbes, insects and plants in this zone (Bais et al. 2004). For example, the
continuous defence against pathogenic microorganisms in the root zone requires the
constant production, exact dosage and secretion of phytoalexins, defence proteins,
and other substances (Flores et al. 1999). Here, I present selected examples of the
molecular vocabulary in plant communication.

2.2.1 Context-Dependent Auxin as Neurotransmitter, Hormone,
Morphogenic Sign

Plant roots and plant shoots detect environmental signals as well as development
levels and communicate over long-distance pathways. The decentralised nervous
system of plants is advantageous for decentral growth and development under con-
stantly changing environmental conditions (Baluska et al. 2004a). Auxin is used in
hormonal, morphogenic and transmitter pathways. Because the context of use can
be very complex and highly diverse, identifying the momentary usage is extremely
difficult (Baluska et al. 2005a). For synaptic neuronal-like cell-cell communication,
plants use neurotransmitter-like auxin (Schicht et al. 2006) and presumably also
neurotransmitters such as glutamate, glycine, histamine, acetylcholine, dopamine –
all of which they also produce (Baluska et al. 2004a). Auxin is detected as an
extracellular signal at the plant synapse (Baluska et al. 2005a) in order to react
to light and gravity. It also serves, however, as an extracellular messenger substance
to send electrical signals and functions as a synchronisation signal for cell division
(Campagnoni et al. 2003). In intracellular signalling, auxin serves in organogenesis,
cell development and differentiation. In the organogenesis of roots, for exam-
ple, auxin enables cells to determine their position and their identity (Casson and
Lindsey 2003). The cell wall and the organelles it contains help to regulate the sig-
nal molecules. Auxin is – as the name suggests – a growth hormone. Intracellularly,
it mediates in cell division and cell elongation. At the intercellular, whole plant
level, it supports cell division in the cambium, and at the tissue level it promotes
the maturation of vascular tissue during embryonic development, organ growth and
tropic responses and apical dominance (Friml and Wisniewska 2005).

2.2.2 Hormones

Alongside the classical phytohormones auxin, cytokinin, gibberellin, ethylene and
abscisic acid, the plant peptide hormone systemin is observed to be important; plants
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use this to react systematically to local injuries (Xia 2005). For example, the abiotic
stress hormone abscisic acid imparts disease resistance by acting on several levels
involved in biotic stress signalling (Mauch-Mani and Mauch 2005). Peptide signal-
mediated responses are merely one part of a biological process that is controlled by
a combination of several hormones (Han et al. 2009). Ethylene plays a regulatory
role in ethylene-sensitive flowers (Tripathi and Tuteja 2007). In activating an effec-
tive defence response, a combination of systemin, jasmonate and ethylene serves as
signal molecules (Xia 2005) (Fig. 2.1).
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Fig. 2.1 Examples for chemical vocabulary in plant communication processes

The production (biosynthesis) of brassinolide hormones is important for cel-
lular processes and developmental steps (Zhang et al. 2009). They are therefore
termed metahormones (Amzallag 2002). Arabidopsis plants that lack this hormone
remain small and are male-sterile. Many plant hormones apparently play a key
role as signals in cell functions and developments that enormously impact on the
activities of insects (Pearce et al. 2008). Plant hormones control not only plant
growth and development but also serve in communication within the same species,
with related or unrelated plant species, and with insects, i.e. they serve in classical
transorganismic communication. The fact that plants and insects produce their hor-
mones differently, but apply them for similar purposes, namely to coordinate overall
development, points to their use by their unicellular ancestors (Thummel and Chory
2002).
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2.2.3 RNAs

Sessile organisms can react to the full range of outside influences only through
behaviours that are expressed in growth and development; correct timing, which can
be very precise, is crucial (Fleming 2005). Beyond phytohormones, the chemical
messenger substances include peptides such as phytosulphokine growth factors and
RNAs. Micro-RNAs play an important role in intracellular communication during
plant development, either in cleavage during translation/transcription or in prevent-
ing translation. Micro-RNAs are apparently necessary for meristem function, organ
polarity, vascular development, floral patterning and hormone response. Many of
them are developmentally or environmentally regulated (Kidner and Martienssen
2005). Small interfering RNA probably serves as a signal during early develop-
ment. In later developmental phases, the RNAi-dependent epigenetic processes are
reminded of this early development phase, for example, the heterochromatin config-
uration. In any case, these RNAs play important roles in chromatin regulation and
therefore in epigenetic silencing (Kidner and Martienssen 2005).

2.2.4 Multiply Re-usable Components

Small molecules and proteins that normally support important functions in plant
immunity, such as nitric oxide and Reactive Oxygen Species (ROS), have now been
identified as multiply reusable components of other biological processes (Hiscock
et al. 2007). Messenger substances and signal molecules are used as a versatile basic
vocabulary in other contexts and other regulation networks – a common principle
in the evolution, growth and development of organisms (Farmer and Schulze-Lefert
2005; Torres and Dangl 2005). Nitric oxide (NO) is a substance that has a regulatory
function in numerous signal processes such as germination, growth, reproduction
and disease resistance (Delledonne 2005). The same is true for diverse species of
ROS (Apel and Hirt 2004; Carol and Dolan 2006).

2.3 Interpretation of Mechanical Influences

Mechanical contact has an influence on the overall organism and on the cell level,
both in plants and in other eukaryotes. Contact can cause plants (a) to react aggres-
sively, for example toward the animals that want to eat them and (b) to discard their
pollen, and it can also (c) cause the plant stem to grow into the sunlight (Braam
2005). The entire configuration of a plant (morphogenesis) is partially determined
by mechanical inputs, for example, wind and gravity (on the role of gravisens-
ing: see Baluska et al. 2007; Morita and Tasaka 2004; Ross and Wolbang 2008).
Responses to contact involve signal molecules and hormones along with intracellu-
lar calcium, reactive oxygen, octadecanoids and ethylenes. Another common feature
is contact-related gene expression. Many of these genes code for calcium bonds, cell
wall changes, defence, transcription factors and kinase proteins (Braam 2005).
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The detection of resources and their periodic, cyclic availability plays a key role
in plant memory, planning, growth and development. When, for example, young
trees obtain water only once a year, they learn to adjust to this over the following
years and concentrate their entire growth and development precisely in the expected
period (Hellmeier et al. 1997).

Interpretation processes in the plant body are highly sensitive. In taller-growing
plants, for example, the water balance places enormous demands on cell wall devel-
opment and cell wall structures, which must adapt to the (often extreme) pressures
involved in storage and pressure distribution. A sophisticated and multi-levelled
feedback – and feedforward – system guarantees a plant-compatible water balance
even under extreme environmental conditions (Zimmermann et al. 2004; Buckley
2005). To date, seven different levels of sensitivity to water shortage have been
described. They are based on the different types of physiological and phenotypic
responses (Trewavas 2005).

Plants are especially sensitive to light and have various receptors for UV, blue,
green, red and far-red light (Trewavas 2005). The angle of the light, combined with
the sensation of the growth of adjoining plants, is decisive in enabling plants to
coordinate their growth with respect to the optimal light angle and shade avoidance
(Ballare 1999). The adaptive response of the plant, i.e. altered growth, depends on
the seconds-, minutes- and hours-long dominating wavelength of the incoming light,
and on the combination of wavelengths across the whole day. The roots receive con-
stant signals from the aboveground parts of the plant for specific growth orientations
(Baluska et al. 2006).

2.4 Transorganismic (Transspecific) Communication

Sign-mediated interactions with organisms belonging to other species, genera,
families and organismic kingdoms are vital for plants and are coordinated and
organised in parallel. They are almost always symbiotic or parasitic and range
from mutually beneficial via neutral to damaging behaviours. The different forms of
symbiotic communication require very different behaviours from the participating
partners. This involves large numbers of complementary direct and indirect defence
behaviours.

2.4.1 Coordination of Defence against Pests and Injury

A good example of parallel trans-, inter- and intraorganismic communication is the
coordinated defence strategies of plants. Chemical signal substances are the old-
est form of signs and are used by microbes, fungi, animals and plants. They are
transmitted via liquids in the environment or within the plant body; they can be dis-
tributed and perceived through the atmosphere. Leaves always emit such volatiles
in small doses, but emit greater quantities when infested by parasitic insects. This



2.4 Transorganismic (Transspecific) Communication 33

allows them to attack the parasites either directly by producing substances that deter
them, or indirectly by attracting other insects that are natural enemies of the par-
asites. These volatiles are also perceived by neighbouring plants, allowing them
to initiate pre-emptive defensive responses (Paré and Tumlinson 1999). Volatile
phytochemicals serve as airborne semiochemicals. Depending on the behavioural
context – destruction, injury or parasitic infestation – the emitted scents clearly dif-
fer for both the insects and neighbouring plants (Paré and Tumlinson 1999). The
plants coordinate complementary direct and indirect defence mechanisms in a step-
wise manner and tailor them flexibly to the severity of the injury or the density of
pest infestation (Kant et al. 2004; Engelberth et al. 2004; Wen et al. 2007).

When plants are attacked by pests, they develop immune substances that func-
tion the same way as in animals (Nürnberger et al. 2004). Injured plants produce
aromatic substances that warn other plants. They then rapidly produce enzymes
that make the leaves unpalatable for herbivorous insects. Rather than being pas-
sive ‘prisoners’ of their surroundings, plants are active organisms (Peak et al. 2004)
that identify their pests and actively promote the enemies of these pests (van der
Putten et al. 2001).

In lima beans, for example, a total of five different defence strategies against
mite infestation have been discovered. First, they change their scent to make them-
selves unattractive to the mites. Then the plants emit scents that are perceived by
other plants, which then do precisely the same thing to warn surrounding lima beans
before the mites even reach them. Some of the emitted substances have the effect of
attracting other mites that eat the attacking red mites (Mithöfer et al. 2005). Similar
defence processes have been described in tomato plants (Pearce and Ryan 2003;
Kant et al. 2004).

Plants possess a ‘non-self’ warning system to fend off dangerous parasites.
So-called pattern recognition receptors detect patterns of chemical substances asso-
ciated with parasite infestation (Zipfel and Felix 2005). The microbes, in turn, react
to this pattern recognition (Nomura et al. 2005).

Because plants are sessile, their reaction potential is geared toward defence
against mechanical damage and pest infestation (De Vos et al. 2007). One of the
many reaction types to infestation is the production of protease inhibitors I and
II, which block protein degradation in the digestive tracts of insects. This defence
reaction is produced at both the injured site and throughout the surrounding tissue:
the local wound response triggers the production of mobile signals that prompt a
systematic reaction of the overall plant (Xia 2005).

Plant roots have the capacity to produce 100,000 different compounds, largely
secondary metabolites, many with cytotoxic properties, in order to prevent the
spread of microbes, insects and other plants (Bais et al. 2004, Walker et al. 2003)
For example, plants have developed defence strategies in which substances are
emitted in the root zone such as signal mimics, signal blockers and/or signal-
degrading enzymes to respond to bacterial quorum-sensing (Walker et al. 2003).
In the defensive position, they can disrupt the communication of parasitic microor-
ganisms to the point that the internal coordination of the parasitic behaviour
collapses.
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‘Friendly’ arthropods such as predaceous or fungivorous mites are supported by
plant ‘domatia’, similarly to the situation in complex communities of grasses and
fungal endophytes. These symbiospheres, however, can also be misused, for exam-
ple, by mites that colonise these domatia for themselves without benefiting the host
cell (Romero and Benson 2005).

2.4.2 Communicative Coordination of Symbioses

A limited number of chemical messenger substances is available to maintain and
simultaneously conduct the communication between (a) root cells of three different
types, (b) root cells and microorganisms, (c) root cells and fungi, and (d) root cells
and insects (Bais et al. 2004, Callaway 2002; Dessaux 2004; Dunn and Handelsman
2002; Teplitski et al. 2000; Walker et al. 2003). The communication process in the
root zone is generally trans-, inter- and intraorganismic and requires a high com-
municative competence in order to be successfully interactive on all three levels
and to distinguish messenger molecules from ‘noise’ (Federle and Bassler 2003;
Hirsch et al. 2003; Sharma et al. 2003). It has been postulated that the origin of
root cells in plants, and therefore the basis for the youngest organismic kingdom
on our planet, arose through the symbiogenesis of fungi and algae (Jorgensen 1993;
Zyalalov 2004; Baluska et al. 2006). One hypothesis assumes that land plants are
the symbiogenetic product of green algae and a tip-growing fungus-like organism
that combined autotrophic and heterotrophic capabilities (Jorgensen 2004).

2.4.3 Vital Symbiosis of Plant Roots with Bacteria,
Fungi and Animals

Plants use their plant-specific synapses (Baluska et al. 2005a) to conduct neuronal-
like activities and establish symbiotic relationships with bacteria (Denison and
Kiers 2004). Similar mutually advantageous relationships are established with myc-
orrhizal fungi (Vandenkoornhuyse et al. 2002). A special type of plant synapse
resembles the immunological synapse of animal cells and allows plants to respond
to pathogen and parasite attacks as well as to establish stable symbiotic interac-
tions with rhizobia bacteria and fungal mycorrhiza (Baluska et al. 2005a; see also:
Estabrock and Yoder 1998; Yoder 1999; Keyes et al. 2000; Kahmann and Basse
2001; Engelbert et al. 2004; Imaizumi-Anraku et al. 2005). Electrical signals can
reinforce chemical signals or overcome short-distance responses of fungal mycelia
that can be present on root surfaces (Pieter van West et al. 2002). Interestingly,
rhizobia bacteria are taken up in plant cells via phagocytosis during symbiotic
interactions with roots of leguminous plants (Samaj et al. 2004). The symbiotic
relationship between legumes and rhizobial bacteria leads to the formation of
nitrogen-binding nodules in the root zone (Lee and Hirsch 2006). Nod factor sig-
nalling and thigmotrophic responses of root hairs overlap here as well. This once
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again shows how the same pathways are used for different signal processes (Guerts
et al. 2005) (Fig. 2.2).

Today, several hundred species of fungi colonise more than 100,000 different
plant species. This type of cohabitation requires symbiotic signalling (Lammers
2004). Roots develop from rhizomes in order to provide better conditions for mycor-
rhizal fungi, which in turn supply plants with better nutrients (Brundrett 2002). For
the fungus, the relationship is either balanced or predatory. Endophytic fungi, how-
ever, live in plants without triggering disease symptoms (Brundrett 2002). Similarly
to the symbiosis between plants and mycorrhizal fungi, the symbiosis between asex-
ual endophytes and grasses also represents a type of complementary parasitism
(Müller and Kraus 2005).

Plants, insects and microbes share a particular repertoire of signals (Kempema
et al. 2007). Some are therefore also employed strategically. Thus, plants also use
insect hormones (prostaglandins) for specific defence behaviour. Signal theft is
common. Because plants can detect their own signals, they can presumably also
detect similar signals that are used in communication between insects (Schultz and
Appel 2004).

2.4.4 Viral Symbiotic Interactions

In particular, the evolution of plant viruses shows that viruses complement plants
both competitively and symbiotically. A healthy plant body is better for most viruses
than a sick body. Plant viruses and their development provide a good explanation
for the observation that new species originate through symbiogenesis (Roossinck
2005). Viruses use intergenomic gene transfer and intragenomic duplication. Many
DNA viruses have encoded numerous nucleic acid metabolisms that are very
similar to cell proteins. Examples include DNA polymerases, ribonucleotide reduc-
tase subunits, DNA-dependent RNA polymerase II subunits, DNA topoisomerase
II, thymidylate synthase, helicases and exorbinuclease. Viruses probably invented
DNA to protect their genetic material from being changed by RNA or RNA-encoded
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enzymes (Shackelton and Holmes 2004). One of the interaction processes between
plant viruses and their host organisms creates a defence level against foreign nucleic
acids (Dunoyer and Voinnet 2005a). Plant viruses code for silencing suppressors
in order to act against host RNA silencing, and some of these suppressors effect
micro-RNA multiplication and hinder plant development (Wang and Metzlaff 2005).
Viroids also play a symbiotic role, however. Despite their small size and their non-
coded genome, viroids can multiply, systematically spread from cell to cell, and
trigger symptoms in the host (Dunoyer and Voinnet 2005b).

2.5 Interorganismic Communication

Research has shown that plants can distinguish between damage caused by insects
and mechanical injuries. Mechanically-injured plants emitted substances such as
volatiles that were ignored by neighbouring plants, whereas they all reacted
immediately to pest infestation (Mescher et al. 2006).

Plants can distinguish between ‘self’ and ‘non-self’. Thus, defence activities are
initiated against foreign roots in order to protect the plant’s own root zone against
intruders. The individual sphere of a root, along with its symbiotic partners, requires
certain fundamental conditions in order to survive and thrive. When these prereq-
uisites are threatened by the roots of other plants, substances are produced and
released in the root zone that hinder this advance (Bais et al. 2003; Dunn and
Handelsmann 2002, Dessaux 2004, Walker et al. 2003). Such defence activities are
also deployed as anti-microbial substances against the microflora in the root zone
(Fig. 2.3).

Plant roots produce a wide range of chemical substances: (a) some enable
species-specific interactions; (b) many of these substances are released tens of cen-
timetres into the surroundings; (c) these substances have strong but not necessarily
negative effects on animals, bacteria, viruses and fungi; (d) released substances
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have a defensive function against other plants; (e) many substances have absorptive
characteristics that reduce the negative effects of substances (Bais et al. 2003).

As reported above for lima beans and tomatoes, corn plants also use a sophis-
ticated communication system to warn each other about pests. By emitting green
leafy volatiles, the corn plants attract the natural enemies of the pests and alarm
neighbouring plants. The alarmed neighbour then produces a protective acid that is
normally produced only in response to external injuries (Engelberth et al. 2004).
Plants use biotic signals to inform each other about the presence, absence and iden-
tity of neighbouring plants, growth space, growth disturbances and competition
(Callaway et al. 2002). Plants that are removed and planted elsewhere remember
the identity of their former closest neighbours for several months (Turkington et al.
1991). Recognition patterns in neuronal-like networks are one possible explanation.

Parasitic plants are an important feature in the plant world. Today, about 4000
species have been described. In order to parasite other plants, their root apices trans-
form into fungal-like haustoria which extract photosynthates from vascular tissue of
prey roots (Yoder 1999; Tomilov et al. 2005). Parasitic plants are present wherever
other plants can grow, from the tropical rainforest to the Arctic, and take impor-
tant nutrients and environmental resources (light) away from non-parasitic plants.
They therefore influence entire ecosystems, population dynamics, and biodiversity,
including the presence and diversity of microbes, birds, insects and other animals
(Press and Phoenix 2005).

2.6 Intraorganismic Communication

Unlike the central nervous system of animals, which controls metabolism and reac-
tions centrally, the control in plants is decentral (La Cerra and Bingham 2002). This
enables plants to start independent growth or developmental activities in certain
regions of their body, for example, deciding on how a particular branch should grow,
depending on the wind, light angle and overall ‘architecture’ of the plant (Trewavas
2005). Most of the activities in which plants engage with regard to growth and devel-
opment require communication processes – synapse-like communication – between
all parts of the plant.

2.6.1 Most Intercellular Communication via Plasmodesmata

Short-distance communication differs considerably from long-distance communi-
cation. As a rule, they complement each other. Intercellular communication in the
root zone (in the soil) differs from that in the stem region above ground. Both
are necessarily coordinated with one another in order to enable life in these dif-
ferent habitats. Intercellular communication informs other plant parts about events
in specific organs or regions of the plant (especially in large plants), for example,
sugar production in leaves, reproduction in flowers and resource utilisation by roots
(Xoconostle-Cázares et al. 1999).
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Plant cells are connected by plasmodesmata. These connecting channels enable
the flow of small molecules as well as ions, metabolites and hormones, and allow
the selective exchange (size exclusion limit) of macromolecules such as proteins,
RNAs and even cell bodies (Baluska et al. 2004b). The plasmodesmata endow plants
with a cytoplasmatic continuum known as the symplasm (Dunoyer and Voinnet
2005b). Plasmodesmata, however, are more than mere transport channels; they
also regulate and control the exchange of messenger substances in a very com-
plex manner (Gillespie and Oparka 2005). In symplastic signalling, the intercellular
communication of plants differs fundamentally from that in other organismic king-
doms (Golz 2005). It integrates various communication types such as local and
long-distance communication. Beyond symplastic communication (especially in the
meristem, where new tissues are produced), plants also exhibit the receptor-ligand
communication typical of animals (Golz 2005). While receptor-ligand communi-
cation determines stomatal patterning in the epidermis of mature leaves, trichome
patterning is mediated by symplastic signalling (Srinivas and Hülskamp 2005).

For long-distance signalling movement proteins play an important role.
Movement proteins convey information-bearing RNA from the stem and leaves to
the remote roots and flowers. The movement protein allows the mRNA to enter the
plasmodesmata tunnel into the phloem flow. Once it has entered this transport sys-
tem, it can relatively rapidly reach all parts of the plant. These RNAs can control the
levels of other proteins. The level contains information for local tissues, for exam-
ple, about the general physical condition of the plant, the season, or the presence of
dangerous enemies (Xoconostle-Cázares et al. 1999).

Plasmodesmata are prerequisites for intercellular communication in higher plants
(Tassetto et al. 2005). In embryogenesis they are an important information channel
between foetal and maternal tissue. The greater the development of the embryo,
the more reduced the cell-cell communication between embryo and maternal tis-
sue (Kim and Zambryski 2005). Cell-cell communication via direct transmission of
transcription factors plays a central role in root radial and epidermal cell patterning
as well as in shoot organogenesis (Kurata et al. 2005). The cellular organisation of
the roots is determined during the plant’s embryonic development and is controlled
by intercellular communication. Bonke and colleagues (2005) provide a particu-
larly good example of communicative control of these ten phases of embryogenesis.
This confirms the presence of local signalling centres and the complex relationship
between numerous different signalling pathways.

A wounded plant organises an integrated molecular, biochemical and cell bio-
logical response. This strategy enables information to be transported across great
distances, for example, in tall trees (Schilmiller and Howe 2005). Proteins that
can be detected by receptors enable a ‘thoughtful response’ (McClintock 1984) by
plants. There are about one thousand known protein kinases/phosphatases, numer-
ous secondary messengers and many thousands of other proteins (Trewavas 2005).
Throughout their lifecycles and their growth zones, plants develop a ‘life history’
of environmental experience that they can pass on to later generations and, should
they grow to be several hundred years old, utilise themselves (Trewavas 2005).
Even small plants store stress experiences in their memories and then use these
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memories to coordinate future activities (Goh et al. 2003). Especially during growth,
key information about the current status often takes a back seat to future-oriented
processes, for example, early root growth and nutrient supply to secure future devel-
opments such as larger leaves. From this perspective, plants must plan for the future
and coordinate growth, food uptake and communication with symbionts (Trewavas
2003a,b).

The complementary differentiation of communication types into short-distance
and long-distance signalling – with their different yet ultimately complementary
tasks – requires cells to identify their position. They accomplish this by, among
other things, detecting signals from neighbouring cells (Coupland 2005). Thus, the
identification competence of ‘self’ and ‘non-self’ by cells can be interpreted as a
result of social interaction rather than solipsistic behaviour. For example, signals
from leaves trigger flower development at the tip of a plant (Coupland 2005). An
entire network involving four different signal pathways regulates this transition from
the vegetative to the reproductive phase (Coupland 2005). Most flowers bear closely
adjoining male and female reproductive organs. Self-incompatibility is therefore
crucial in distinguishing between own (related) and foreign (non-related) pollen.
This self/non-self differentiation ability is promoted by signal processes also used
in other plant responses (McCubbin 2005).

Signals amend one another to form signal sequences, much like words combine
to form sentences: different active forms of behaviour determine the combina-
tion and production of molecule ‘sentences’. This distinguishes cell differentiation
during root development from cell differentiation during stem development, or
developmental processes during the vegetative phase from developmental processes
in the reproductive phase.

2.6.2 Intracellular Communication

Intracellular communication in plants takes place between the symbiogenetically
assimilated unicellular ancestors of the eukaryotic cell, mainly between the cell
body and cell periphery. It transforms and transmits external messages into internal
messages that exert a direct (epigenetic) influence on the DNA storage medium and
trigger genetic processes; this leads to the production of signal molecules that gen-
erate a response behaviour. Via endocytosis, however, bacteria, viruses and viroids
interfere with this intracellular communication and can support, disrupt or even
destroy it. Intracellular communication offers viruses the opportunity to integrate
certain genetically-coded abilities of the host into their own genome or to integrate
their own genetic datasets into the host genome. The ability of viruses to integrate
different genetic datasets probably plays a major role in symbiogenetic processes.
The eukaryotic cell is composed of a multicompetent nucleus as a basic building
block of life and a cell periphery ‘apparatus’ that was symbiogenetically the ances-
tor of other endosymbionts. Interestingly, both nucleus and viruses have several
similar features and capabilities: they both lack the protein synthesis ‘machinery’
and the fatty acid-producing pathways. Both transcribe DNA but do not translate it
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into RNA. Viruses were probably very important in the evolution of eukaryotic cells
because they were able to conduct cell-cell ‘fusion’ (Baluska et al. 2005b). There
are strong reasons, too, why the eukaryotic nucleus is of viral origin (Bell 2001;
Ryan 2002; Villarreal 2005) (Fig. 2.4).

Neuronal plasticity refers to the ability of neuron populations to alter – either
to strengthen or weaken – their connections based on experience. This is the basis
for learning and memory. Like memory, long-term neuronal plasticity requires new
RNA and protein synthesis. Accordingly, the signals must be transported from the
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synapse, from where they are sent, to the nucleus, where they are transformed to
change the gene transcription. Then, the products of gene transcription (proteins,
RNAs) must be sent back to the synapse in order to permanently change synaptic
strength. This communication process is well described in animals (Thompson et al.
2004, Martin 2004, Moccia et al. 2003); if plants exhibit neuronal plasticity, then
similar descriptions may follow.

Reports on the transfer of mitochondrial genes between unrelated plant species
caused some surprise. While gene transfer is an extremely rare event in animals and
fungi, it is common between plant mitochondria (Andersson 2005). Variations in
repetitive DNA that manifest themselves as variations in the nuclear DNA complex
have far-reaching ecological and life-history consequences for plants (Meagher and
Vassiliadis 2005).

The function of a eukaryotic cell depends on successful communication between
its various parts. Plastids send signals to regulate nuclear gene expression and
thus to reorganise macromolecules in response to environmental influences (Strand
2004). It has been shown that micro-RNAs regulate certain developmental pro-
cesses such as organ separation, polarity and identity, and that they define their
own biogenesis and function (Dugas and Bartel 2004). Eukaryotic genomes are
regionally divided into transcriptionally active euchromatin and transcriptionally
inactive heterochromatin (Bender 2004). Epigenetic changes can also take place
without changes in genomes, for example, through various inactivations and activa-
tions of genetic datasets via chromatin remodelling, transposon/retro release, DNA
methylation, novel transcription, histone modification, and transcription factor inter-
actions (Jablonka and Lamb 2002). Epigenetic changes are also reversible (Rapp
and Wendel 2005). Various stress situations in plants are known to cause transposon
movements (Kumar and Bennetzen 1999), and bacterial infections or UV stress can
cause chromosomal rearrangements (Kovalchuk et al. 2003), i.e. changes in higher-
order regulation levels that control the transcription processes of the protein-coding
DNA. Also the defence activation of innate immunity in the case of microbiological
infections depends on signalling processes (Ma et al. 2008).

Repetitive DNA is present in two syntactic combinations: tandem repeats and dis-
persed repeats. Tandem repeats consist of sequences that can contain several thou-
sand copies of elements that are dispersed throughout the genome. Pericentromeric
sequences consist of a central repetitive nucleus flanked by moderately repetitive
DNA. Telomeric and subtelomeric sequences consist of tandem repeats at the physi-
cal end of the chromosomes. Retroelements and transposable elements are involved
in replication and reinsertion at various sites in complex processes: these include
activation of excision, DNA-dependent RNA transcription, translation of RNA into
functioning proteins, RNA-dependent DNA synthesis (reverse transcription) and
reintegration of newly-produced retroelement copies into the genome (Meagher and
Vassiliadis 2005).

Endocytosis and vesicle recycling via secretory endosomes are indispensable for
many processes in multicellular organisms. Plant endocytosis and endosomes are
important for auxin-mediated cell-cell communication as well as for gravitropic
responses, stomatal movements, cytokinesis and cell wall morphogenesis (Samaj
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et al. 2005). As in animals, synaptic cell-cell communication is based on rapid
endocytosis and vesicular recycling in plants (Samaj et al. 2005).

Plants can overwrite the genetic code they inherited from their parents and revert
to that of their grand- or great-grandparents (Lolle et al. 2005; Weigel and Juergens
2005; Pearson 2005). This contradicts traditional DNA-textbook conviction that
children simply receive combinations of the genes carried by their parents. Recently
a backup code has been found; it can bypass unhealthy sequences inherited from the
parents and revert to the healthier sequences borne by their grandparents or great-
grandparents. Research has shown that plants are able to replace abnormal parental
code sequences with the regular code possessed by earlier generations. Does this
require inheritance not only of the parental genetic make-up but also that of the
grandparents and former ancestors? What is proposed is that higher-order regula-
tion function in non-coding DNA saves ancestor genome structures, which overrule
protein-coding DNA under certain circumstances like stress (Witzany 2005). This
means that the (pragmatic) situational context of the living plant body may induce
epigenetic intervention, i.e. active micro-RNAs activate a certain signalling pathway
network which can restructure the semantics of a genetic make-up. By initiat-
ing chromosomal methylation and histone-modifications, certain silencings, start
and stops, and alternative splicing processes constitute alternative sequences. The
result is that, in the existing genome architecture, it is not the inherited parental
sequences that are translated and transcribed but the backup copy of grand- or
great- grandparents. Under normal conditions, the operative genetic make-up stems
from the parents. These research results indicate that not only is a combination
of parental genes inherited, but also ancestral genome-regulating features in ‘non-
coding’ DNA; this enables alternative splicing pathways, i.e. a different use and
multiple protein meanings of one and the same genetic data set (Lolle et al. 2005;
Weigel and Juergens 2005; Pearson 2005).

2.7 Plant Communication: Plant Neurobiology
and the Emergence of Mind?

Since new detections on the synapse-like communication in plants have become rel-
evant, plants seem to assemble a variety of behavioural patterns that are a kind of
intelligent behaviour such as constant measurements of the surroundings, memory
building, learning, fine-tuned emission of volatiles to warn neighbouring plants, par-
allel communication in the root zone with mychorizal fungi, rhizobacteria, insects,
and even mimicry. The use of the term ‘intelligence’ caused a controversy (Trewavas
2003a, 2003b, 2005) which led to a further controversy on plant neurobiology
also (Brenner et al. 2006, 2007; Alpi et al. 2007; Trewavas 2007; Barlow 2008;
Baluska and Mancuso 2007). To the proponents of traditional textbook conviction
these terms are pure metaphors which cannot be substantiated in reality. To the
researchers who focus on neuronal synapse-like biocommunication they have an
essential background and can be substantiated.
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If we look at this controversy from a biocommunicative perspective we may be
able to solve it by stating the following: We may be able to contribute following
aspects:
• The discussion as it occurred is a necessary part of every real developmental

process in science. It includes philosophical aims (mechanistic vs. organismic),
psychological aims (conservative vs. progressive) anthropological aims (human
cognition apparatus) and sociological aims (group identity of research teams).
To find an appropriate way of use is therefore not easy because biology has no
method for answering philosophical questions and very restricted possibilities for
handling psychological, anthropological and sociological problems. Nor can we
neglect the role of history-dependent influences on theory building, as outlined
with great success by Thomas Kuhn (1962).

• The capabilities of plants for learning, memory, self-recognition, even a kind
of decision-making, are strong indicators of complex organismic behaviour.
Certainly, it is also a kind of intelligent behaviour. But this is not astonishing.
Also the investigations on the life of bacteria show clear examples of social
intelligence: ‘Bacteria have developed intricate communication capabilities (e.g.
quorum-sensing, chemotactic signalling and plasmid exchange) to cooperatively
self-organize into highly structured colonies with elevated environmental adapt-
ability. We propose that bacteria use their intracellular flexibility, involving signal
transduction networks and genomic plasticity, to collectively maintain linguistic
communication: self and shared interpretations of chemical cues, exchange of
chemical messages (semantic) and dialogues (pragmatic). Meaning-based com-
munication permits colonial identity, intentional behavior (e.g. pheromone-based
courtship for mating), purposeful alteration of colony structure (e.g. formation of
fruiting bodies), decision-making (e.g. to sporulate) and the recognition and iden-
tification of other colonies – features we might begin to associate with a bacterial
social intelligence. Such a social intelligence, should it exist, would require going
beyond communication to encompass unknown additional intracellular processes
to generate inheritable colonial memory and commonly shared genomic context’
(Ben Jacob 2004).

• So the problem is not if plants have intelligence, mind, consciousness or even
altruistic behaviour. The problem is how we can define such terms; are they
mechanistic, empiristic, ontological, metaphysical, objectivistic, naturalistic,
progressive, conservative or even action theoretical?

• Humans working as scientists cannot exclude the fact that their cognition appa-
ratus has its roots in typical features of central nervous system capabilities. That
is why it is so interesting to observe and describe behavioural patterns of similar
constructed organisms, like mammals. To observe and describe an exclusive ses-
sile lifestyle like plants with very different behavioural sequences determined by
a logic of coordination which depends on the capabilities of the opposite, a decen-
tralised organisation, is difficult per se, although behavioural action patterns are
quite similar to other organisms (mating, defence, attack, nutrition sensing, etc.)

• Whether it is justifiable to use plant neurobiology does not depend on whether
plant neuronal-like processes are very similar to those of animals, but whether
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they use chemical pathways that are similar to neuronal communication in gen-
eral. This means neuronal communication in plants can also have a very different
structure in timescale from that of animals. Nevertheless if the key features are
similar it seems to be justifiable to speak about plant neurobiology even if this
is unfamiliar to conservative scientists, because it can serve as an explanatory
pattern which can describe phenomena from a more appropriate perspective.

• To escape metaphysical mousetraps, I would suggest not using terms like mind or
consciousness. Both terms even today are far from a coherent non-reductive def-
inition even in humans. Conversely, undoubtedly coherent is our definition from
communication processes as sign-mediated interactions coherent to syntactic,
pragmatic and semantic rules. This means that independently of whether some
assume plants to have mind or consciousness plants indeed have a great vari-
ety of communicative competences which are of similar complexity to those of
animals, although in quite different processual pathways. Without these commu-
nicative competences the coordination of complex organisation of plant life could
not happen. Parts of these communicative competences show clear neuronal-like
signalling pathways.

2.8 Conclusion

Plants are the youngest organismic kingdom and perhaps the main success story of
evolution. They arose ca. 350 million years ago, and terrestrial plants, which flower
and bear fruits (a key prerequisite for feeding in larger animals), only developed 150
million years ago. Higher plants make up 99% of the biomass on our planet; of this,
nearly 84% are trees. The lack of mobility is often construed as a disadvantage vis-
à-vis representatives of the animal kingdom. From an objective perspective, such
immobility and the sessile lifestyle must have been an advantage. Plants are clearly
the most malleable of organisms, a trait that can be attributed to the symbiogenetic
unification of five to seven different unicellular, ancestral organisms.

An ever-increasing body of data shows that evolution, growth and development
as in all other organismic kingdoms – depend on successful communication pro-
cesses. This is the prerequisite for the internal coordination and organisation of the
organism and its interplay with other organisms. Communication processes, how-
ever, go beyond mere information exchange to include highly differentiated and
manifold sign-mediated interactions. The signals used in these interaction processes
underlie certain semiotic rules. The rule adherence is very reliable and conservative.
Nonetheless, the rules governing sign use can be damaged, incompletely executed,
deformed, abandoned, or even newly-generated. Therefore biosemiotic rules – as
opposed to natural laws – are principally changeable (Fig. 2.5).

As in all sign processes (semioses) in living nature, syntactic rules determine
the relationship of the signs to one another, i.e. provide combination rules for the
sequence, combinatory ability, density and rhythm of the signs used. The syntac-
tic rules differ from pragmatic rules. They enable entirely different interactions in
that the interaction partners must generate a very specific behaviour in order for
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interactions, for example, mutual coordination and organisation, to be successful
at all. Here, concrete life situations with very specific behavioural contexts are
involved. Depending on the context of use, one and the same syntactically cor-
rect sign sequence of chemical signal molecules can take on different meanings
(semantic functions).

Plants fundamentally depend on successful communication. The behaviour in the
specific interaction can be misinterpreted. A plant can feign mutualism, for example,
in order to gain a one-sided advantage from the interaction and to damage, perma-
nently exploit or kill the partner. This, however, cannot be the representative form
of communication because no individuals would survive if all plants behaved in this
manner. The majority of interactions must be successful for several participants.

Communication processes are successful when the rules governing sign use are
correctly followed. Clearly, rules can be broken. In such cases, the messages trans-
mitted via the signs are incomplete, incorrect, and induce no or an inappropriate
behavioural response. Messages can also be misinterpreted: The sign user uses
(a) the sign incorrectly/misleadingly, and the message does not arrive because it
is mutilated, fragmentary, and in due course, the recipient cannot respond to the
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message in the manner required by the non-mutilated message. (b) The sign con-
tinuously expresses a message that does not conform to reality (‘insect enemies are
attacking’); the recipient of the message will respond in a manner adapted to the
reality of this nonconformity. (c) The message is used to mean something other
than it is normally used to convey (in order to gain one-sided advantages). Any
constant rule-breaking blocks the organisation of life processes (communicative
coordination of evolution, reproduction, growth, development) within and between
organisms.

The term semiochemicals was generally used to designate molecules that served
in communication between organisms. As the present review demonstrates, all
chemicals which function as signs in sign-mediated interactions in and between
organisms are semiochemicals. This would be compatible with the biosemiotic
approach, which considers the full range of sign use within and between living
organisms (Witzany 2006).

In the future, the trans-, inter- and intraorganismic levels of communication pro-
cesses will be better understood. This, in turn, will allow better differentiation of the
different levels of rules that govern signal use. The syntax of intracellular sign use
differs from the syntax at the intercellular level, as well as from the syntax of the
signs in species-specific interactions, which in turn differs from sign use in transspe-
cific interactions between organisms. Embedded in the ecological framework, these
rules for constituting sign-mediated interactions are used differently depending on
the behavioural context. One and the same message can contain, in other contexts,
entirely different meanings. Integrating this biosemiotic perspective will help us
more gradually to decipher the specific meaning of the full range of semiochem-
icals (in their broader sense) and to be aware of the high-level communicative
competences of plants.
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Chapter 3
Communicative Competences of Honey-Bees

Abstract Like ants, bees derive evolutionarily from parasitoid wasps, the most
numerous species in the animal kingdom with nearly 100,000 different species. Like
other flying insects, bees are important pollinators for plants, which would not be
able to produce fruits without them. Since Karl von Frisch’s work it has been evident
that the highly complex social behaviour of bee swarms is organised and coordinated
by sign-mediated interactions, i.e. communication. If communication processes are
disturbed this may have fatal consequences for bee colonies. As in every other nat-
ural language the same sign sequences may have different meanings in different
contexts. This means that bees with a limited repertoire of signs can transport dif-
ferent messages via identical semioses which trigger different response behaviours
with far-reaching consequences. As in every other natural language, bee languages
also differ in habitat-dependent dialects. The language of honey bees in colder hemi-
spheres is the only known non-human language which uses body movements that
represent symbolic meaning functions.

3.1 Introduction

Communication serves to coordinate action and behaviour as well as to form asso-
ciations between linguistic-competent individuals. The use of linguistic signs takes
place in specific language media, whereby actions or behaviours (in sequences of
actions or behaviours) can also assume sign-like character. This sign-use takes place
in regulative, constative and – less frequently – in generative linguistic action as
well, or in linguistic behaviour that is also characterised by regulative, constative
and generative features. Without sign-use there would be no coordination processes.

The rules that underlie or govern linguistic behaviour or linguistic action stem
largely from the practice of social interactions. Nevertheless there are some indica-
tors that interpretation processes occur not only according to swarm vectors but also
to individual needs (Grüter et al. 2008).

The individual’s genetic make-up gives it the ability to communicate in a species-
specific environment. Additionally it is necessary to learn and remember real-life
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experiences which orientate inherited abilities by concrete social interactions, i.e.
swarm behavioural patterns.

The inter-organismic communication we will discuss here demonstrates the rule-
governed, sign-mediated interaction between conspecifics. The increased skill in
following these rules goes hand in hand with the improved ability to use linguistic
signs within rule-governed interactions between individuals of a real, species-
specific, life-world (Lebenswelt). Living ‘Beeings’ in general are unaware of these
underlying rules nor are they able to explicate the rules as rules. Only humans are
able to identify and explicitly reflect on these levels of rules.

The language and communication of the honey-bee, which has been studied
in great detail, can serve as an excellent example of non-human language (Frisch
1952, 1953, 1955, 1965, 1970, 1971; Lindauer 1975, 1981; Seeley 1982, 1992,
1995; Heinrich 1981). This can be illustrated by two cases in which communication,
coordination of behaviour, and the formation of associations are achieved through
linguistic signs.

In contrast with the investigations on language and communication in the other
organismic kingdoms outlined in this book, I will focus in the case of the honey-bees
only at the inter-organismic level, i.e. sign-mediated interactions between the same
or related species. This is because, in contrast with all other cases of biocommunica-
tion we can mention, here we have the rare phenomenon that body moving patterns
act as symbols (Frisch 1953; Sherman and Visscher 2002). In contrast to indexical
or iconic sign-use symbols do not represent by themselves what they mean, but are
a kind of natural convention. Their correct use must be trained within in vivo social
interactions.

3.2 Honey-Bees in the Colder Hemispheres

Honey-bees originally stem from the warm regions of the Earth. The extension of
their range into the northern hemisphere brought with it the problem of how to
deal with longer cold periods. Winter requires the development of a specific sur-
vival strategy that was unnecessary in the geographic and phylogenetic origins of
honey-bees.

Searching for and finding suitable over-wintering sites are critical for the survival
of honey-bees in temperate and more northern latitudes. The complex commu-
nication and behavioural coordination of individuals in this community requires
correspondingly differentiated communication abilities and skills; without these, no
suitable housing could be selected. A mistake in the selection of a hive leaves no
opportunity for a second attempt: the correct choice is a life-or-death situation for
the bee colony. Today we know that only one-quarter of all newly-established bee
colonies survive the first winter (Seeley 1982). Once the bees survive the first winter
in a well-chosen site, the probability of surviving for another five years is high. How
does the selection of an appropriate site take place?
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3.2.1 The Communication Process Behind the Founding
of a New Colony

In the cold season, the bee colony forms a tight aggregation in its hive. A great num-
ber of bees join to form a type of outer shield; fine quivering movements of their
flight muscles help maintain an ambient temperature of at least 10◦C in the colony.
Abundant supplies of honey ward off starvation. Spring marks the beginning of an
intensive phase of brood rearing, and newly-emerging bees lead to dense colonies
and reduced space in the hive. Precisely this condition is a sign for the worker honey-
bees to construct queen cells in which a number of future queens can be reared
simultaneously (Seeley 1982). The old queen uses sound signs to communicate with
the enclosed future queens. If one imitates the sounds of the enclosed future queens
with the appropriate instruments, then the old queen answers these artificially pro-
duced sounds quite specifically. Although the queen is known to communicate with
the future queens, the subject of the communication remains unknown. Before the
replacements emerge and decide the future leadership of the colony in a stinging
duel, the mother queen leaves the nest with half the original colony.

The initial flight is rather short, in any case less than 50 m (Seeley 1982). The
queen alights on a more or less suitable object and is immediately surrounded by a
cluster of bees. As soon as the cluster is completed, a few hundred so-called scouts
swarm out to search the terrain for a suitable new hive. These scouts are the oldest
bees in the colony, i.e. those that have already collected food for the original colony
and are therefore already familiar with the surroundings (Thom 2003; Menzel et al.
2006).

The selection criteria for the new home are quite differentiated (Seeley 1992;
Lindauer 1975). The height of the entrance hole must lie at least 2 m above the
ground in order effectively to rule out any disturbance of the colony by other ani-
mals. The opening of the hole should be no larger than 50 cm in order to permit
reliable regulation of the hive’s internal climate in winter, even if the temperatures
drop to very low values. The hole should also face south: this enables the bees to
swarm out and defecate at even the slightest outside temperature increases in win-
ter. The volume of the entire hive should not be fewer than 100 l in order to provide
sufficient room for the honey stores the colony needs to over-winter; at the same
time, volumes in excess of 100 l make the regulation of the inside temperature diffi-
cult. The presence of old honeycombs is a positive criterion because it considerably
reduces or even eliminates the time- and energy-consuming effort of honeycomb
construction (Seeley 1992; Lindauer 1975).

Each of the scouts that have swarmed out returns to the colony as soon as she
has found a site that seems suitable. She lands in the swarm and begins to carry out
the characteristic movements that researchers have termed dances (Lindauer 1975).
Such dances are displayed not only during the search for new hives, but also in locat-
ing suitable feeding sites. The dances have a communicatory character and represent
linguistic signs whose expression enables comprehensible information to be relayed
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to other bees. Because the scouts do not return with pollen or nectar, the dance is
not a message about feeding sites but rather about where and in which direction a
suitable place to build a hive can be found. These so-called waggle dances resem-
ble a figure-of-eight in whose central section the abdomen is waggled. The waggle
dance can be defined as constative linguistic behaviour (Lindauer 1975). The direc-
tion of the central section of the danced figure-eight points to the direction of the
new site in relation to the respective position of the sun (Lindauer 1975; Frisch
1965).

The greater the distance to the prospective site, the longer the waggling motion
for that particular stretch lasts. This is interconnected with increasing inexact mes-
sage transfer (Beekman et al. 2005). Three or four other scouts observe the waggle
dance from close quarters. Each scout advertises her discovery with her own dance.
The more suitable she believes her discovery to be, the more vigorous the dance.
The greater a scout’s doubt about her own discovery, the more subdued her dance.
The latter are quickly attracted to the dances of their more agitated neighbours and
follow up on the communication of one such dancing bee: they fly to the site indi-
cated by the dance and inspect the keenly promoted hive. After the inspection, these
scouts return to the swarm: each scout that is more convinced of the new hive than
of the one she originally found begins an agitated dance to promote the new site.
One after the other, all sites that were keenly promoted by scouts are visited by the
other scouts. This consensus-building process gradually leads to agreement on one
site (Frisch 1965; Lindauer 1975; Seeley 1982; Visscher 2007).

It should be mentioned that the inspection of a potential hive site is quite a precise
process: the bee walks up and down the entire hollow, often covering a distance of
50 m (Seeley 1982). This allows her to cover the entire inner surface of the cavity.
When a scout gives up her original, first discovery and consensually agrees with
the other scouts on another site, then the experienced scouts are in true agreement
(Seeley 1982).

The new beehive can be up to 10 km away from the original site. The search lasts
no more than three to four days. If no suitable place is found, then the bees begin
constructing a hive directly at the first landing site and, since such hives cannot
withstand the winter weather, the colony dies during the first cold spell.

If, on the other hand, the scouts have agreed on a new site, they force their way
to the surface of the bee cluster in a zigzag course. At this point the entire colony
begins to beat its wings in order to raise its temperature to 36◦C (Seeley 1982;
Heinrich 1981). This is a necessary precondition for the bees to be able to fly after
this quiescent state (Seeley et al. 2003). If the colony is knocked off-balance before
this temperature is reached, the whole swarm falls to the ground. When, after a
few minutes, the correct temperature is reached, the scouts give the sign to take
off: they force the aggregated bees apart in a series of so-called buzzing runs. The
entire swarm disperses and ascends into the air, forming a cloud of bees with a
diameter of approximately 10 m. Within this cloud, the scouts repeatedly take off
in the direction of the new site, thereby showing the other bees the correct bearing
of the destination. In the first 30 m the swarm makes only very slow progress, but it
picks up speed dramatically over the next 200 m.
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Upon reaching the newly-selected site, the scouts emit a sign (Frisch 1965). The
nature of this sign is still unknown. The swarm reacts to this sign, however, and
comes to a standstill above the new hive. The scouts drop from the stationary swarm,
alight on the entrance of the new home, and mark it precisely with a scent. Shortly
thereafter the entire swarm takes over the hive. Within hours they remove all dirt,
begin immediately to build the combs, and fly in search of pollen and nectar. This
marks the end of this specific communication process until the following year.

3.2.2 The Sign-Mediated Interaction of Foraging

The second display of honey-bee language that I describe here picks up where the
first left off. It plays an equally important role in enabling the bee colony to survive
over the winter.

So-called foraging bees are responsible for finding suitable food sources.
Foraging bees are experienced and possess memory (Menzel et al. 2006; Towne
2008). Upon finding such a site, the forager returns to the surface of the hive and
begins her own waggle dance (Rohrseitz and Tautz 1999). She brings along pollen
and nectar, which not only informs the other bees that the dance refers to a feeding
site and not to a new hive site (Frisch 1955, 1970), but also provides information on
the quality and quantity of the food (Farina et al. 2005). The linguistic signs and the
sequence of these signs are the same as in the first communication process described
above (in which only scouts were involved). In this case, however, the waggle dance
sequences are relevant to all encountered foragers, prompting them to collect food in
the described direction and described distance. The constative linguistic behaviour
has changed into regulative linguistic behaviour. The linguistic behaviour is dif-
ferent, the communication processes pursue different goals, yet the linguistic signs
that are employed have remained the same. Additionally the food-gathering honey-
bees now begin to produce special volatiles to recruit other honey-bees (Tautz 1996;
Tautz and Rohrseitz 1998; Dyer 2002; Thom 2003; De Marco 2005; Thom et al.
2007).

The above scenario refers only to information on feeding sites that are more than
25 m away. The bees again dance a figure-of-eight. The orientation of the central
section of the figure signals the direction of the feeding site in relation to the posi-
tion of the sun. If the dance takes place on a vertical honeycomb, the deviation in
direction between the feeding site and the sun’s position is accurately recreated as
the deviation from the vertical (Frisch 1965). As in the case of the first communica-
tion process, distances are depicted temporally: the waggling in the central section
of the figure lasts longer for longer stretches than it does for short ones. Thus, wag-
gling for 1 s can indicate a distance of 500 m, while waggling for 2 s can indicate
2 km. Other bees follow the waggle-dancing bee at close quarters, and certain odours
provide additional information about the site. Rather than approaching such places
directly, the individual bees take small detours. They orientate themselves accord-
ing to distinctive landscape features (Srinivasan et al. 1996). These orientations are
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determined in an arbitrary manner and are specific to the individual bee: they are
not communicated to the others. If certain orientational features are experimentally
altered, some bees can briefly become disoriented.

Although honey-bees in most cases are diurnal – most of them are colour-blind
in moonlight – one species which flies on moonless nights has been observed. It
recognises landmarks in starlight (Somanathan et al. 2008).

3.3 Further Features of Honey-Bee Communication

3.3.1 The Types of Dances and Their Meanings

To date, nine different dance types have been identified as linguistic signs (Frisch
1965):

1. The round-dance is a call to search for food in all directions within a radius of
25 m.

2. The waggle-dance describes the direction of the destination in terms of the
respective position of the sun and defines the distance.

3. The tremble-dance describes a conspicuous type of movement made by success-
fully returning foragers. They hastily make their way across the honeycomb,
bumping into colony members and informing them that something is going on,
e.g. that food is available.

4. The ruck-dance is carried out by foragers that are emptying their honey sacs and
involves intermittent, directed tail wagging. It serves more to indicate a general
dancing mood than to impart any specific message.

5. The sickle-dance has been observed in every bee species (with one exception) in
the transition between the round-dance and the waggle dance (figure-of-eight).
The opening of the ‘sickle’ in the dance pattern denotes the direction to the
feeding site.

6. The buzzing run is the sign to disperse. Scouts barge through the interlocked
bees in the swarm in an undirected, zigzag course and audibly buzz their wings.

7. In the ‘cleaning run’ the bee shakes its body from one side to the other.
8. In the vibration-dance, one bee takes up contact with another, whereby it

rapidly vibrates its abdomen. The meaning of this dance has not yet been deci-
phered, although there is strong evidence that it involves a communication form
combining dance and acoustic signals.

9. Finally, the jitter-dance is an expression of neurotic behaviour and is disregarded
by the surrounding bees. Research has shown it to be a result of a traumatic
experience such as severe impact, poisoning, injury to appendages, or extreme
state of alarm.

The type of sign use that we designate as dances is a genetically acquired lin-
guistic competence: even without prior socialisation, i.e. the presence of older bees,
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juveniles develop the ability to dance. These kinds of dances are not able to transport
messages. Subsequent social interaction with bees of the same age is important to
develop meaningful dances: carrying out linguistic behaviour and heeding the calls
for specific action require some degree of practice and experience in participating
in mutual interactions.

While the ability of bees to take their bearings according to the respective posi-
tion of the sun is innate, the specific skills are gained and perfected in the course
of a few days of flying experience. Interestingly, bees recognise the sun as having a
24-hour course, so that they can carry out their dance at the correct angle vis-à-vis
the sun even in the dark (Frisch 1965; Lindauer 1975).

3.3.2 Forms of Communication Beyond Dances

Honey-bees exhibit other forms of communication that are either combined with
or separate from the communicatory dances themselves. Various wing-beating fre-
quencies or abdominal vibrations can transmit movement frequencies on suitable
substrates (Kirchner 1993); other bees are able to identify their meaning. This is
evident in the specific reactions to certain frequencies (Frisch 1965).

Odours, which are actively employed, are apparently an even more significant
form of danceless communication (Frisch 1965, 1970). During her nuptial flight,
the queen bee emits scents that attract the males (drones). The bees positioned at
the entrance hole of the hive beat their wings to waft the smell of their scent glands
toward the arriving workers and thus guide them to the entrance. The scent glands
are also used to mark certain food sources, enabling other bees to find these sites
more easily (Breed 1998, Schmitt et al. 2007). Bees that are threatened or attacked
extend their sting and whirr their wings to exude an alarm scent which is not identi-
cal with bee poison. The alarm induces members of the colony to attack. This attack
is generally directed at moving objects in the vicinity.

3.3.3 Humans can Understand the Bee-Language

Once one understands the bees’ communicative behaviour and their use of linguistic
signs at the syntactic, semantic, and pragmatic level, it should be possible to iden-
tify the practical meaning of the information content. In fact, bee researchers, by
observing the dances, have been able to locate the feeding sites down to the metre!
The only deviations pertained to direction, not to distance; humans are less adept
than the studied bees at identifying the bearing in relation to the sun’s position and
potential crosswinds (Frisch 1965).

3.3.4 Dialects of the Bee-Language

Bee colonies form relative language communities that are distinguished by dialects
(Sen Sarma et al. 2004). Experimentally-mixed colonies of Austrian and Italian bees
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revealed clear differences in the interpretation of the dance tempo, which indicates
the distance to the feeding site. When the Austrian bees communicated a suitable
feeding site at a distance of 300 m, for example, the Italian bees executed the instruc-
tion in exactly the right direction, yet over a distance of 500 m. Vice versa, a 200-m
dance by the Italian bees meant a much shorter distance to the Austrian bees. Thus,
despite identical rules being applied to the same linguistic signs, distinct differences
existed in the meaning of the signs (Frisch 1965). Interestingly, these differences
in bee language dialects are even compatible over longer time distances. It depends
on the capability of social learning of the bee populations. Longer time enables
processes of training of different meanings of identical moving patterns (Su et al.
2008).

In stingless bees, the use of symbolic signs in regulative and constative linguis-
tic behaviour to indicate direction and distance is not developed. These bees must
accompany and guide inexperienced conspecifics to every discovered food site.

3.4 Language and Communication in Bees: Context
Determines Meaning

Twenty years before Karl von Frisch received a Nobel prize for his research into
bee language, he was embroiled in a controversy involving so-called animal lan-
guages. He was accused of improperly using the term language to describe specific
behavioural feats. His opponents argued that a very simple form of animal com-
munication was involved, but certainly not language. In his response (Frisch 1953),
Frisch proves that it is justifiable to speak of the language of bees because a system
of signs is involved.

In this chapter I have discussed only two of many sign-mediated communication
processes that can serve as examples of rule-governed, sign-mediated interactions
between individual bees in a colony. Each of these communication processes encom-
passes a series of characteristic sign uses and sign combinations, whereby the
context of usage clearly determines the meaning of the utilised sign sequences.
Furthermore, various forms of behaviour evidently take on sign character and, when
combined, can take on meaning and be understood as signs. The habitat specificity
with which such language communities apply their stock of signs is reflected in the
different dialects of bee communities.

The communication of honey-bees (a) with one another and (b) about something
is necessary to exchange information, coordinate behaviour, and form associations
between individuals of such social animal communities (Lindauer 1975). Survival
without the sign-mediated interactions described above would be impossible. At the
same time, this example vividly illustrates how certain behaviour can take on sign
character within behaviour sequences.

Beyond using linguistic signs in regulative and constative linguistic behaviour,
bees must originally have been able to perform generative linguistic behaviour,
thereby ultimately constituting new life-forms. In order to survive the winter, the
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swarm first had to have selected the correct over-wintering site through appropri-
ate communication. At some point, the rules underlying this communication were
innovatively generated, much in the same way as the transition from signs with
mere reference character (honey-bees of warmer latitudes) to symbolic sign systems
(northern hemisphere bees) must have been a marked innovative step. The ability to
survive the winter eventually became fixed in the genetic text of these surviving bee
generations. We know that this happened, but can only guess at how it happened.

The survival strategy of honey-bees in colder latitudes clearly shows that com-
munication experience in generative linguistic behaviour, which substantially and
permanently supersedes the originally innate language competence, can consti-
tute an expanded communication competence. This competence is hereditary in an
expanded (or at least modified) form; in the context of social animals, it can be
differentiated as broadened language play skills, for example, through learning pro-
cesses (Lindauer 1975). Learning processes depend on the capability to memorise
and short-term as well as long-term memory has been proven (Menzel and Muller
1996).

3.4.1 Foundation of a New Colony

As demonstrated in our treatment of two sign-mediated communication processes
in the language of northern hemisphere honey-bees, in certain situations the
behavioural context determines the meaning of the linguistic signs used. The bees’
ability to interact socially is no doubt genetically fixed. The constitution of the spe-
cific performance, however, i.e. of the actual communication process, is contingent
on the actual situational demand.

In the sign-mediated communication process underlying the foundation of a new
colony, only scouts participate in the search for a new home. They are the oldest
bees in the swarm and have already gathered food for the parent hive; they are fully
familiar with the features of the local terrain. Why do only these experienced scouts
swarm out and not the inexperienced ones as well? Does the flight of the queen
cause certain genetic text sequences in the scouts to be expressed, i.e. those that
code for and initiate such behaviour? Or does the rule governing the participation
of experienced scouts alone underlie some other species-specific, intersubjective
communication?

The criteria that a prospective hive must fulfil are so differentiated that
one can reasonably assume a genetically determined inspection and evaluation
behaviour. On the other hand, these evaluation criteria clearly do not exist from
the onset: they must have been constituted by experience, followed by subse-
quent genetic fixation. Pragmatic situations formed the evaluation pattern for
epigenetic imprinting which seemed to be genetically encoded later on. Naturally,
there is no reason to doubt that natural genome editing agents competent in
genetic text processing and integration carried out this fixation, i.e. have struc-
tured and, above all, inserted the respective sequence at the appropriate site in the
genome.
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No haphazard change or deformation of genetic text sequences can shape the
highly differentiated selection criteria for the winter hives of northern hemisphere
honey-bees: they are simply too rigorous. The failure of the hive selection process to
match the required hive features closely can kill off the entire swarm in one winter.
The argument that this involves the natural selection of many chance mutations
would imply the extinction of all northern hemisphere bee populations before they
ever had the opportunity to develop sufficiently differentiated selection criteria for
suitable winter hives.

As demonstrated earlier, the process by which a potential winter home is scru-
tinised is itself incredibly complex and exact. The bees pace the entire length and
breadth of the new site: not a millimetre is left out. This explains why a single bee
covers a distance of nearly 50 m in the course of this inspection, even though the
cavity itself is relatively small.

The sign-mediated communication process underlying the founding of a new bee
colony also points to numerous other pragmatic situations that must be or, if they
are epigenetically imprinted and even genetically fixed, must have been vital for
the evaluatory function. The consultation between scouts about the potentially most
suitable new home – in this case the tail waggle dance – raises the question: what
induces bees that have identified a potential site as being less satisfactory to dance
less vigorously, and bees that have identified a site as being highly suitable to dance
more vigorously and to ‘symbolically code’ (Todt 1986) the direction and distance
of their discovery? What induces the less lively dancers, those who are less con-
vinced of their discovery, to take up the invitation of the more vigorously dancing
bees to inspect the site they consider to be particularly suitable, especially when this
involves repeating the same complex and time-consuming inspection procedure?
What subsequently enables these bees to decide in favour of the recommended,
inspected, and perhaps more highly-evaluated site and themselves promote this site
with an appropriately intense dance (Seeley and Visscher 2008)? Furthermore, this
new decision may itself be temporary, and another, even better, home may trigger a
renewed inspection process, etc. At any rate, the final decision is a consensual deci-
sion by all scouts, all of whom have by then inspected the most highly-advocated
home. If no consensus can be reached, no decision is taken and the swarm freezes
to death at the site of their deliberations during the first cold spell.

Provided that the decision-making process represents sign-mediated commu-
nication, then it cannot be of the algorithmic type; rather, it must be a truly
communicative process between conspecifics in a shared life-world (Lebenswelt).
They represent subjects for one another because they use the same linguistic signs
in the same sign-mediated communication process to achieve understanding, form
associations, and coordinate behaviour. The fact that language is involved, i.e.
language and not merely a formal procedure, opens the potential for generative
and therefore entirely new linguistic behaviour. Otherwise, colder hemisphere bees
would never have been able to differentiate the necessary sign-mediated commu-
nication processes (processes outside the repertoire of warmer hemisphere bees).
Whereas southern hemisphere bees use behaviour to constitute signs with direct
indicatory or invitational character, northern hemisphere bees employ movements to
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constitute and utilise a symbolic sign character for these movements; understanding
these signs permits more differentiated messages to be deciphered (messages that
even humans can understand, provided that they can determine the rules underlying
the use of these movement signs).

Todt, a sociobiologist whose research was instrumental in initiating an interdisci-
plinary dialogue with semiotics in Germany, expressly underlines the use of symbols
by bees of the colder hemisphere.

The specific sign-mediated communication process involved in searching for a
home is terminated only when consensus has been reached. The process is com-
pleted when a new home (one selected exclusively by scouts) is inhabited and
developed.

3.4.2 Food Gathering

This marks the onset of the second sign-mediated communication process described
above – food-gathering. Again, the waggle dance is used to convey information. The
rules underlying the movement sequences as well as the indication of direction and
distance remain the same as in the preceding example. The sequence of signs is also
the same. Their meaning, however, is different because they take on new meaning
within the pragmatic context of a new communication process. The waggle dance
may well be a rule-governed, genetically fixed behaviour that is expressed as the
need arises: nonetheless, the actual situation in which the signs are used within a
population of communicating conspecifics lends meaning to the signs themselves
and determines their sequence in a dance.

In addition, the target group addressed by these expressions is not the same as in
the preceding case. All foragers, not just the scouts alone, are called upon to search
for food sites. One situation-specific feature is responsible for the fact that foragers
(and not just scouts) are being addressed, even though the mode of expression and
the utilised linguistic signs are the same as in the previous example in which scouts
were prompted to swarm out: only when the dancers carry flower pollen – which is
not the case when the task involves searching for a new hive – is the call valid for
foragers as well. In the absence of pollen, the foragers do not react to the messages
or invitations. Understanding (Verständigung) between bees is not limited to dance
movements alone. These movements are combined with (the very important) vibra-
tory movements (Kirchner and Towne 1994) of the wings and abdomen along with
the rule-governed use of olfactory signs. This marks the limits of our comprehen-
sion of the bee language. Human beings can never hope to progress much beyond
a passable understanding of the rules governing the bees’ use of linguistic signs:
beyond a certain complexity of sign combinations, mastering the specific modes of
use would require becoming involved in the bees’ communication process as inter-
actional subjects. This inherently transcends human capabilities and points to the
limits in the compatibility of trans-specific forms of communication, for example,
in trans-organismic communication.
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3.4.3 Dialects in Different Cultural Life-Worlds

One final pragmatic criterion for the signifying function of the utilised linguistic
signs deserves mention: the occurrence of various bee dialects. The same sign (or
the same sign sequence) can exhibit slightly different rules of usage in bee colonies
that are geographically widely separated yet belong to the same species. In the case
of the Austrian and Italian bees described earlier, the form in which the same sym-
bolic (behavioural) sign is expressed can translate into site deviations of several
hundred metres. The pragmatic context, in this case the bee colony’s actual life-
world (Lebenswelt), determines the semantic rules according to which this sign
is interpreted. As we know now, these rules which depend on cultural customs of
honey-bee populations are subject to learning and memory capabilities. After a cer-
tain time-span honey-bees can change their sign using practice according to new
situational contexts (Su et al. 2008).
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Chapter 4
Biocommunication of Corals

Abstract Scleractinian corals are keystone species of tropical reef ecosystems.
Development and growth of these organisms rely on complex and efficient com-
munication patterns. Such patterns are sign-mediated interactions that cannot be
reduced to mere exchange of information, but rather require active coordination
and organisation. Communication processes within and among corals takes place at
varying levels and occurs (a) within cells, (b) among cells, (c) between corals of the
same species (conspecies), (d) between corals of different species, and (e) among
trans-specific organisms that include all phyla of all kingdoms of shallow-water
tropical ecosystems.

4.1 Introduction

Hitherto most specialists have considered corals as archaic, sessile animals that are
placed at the lower level of organismic complexity. Now, however, it is becom-
ing increasingly obvious that their evolution, growth and development depend upon
complex and successful communication processes. This article gives an overview of
the manifold levels of coral communication and thereby broadens the understanding
of these organisms.

Even though tropical coral reefs are embedded in an oligotrophic setting, they
are still capable of sustaining a lush environment. The frequent description of reefs
as the ‘tropical rainforests of the sea’ is rooted in structural conditions that can
be compared to terrestrial ecosystems of the tropics: i.e. growth rates are in tune
with autochthonous species and their associated symbionts, ensuring a stable, long-
term equilibrium, similar to tropical rain forests (Hubbell 1997). It is not surprising
then that community structures of coral reefs easily cover a developmental time
window stretching over thousands of years. The sudden emergence of modern reefs
across the globe as we know them today was initiated some 6000 to 9000 years ago
(Hallock 1997; Pandolfi 2002).
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Over the last decades, however, the scientific community has noticed a drastic
increase in coral-associated diseases of tropical reefs (Sutherland et al. 2004).
Caribbean reefs are hardest-hit, earning this region the title ‘coral disease hot spot’
(Weil 2004).

In this review we will demonstrate that corals, being predominantly sessile organ-
isms, are an essential part of the manifold communication patterns present within
these ecosystems. Thus, internal communication patterns correspond and are co-
evolutionarily adapted to external signals of non-coral organisms. The coral animal,
therefore, must be able to distinguish between self and non-self. According to their
tolerance limits, these animals process and evaluate information in order to adjust
their responses adequately. Equipped with appropriate recognition patterns, and in
the absence of external interference, coral animals are able to thrive and establish
themselves in oligotrophic environments of the tropics.

With regard to this highly diverse communicative competence we note that all
this is possible only because communication processes within the animal (intra-
organismic) and among the same and related species (inter-organismic) as well as
species of non-related taxa (trans-organismic) are coordinated in an orderly man-
ner, thereby enabling a context-coherent coordination of behavioural patterns. As
long as these processes are comprehended, and interactions as well as exchange
of information successfully established, the organism will prosper. Once these pat-
terns become corrupted, via natural or anthropogenically-induced alterations, the
coral animal faces an interactive uphill struggle. If external disturbances interfere
with communication processes, as in the case of chronic events, it will compro-
mise the animal’s state of health and ultimately induce disease or even death. In
order to understand better the survival strategies of corals it is necessary to work
out the underlying interactional pattern – an issue that is of great relevance, espe-
cially when we consider the effects of global climate change (Hoegh-Guldberg et al.
2007).

We recognise that the use of signal molecules goes beyond information exchange,
but above all requires the formation of various behavioural patterns necessary
for successful interactions. The different forms of the symbiotic association, for
example, with its endosymbionts and on the mucosa of the coral animal – here
exosymbionts – stress the fact that conduct of symbiotic partners is beneficial for
both parties as long as they are characterised by the absence of stress factors. As
there are altruistic forms of interactions between coral and symbionts so there are
defence response patterns, which can also involve life-and death situations (see
below).

In any case, the context of a given situation determines the meaning of the
used signs: (a) growth and (b) development are different modes of behaviour and
need other patterns of signalling than (c) defence or (d) reproductive patterns.
Likewise, (e) mutualistic symbioses require different forms of coordination from
those of (f) commensalism or (e) parasitism. Thus, this systematic approach of coral
communication demonstrates that the meaning (semantics) of signal molecules is
context-dependent, and helps to give a better understanding of the full range of
sign-mediated interactions of coral life.
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4.2 Semiochemical Vocabulary of Corals

Communication patterns of signalling molecules within and among corals are amaz-
ingly complex. Depending on the developmental stage or other situational contexts,
e.g. the reproductional process, different molecules are used (Fig. 4.1). Until now
several classes of molecules which serve as signs in communicative processes has
been identified:

• Secondary metabolities such as terpenes, cholesterol, wax ester diterpenoids;
• Neurotransmitter such as acetylcholine, dopamine, norepinephrine, serotonin;
• Hormones such as alloaromadendrine, noraromadendrine, cyclosinularane,

prostanoids, terpenoids
• RNAs such as microRNAs and RNAi

Varying behavioural patterns lead to the production of different signals with dif-
ferent functions: antimicrobials, antifungals, corresponding secondary metabolites,
and hormones (Kim 1994; Slattery et al. 1995, 1999; Ramesh and Venkateswarlu
1999; Iwashima et al. 2000; Kim et al. 2000a, b; Yasumoto et al. 2000; Roussis
et al. 2001; Twan et al. 2003; Watanabe et al. 2003; Iguchi et al. 2004; Zhang et al.
2005).

As will be demonstrated later, corals possess a broad variety of hormonal sub-
stances for different behaviours, e.g. reproduction cycles and defence patterns
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Fig. 4.1 Chemical vocabulary in coral communication processes
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against opportunistic microbes, carnivores, herbivores and fungal infections (Hay
et al. 1987, Kim et al. 2000a, b; Slattery et al. 1999).

4.3 Interpretation of External Influences

Abiotic interferences affect all eukaryotic organisms at any cellular level. Corals
are particularly affected, as they are keystone species in tropical reef ecosystems
(Bak et al. 1982; McClanahan and Maina 2003). Natural disasters such as earth-
quakes, cyclones and tsunamis change and thereby shape reef ecosystems. Under
natural conditions such interference, results in change of species composition,
favouring pioneering and faster-growing species, thereby initiating a new cycle
of coral succession. Connell’s intermediate-disturbance hypothesis (IDH) gives a
good summary of the associated affects of such disturbances (Connell 1978; Begon
et al. 1996; Loya 2004). Under moderate conditions, abiotic influences enable coral
animals to release signalling chemicals via ocean currents (Harrison et al. 1984;
Penland et al. 2004). Morphogenesis is yet another characteristic of stony corals
that is likewise determined by abiotic conditions, i.e. light intensity, swell and surge
patterns, oceanic currents (Geistner 1977; Horiguchi et al. 1999; Gleason et al. 2005;
Stambler and Dubinsky 2005; Vargas-Angel et al. 2006; Veron and Stafford-Smith
2000).

In the context of anthropogenic influences, eutrophication owing to land-based
intensive farming or mariculture, excessive fishing practices, and other man-made
influences also interferes with coral-ecosystem communication, thereby easily
tipping the balance towards a filter-feeding community. High phosphate levels
in otherwise oligotrophic waters, for example, rapidly shut down the calcifica-
tion mechanism (phosphate poisoning). In addition, higher nutrient levels favour
(macro)-algae and prevent larval settling, with the result of a readily replacement of
the coral-symbiont biotope (Tanner 1995; Loya 2004). Once filter feeders substitute
for the coral carpet and become the dominant organisms, it is almost impossible to
re-establish a thriving coral ecosystem within a reasonably short period (Hatcher
1997; Elmqvist et al. 2003). Closely associated with eutrophication and coastal
degradation is the global trend in the decline of mangrove forest cover. Mangroves
are an essential part of the wider tropical reef ecosystem, as their numerous prop
roots account for a very rich and diverse habitat ranging from algae, sponges, and
marine invertebrates to nurseries for young shrimp and coral fishes. Habitat degrada-
tion for shrimp farms and other coastal utilisation not only increases coastal erosion,
but likewise interferes with the communication processes within the wider reef
ecosystem, thereby detrimentally feeding back onto adjacent reefs (Mumby et al.
2004).

Another man-made disturbance originates from chemical interference; just one
example is the pesticide Chlorpyrifos used on golf courses. Coral larvae are
extremely sensitive to chemical signals at levels that are well below the detectable
limits of current human technology. Since crustose coralline algae easily take up
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this pesticide, coral larvae have lower recruitment rates on substrates exposed to
the chemical at concentrations even as low as 5 ppb than on untreated controls
(Richmond 1997).

4.4 Transorganismic (Trans-Species) Communication

Both mechanical and chemical sign-mediated interactions of corals with other gen-
era, families, and phyla, as well as with members of other kingdoms, are not
only essential for their survival, but are the basis of coordination and organisation.
These interactions cover the entire range – from the mutually supporting over neu-
tral to harmful behaviours (Fig. 4.2). The variety of symbiotic communications,
for example, requires very different behaviours from the partners involved (Weis
et al. 2001).

Direct and indirect defence mechanisms are manifold and complement each
other. Corals possess a ‘non-self’ warning system, especially when confronted with
opportunistic microbes (Rohwer and Kelley 2004). Such microbes include single-
celled autotrophic and heterotrophic prokaryotes, autotrophic and heterotrophic
eukaryotes, as well as viruses. In fact, these opportunists can be found in all three
domains of life on our planet, i.e. bacteria, archaea, and eukarya (Sherr and Sherr
2000).

Corals interact with non-related species through their muco-poly-saccharide
layer (MPSL). This species-specific layer forms a boundary through which dis-
solved nutrients and gases diffuse. Hence, the mucus is a barrier against oppor-
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tunistic pathogens and should be considered the primary immune organ of corals.
Beneficial prokaryotic residents living on and within the MPSL are yet another
shield against opportunistic settlers (Shnit-Orland and Kushmaro 2009) and act
as host-associated microbial community (Sunagawa et al. 2009). There are large
numbers of mucus-adapted microbes, such as phosphate and nitrogen fixers. It is
reported that even cold-water corals actively ‘fish’ the surface layer to obtain addi-
tional nutrients (Neulinger et al. 2008). In order to do so, corals encourage growth of
specific microbes by the secretion of specialised mucus (Kushmaro and Kramarsky-
Winter 2004). This in turn provides specialised microbiota as the ideal substrate to
protect the coral animal from opportunistic settlers by occupying entry niches and/or
through the formation of inhibition zones, e.g. prokaryotically-mediated produc-
tion of antibiotics. Any disruption of the highly diversified microbial density on the
MPSL will render the coral holobiont more susceptible to opportunistic pathogens,
thereby enabling diseases to become established, and ultimately may result in the
decline of the whole organism (Rohwer and Kelley 2004).

4.4.1 Coordination of Defence and Regeneration

Being predominantly sessile in lifestyle, corals are equipped with additional defence
mechanisms against mechanically-induced damage and microbes (Gunthorpe and
Cameron 1990; Kramarsky-Winter 2004). It appears that corals can differentiate
between the various modes of inflicted tissue damage, i.e. triggered by (a) viruses,
(b) bacteria, (c) fungi and (d) invertebrates as well as (e) damage induced by ver-
tebrates. According to the type of damage, corals secrete different combinations of
substances that serve to deal with such lesions.

A localised wound response leads not only to the production of mobile signal
molecules, but requires a systematic reaction involving the entire organism – obvi-
ously, a mature colony has more reserves than a juvenile recruit (Alker et al. 2004).
Reactions to lesions stimulate the transmigration of specific amoeboid wound cells
toward the site of injury. The action of amoebocytes can be considered as first-
aid measures, as they clean up cellular debris. Necrotic tissue is then sloughed off.
Only now will the surrounding tissues stretch to cover as much of the wound as
possible. If lesions are too large to be covered by stretching tissues, a much slower
process takes over: tissue regrowth over the denuded area. It was observed, however,
that corals affected by microbial-induced disease revealed a significant reduction of
amoebocytes engaged in tissue repair (Kramarsky-Winter 2004). Amoebocytes are
also involved in coral responses to pathogenic and temperature stress (Mydlarz et al.
2008).

Corals are able to coordinate directly and indirectly their complementing protec-
tive measures to varying degrees – according to the intensity of damage inflicted
by opportunistic species (Chadwick-Furman and Rinkevich 1994; Koh 1997;
Rinkevich 2004). The exposure to parasites or pathogens stimulates the coral organ-
ism to produce a specific array of immune substances (Bigger and Olano 1993;
Rinkevich et al. 1994; Hildemann et al. 1977).
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In addition, corals also produce enzymes that render their tissues unpalatable to
certain predators (Lindquist and Hay 1996; Kelman et al. 1999). Contrary to the
predictable succession of developmental phases of individual organisms, modular
organisms can proliferate at one end while at the other tissues may be already in
the phase of decomposition. Death in such organisms often results from becom-
ing too big or succumbing to disease rather than from programmed senescence.
Thus, the body of a modular organism has an age structure – it is composed of
young and developing, actively functioning, as well as senescent, parts (Begon et al.
1996; Vytopil and Willis 2001). The modular structure enables corals to respond
adequately to spatial limitations, predators, and unfavourable environmental condi-
tions. Their morphology, in particular branching species, not only provides shelter
for juvenile fish species and other invertebrates, but actively benefits the survivor-
ship of the coral: e.g. the crab Trapezia sp. can even deter such vicious corallivorous
predators as Acanthaster planci (Gosliner et al. 1996; Pratchett 2001).

Although corals are almost at the trophic base of shallow tropical reef biota, they
are not passive ‘prisoners’ of their environment. Rather the opposite is the case:
being at the base, or more appropriately at the centre, of what a reef community is
all about, they actively shape their environment and thereby provide other organisms
from other taxa with both habitat and substrate.

The fragility of reef-ecosystems becomes evident, however, when external dis-
turbances such as devastating events, e.g. storms or changes in water quality, result
in large deviations from normal modal flux rates that can lead to rapid reef decline.
When limited in duration, as briefly mentioned in the context of Connell’s IDH,
such events can stimulate another cycle of reef accretion (Hatcher 1997). In healthy
reef ecosystems, this balance of production and bioerosion of reef biomass and
calcium-carbonate substrate is closely balanced with net accumulation barely ahead
of net reef loss. It regulates and influences ecosystem function of growth and decay
(Glynn 1997; Paulay 1997). Under the influence of global climate change, however,
nonlinear effects of long-lasting adverse conditions can easily lead to a situation
where a ‘catch-’ or ‘keep up’ reef can easily precipitate into a ‘give-up’ state, where
‘permanent’ decline sets in (Adey 1978).

4.4.2 Communicative Coordination of Symbioses

Generally, there are multiple symbiotic interactions, which can be clearly differen-
tiated into mutualistic, aggressive and defensive properties (Van Veghel et al. 1996;
Hay 1997). Corals serve as symbiotic hosts for algae, protists, fungi, and a variety
of bacterial and archaeal communities as well as viruses (Marhaver et al. 2008).
Owing to the gradual increase in global sea-surface temperatures, communication
processes between endosymbionts and coral hosts are increasingly disturbed (Baird
et al. 2009; Rosenberg et al. 2009). In such cases, the coral’s ability to neutralise
endosymbiotic production of radicals is compromised (Lesser 2004). Hence ther-
mal stress combined with high irradiance pushes the host into the distress phase
which leads to ever more frequent expulsion of endosymbiotic algae as temperature



74 4 Biocommunication of Corals

extremes exceed thermal threshold levels (Hoegh-Guldberg 1999, 2004). During
extended bleaching events coral communities of entire reef sections lose their ability
to regenerate and ultimately fade out, giving rise to a completely altered ecosystem
(Edmunds and Gates 2003; Rowan 2004; Jones et al. 2008). There are, however,
some clades of Symbiodinum that are better adapted to the higher temperatures and
therefore develop different symbiotic interactions (Stat et al. 2008). Under certain
circumstances corals are able to swap less temperature-tolerant clades for better-
adapted ones (Buddemeier et al. 2004; Sampayo et al. 2008), thereby enabling corals
to partly regain their vitality (Rowan 2004). The most marked differences among
clades of Symbiodinium can be found between corals of the Caribbean and those in
the Indo-Pacific region, while lesser differences exist among clades along a depth
gradient within a given region (Toller et al. 2001).

Tropical reef corals are ecologically important examples of mutually helpful
associations, whose success depends on the intrinsically interwoven webs of life.
This network of complex communicative interactions shapes a sensitive dynamic
equilibrium. Yet, as illustrated previously, this balance can far too easily be dis-
turbed by outside influences, thereby triggering the collapse of entire reef sections.
Besides active conservation efforts, only an exact analysis of the communication
patterns of all the partners involved can aid a better understanding of coral phys-
iology, disease patterns, and biotic and abiotic stress-factors (Edmunds and Gates
2003).

4.5 Interorganismic (Species-Specific and Species-Related)
Communication

Species-specific and species-related sign-mediated interactions are termed inter-
organismic communication. Hermatypic reef corals are social organisms and with
few exceptions, such as some members of Fungiidae, they are predominantly
colonial and modular in appearance. This social capacity implies species-specific
sign-mediated interactions, which enables corals of the same or a similar species, as
well as distantly related relatives, to coordinate their behaviour. This coordination
is most obvious during reproduction.

While some corals reproduce sexually, which requires synchronisation of oppo-
site sexes, such as in cases of mass spawning, others do so asexually via budding
or fragmentation. Most corals employ both modes of reproduction (Miller and
Ayre 2004). Gametogenesis is a time- and resource-dependent process, so each
method depends on favourable environmental conditions and developmental stages.
Laboratory breeding experiments with some Acropora species have shown that pre-
mating barriers are not strong. This indicates that chemical messengers are almost
absent or not recognised in some of these species, in order to prevent merger of
gametes from different species. The effect of such hybridisation can range from
sterile individuals to introgression, speciation and even extinction (Wallace 1999).
Hence it comes as no surprise that species involved in mass spawning overcome
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this limitation by expelling their gametes at precisely different time- windows of the
lunar cycle coupled with solar insulation, and/or sea-surface temperatures (Harrison
et al. 1984; Penland et al. 2004; Twan et al. 2006).

Evolutionary processes are also induced via hybridisation (Márquez et al. 2002;
Miller and Van Oppen 2003). In situ observations along the GBR revealed that in
a single night up to 150 species of the highly cross-fertile genus Acropora spawn
within hours of each other. High cross-fertilisation rates were documented in vivo,
while molecular tree topologies confirmed non-monophyletic patterns. These bore
little similarity to cladistic analysis based on skeletal morphology or to the fossil
record, leading to the conclusion that hybridisation does contribute to the enormous
success of these species (Ryan 2006; Van Oppen et al. 2001). Indeed, hybridisa-
tion and polyploidy are recognised not only in other coral genera but also among a
wide variety of marine invertebrates (Pfenninger et al. 2002). Similarly, recombina-
tional crosses between directly and indirectly developing species of sea urchin have
resulted in novel gene expression (Nielsen et al. 2000) and novel ontogenetic path-
ways (Raff et al. 1999), leading to the creation of new larval morphologies (Ryan
2006). According to Williamson (2003), interphyletic hybridisation of marine inver-
tebrates must be a major transfer route of marine larval forms between taxa through
a wide variety of hybridisations (Ryan 2006; Combosch et al. 2008).

Corals can differentiate between ‘self’ and ‘non-self’ (Rinkevich et al. 1994;
Rinkevich and Sakai 2001). In order to protect their own growth range against
proliferating opportunists, corals take defensive measures against ‘non-self’ tissues
(Fig. 4.3). Allelopathic reactions, such as the production of chemicals to signal pres-
ence and to limit excessive proliferation of neighbouring coral species, occur in very
complex ways and in various combinations and gradations (Yamazato and Yeemin
1986). There are some completely different and complementary defence mecha-
nisms, e.g. escape by growth, aggressive behaviour, allelochemicals and aggregation
(Bruno and Witman 1996). Aggressive and defensive behavioural patterns recipro-
cally depend on the extent of physical contact (Bak et al. 1982; Ferriz-Dominguez
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Fig. 4.3 Interorganismic (species-specific, species-related) communication of corals
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and Horta-Puga 2001). Such responses can be quite broad, in that they can involve
complete rejection of other coral colonies (use of sweeper and or stinging tentacles)
or in the opposite case can result in complete merger of both colonies (Connell 1976;
Cope 1982; Chadwick-Furman and Rinkevich 1994). Research employing various
juvenile coral species showed that there are three kinds of response patterns: fusion,
non-fusion and incompatible fusion. In the case of incompatible fusion, the junction
of merging tissues lacks endosymbiotic algae. Slow-growing polyps characterise
such an interfacial region. Over prolonged periods of time and as a result of this
incompatibility, a skeletal barrier forms (Veron 1986; Hidaka et al. 1997).

Encounters of different coral species quite often result in subduing of the suc-
cumbing species by a dominant species. Overgrowth is simply one strategy to
overcome spatial restriction in a flourishing reef community (Veron 1986; Frank
and Rinkevich 2001).

Spatial and nutritional competition among corals and the concomitant stress fac-
tor do affect their fitness (Tanner 1997; Idjadi and Karlson 2007). Once resource
limitations and habitat constraints are encountered, corals can become very aggres-
sive and even kill competitors. It is well-known that sweeper tentacles, extrusions
from the polyp’s gut – up to five times the length of the polyp’s tentacle and equipped
with batteries of nematocysts – literally digest competitors. These extended mesen-
terial filaments are part of the macroscopic defence capabilities (Barnes and Hughes
1999). In addition, some corals generate considerable amounts of mucus loaded with
nematocysts, which spreads out and over into the nearby environment to harm neigh-
bouring colonies. Prolonged mucus production can significantly damage and even
kill affected colonies. Other corals kill via the excretion of chemical poisons into
the adjacent water body, while others again secrete substances which render larval
settlement of potential competitors unfavourable (Lang 1970, 1971, 1973; Logan
1984, 1986; Lang and Chornesky 1990; Geffen and Rosenberg 2005).

Once a coral detects the presence of a nearby species with its ability for non-self
recognition, it reacts with the production of finely gradated antibacterial/cytotoxic
substances that will be used against potential intruders, or even against related coral
species. This is an acquired response pattern and becomes engrained as a result
of continuous stimulation. Corals are able to learn, in that they compare a given
stimulation pattern with bodily stored stimulation patterns of the past (Hildemann
et al. 1977; Rinkevich 2004).

Hence, corals are capable of differentiating between tissues and chemicals of kin
species and those of ‘non-related’ species. This is essential in order to avoid reper-
cussions that negatively affect the survival rate of nearby individuals of the same
species. Fitted with such tools of discrimination, corals are even able to differentiate
the sex of their opponents (Ates 1989).

Along with their symbiotic partners, each colony must have some kind of sphere
of individuality in order to survive and prosper. Once intruders compromise these
preconditions, substances are produced and released into the water body that hamper
growth and proliferation of nearby competitors (Kim 1994; Wilsanand et al. 1999;
Kim et al. 2000a, b; Roussis et al. 2001; Slattery et al. 1995). For the same purpose,
even sturdy coral species can produce and release fast-acting antibacterial agents
into the environment (Geffen and Rosenberg 2005).
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4.6 Intraorganismic Communication

As we will see, intra-organismic communication processes are sign-mediated inter-
actions within cells (intracellular) and between other cells of the same organisms
(intercellular). Both communication processes are of crucial importance for the
coordination of growth and development. Similarly to multi-cellular organisms the
exchange of information must be assured on a local scale as well as on a spatially
larger scale. Only by responding as a whole and in a coherent fashion can coral
organisms react to the corresponding developmental challenges and physiological
influences.

4.6.1 Intercellular Communication

Intercellular communication serves to communicate events within coral tissues or
compartments to remotely located cells or tissues (Fig. 4.4). An injured coral,
for example, organises an integrated molecular, biochemical and cell-biological
response. This also includes immunological reactions (Bigger and Olano 1993;
Hildemann et al. 1977; Rinkevich 2004).

The status information about the coral’s current state is constantly monitored.
This kind of information is to some extent suppressed, however, when the organ-
ism undergoes periods of growth. Doing so enables expression of the pre-processed
intermediate steps necessary to accommodate such phase transitions. Embryonic
development in particular and its subsequent transition into the larval stage as
well as the metamorphosis to a juvenile polyp require finely-tuned coordination
of growth and development (Okubo and Motokawa 2007). Special signalling path-
ways initiate these steps. Neuropeptides, for example, are hormone-like substances
that coordinate metamorphosis (Iwao et al. 2002).

Acquisition of environmental parameters is part of the coral’s lifecycle. This
kind of information is even passed on to later generations. This pattern becomes
most evident during asexual reproduction when offspring respond by establishing
an extensive carpet of juvenile thickets, while others show preferences for high
irradiance, and yet others again cope well with shadier conditions (Bak and Engel
1979).

4.6.2 Intracellular Communication

Intracellular merger of symbiotic dinoflagellates with marine cnidarians is the most
important prerequisite to ensure a highly productive and diverse reef ecosystem
(Santos et al. 2002; Takabayashia et al. 2004). To assert that the effects of sym-
biosis are long-lasting, this endocytotic process is coordinated by the ApRab5 gene.
If, however, expression of this gene is disturbed, it leads to sudden separation and
expulsion of the symbionts (Chen et al. 2004; 2005).

Therefore, successful intracellular communication (Fig. 4.4) with the symbio-
genetically between the symbiogenetically assimilated unicellular eukaryotic cells
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must take place. It makes sure that external messages are transformed and forwarded
to the endsoymbionts. This information epigenetically influences the genetic expres-
sion of algal DNA. This in turn triggers a particular genetic reply, which leads to the
production of signal molecules and generates an adequate response behaviour (Chen
et al. 2000).

It seems quite obvious that viroids, viruses and bacteria do interfere in this kind
of intracellular communication. Under extreme circumstances, this interference can
disturb or even cause the collapse of the coral host – as in the case of induced
tissue bleaching by Vibrio shiloi in Oculina patagonica or Vibrio coralliilyticus in
Pocillopora damicornis (Rosenberg 2004; Rozenblat and Rosenberg 2004). Indeed
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most Symbiodinium species are infected with icosahedral double-stranded DNA-
containing viruses. Under normal conditions they replicate without harming the
host. Nonetheless, their latent virulence turns lytic (lethal to Symbiodinium) once
water temperatures rise, thereby forcing the coral to expel their death endosym-
bionts, which also leads to tissue bleaching (Villarreal 2005). The elimination of the
symbiont from the host tissue can vary between exocytosis, host cell detachment
and host cell aptoptosis (Weis 2008).

Microbial interactions on the other hand are reciprocal; this enables incorpora-
tion of specific genetic features into the intruder’s genome as well as the export of
microbial datasets into those of the host organism. It is very likely that the abil-
ity to incorporate different traits in each other is a key principle of symbiogenetic
processes (Shackelton and Holmes 2004). On a macroscopic scale, corals possess a
decentralised neural network (Westfall and Sayyar 1997). Alignment of this network
is never static, but implies neuronal-like plasticity. According to the animal’s past
experiences, it is the capacity to modify (increase or decrease) the magnitude of their
connections. Both memory-functions and long-lasting neuronal plasticity require
new RNAs for the appropriate protein synthesis. Such neuronal plasticity implies
that signals are relayed via the synapse to the nucleus. Therein, these signals are
converted in order to evoke a change in gene transcription (Fig. 4.4). Only then can
the resulting changes (RNAs, proteins) be converted and sent back to the synapse
to enable long-lasting change (Moccia et al. 2003; Martin 2004; Thompson et al.
2004). Also in this case it would be interesting to observe investigative efforts that
tackle the decoding functions responsible for intracellular communication processes
within corals.

Variation in pigmentation among corals is primarily the result of a few genes and
their associated proteins in the endosymbionts. It is worth noting that the various
colour patterns are the result of phenotypic plasticity rather than species diversity,
as previously thought (Kelmanson and Matz 2003).

The simple organismic structure of Cnidaria phylum groups them almost into the
‘archaic’ section of the animal line as they share most characteristics with a com-
mon ancestor as well as those of modern animals of higher taxa, i.e. large-scale
coral-algal-sponge bioherms emerged some 450 million years ago (Hallock 1997).
It is worth mentioning that evolution, growth and development of the most impor-
tant coral endosymbionts, i.e. members of the dinoflagellate genus Symbiodinium,
assign to them a similar age. In this respect and based on the emergence of the first
cnidarian precursors, the coral animal can be regarded as a ‘window into the past’
(Margulis and Schwartz 1988). Despite their simplicity, these animals have nearly
as many genes as higher animal taxa – including vertebrates. Genome analysis has
shown that most genes in Cnidaria can also be found in higher animals. This sug-
gests that selective gene loss, or restriction of gene expression, rather than massive
gene enrichment must be the main trigger for the emergence and evolution of higher
animal taxa. This also implies that a selective decrease of the genes contributed
to the sheer variety of animal species and paved the way for differentiation of the
current known diversity in families, genera and species (Miller 2005).
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4.7 Conclusion

There is compelling evidence that evolution, growth and development of scle-
ractinian corals largely depend on successful trans-, inter- and intra-organismic
communication processes. Indeed, it is not the individual coral organism that
accounts for prosperous long-term establishment within the wider coral reef ecosys-
tem, but rather the relationship and exchange of information with its surrounding
that enables the coral to survive in the long run. Only once these processes are
successfully established can coordination and organisation within the coral animal
and with other corals take place in a controlled manner (Fig. 4.5). These processes
enable corals to proliferate along with other organisms within the tropical reef
ecosystem.

Communication processes should not be considered a mere exchange of informa-
tion; rather they can be substantiated as diverse and manifold sign-mediated patterns
of interaction. The use of such signs is subject to semiotic rules (Witzany 2006). The
underlying rules are quite reliable and conservative.
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semiotic rules (syntactic, pragmatic, semantic)
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Proliferation of corals depends on successful communication, which means the
communication processes may even fail. The response of a particular interaction
can be misleading, e.g. interaction between the coral and its endo- and exosym-
bionts pretends to be mutualistic, only to draw a temporary advantage from a given
interaction and/or even to damage the exploited organism substantially once a shift
in environmental conditions takes place. It is obvious that this cannot be the general
form of communication. If all symbionts were to behave in this way, no individual
species could survive in the long run. In the majority of cases, there must be effi-
cient and successful interactions that are beneficial or at least not harmful for all the
participants involved. Anything else leads to unsuccessful communication, disease,
and decay of the coral organism. Hence, large-scale inefficiency in communication
inevitably leads to long-lasting decline of the entire reef ecosystem. From this per-
spective we suggest that a beneficial behaviour exists among corals that serves to
warn neighbouring organisms of the same species, as has already been observed in
many other sessile taxa (Kobayashi et al. 2006).

Successful communication processes are guaranteed once all participants obey
the semiotic rules in signal production and combination as well as transduction and
interpretation-induced response behaviour. This does not imply, however, that these
rules are devoid of errors or distortions. Nor does it mean that rules are always
respected. In contrast with natural laws, the rules of sign-usage are in principle sub-
ject to change. Violation of this kind leads to distorted messages, which induce
missing or even erratic response behaviours. There are various ways in which a
message can be misinterpreted: (a) the sender incorrectly uses signs, they are muti-
lated and thereby miss the recipient, with the result that it hinders the receiver to
respond to them appropriately; (b) the signs continuously encode messages which
do not match with reality, e.g. messages indicating the settlement of opportunistic
bacteria on the MPSL, increase in sea-surface temperature, etc; the receiver will
become aware of the inappropriate content and over extended periods of time will
ignore it and eventually adapt to this reality; (c) the sign continuously expresses
a message which encodes for something else rather than what it is normally used
for, e.g. to benefit unilaterally from a given interaction. In the context of chronic
violation of the underlying rules, however, the organisation of life-processes is no
longer possible, i.e. communicative coordination of evolution, reproduction, growth
and development, in and among organisms, is chronically disturbed.

If communication processes in trans-, inter- and intra-organismic levels can be
discerned in the future, then the various levels of rules in which signs are used can be
differentiated. It is obvious that the ‘molecular syntax’ (Witzany 1995) of intracellu-
lar sign-usage is different from that of intercellular usage. Similarly, syntactic rules,
which determine combinations of signalling molecules, differ in species-specific
interactions from those used in trans-specific interactions. Embedded in the prag-
matic level, i.e. in the ecological contexts and according to the behavioral contexts,
different semantics are used. That is why a structurally identical message attains
a partially different meaning when used in another context (Witzany 2005a, b;
Bresgen 2007). In the future, the integration of this perspective could help to deci-
pher coral-specific meanings of semiochemical messages in their entirety. The more
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we understand these communication processes and the meaning of the used signs,
the deeper our understanding of the entire symbiology of corals will be.
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Chapter 5
Biocommunication of Fungal Organisms

Abstract Fungal Organisms are the only eukaryotes which assemble unicellu-
lar and multicellular organisms which seems to be an indicator of their ancestral
role in the evolution of multicellular eukaryotes such as animals and plants.
Coordination and organisation processes occur in all organismic kingdoms, and
in fungi these are seen during the formation of fruiting bodies (intraorganismic),
between species of the same kind (interorganismic) and between non-fungal organ-
isms (transorganismic). These involve rule-governed sign-mediated interactions, the
signalling processes being nothing other than distinct biocommunicative processes.
The semio-chemicals used are of biotic origin, in contrast to chemical indicators
that trigger the fungal organism to react in a specific manner.

5.1 Introduction

Some people enjoy forest mushrooms, i.e. fruiting bodies of fungi, via manifold
variations of delicious dishes. However, when fruit, vegetables or bread are coated
with spore-building surfaces we know that they are no longer edible, as some of the
poisons produced by these fungi are known carcinogens. The presence of fungi is
even less appreciated when we are confronted by fungal skin infections – they are
unpleasant and require laborious medical procedures. Fungal diseases in the oral
cavity, throat or even in internal organs are not just unpleasant, they are dangerous
and can even be life threatening, although some of them are closely connected with
hominid evolution (Lott et al. 2006). In agriculture it is known that fungi are a
common cause for recurring disease events on cultivated plants. Animal farms and
maricultural activities also have to deal with fungal diseases.

Although fungi are not really striking organisms, it is estimated that there are at
least 1.5 million species, out of which about 300 000 are described in the scientific
literature.

Although it is known that fungal spores spread via the air, we hardly recog-
nise their omnipresence, mostly because single spores cannot be seen by the naked
eye. Being suspended in the air, they just wait to settle on a suitable substrate,

89G. Witzany, Biocommunication and Natural Genome Editing,
DOI 10.1007/978-90-481-3319-2_5, C© Springer Science+Business Media B.V. 2010



90 5 Biocommunication of Fungal Organisms

especially when temperature and moisture offer ideal conditions for activating the
spores, germinating, initiating hyphal growth and developing mycelia.

On an evolutionary time scale, the kingdom of fungi emerged approx. 300 mil-
lion years after the appearance of the first animal species, although they descended
from a common ancestor (Lang et al. 2002). On top of that, they share com-
mon traits with eukaryotic organisms. In contrast to animal- and higher plant-life,
monocellular representatives are fairly common among fungi, i.e., fungi are by
no means mere multicellular organisms. This fact can be easily and coherently
reconstructed through the lineages of protoctista – in that coordinated behavioural
patterns are found among single-celled eukaryotes, which closely resemble those
of single-celled fungi. However, there are unmistakable and significant differences
in protoctist structure (i.e. flagellated) and those of fungi (i.e. non-flagellated).
Obviously, fungi have evolved out of protoctists, such as red and joch-algae
(Margulis and Schwartz 1988).

Fairly early associates of the fungal kingdom are those organisms that interact
symbiotically with fungi, as is the case with lichens. All higher fungal life-forms
originated from these symbiotic ways of life, which later became independent by
detaching themselves from this close and vital dependence. Lichens are symbiotic
partnerships. As pioneering organisms, they may settle on bare rock. Being essential
bioeroders, they extract nutrients from mineral matter, thereby initiating the process
of soil formation and paving the way for successive organisms that include root-
forming plants.

As with plants, fungi are sessile organisms that can live for extremely long peri-
ods or extend over large areas: one example has been found which covers as much as
15 hectares with an age of approx. 1500 years. Endolithic fungi from the Antarctic
are known to be among the most long-lived organisms on this planet (Villarreal
2005). Another example covers 900 hectares with an estimated age of 2400 years
(Volk 2002).

Higher fungi are modular hyphal organisms in that they reproduce by clonation
or are parasexual. They establish interlocking networks. Like red algae they merge
their cytoplasms to form a multi-nucleated cell. This holistically-merged body is
also found among some plants. A spore germinates under appropriate environmen-
tal conditions and is followed by the formation of filaments called hyphae. The
latter are characterised by nuclear division and spore formation, which develop
into monokaryotic filaments (tip-growing). As in other tip-growing organisms, this
process requires a high density of tip-localised mitochondria (Levina and Lew
2006).

The embryological stage, a characteristic of higher plants and animals, is com-
pletely absent in fungi (Margulis and Schwartz 1988). Hyphae formation is also
found among certain bacteria, such as Streptomyces and Actinomyces. When
hyphae are tightly packed together into a mat this is called a mycelium. Each fil-
ament of hyphae has tubular side walls made mostly of chitin, a feature that is also
common in Arthropoda. The cell walls that seem to separate adjacent cells in a
filament are called septa – however, their porous nature does not really give them
separating properties. The merger of filamental tips of the same or different species
triggers a self/non-self identification process. This process is sign-mediated and
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results either in repulsion or attraction. If the latter occurs, merger into a dikaryotic
mycelium takes place and initiates the formation of a fruiting body.

Most fungi are saprobes and decompose and feed on non-living organic matter.
They secrete powerful enzymes that enable the cells to digest organic matter from
the nearby environment outside their body, in turn breaking this down to smaller
molecules that can be absorbed and reincorporated in a dissolved form. To deter
potential predators, a number of complex and highly efficient deterring substances
are produced by fungi (Margulis and Schwartz 1988; Ingold and Hudson 1993;
Jennings 1995).

Fungi are known to utilise a broad variety of symbiotic interactions with ani-
mals, plants and eukaryotic protozoa for both mutual benefit as well as parasitic and
even lethal associations. They also settle on specific types of tissue. Fungal diseases
are known to affect both plant and animal life, in some cases inducing devastating
effects on and also in organisms (Humber 2008), e.g. in agriculture. On the other
hand, fungal activity has been actively exploited by humans for thousands of years
in beer, wine, cheese and bread production. Since fungi are very simple organisms,
sequencing and technical manipulation are relatively easy, making them ideal organ-
isms for laboratory experiments (Weld et al. 2006), e.g. Neurospora grassa (Dunlap
et al. 2004; FGSC 2008). Their application in the medical field as producers of
various antibiotics is comprehensive and well-appreciated (e.g. penicillin).

5.2 Semiochemical Vocabulary of Fungi

So far five different primary signalling molecules have been shown to be involved
in very different behavioural patterns such as filamentation, mating, growth, and
pathogenicity (Adachi and Hamer 1998; Wang and Heitman 1999; Hemenway
and Heitman 1999; Alspaugh et al. 2000; Borges-Walmsley and Walmsley 2000).
Behavioural coordination and the production of such substances can only be
achieved through interpretation and response behaviour. Furthermore, there are
numerous, less-investigated subunits that play an accompanying role as they are
weaker in effect (Lengeler et al. 2000). Globally, these semio-chemicals serve to
coordinate similar goals in different fungal species, yet species-variation among
them cannot be ignored.

The roles of these signalling molecules are as follows: (i) Mitogen activated pro-
tein kinase signalling (MAPK) is involved in cell integrity, cell wall construction,
pheromones/mating and osmo-regulation (Dohlman and Slessareva 2006; Yu et al.
2008), (ii) the cyclic adenosine monophosphate cAMP/PKA system is involved in
fungal development and virulence, (iii) the RAS protein is involved in cross-talk
between signalling cascades, (iv) calcium-calmodulin-calcineurin are involved in
cell survival under oxidative stress, high temperature, membrane/cell wall pertur-
bation and (v) rapamycin is involved in the control of cell growth and proliferation
(Fernandes et al. 2005) (Fig. 5.1).

To date, 400 different secondary metabolites have been documented. These
are known to contain mycotoxins and are used both for defensive and aggressive
behaviours.
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Fig. 5.1 Examples for semiochemicals in fungal communication processes

5.3 Interpretation of Abiotic Indices

Fungi react sensibly to varying nutrient availability and nutrient fluxes, and do so
by responding holistically (via intra-organismic communication). For example, in
the case of carbon or nitrogen insufficiencies, the internal communication system of
the organism responds adequately and is phenotypically expressed by a change in
hyphal growth. To date, two specific signalling pathways have been found that coor-
dinate such behaviour. These diverging pathways have also been documented among
other fungi, including those that are pathogenic to plants and animals (Lengeler et al.
2000).

An abundance of nutrients for example, results in increased production of cAMP
(Lee et al. 2003), which suppresses that of Ste11, itself a mating inhibitor. Such
processes are sign-mediated processes that originate from cyclase-associated pro-
teins (CAP) (Lengeler et al. 2000). Nutrient availability has to be communicated to
induce cell growth (Dechant and Peter 2008)

As with animals and plants, seasonality is found in fungi as a part of the circadian
system (Dunlap et al. 2004; De Paula et al. 2008), e.g. light-regulated physiologi-
cal processes that coordinate the internal fungal clock (Bell-Pederson et al. 1996).
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Neurospora crassa, for example, responds according to irradiance patterns arising
from the diurnal cycle. In such cases we can speak of a Neurospora chronotype
(Dunlap et al. 2004; Tan et al. 2004). However, this responsiveness is not connected
to photosynthetic activity, as this is only found in green algae, i.e. in the symbiotic
association of lichens.

Fungi are capable to generate adaptive response behavioural patterns against
environmental stress situations (Alonso-Monge et al. 2009) such as ROS reactive
oxygen species (Moradas-Ferreira and Costa 2000) or in the case of varying osmotic
conditions (Hohmann 2002; Santos and Shiozaki 2004; Krantz et al. 2006) which
includes constant monitoring of cell wall integrity (Levin 2005).

Almost all fungi are saprobes and feed on dead organic matter. The excretion
of extracellular digestive enzymes fragments larger biomolecules and makes them
soluble, and more readily accessible for the fungal organism. This is particularly
important for the digestion of cellulose, which is broken down by the enzymatic
activity of exocellulase and endocellulase, and lignin (lignin peroxidase and man-
ganese peroxidase). Enzymatic breakdown of organic matter yields simple sugars,
amino acids, fatty acids and other smaller molecular components (Margulis and
Schwartz 1988).

5.4 Transorganismic Communication

Fungi are competent to generate a great variety of signalling processes with non-
fungal organisms such as plants, animals (insects) and bacteria. A typical example
of this kind is the mutually beneficial symbiosis between bark beetles and quite a
few different fungi (Sullivan and Berisford 2004). The fungal spores benefit from the
locomotion provided by the beetles in several ways e.g. access to new hosts, while
the beetle benefits from the availability of fungal nutrients and pheromones. Some
fungi provide nitrogen, amino acids and sterols that are crucial for the development
of beetle larvae – however, this takes effect only once the adult beetle has colonised a
host. Many bark beetles have even evolved transportation pockets for fungal hyphae,
a fact that points to their common evolutionary history (Kopper et al. 2004).

Another trans-organismic symbiotic signalling process happens between fungi
and ants, and is derived from a co-evolutionary relationship that lasted over mil-
lions of years (Poulsen and Boomsma 2005). Interestingly some lignin-degrading
fungi also produce semiochemicals that have effects on the feeding and foraging
behaviour of a Formosan subterranean termite (Cornelius et al. 2004).

There is much evidence to suggest that the fungal and animal kingdom share
common ancestors, such as protoctists, which have a true nucleus like choano-
flagellates (Villarreal 2005). In this sense, fungi and animals are more related to
each other than is the case with the plant kingdom. This is further strengthened by
the sign-mediated processes, which regulate cellular functions. Yet another indica-
tor of their common ancestry is found in a particular signalling pathway, termed the
mitogen-activated protein kinase cascade (MAPK). This plays a crucial role in cell
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wall stabilisation of fungi and pheromone/mating interactions among mammalian
cells. On top of that, MAPK is highly conserved (Lengeler et al. 2000).

Then there are fungi which parasitise plants. For example, they may colonise host
tissues with an intercellular mycelium that forms haustoria, i.e. fungal mats within
plant cells (Jakupovi et al. 2006) that penetrate the cell to utilise the nutrients of
the plant. Studies on hazardous fungal infections on plants have revealed the crucial
role of enzymes such as cutinase, pisatin, demethylase and HC-toxins (NIAID 1993)
(Fig. 5.2).

Today, several hundred species of fungi colonise more than 100,000 different
plant species. This type of cohabitation relies on and requires symbiotic signalling
(Lammers 2004), e.g. the initiation of filamentous growth of fungi through plant
hormones (Prusty et al. 2004).

Roots of plants provide better conditions for mycorrhizal fungi, which in turn
supply plants with better nutrients (Brundrett 2002). For the fungus, such a rela-
tionship is either balanced or predatory. Endophytic fungi, however, live in plants
without triggering symptoms of disease (Brundrett 2002). Today, scientists consider
the origin of the plant cell to be the result of the terrestrial activity of mycorrhiza, i.e.
settlement on land was a co-evolutionary event that is comparable to that between
flowering plants and insects (Villarreal 2005). The mutually beneficial relationship
between subterranean fungi and plant roots is a fine-tuned network of sign-mediated
interactions developed over millions of years (Gross 2006), whereby fungi excrete
digestive enzymes into the surrounding soil, and convert nutrients into aqueous solu-
tions that in turn can be readily absorbed by the plant. A staggering 80% of all
terrestrial plants rely on the activity of mycorrhiza, especially trees (Schwarze et al.
2004).

Fungi that affect animals are usually dependent on the host’s body temperature,
i.e. host colonisation by the fungi is only possible if the body temperature is suffi-
ciently high. Aspergillus fumigatus in particular colonises animal hosts if they are
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under thermal stress (Bhabhra et al. 2006). Although fungal disease is common in
birds, the relative resistance of endothermic vertebrates to fungal diseases may be
a result of immune responses connected with higher body temperature (Casadevall
2006).

A typical fungus cultivated in research laboratories is Neurospora. Several sub-
species of this genus contain toxins that are pathogenic for animals and plants.
However, they are essential components for the large-scale industrial production
of antibiotics, chemicals, enzymes and pharmaceuticals (Dunlap et al. 2004).

One of the most striking trans-organismic communication processes between
fungi and non-fungal species can be found in lichens (Sanders 2001, 2006). Lichens
are polyphyletic. They have been derived many times independently from different
kinds of ascomycetes, so their nature of symbiosis doubtless varies (Raven 2001).
In lichens, the algae provide the fungi with photosynthate, while the fungi provide
the algae with nutrients. Lichens constitute one of the oldest known fungal members
and are capable of resisting quite adverse environmental conditions. The symbiosis
between fungi and algae or fungi and bacteria results in a mutual supply of nutrients
and their associated competences. Through quorum sensing, the fungi benefit from
the bacterial association (Hogan 2006). In turn, the bacteria utilise dissolved fungal
metabolites to satisfy their nutritional requirements.

A similar co-dependence is observed with algae as symbiosis partners. But there
is also a great variety of other sign-mediated interactions between fungi and bac-
teria that are beneficial for both and are based on reciprocal signalling (McAlester
et al. 2008). Trans-organismic communication can be found in any interaction that
involves fungi and viruses, bacteria, protoctista (algae), animals (insects) and plants.

5.5 Biocommunication Among Fungal Species

Since there are both single and multi-cellular species, the communication processes
between the same species and related fungal species cannot be distinguished
unambiguously from intercellular communication (intra-organismic). Thus com-
munication processes in the mono-cellular yeast (Banuett 1998), which resemble
that of amoeba like Dictyostelium, must be considered as inter-organismic commu-
nication, whereas those within multi-cellular fungal species are truly intercellular.
To verify whether cell-to-cell communication is inter- or intra-organismic, we have
to consider intercellular processes on a case-by-case basis.

Herein we find another fundamental characteristic of biota, concerning the com-
petence for identifying ‘self’ and ‘non-self’ (Muirhead et al. 2002). This competence
was successfully demonstrated in Neurospora crassa (Glass et al. 2000; Glass and
Saupe 2002; Glass and Kaneko 2003). It is obvious that this capacity to distinguish
between oneself and others is vital for fungi, since the encounter of mycelia from the
same species results in the merger of their fungal hyphae. However, such dikaryotic
mycelia can also result from the merger of different fungal species.

While peripheral hyphae tend to avoid merging with hyphae of other species, the
opposite is the case with those at the centre of the mycelium (Glass et al. 2000;
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Glass and Saupe 2002; Glass and Kaneko 2003). If one assigns mycelia the role of
a wrapper within which the fungus is enveloped, so to speak, into a fluid-like con-
tinuum, then the nuclei of compatible but different species are ‘flowing’ through the
same mycelium. The overall result is an organism, which houses nuclei of different
genetic origin in its cytoplasm (Wu and Glass 2001). However, if specific genetic
sequences are incompatible, then repulsion sets in, forcing the approaching hyphae
into an immune-like response, much like those found in plants.

Resource competition in fungi occurs directly, indirectly and via mechani-
cal interaction. Indirect competition involves absorption of all available resources
within the reach of the mycelium, thereby starving potential competitors by main-
taining a nutritional deficiency gradient. Direct interaction on the other hand,
involves secondary metabolites, which suppress growth or even induce death of
the competing fungi. The antibiotics employed in such cases can be either volatile
or non-volatile. Mechanical interaction simply requires overgrowth of one fungal
species by the other, in which the overgrowing species exerts its lytic action on the
other. In some cases lysis is induced via antibiotic agents (Dix and Webster 1995;
Griffin 1994).

Like bacteria, single-celled fungi also use quorum sensing to regulate and affect
biofilm formation and pathogenesis (Reynolds and Fink 2001). This is mediated by
small molecules that accumulate in the extra-cellular environment. If these reach
a sufficiently high concentration a response regulator is activated within the local
population of cells, leading to the coordination of gene expression (Hogan 2006).

In parasitic interactions between fungal organisms cytoplasmic fusion was found
during infection processes, which indicated genetic transfer in the host-parasite rela-
tionship. The recognition pattern in this predator-prey relationship is mediated by
trisporoids, which are also involved in a non-parasitic behavioural pattern, being
responsible for sexual communication (Schultze et al. 2005) (Fig. 5.3).
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Some fungi have drawn attention only as saprobes, ectomycorrhizal symbionts
or parasites of plants, while their role as parasites of other fungi has not yet been
mentioned e.g. basidiomycetes. Their role in a great variety of interactions is still
being studied (Bauer and Oberwinkler 2008).

5.6 Biocommunication Within Fungal Organisms

The countless variety of fungal organisms represents a major challenge when estab-
lishing a homogeneous designation of the signalling processes employed. Research
activities so far have predominantly focused on those fungal species that pose a
serious threat to agriculture, are pathogenic to humans or possess antibacterial
properties. Species of this kind are relatively well investigated, whereas species
with obviously insignificant properties are little known.

Growth in Saccharomyces cerevisiae, for example, is entirely dependent on the
final purpose of growth, i.e. its growth and behavioural patterns are correlated. Thus
mating of haploid fungal cells is a completely different behavioural cycle than fila-
mentous growth of diploid cells. The signals involved can be differentiated by four
different signal-related production patterns (Lengeler et al. 2000).

There is new evidence that certain proteins that have been restricted to signalling
pathways in animals so far are also common in fungal signalling pathways (Herranz
et al. 2005). In addition, apoptotic processes, which have been considered to play
important roles in the development of multicellular organisms of animals and plants,
have now been found to be important for regulating development, growth and aging
processes in single-celled fungi (Hamann et al. 2008).

A very large family of transmembrane receptors is responsible for transducing
extracellular signals into intracellular responses such as G protein-coupled receptors
(Xue et al. 2008).

5.6.1 Intercellular Communication

Hyphal growth is a totally different behavioural pattern of conduct than normal cell
growth: such cells change shape, become elongated, and re-orientate themselves
into specific directions to physically come into contact or even merge with each
other, only to colonise a potential growth resource.

Fungal hyphae simultaneously extend in a given direction only once nutritional
resources are ideally distributed. However, this is a rare event. Usually the fun-
gus propagates in the direction that is enriched with organic matter (carbon and its
derivatives) just to halt growth once little or no resources are available; here the
fungus coordinates its growth by establishing certain priorities. In order to do so,
the fungus employs intercellular signals that enable it to comprehend the overall
state of the organism. This includes an integrated ability to discriminate between
self and non-self. Once the fungus encounters a resource-depleted substrate or even
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poisonous compounds, it responds by halting its growth cycle or by propagating
in another direction. The protein signals involved in such processes are quite com-
plex: the apex of hyphae houses specialised receptors that are able to respond to
any environmental condition. Any carbon-enriched substrate causes these receptors
to become active, which in turn results in the production and release of protein
signals into the hyphal cytosol where the corresponding signalling cascade is trig-
gered. In turn, the mycelium responds with the mobilisation and translocation of
resources into the activated area. In the the absence of carbon-rich substrates, or at
increasingly acidic pH levels, the hyphae respond by activating yet other receptors
that slow down growth and eventually cause the organism to withdraw resources
from the affected area. Since septa within the hyphae are perforated, they perform
similar functions as the gap junctions in higher animals, micro-plasmodesmata in
cyanobacteria and plasmodesmata in higher plants (Belozerskaya 1998; Gessler
et al. 2007).

5.6.2 Intracellular Communication

Unfortunately, our understanding of fungal communication processes for the assem-
bly and merger of cell walls, capsules, and cellular surface-receptors is incomplete.
Little is known about the secreted signalling molecules that penetrate the cell walls.
Even the phenomenon of endocytotic absorption of dissolved organic matter into
the fungal cell is not really understood (NIAID 1993).

Yet there has been some progress in this field. By investigating a great number of
signal transduction events from the outside through the cell membrane into the cyto-
plasm it has been possible to decode some important intracellular communication
processes. Thus, it was found that signal processes coordinate cell polarity, mating,
pheromone control and cellular morphology. Some of these processes even adjust
the cell cycle, cause polarised growth activity and modify the transcription profiles
of fungal cells (Lengeler et al. 2000; Bardwell 2004; Fernandes et al. 2005).

By examining the fungal pathogen Paracoccidioides brasilienus it was realised
that some signalling pathways are identical to those of other species such as
Saccharomyces cerevisiae, Cryptococcus neoformans, Candida albicans and
Aspergillus fumigatus (Fernandes et al. 2005).

The ‘protein cascades’ that characterise production pathways of appropriate
chemicals and messenger signals reflect the behavioural contexts, which are to some
extent completely different (Fernandes et al. 2005):

• Cell integrity, cell wall construction, pheromone/mating, and osmo-regulation by
mitogen-activated protein kinase signalling (MAPK)

• Fungal development and virulence by the cAMP/PKA system
• Cross-talk between cascades by the RAS protein
• Cell survival under oxidative stress, high temperature, membrane/cell wall

perturbation by calcium-calmodulin-calcineurin
• Control of cell growth and proliferation by rapamycin
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Combinatorial communication procedures such as those involving the MAPK
and cAMP pathways are also part of the behavioural contexts (Lengeler et al. 2000).
These in turn serve to multiply the semantic contents of the encoded messages.

Several signalling pathways have been found that sense extracellular stimuli and
convert them into intracellular signals that regulate developmental and growth pro-
cesses signalling. The guanine nucleotide-binding protein (G-Protein) is essential
for extracellular detection of nutrients and sexual partners (Dohlman 2002; Kays
and Borkovich 2004; Hoffman 2005). The TOR protein kinases, which are bound
and inhibited by rapamycin, function as nutrient-sensing signals and regulate cellu-
lar responses like proliferation, transcription, translation, autophagy and ribosome
biogenesis (Beck and Hall 1999; Cutler et al. 2001) (Fig. 5.4).

As with any signal-mediated interaction that can be achieved with molecules, the
same components are employed for differing behavioural contexts and in varying
messages. That is, different modes of behaviour can be achieved by syntactically
identical signalling. The signalling pathways use identical proteins to coordinate
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different response patterns. Even if they are syntactically identical they semantically
contain a completely different meaning: for example,

• activated cAMP triggers filamentous growth in Saccharomyces cerevisiae,
• regulates positive virulence in Cryptococcus neoformans,
• suppresses mating in Schizosaccharomyces pombe and
• inhibits filamentous growth in Ustilago maydis (Lengeler et al. 2000; D’Souza

and Heitman 2001) or
• activates protein kinase for directly or indirectly induced developmental changes

in Magnaporthe grisea during infection of rice (Mitchel and Dean 1995).

Another example is the Ustilago maydis pheromone response, which regulates
both cell fusion and the pathogenicity programme for plant infection (Krüger et al.
1998; Hartmann et al. 1996, 1999).

These examples show that different behavioural contexts determine different
meanings of identical signalling molecules. In such cases, biosemiotically identi-
cal signals can induce opposite responses in different organisms. It is interesting to
note that fungi are not just capable of differentiating among varying messages and
responding appropriately, but moreover are able to differentiate among molecules
that are chemically identical to signalling molecules and obviously contain no
relevant meaning (‘noise’), i.e. are not parts of biotic messages.

Recent genome comparisons have provided new insights into the evolutionary
aspects of fungi. The hypothesis that evolution happened by whole genome dupli-
cation events followed by selective gene-loss and stabilisation is strengthened by
analysis on Saccharomyces cerevisiae (Kellis et al. 2004). Interestingly the signal-
to-noise ratio in yeasts is approximately 70% protein coding regions and 15%
regulatory elements in the non-protein coding regions, in comparison to humans
with ratios of 3 and 97% respectively (Kellis et al. 2003).

5.6.3 Unique Relationship Between Fungi and Viruses

Fungal populations are commonly colonised by persistent double-stranded RNA
viruses, single-stranded RNA viruses, double-stranded DNA viruses, retroviruses
and even prions. They are the simplest organisms to be colonised by retroviruses,
in the form of fungal retroposons. In contrast to all other eukaryotes, fungal
mitochondria are infected by either double-stranded RNA or DNA viruses. Most
fungus-infecting viruses are not pathogenic although they are associated with toxin
genes that are pathologically dangerous, not for the infected host, but for non-
infected fungal relatives and non-fungal organisms. This phenomenon has been used
quite successfully by brewing industries, to protect useful yeasts from exogenous
yeast genetic parasites by colonising the industrial yeast colonies with protective
versions of killer viruses (Villarreal 2005). An example for mutually beneficial sym-
biosis is that of the black aspergillus species and dsRNA viruses, as in the case of
mycovirus (van Diepeningen et al. 2006)
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The interconnected filamentous fungi are a very attractive habitat for viruses
because they allow rapid motility through the whole cellular network. Fungal net-
works also allow replacement of nuclei that are left behind in mitochondria. This
may be an advantage if mitochondria are colonised by parasites, which is common
(Villarreal 2005). It has been suggested that non-pathogenic viral colonisation of
fungal mitochondria protects mtDNA from age-dependent degradation and is ben-
eficial for the longevity of the fungal host. As a consequence, the growth radius of
the fungal mats may increase up to 10-fold (Villarreal 2005).

Interestingly, higher fungi lack repeat elements in DNA, whilst lower fungi can
have up to 50% of their genomes colonised by repeat elements. Recent research
shows that these repeat elements represent remnants of early viral genomic coloni-
sation events. Fungi were the first organisms to be colonised by viral RNA. This
assumption is underlined by the presence of SINEs and LINEs. So far up to 15
SINE-families have been recognised (Whisson et al. 2005), a fact that supports the
assumption that very early viral colonisation of the fungal genome must have taken
place (Villarreal 2005; Rooney and Ward 2005).

Although plants and animals are descendants of fungi, the relationship between
fungi and viruses is different from virus-animal or virus-plant relationships
(Villarreal 2005). The latter two lack linear plasmids, killer phenotypes, mito-
chondrial infections, distorted senescence and ubiquitous double-stranded RNA
colonisation, which are all characteristics of the fungal virus-host relationship. This
may be an indication of co-evolutionary interactions between fungi and viruses
(Villarreal 2005).

Genomic studies show that most methylated regions of Neurospora crassa are
derived from repeat-induced point mutations (RIP), which comprise a pre-meiotic
homology-based genome defense system. This early immune system consists of a
variety of inactivated transposons that include DNA modifications and chromatin
modifications (Selker et al. 2003; Galagan and Selker 2004). As shown by compar-
ative genomics, such inactivated transposons descended from viral infection events
that reached a persistent status, providing the host with a new phenotype of an innate
immune system in order to prevent similar infections (Villarreal 2005).

In yeast species this transposon is derived from an endogenous retrovirus, i.e. the
characteristic Ty1 element, which encodes a functional reverse transcriptase, and
a gag gene, which encodes structural proteins. It is inserted into the silent regions
of chromatin, which means that this is a good example of a beneficial situation for
both the colonising virus and the host. Interestingly, yeasts also persistently harbour
killer viruses that are lethal to related yeast species that are not infected persistently.
Generally it is assumed that the high rate of different toxins in the organismic king-
dom of fungi represents such toxin/antitoxin modules that are persistently integrated
into the fungal host genomes (Villarreal 2009).

Fungal genomes are not highly populated by genetic settlers in comparison to
animal or plant genomes. Only one family of endogenous retroviruses is present
in several full-length copies, some of them completely deactivated in specific fun-
gal lineages. These chromovirus sequences sometimes match with fungal host
sequences. In Ascomycetes and Basidiomycetes these sequences are distinct but
inactivated and not transcribed, which could be an indicator of several massive viral
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colonisation events during which the previously integrated viruses were displaced.
Interestingly, a small number of viral copies are highly conserved and transcribed,
so we can assume that they are closely connected with fungal evolution (Villarreal
2009). The high infection rate by dsRNA viruses and endogenous retroviruses is
coherent with the presence of a small interfering RNA system with the ability for
post-transcriptional silencing. This new system for identifying RNA and repeated
DNA sequences by double-stranded RNA sequences is able to silence RNA expres-
sion, its main purpose being to silence endogenous retroviruses (chromovirus) and
retroposons (Villarreal 2009)

Interestingly, the mitochondria of fungi are highly colonised by persistent
double-stranded RNA viruses, each of them from another lineage but present in
the host genome as multiple interconnected settlers. Especially the oxidative com-
petence of mitochondrial respiration which is essential for life span of fungal host
share some antagonist which regulates its function. If regulation of this process is
disturbed, the life span of the host can be interrupted abruptly (Villarreal 2009).

Generally the unique relationship between fungi and viruses seems to be an
indicator of the virus-driven evolutionary history of fungi in that the virus-host rela-
tionship, especially in the endogenous persistent status (represented by dsRNA and
small linear dsDNA viruses), is linked to all immunity mechanisms in fungi, such
as killer toxins in mitochondria or siRNA, i.e. dsRNA-based identification com-
petence, with an important role in silencing endogenous retroviruses and limiting
retroviral infections (Villarreal 2009). This would be coherent with the fact that most
fungal genomes are small in comparison to other eukaryotic genomes that lack the
ability to ward off RNA viruses and retroviruses.

5.7 Conclusion

An overview of all significant levels of fungal communication shows that identifi-
cation of signal-mediated processes in signalling pathways are context dependent -
both within and among fungal cells as well as between fungi and other organisms.

Such dependence is prevalent in both (beneficial or parasitic) colonisation and
defense responses. Depending on the context, molecular components are integrated
into unique signalling pathways where they attain the corresponding meanings. Such
meanings are subject to change, i.e. they rely on various behavioural contexts, which
differ under altered conditions. These contexts concern cell adhesion, pheromone
response, calcium/calmodulin, cell integrity, osmotic growth, stress response or cell
growth through rapamycin. The interactional context determines the semantic rela-
tionship, i.e., its meaning and the function of the chemical components, and forms
a signal-mediated communication pattern in fungi. This is a common feature in all
eukaryotic kingdoms: the context determines the meaning of trans-, inter- and intra-
organismic (inter- and intracellular) communication, while differences in abiotic and
biotic signal perception determine the content arrangement of response behaviour
(Witzany 2006, 2007) (Fig. 5.5).
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After recognising how versatile fungal communication competences really are
we can see that one main principle is followed throughout all these signalling
processes: fungal organisms coordinate all their behavioural patterns with a core
set of chemical molecules. The interactional context and the different modes of
coordinating appropriate response behaviour in e.g. development, growth, mating,
attack, defense, virulence, etc. determines the combinations of signals that generate
the appropriate meaning-function, i.e. informational content of messages. These
generating processes normally function in a very conservative way but under certain
circumstances may fail, or selective pressure may lead to changes that can be a
driving force in fungal evolution.

Additionally it can be recognised that the persistent lifestyle of viruses is a driv-
ing force in fungal evolution in that they are the main resource for immunity, group
identity and a large number of important secondary metabolites.
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Chapter 6
Bacteria Communication

Abstract Communicative competences enable bacteria to develop, organise
and coordinate rich social life with a great variety of behavioural patterns.
Biocommunication of bacteria is the presupposition even for behavioural patterns in
which they organise themselves like multicellular organisms. They have existed for
almost four billion years and still survive, being part of the most dramatic changes
in evolutionary history such as DNA invention, cellular life, invention of nearly
all protein types, partial constitution of eukaryotic cells, vertical colonisation of
all eukaryotes, high adaptability through horizontal gene transfer and co-operative
multispecies colonisation of all ecological niches. Recent research demonstrates that
these bacterial competences derive from the aptitude of viruses for natural genome
editing. Bacteria seem to be the optimal biotic matrix for virus-induced genetic
inventions.

6.1 Introduction

In this chapter I describe recent findings on bacteria, how they interpret and coor-
dinate, what semiochemical vocabulary they share and which goals they try to
reach. In a second stage I describe the main categories of (sign-mediated) inter-
actions between bacterial and non-bacterial organisms, and between bacteria of the
same or related species, and natural genetic engineering within bacteria. In a third
stage I will focus on the relationship between bacteria and their obligate settlers, i.e.
viruses. We will see that bacteria are important hosts for multiviral colonisation and
virally-determined order of nucleic acid sequences.

6.1.1 Biocommunicative Competences of Bacteria

Bacteria (prokaryotes) communicate and therefore are able to organize and coor-
dinate their behaviour similar to a multicellular organism (Ben Jacob and Levine
2006, Bassler and Losick 2006). Communication processes are sign-mediated
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interactions. Signs are, in most cases, chemical molecules (in some cases also tactile
interactions) which serve as signals both within and between prokaryotic organisms.
Bacteria are symbiotic organisms covering the whole range from mutualism to par-
asitism. They may be beneficial for their (eukaryotic) hosts and without them host
survival would not function. Others are neutral, i.e. they do not harm the host. Many
of them also cause diseases, with sometimes epidemic characteristics and, often,
lethal consequences.

Bacteria represent one of the main success stories of evolution. They originated
at the early beginning of life similarly to archaea which represent a different organ-
ismic kingdom (Woese et al. 1990). Bacteria are found in all ecological niches, and
share a common flux of their gene pool with a high rate of gene order recombination
for adaptational purposes of great diversity (Pal et al. 2005). More than in any other
organismic kingdom it is in common use to speak about the languages of bacteria
(Kaiser and Losick 1993; Swift et al. 1994; Bassler 1999, 2002; Schauder et al.
2001; Schauder and Bassler 2001; Ben Jacob et al. 2004).

Quorum sensing is the term of description for sign-mediated interactions in
which chemical molecules are produced and secreted by bacteria (Crespi 2001,
Manefield and Turner 2002, Greenberg 2003). They are recognized by the bacte-
rial community dependent on a critical concentration and in a special ratio to the
population density (Daniels et al. 2004; Waters and Bassler 2005). These molecules
trigger the expression of a great variety of gene transcriptions. Many bacteria use
multiple quorum sensing codes; each may be modulated by post-transcriptional or
other regulatory engineering (Loh et al. 2002).

There are also communication processes between different species of bacteria
and between bacteria and non-bacterial life such as eukaryotic hosts (Konaklieva
and Plotkin 2006). Beneath the semiochemicals necessary for developmental pro-
cesses of bacterial communities such as division, sporulation and synthesis of
secondary metabolites, there are physical contact-mediated behavioural patterns
which are important in biofilm organization (Davis et al. 1998; Fuqua and Greenberg
2002; Voloshin and Kaprelyants 2004; Parsek and Greenberg 2005). Also, abiotic
influences serve as signs which indicate specific nutrients or other environmental
circumstances such as hydrodynamic changes.

As communities of bacteria species, which are able to coordinate their behaviour
and have advantages over single bacteria organisms, are much more common, it
is not surprising that the evolutionary drive went into rising communicative com-
plexity (Ben Jacob 2003). We should not forget that in comparison to the first two
billion years of life on earth with closed prokaryotic symbiology the rise and growth
of the multicellular eukaryotes (animals, fungi, plants) was a crucial advantage
for bacterial lifestyle to colonize vertical hosts with their great spatial and motility
resources.

We can differentiate three classes of signalling molecules for different purposes,
i.e. signalling within the organism to coordinate gene expressions to generate ade-
quate response behaviour, signalling between the same or related and different
species. With a limited number of molecules and a limited number of combinatorial
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rules they generate quite different interactions for different purposes all mediated
by signs. As in every sign-mediated interaction sign users share a common set of
syntactic rules, i.e. how signs may be combined; of pragmatic rules which deter-
mine a great variety of interactional contexts, e.g. development, growth, mating,
virulence, attack and defence. The situational context of these complex interactional
processes determines the meaning of signs, i.e. semantics of signals. Independent of
organismic complexity the complementarity of these three levels of semiotic rules
can be identified, in principle, in every sign-mediated interaction within and between
organisms (Witzany 2006b, 2007). This leads to the generation of intra- and inter-
cellular processes which enable bacterial communities to generate memory which
may be inheritable but can alter epigenetically, i.e. different reading/meaning pat-
terns of the same genetic data set with differences at the phenotypic level without
altering the genetic data set.

The link between linguistics and genetics has been obvious since the detection
of the universal grammar and the structural code of DNA. Chomsky’s meaning-
independent syntax approach lead to the broad acceptance and usage of bioinfor-
matic methods and systems biology. Researchers in bacteria communication like
Ben Jacob et al. (2004) suggested with good reason that this approach reduces
linguistic competences found in bacterial communication and has to be satisfied
by both semantic aspects, i.e. the context-dependent meaning of signals which act
as signs, and pragmatic aspects, which focus on the variety and differences of
the behavioural patterns in common-goal coordination, shared knowledge, mem-
ory and mutual intentions. Apart from that, it is coherent with the presupposition by
Charles Morris of any non-reductionistic analysis of language-like structures, the
complementarity of syntax, semantics and pragmatics.

6.1.2 Biofilm Organisation: Interpretation and Coordination

Bacteria have profound effects on human health, agriculture, industry and other eco-
spheres. Therefore they target the multiple drugs which fight them (Camara et al.
2002). They develop drug resistance by coordination of special defensive behavior
called biofilm organization. Biofilm organization is a special kind of coordination
with a high density of physical contact and contact-specific signalling (Bassler and
Losick 2006). If bacteria realize a critical mass via quorum sensing they organize
a high density of communal body by moving their flagellas which may resist even
strong antibiotics (Wadhams and Armitage 2004). Biofilms are constructed on abi-
otic surfaces, e.g. on stones in rivers and other aqueous surfaces, as well as biotic
ones, e.g. in the respiratory track of animals. Each human who had a strong cough
remembers like persistent the mucus in the bronchial tube remained.

Nutrient availability also regulates the structure of biofilm organization (Stanley
and Lazazzera 2004) as hydrodynamic forces (Wuertz et al. 2004). Interestingly, it
has been found that biofilm organization is linked with coordinated DNA release
which is integrated in the biofilm (Spoering and Gilmore 2006).
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6.2 Semiochemical Vocabulary and Communicative Goals

The semiochemical vocabulary used by bacteria is of great variety, especially
because some signalling molecules are multiple reusable components (Henke and
Bassler 2004). Acyl homoserine lactones (AHLs) and linear oligopeptides are
used as signs in diverse processes. Cyclized oligopeptides function as virulence
genes. g-Butryolactones (GBLs) are used as antibiotics and in sporulation pro-
cesses. Furanosyl diester (AI-2) is used in diverse processes (Sun et al. 2004) and
in luminescence. cis-11-Methyl-2-dodecenoic acid (DSF) serves in virulence and
pigmentation. 4-Hydroxy-2-alkyl quinolines (PQS, HAQs) are important in whole
regulation processes and for virulence as are palmic acid methyl esters (PAME).
Putrescine is important in swarming motility like biofilm organization. A-signal is
used in early developmental processes and aggregation. C-signal is a cell surface-
associated protein and serves to coordinate motility and the developmental process
of building a fruiting body. Cyclic dipeptide is a secondary metabolite (Shapiro
1998; Visick and Fuqua 2005) (Fig. 6.1).

Gram-negative bacteria use homoserine lactones (LuxR/LuxI) as signs in com-
munication processes (Swift et al. 1994; Lenz et al. 2004), whereas Gram-positive
bacteria use oligopeptides in quorum sensing communication. As in all organisms
non-coding RNAs are important in higher order regulatory pathways. Small RNAs
and microRNAs are used by bacteria to regulate special genetic expression patterns
which play an important role as appropriate response behavior to stress or nutrient
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Fig. 6.1 Some semiochemicals used in bacterial communication processes
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availability (Teplitski et al. 2000; Vogel and Sharma 2005), e.g. in controlling the
quorum sensing pathways (Bauer and Robinson 2002).

At present, three kinds of communicative goals are distinguished: (A) recipro-
cal communication, active sign-mediated interactions which are beneficial for both
interacting parts; (B) messages which are produced as response on a triggering event
which may be an indicator for a receiver which was not specially targeted by the
producer. A coincidental event which is neutral – except for the energy costs of pro-
duction – to the producer but beneficial for the receiver; (C) signalling to manipulate
the receiver, i.e. to cause a response behavior which is one-sided – beneficial to the
producer and harmful to the receiver (Visick and Fuqua 2005), often in that they
behave against their normal goals (Keller and Surette 2006).

The three classes of intra-, inter- and transorganismic (trans-specific) commu-
nication enable bacteria to generate and coordinate different behavioral patterns:
self and non-self identification, i.e. ‘recognition’ and identification of other colonies
and measurement of their size, pheromone-based courtship for mating, alteration
of colony structure in formatting of fruiting bodies, initiation of developmental and
growth processes, e.g. sporulation.

In receiving signals from same or related species or non-bacterial organisms the
signalling molecules bind to specialized sensor proteins which function as receptors.
They transmit the message to an intracellular regulator (Fuqua et al. 1996; Visick
and Fuqua 2005), i.e. the signal molecule transits the cell membrane through dif-
fusion or by specific transport pathways. Inside the cell the signalling molecule, in
most cases, binds to a cytoplasmic target protein. It may be that a diffusible molecule
is chemically engineered to an active signal after entering the target cell (Visick and
Fuqua 2005). Organization of cellular production of response molecules leads to
signal-dependent transcription control of DNA.

Bacteria have to distinguish between species-specific signalling and sig-
nalling which is able to modulate behaviors interspecifically (Bassler 1999). With
these communicative competences they are able to coordinate species-specific
behavourial patterns as well as to coordinate behaviors between diverse species.

6.3 Transorganismic Communication

Starting with beneficial symbioses between bacteria and plants we refer to the com-
plex communication networks between soil bacteria, mycorrhizal fungi and plant
roots (Hayashi 2005). Mycorrhizal fungi secret molecules in the surrounding envi-
ronment which serve as nutrients for soil bacteria and trigger their activation to
degrade special nutrients which are then available for mycorrhizal fungi. Their
hyphal growth serves as the developmental and growth area of plant roots, them-
selves being dependent on nutrients which are prepared by the mycorrhizal fungi.
Plant roots can also mimic bacterial signalling molecules, either to trigger bacterial
production of special molecules or to disturb bacterial communication pathways
(Teplitski et al. 2000; Bauer and Robinson 2002; Daniels et al. 2004).
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Rhizobia bacteria are integrated into plant cells by phagocytosis when they inter-
act symbiotically with the plant roots (Samaj et al. 2004). In other cases where
rhizobia fail to fix nitrogen inside the root nodules because they are being deceptive,
plants are sanctioning these rhizobia (Kiers et al. 2003) and prevent their spread in
order to stabilize mutualistic symbioses with bacterial colonies (Keller and Surette
2006). Root exudates of different kinds regulate plant and microbial communities
in the rhizosphere. This is necessary to stabilize equilibrium and inhibit the conti-
nuity of attacks by pathogenic bacteria in the soil (Walker et al. 2003; Bais et al.
2003). The full range of trans-specific communication processes between bacteria
and plant roots are important for developmental and growth processes in the entire
plant kingdom (Manefield and Turner 2002; Sharma et al. 2003).

Chemical molecules which serve as signs in intercellular communication pro-
cesses of bacteria are similar to pheromones in social insects and animals. This
may be an indicator of evolutionary lineages that evolved in the bacterial ‘chatter’
(Velicer 2003) (Fig. 6.2).

Marine eukaryotes are able to mimic bacterial quorum sensing to inhibit bacte-
rial successful communication (Rice et al. 1999). Interbacterial communication uses
hormone-like signalling to sense specific host locations such as intestinal habitat.
In this specialized ecosphere a bacteria–host communication occurs which means
the host cells and bacterial cells share a common meaning function for the same
signalling molecules (Sperandio et al. 2003).
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Living as endosymbionts as potential candidates for symbiogenesis (Margulis
1996, 1999, 2004, Margulis and Sagan 2002), as documented in the origin of
eukaryotic endosomes like mitochondria, indicates the important role of bacteria
for the entire history of evolution (Witzany 2005). The interactions may be pericel-
lular colonization events but also an intracellular lifestyle. These different symbiotic
interactions range from acquisition of novel genetic material to reduction in size and
content connected with gene loss (Batut et al. 2004). Successful living processes of
higher eukaryotes would not be viable without beneficial symbiosis with bacteria.
The cell mass of an adult human assembles 20% of human origin and up to 80% of
exogenic settlers (Blech 2000), most of them bacteria.

6.4 Interorganismic Communication

For a long time it was assumed that bacteria live predominantly as monads.
However, it has been recognized that this is a very rare exception (Federle and
Bassler 2003; Dunn and Handelsman 2002). Bacterial colonies live, in almost all
cases, not alone but in coexistence with other bacterial species self-coordinated by
a diversity of sign-mediated interactions (Gray 1997; McNab and Lamont 2003;
Ben Jacob and Levine 2006). Bacteria use intraspecific and interspecific signalling
in all ecological in vivo situations (Keller and Surette, 2006). This also implies a
broad variety of conflicts within and between species (Velicer et al. 2000). The
mutual, neutral and manipulative aims of communication processes are special kinds
of response behavior to certain degrees of beneficial up to conflictual relationships
(Keller and Surette 2006).

Dependent on the availability of nutrients, some bacteria suppress normal cell
development which leads to the development of a different cell type which is bet-
ter suited for adequate response behavior for this situational context. It means that
different environmental conditions can lead to different gene expressions within the
same genomic data set. It has been shown that if the same colony is exposed sev-
eral times to these changing contexts they react more immediately. This indicates
that bacterial communities are able to develop collective memory and learn from
the experience (Ben Jacob et al. 2004; McNab and Lamont, 2003). This functions
similar to neuronal networks in higher eukaryotes. In the case of changing environ-
mental conditions, the suppression of cell division may lead to cell elongation which
enables cell colonies to change the modus of motility. This is an important feature
of socio-bacterial behavior, e.g. swarming coordination and organization for surface
colonization (Shapiro 1998, 2007) (Fig. 6.3).

Some authors have documented altruistic strategies in mixed colony formations
which seems to be an advantage to the mixing among microcolonies. Altruistic
behavioral strategies enable strengthened self-identity and a sustainable equilibrium
in multilevel colonized ecological niches (Velicer and Yu 2003; Kreft 2004).

Interestingly, bacteria use a common contextual interpretation of incoming sig-
nals by each member of the colony. The response behavior is appropriate to the
majority vote (Ben Jacob et al. 2004) of the context-dependent decision.
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The identification of non-self species is a competence which is possible through
species-specific and group-specific quorum sensing and is coherent with the
assumption that smaller groups of the same bacterial species are able to built types
of quorum-sensing ‘dialects’. These are important in the high density of coexistent
bacterial life habitats to prevent confusion and enable more complex coordination
(Taga and Bassler 2003). Interestingly, the prokaryotic cell–cell communication has
structural analogues to cross-kingdom signalling between bacteria and fungi (Wang
et al. 2004).

Bacteria decide, in special cases, to form fruiting bodies of different types and
shapes for sporulation. This enables bacterial communities to more efficiently dis-
seminate the spores. The fruiting body building is governed by context-specific
rules with different roles for different sub-groups of bacterial communities for coor-
dination (Kaiser and Welch 2004). Some have to serve for motility to density,
followed by direction decision and decision of cell types, cell growth and devel-
opmental stages in all the different steps until the fruiting body is ready for the
sporulation event. Without communicative hierarchical organization this would not
be possible. If communication is disturbed body building is not assured, so bacterial
communities have developed special strategies to single out so-called ‘cheaters’
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(Velicer et al. 2000; Ben Jacob et al. 2004), which do not follow the rules for
coordinating this special behavior.

One of the most interesting and best investigated phenomena of bacterial commu-
nication is the symbiology of multiple colonies coexistent in the human oral cavity
(Kohlenbrander et al. 2002, 2005; Rickard et al. 2006). Bacteria on human teeth
and oral mucosa establish a homeostasis of pathogenic and mutualistic bacteria
by a complex system of sign-mediated interactions both species-specific and trans-
specific. The dental plaque in the oral cavity of humans is a unique habitat which is
not found in any other species (Sahasrabudhe and Dewhirst 2001). The homeostasis
is not static but is the result of a dynamic relationship between different species-
colonies dependent on intervals of daily hygiene. The interacting species number
approximately 500 different species (Moore and Moore 1994; Kroes et al. 1999;
Paster et al. 2001).

Each member of these communities must be capable of self and non-self distinc-
tion, and be able to distinguish between species-specific signalling and trans-specific
signalling or even ‘noise’ (no biotic content). As a community they must be able to
measure their own colony size and the size of the other colonies and molecules
that have the same chemical structure but are not part of a biotic message. Special
communication patterns with detailed hierarchical steps of signal production and
transmission include (i) metabolite exchange, (ii) cell–cell recognition, (iii) genetic
exchange, (iv) host signal recognition and signal recognition of same or related
species. Owing to the high number of competing and cooperating species there is
a special short- and long-term community architecture established. If the commu-
nication on the intra-, inter- and transorganismic level is successful, i.e. the signal
transmission and reception enables colonies to live in a dynamic homeostasis, then
the human oral cavity will avoid cavity diseases (Kohlenbrander et al. 2002, 2005).

6.5 Intraorganismic Communication

Interestingly, prokaryotic gene order is not as conserved as the protein sequences.
Only some higher order regulations (operons) that code for physically interacting
proteins are found in almost all bacterial (and archaeal) genomes. Recent research
indicates high dynamics of new gene orders as documented in the horizontal
gene transfer events with their intensive intragenomic recombination (Immaizumi-
Anraku et al. 2005; Xie et al. 2004). This exchange of whole genes or gene-blocks
enables bacterial lifestyles to combine several bacterial competences, i.e. pheno-
types. The transformation process includes the release of naked DNA, followed by
the uptake and recombination, i.e. the integration, with 17 steps identified to date
(Thomas and Nielsen 2005). Thus we can recognize the outcomes of a diversity
of mobile DNA contents (Bordenstein and Reznikoff 2005), not a mass of indi-
vidualized genetic texts, but a bacterial gene pool as a text repertoire which is
available for each individual bacteria and the resource for bacterial genome inno-
vation and evolution (Gogarten and Townsend 2005). Horizontal gene transfer is
a main resource for integrating newly evolved genes into existing genomes and
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does not need the slow steps of chance mutations to alter the genomes but accel-
erated genome innovations in both bacteria and archaea (Jain et al. 1999, 2003;
Brown 2003). Important in this context of genomic innovation is not the sequence
acquisition alone but also the contextualization (Solomon and Grossman 1996); it
means also their loss (Berg and Kurland 2002). It seems now that the phylogeny of
microbial species is not a tree of life, but an evolutionary network or a ring of life,
mediated by genetic exchange, i.e. acquisition and loss of genetic data sets (Rivera
and Lake 2004; Kunin et al. 2005).

6.5.1 Intracellular Communication

Signal-dependent transcription regulation of the DNA serves for a great variety of
response behavior. One of the most interesting phenomena is the fact that in the first
two billion years of life on planet earth the immense density of bacterial life has not
been an event of the mass of individual organisms but their commonly shared gene
pool which was in constant flux, as we now know, through investigations on hori-
zontal gene transfer. It means that the evolution of bacteria was not a random event
of chance mutations and their selection but transfer of whole genes and gene-blocks
representing real phenotypes that were transferred. This leads to different combina-
torial patterns of genetic encoded phenotypes and the rise of bacterial diversity. It
also enables bacterial pathogens to optimize their disease-causing coordination and
is therefore targeted to special kinds of drug developments for medical purposes
(Tettelin et al. 2005). New empirical data seem to suggest that the phenomenon of
horizontal gene transfer is driven by viral competences inherent in bacterial settlers
such as phages, plasmids, retroplasmids and transposons (Villarreal 2005) (Fig. 6.4).
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For a long time it has been proposed that tubulin plays an important role in
cytoskeletal functions of eukaryotes whereas prokaryotes lack this system. Recent
research has shown that tubulin is a very ancient system for genetic data set segre-
gation also in bacteria which plays important roles in filament formation, movement
and orientation (Graumann 2004; Graumann and Defeu-Soufo 2004; Defeu-Soufo
and Graumann 2004; Gitai 2005; Guerrero and Berlanga 2007).

6.5.2 Bacterial Evolution and the Agents of Natural
Genome Editing

To elucidate communicative competences of bacteria we also have to look at the
roles of viruses and their relationship to bacteria. Viruses have long been accepted
only as disease causing, epidemic phenomena with lytic and therefore extremely
dangerous consequences for infected organisms. However, new research has cor-
rected this picture. Viruses are part of the living world, in most cases integrated in
the cytoplasm or the nucleoplasma of cells without harming the host. Viruses are
on their way to representing the best examples of symbiotic relationships, because
there is no living being since the start of life that has not been colonised by them, in
most often cases in the form of multiple colonisations (Witzany 2006a). The longest
period of these symbiotic relationships during evolutionary history share viruses,
archaea and bacteria. As viruses are extremely biosphere specific, i.e. they adapt to
special host tissues, the identification of various forms of, e.g. bacteria is to identify
primarily the viruses that colonise them. This is also the concept of ‘bacteriophages’,
in that bacteria are identified best by identifying the viruses that are associated with
them. Host identification in this way is a special method called phage typing.

6.5.3 Lytic versus Persistent Viral Life-Strategies

As mentioned in recent years and outlined in the next chapter in greater details the
lytic consequences of viral infection are a special case if viruses are not able to
develop a sessile lifestyle without harming the host. In most cases viruses living
within organisms help to ward off competing parasites from the host and becoming
part of its evolutionary history. Persistent viruses are decisive for species diversity
and host genome editing. Nearly all cellular key processes such as expression, tran-
scription, translation and recombination with all their detailed steps derived from
viral competences. Even the DNA replication pathways, after a period of early RNA
influence (Forterre, 2002, 2005, 2006), seems to be a special viral strategy for the
conservation of coded phenotypes by warding off RNA parasites (Villarreal and
DeFillipis, 2000; Villarreal 2005).

Since observations have become more evident that viruses are able to integrate
genetic material into the host genome, it has become clear that viruses have infec-
tion lifestyles and endosymbiotic and even symbiogenetic lifestyles. They bestow
phenotypic capabilities on the host which non-infected hosts from the same species
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do not possess. As endosymbiotic viruses which are dependent on the host’s repli-
cation they are part of the host history in that they are inheritable and part of the
genomic identity of the host as documented in some several 10,000 infection events
in the human genome by endogenous retroviruses (Villarreal 2004).

The two viral lifestyles are not in strict opposition but, in most cases, are part
of a symbiotic process. It starts with an infection by a virus. In the infected host
it arrives at an equilibrial status where the immune system does not eliminate the
virus but controls its replication without fatal consequences for the host organism.
The persistent status lasts during most phases of the host’s life, but may return to the
lytic lifestyle if the host-immune system is under stress (Villarreal et al. 2000). Most
often the integration occurs by mutual neutralisation of toxic capabilities by an anti-
toxin of a competing genetic settler (Pandey and Gerdes 2005). The whole range of
toxin/antitoxin addiction modules we can find througout all genetic contents in liv-
ing nature most likely is of viral origin (Villarreal 2005). Therefore the persistence
is sometimes called temperate lifestyle. A good example is the persistent virus in all
Symbiodinium species being the essential endosymbiotic partner for coral animals.
Coral bleaching as a worldwide phenomenon of coral disease is the consequence of
dying of the coral endosymbiont because of global (water) warming. As we know
now, death occurs because the persistent viruses of Symbiodinium become lytic as
a reaction to the changing water temperature (Villarreal 2005).

Also bacteria may be infected by viruses without being harmed. If infected bac-
teria meet non-infected bacteria it may be that the non-infected acquires lysis; the
lysogenic strain does not lyse itself, but is lethal to the non-infected one. The colo-
nized bacteria has a virus-derived molecular genetic identity which has an advantage
against the non-infected one through an acquired ability. This lysogenic bacteria,
termed prophage, has an immunity function for the bacteria which the non-infected
bacteria lack. Prophage is a virus that is integrated into the bacterial host genome.
Both the acute lytic phages and the persistent prophages such as T4 and lamda are
highly abundant in oceans and in the soil and seem to be the most dynamic life form
on the entire planet. Some viruses are not integrated in the host genome but per-
sist in the cytoplasma and replicate independently from the host genome (Villarreal
2005).

When we speak about the relationship of bacteria and viruses in most cases we
speak about phage ecology. Most prokaryotic viruses are double-stranded DNA
viruses with either linear or circular genome morphology and are packaged in an
icosahedral capsid. Whereas acute viruses in most cases code for their own replica-
tion, recombination and repair proteins, the persistent phages lack such genes and
use the host-cellular replication. This involves a totally different gene word order
(Villarreal 2005) in acute lytic and in persistent phages. This is documented in the
very different nucleotide words (di-, tri- and tetranucleotides). Nucleotide word fre-
quences of acute phages are very dissimilar to those of their hosts while persistent
or temperate phages share nucleotide word frequences with the host. This means
the molecular syntax from acute and persistent phages is constructed totally dif-
ferently according to the different strategies. Different life strategies with different
behavioral pathways need a completely different semantic content in the genome
expressed in a different syntactic arrangement of nucleotides (Witzany, 2006b).
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As the bacterial cell walls differ substantially between different types of bacteria
a different behavior is necessary for viruses for recognition, attachment and pene-
tration. Owing to these diverse barriers of the bacterial cell walls, the prokaryotic
viruses do not enter the host cells physically but attach to the cell surface and inject
their genomes through contractile tails or pilot proteins. Also, the progeny of the
virus has to deal with this barrier (Villarreal, 2005).

Bacterial DNA does not have highly stable structures as do eukaryotes and can
interact with the cellular replication and transcription. In most cases it is circular
with a unique origin of replication system. In contrast to that viral double-stranded
DNA is a linear DNA with integrated short terminal repeats. Since bacterial viruses
do not use a transport technique as they need in eukaryotes to be transported out of
the nucleus, bacterial viruses differ a great deal from eukaryotic viruses.

All bacteria have a restriction/modification system which is a connected form
of two viral competences. Only the descendants of mitochondria lack this system
which causes them not to be exposed to viral selection. It may be that they have
transposed their ability to the eukaryotic nucleus which cares in a more efficient
way for cell immunity (Villarreal 2005)

6.5.4 Bacteria as Biotic Matrix for Natural Genome Editing

Horizontal gene transfer between bacteria as being responsible for genetic plasticity
in prokaryotes may be a capability which is acquired by viral infections. Then, viral
genetic inventions are transferred not from bacteria to bacteria but via persistent
lifestyles of viruses and are not an exchange phenomenon performed by bacteria.

As new research indicates the agents of horizontal gene transfer are plasmids,
retroplasmids, bacteriophages and transposons. They effect DNA recombinations
and act in all prokaryotes. DNA movement is achieved through transformation, con-
jugation and transduction. Transformation is the transfer of DNA between related
bacteria mediated by encoded proteins. Conjugation is performed by conjugative
plasmids which are independently replicating genetic elements. These elements
code for proteins which facilitate their own transfer (Frost et al. 2005). Transduction
is a DNA transfer mediated by phages which can package host DNA in their capsid
and inject it into a new host followed by integration into the host genome (Holmes
et al. 2003). Phages, plasmids, retroplasmids and transposons therefore played a cru-
cial role in bacteria evolution (Chen et al. 2005). Bacteria are the most genetically
adaptable organisms with enormous capabilities to react appropriately to extreme
changes of their ecological habitats. This does not stem from their high reproductive
rates but from their great ability to acquire DNA segments by plasmids, bacterio-
phages and transposons which transport complete and complex sets of genes from
external sources (Shapiro 2007).

When we consider the age of the ocean and the dense abundance of bacterial
and viral life in it, then we can say that the possibility of genetic arrangements,
rearrangements and exchange does not need long time periods to create the basics
of the complexity of life, because the exchange rate is of astronomical order. If we
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imagine that 1 ml of seawater contains one million bacteria and ten times more viral
sequences it can be determined that 1031 bacteriophages infect 1024 bacteria per
second (Tettelin et al. 2005). Since the beginning of life this behavioural pattern has
been an ongoing process. The enormous viral genetic diversity in the ocean seems to
have established pathways for the integration of complete and complex genetic data
sets into host genomes, e.g. acquisition of complex new phenotypes via a prophage
can include the acquisition of more than 100 new genes in a single genome editing
event (Ryan 2006).

Owing to the virus-induced genomic plasticity of bacteria they are an ideal global
biotic matrix to evolve and develop varieties in genome editing, i.e. competent con-
tent arrangement of bacterial gene word order coherent with its regulation network.
Bacteria are the smallest living organisms with relatively simple genomic structures
where the competitive situation between an abundance of viral infective elements
leads to the adaptation of lytic viruses to temperate viruses integrated as plasmids
in cytoplasma and even persistent viruses integrated in the host genome. The viral
competences can develop in this global bacterial habitat as the bacterial species
due to their immense genetic flux between viral colonization events and immunity
reactions such as restriction/modification (Hambly and Suttle 2005; Kulakauskas
et al.1995).

The highly conserved genome edited functions such as replication, transcription,
translation, recombination and all the substeps evolved primarily in the competitive
situation between viral competences to colonize a host and to ward off competing
parasites. This includes that biotic self and non-self recognition functions as we
know it from diverse immunity systems are also of viral origin, i.e. the integration
and all genetic/genomic modification steps that what we call natural genome editing
are of viral origin. Therefore the immense importance of horizontal gene transfer for
bacterial species evolution, diversity and competences is derived from viral genome
editing competences and is, in most cases, infection induced by persistent non-lytic
viruses (Villarreal 1999; Frost et al. 2005). As phylogenetic analyses demonstrate,
the main protein enzymes for natural genome editing are viral inventions and not of
cellular origin (Villarreal 2004, 2005). Also, the origin of eukaryotic nucleus was
thought to be an ancient prokaryote but phylogenetic analyses show that its ancestor
was a large DNA virus (Takemura 2001; Bell 2001, 2006). Interestingly, the early
genetic invention of capsid proteins detected in viruses infecting archaea seems also
to be of viral origin and of common ancestry to eukaryotic and bacterial viruses
(Nandhagopal et al. 2002; Rice et al. 2004; Khayat et al. 2005).

6.6 Conclusion

For a long time bacteria have been assumed to be the most primitive organisms
and consequently investigated as single-cell individuals determined by mecha-
nistic input-output reactions. Now this picture has changed radically. Today we
know that bacteria are parts of bacterial communities which interact in a highly
sophisticated manner. The medium of every bacterial interaction is communication,
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i.e. sign-mediated. A wide range of chemical molecules serve as signs through
which bacterial communities exchange information and act in reaching a ‘quorum’
which is the starting-point for decision-making: one of many different behavioural
patterns will thereby be organised, such as biofilm organisation, bioluminescence,
virulence or sporulation. Quorum-sensing is not only chemotaxis, but includes inter-
pretation, which means that the incoming signals are measured on the background
memory of the species-colony in their real life world. The interpretation before
decision-making, coordination and organisation, such as fruiting body formation
and cooperative hierarchical organisation, is context-dependent (Fig. 6.5).

Bacteria, which in former times were viewed as lower life-forms, have now been
recognised as masters of monitoring, computing, interpretation, coordination and
organisation. Bacterial communicative competences are sign-mediated interactions
between the same or related species, but also between non-related species according
to different situational contexts (pragmatic level of analyses) and the coherent com-
binatorial patterns of signals according to the molecular syntax (syntactic level of
analyses), both determining the content of the messages (semantic level of analyses),
the meaning of signalling molecules for a bacterial community which shares a com-
mon background memory and a competence for culture-dependent interpretation
competence which is an advantage for adaptational purposes.
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Chapter 7
Natural Genome Editing Competences
of Viruses and Virus-Like Agents

Abstract It is becoming increasingly evident that the driving forces of evolution-
ary novelty are not randomly derived chance mutations of the genetic text, but a
precise genome editing by omnipresent viral agents. These competences integrate
the whole toolbox of natural genetic engineering, replication, transcription, transla-
tion, genomic imprinting, genomic creativity, and all types of enzymatic inventions
and genetic repair patterns. Even the non-coding, repetitive DNA sequences which
were interpreted as being ancient remnants of former evolutionary stages are now
recognized as being of viral descent and crucial for higher-order regulatory and
constitutional functions of protein structural vocabulary.

7.1 Introduction

In this chapter I argue that non randomly derived natural genome editing can be
envisioned as (a) combinatorial (syntactic), (b) context-specific (pragmatic) and
(c) content-sensitive (semantic) competences of viral agents. These (three-leveled)
semiotic competences could explain the emergence of complex new phenotypes in
single evolutionary events.

After short descriptions of the non coding regulatory networks, major viral life
strategies and pre-cellular viral life three of the major steps in evolution serve as
examples: There is growing evidence that natural genome-editing competences of
viruses are essential (1) for the evolution of the eukaryotic nucleus (2) the adaptive
immune system and (3) the placental mammals.

Significant evolutionary modifications can occur by changing the repetitive ele-
ments that format the genome architecture rather than, as has been widely assumed
so far, by altering protein-coding sequences. This implies that changes in the reg-
ulatory framework may lead to new complex phenotypes without even requiring a
modification of the coding sequences.

For decades, non-coding regions of the genome have been ignored or declared
as ‘junk’-DNA. Over the past decade, however, scientists have realized that these
regions incorporate decisive higher-order regulatory functions. Within the human
genome sequences are only 3% coding for proteins and 97% non-coding ones. But
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these 3% of the protein-coding sequences match with those of the mouse by up
to 88%. Highly developed genomes among mammals contain a nearly identical
protein-coding vocabulary.

While bacterial genomes almost lack such repetitive elements, there is a tenfold
increase of such segments in the genome of the eukaryotic yeast cells; in the case
of the fruit fly Drosophila, the repetitive elements already amount to 10%, while
in humans they reach 97% (Villarreal 2004:304). These formatting, repetitive ele-
ments are a prerequisite for the decisive DNA-editing processes such as expression,
replication, repair and recombination.

7.2 Non-Coding Regulatory Networks

Clearly, mobile sequences such as transposons and retroposons (Volff 2006) and
non-coding repetitive elements such as LTRs, SINEs and LINEs (long terminal
repeats, short interspersed elements, long interspersed elements) enable far-reaching
DNA rearrangement and reorganization (Shapiro 2002; Sternberg 2002; Shapiro and
Sternberg 2005; Deepak et al. 2003). Together, they play a decisive role in the evo-
lution of new genomic structures (Shabalina and Spiridonov 2004; Shapiro 2004;
Sternberg and Shapiro 2005; Pollard et al. 2006). Depending on the organism’s
state of development, the varying chromatin markers are, thus capable – through
different methylation patterns, histone modifications and alternative splicing – of
creating a set of ‘multiple protein meanings’ (Ast 2005) from one and the same
genetic data-set (Turner 2000, 2002; Jenuwein and Allis 2001; Brett et al. 2002;
Xu et al. 2002; Jaenisch and Bird 2003; True et al. 2004; Wang et al. 2004). This
even characterizes the rise of epigenetics, i.e. the view that phenotypic variations,
which are heritable, need not be connected with genetic alterations (Jablonka and
Lamb 1989, 2002, 2006; Van de Vijver et al. 2002; Van Speybroeck et al. 2002).
The question arises as to how and why the evolution of higher genetic complexity
is connected to non-coding DNA, formerly termed ‘junk’-DNA?

Although we have known for several decades that the unbelievable diver-
sity of enzyme proteins is a practical tool for DNA editing processes, it was
unclear by which rules or higher-order regulations they are governed (Witzany
1995, 2000, 2005). It subsequently became clear that higher-order regulations
such as co-suppression, suppression of transposition, position effect variega-
tion, several start- and stop-signals, RNA interference, imprinting, chromosomal
methylation, transvection and transcriptional and post-transcriptional gene silenc-
ing are processed by micro-RNAs (Mattick 2001, 2003, 2005; Mattick and
Gagen 2001). In 1992 Watson suspected these higher-order regulatory func-
tions to be hidden in chromosomal structures (Watson et al. 1992). Interestingly,
researchers analyzing the linguistic features of non-coding DNA sequences draw
the right conclusions (Mantegna et al. 1994; Vendrami 2005). They found coher-
ence between coding DNA with similar structural features as artificial scientific
languages and non-coding DNA with similar structural features as everyday
language.
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The genome, with both its coding and non-coding sections, serves as a genetic,
epigenetic and computational cell storage medium that involves different kinds
of storage techniques. These include short-time storage (dynamic rearrangements,
remodifications, rapidly induced alterations for expression and repair), intermediate
storage (epigenetic use) including multiple protein-meanings within the same chro-
mosomal structures by different expression modes through different methylation
patterns, and long-time storage, i.e. stable inheritable datasets for many genera-
tions (Shapiro and Sternberg 2005). This undoubtedly means that the DNA storage
medium in its possible functions depends on different means, i.e. interpretations,
of the organism inputs on this medium rather than on the inherent information.
This enables changing inheritable priorities, whether computational, intermediate,
or long-time storage data – or combinatorial patterns among them (Carroll 2005;
Jablonka and Lamb 1989, 2006; Ryan 2006).

The repetitive sequences are highly species-specific and more suitable for the
determination of species than the coding sequences (Villarreal 2005). Each taxon
organizes and formats its genome architecture differently, i.e. regulation of expres-
sion, transcription, replication, and translation are species-specific. Within each
taxon, these processes, along with the associated gene architecture, must run
in a highly coordinated manner so that they do not disturb each other. Only a
co-ordination of the individual steps guarantees that these different actions are per-
formed and maintained successfully: DNA sequences must be read at the right
site and at the right time. The precise spatio-temporal co-ordinations are essential
in order to sustain vital processes; nonetheless, such co-ordinations can also fail,
either by sequence-damage (i.e., mutations) or by organism-induced translational,
transductional, repairing or other rearrangement disturbances.

Experience has shown that (1) excision, (2) insertion and (3) combination of the
genomic codes are the keys in DNA editing and the basis of evolutionary processes.
The contemporary term would be ‘natural genetic engineering’ (Shapiro 2004).
Wittgenstein noted that ‘to understand a sentence means to understand a language.
To understand a language means to be master of a technique’ (Wittgenstein 1972).
Nonetheless, there is a clear difference between natural and artificial genetic engi-
neering. The former provides ontologically genuine products that are evident in all
living beings and life processes, whereas the latter attempts to achieve modifications
and improvements by copying the natural genome-editing competences.

7.3 Major Viral Life Strategies

New research has shown that these non-coding repetitive sequences originated pri-
marily from retroviral RNA (Villarreal 2004, 2005). After persistent non-lytic viral
infection, important protein coding regions become incurred within the replicat-
ing region of the host organism, whereas repetitive sequences are integrated into
the non-coding sections (Villarreal et al. 2000; Villarreal and DeFilippis 2000).
In this way, thousands of endogenous retroviral sequences have been integrated
into the human genome, with 22 independent retroviral families currently having
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been identified (Villarreal 2004, 2005; Ryan 2006). The quantity of remaining for-
mer viral-gene embedding repetitive elements (embracing an enormous genetic
diversity) originally accompanied the protein-coding sequences as control- and/or
identification segments. Most endogenous retroviruses have been degraded into for-
merly connected domains, but they can still be recognized by their three genes gag,
pol and env (Gao et al. 2003; Ryan 2004). The gag gene encodes structural proteins,
pol encodes enzymes such as reverse transcriptase and integrase functions and env
encodes envelope proteins.

At this stage we know roughly 3600 different kinds of viruses and approx. 30,000
viral subtypes (Villarreal 2005:6). The most numerous variety is found among
single-stranded RNA viruses, followed by double-stranded DNA viruses, double-
stranded RNA viruses and single-stranded DNA viruses (Villarreal 2005:5). This
huge variety of viruses and viral components is even more astonishing when con-
sidering the fact that 1 ml of sea water contains about 1 million bacteria and that
the number of viral components in the same amount of water is approx. 10 times
higher (Villarreal 2005:55). However, their ecological niches are not just limited
to purely aquatic or terrestrial environments, but also include species-specific tis-
sues that differ significantly from each other (Villarreal 2005:56). As phylogenetic
analysis shows, nearly all organisms of all kingdoms have been infected or highly
colonized by viruses since the beginning of life.

Viruses can parasitize almost any replication system – even prebiotic ones – and
probably emerged well before the appearance of cellular life forms. Viruses store
information that not only pertains to (a) replication proteins but also to (b) mor-
phology and (c) phenotypic diversity. Based on this and the results of phylogenetic
analyses and comparative genomics, it is possible to establish viral lines of ancestral
origin. These lines of origin can also be non-linear because different parts of viruses
contain different evolutionary histories (Villarreal 2005:11).

Since viruses with RNA genomes are the only living beings that use RNA as
a storage medium, they are considered to be witnesses of an earlier RNA-world,
of a time when DNA did not exist yet (Forterre 2001, 2002, 2005, 2006; Koonin
et al. 2006). Negatively stranded RNA viruses have genome structures and repli-
cation patterns that are dissimilar to all known cell types. As demonstrated by
phylogenetic analyses, cellular replicases are related to each other; however, there
is no similarity between RNA-viral replicases and those of any known cell types.
This proves the existence of negatively stranded viral RNA-replicases even before
cellular life came into being (Villarreal 2005:11). DNA viruses, too, do not give any
reference to a cellular origin. Phylogenetic analyses point to an older time scale,
as DNA-repairing proteins of DNA viruses do not have any counterparts in cellular
biota.

For a long time, viruses were not considered a part of the animated world because
they were believed to be exclusively parasitic in nature. They were interpreted as
causing an acute infection of the host organisms, using the host’s cellular machin-
ery to reproduce, and performing their lytic nature only in order to infect other
cells. Although this narrative remains valid, it merely represents a special case of
viruses that were unable to reach persistent status by a sessile life-style (Villarreal
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2004:305). Most viruses, however, are stable, persistent living beings that do not
colonize a host organism for simple selfish purposes. Rather, they display varying
survival strategies which can differ according to the host they inhabit (Villarreal
2005:7):

• In bacteria we mainly find double-stranded DNA viruses. Similar viral types are
also found in algae, but they are absent in fungi and plants.

• Fungal hosts house mainly double-stranded RNA viruses, whereas
• Plants contain predominantly single-stranded RNA viruses.
• Mammals, on the other hand, are colonized mainly by endogenous retroviruses

(ERVs).

Viral persistence in host organisms is crucial because they reliably protect the
host against similar parasites. Interestingly, competing viruses are in most cases of
the same or related species, whereas unrelated viruses do not compete but interact
symbiotically (Rossinck 2005).

As for endogenous retrovirus, they confer the host a distinct and unique genetic
identity, non-existent before the colonization. This persistence can either be endonu-
cleic or cytoplasmatic. Persistent viruses are capable of continuous or episodic
reproduction in the hosts (Villarreal 2005:5). The main direction is not to infect
cells for reproduction with lytic consequences and often epidemic viral diseases,
but a sessile life-style without harming the host. This includes different meanings
of the term fitness. Thus, lytic life-styles are fit if the reproduction rate reaches epi-
demic dimensions, whereas the persistent life-style is fit if it does not harm the host
and wards off competitive viral infections.

For far too long, viruses have only been considered as poisonous and highly
infectious parasites. The fact that viruses are silent companions of virtually all
organisms and that they play a decisive role in the evolution of the host has been
largely ignored.

Gene functions of cellular biota, which undoubtedly are associated with the
persistent life strategy of viruses, include (Villarreal 2005:21):

• Immunity (restriction and modification modules, toxic and antitoxic modules);
• Silencing functions/micro-RNAs, (methylation, suppression);
• Recognition functions (replicate expression, receptors, expression factors);
• Immune regulation (signal mediating, heredity, adaptation).

However, the host must be able to inhibit the replication of a persistent virus; i.e.,
it must prevent it from turning aggressive and exercising its lytic nature. Especially
if the persistence does not reach a stable status, the move-countermove interaction
between nucleic acid invader and a host genome may be an on-going process which
leads to a special kind of immunity, a defensive RNA-silencing against competing
viruses (Fire 2005; Buchon and Vaury 2006). This RNAi interactional pattern is
documented to be a very old type of innate immune system.
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7.4 Examples of Diverse Viral Life Strategies

7.4.1 Virus Escape

Mitochondria and chloroplast precursors take refuge in prokaryotic hosts where
they are protected from cyanophagous colonization. Although the host is equipped
with restriction and modification competence that can ward off viral colonization,
endosymbiotic mitochondria and chloroplasts lack such competences. Such compe-
tences might have existed in the past, but they have been relocated to the hosting
organism, thereby establishing a type of immune system against cyanophagous
infestation, that are omnipresent in oceans (Villarreal 2005:127).

7.4.2 Wall Off

This is closely associated with calcification (encapsulation of the parasites) and pro-
vides some mechanical as well as chemical protection. It was initially based on an
RNAi defence system found even among simple marine species such as early pro-
tostomes and among their relatives such as crustaceans and insects. As in bivalves,
this phenomenon is also found among insects: a chitinous or a mineralized barrier
is formed around the parasitic intruder. This is a very archaic viral strategy that can
still be observed today as a reaction to parasitic infections in mammals and in the
form of a chronic inflammatory response in vertebrates (Villarreal 2005:204).

7.4.3 Addiction Module: Reciprocal Interaction

Addiction modules include antagonistic components acquired in order to survive
inside a host without damaging it (Villarreal 2005:302). Acquisition of addic-
tion modules can be reconstructed as a massive viral colonization of the host.
Addiction modules consist of a set of genes or functions that are harmless to
the host and that include both toxin and antitoxin. In most cases the evolution-
ary aspect for the host organism is an acquired and hereditary immunity function,
e.g. the restriction/modification phenotype. These modules probably paved the way
for the evolution of new species, so persistent colonization led to permanent inte-
gration without being threatened by any other virus (Villarreal 2005:145); e.g.
Dictyostelium (Villarreal 2005:178, 181), sharks, bryophytes (Villarreal 2005:238)
and ferns (Villarreal 2005:228); this process takes place even today. However, the
present diversity of these innovative phenotypes is in turn immensely colonized by
viruses and, interestingly, by groups of novel viruses that were non-existent before.

7.4.4 Multiplicity Reactivation

Some of the oldest viruses, the phycodnaviruses and cyanophages, are able to repair
UV-light induced damages of their genomes and can reproduce even if the host
organisms are exposed to lethal doses of radiation. This ability to replicate is only
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possible due to active participation of virus-specific repair enzymes, which can re-
establish the cell’s competence to process macromolecules.

In addition, even lethally irradiated virus can often repair itself. The capabil-
ity to express subsets of genes is retained even if the viruses’ genome experiences
lethal radiation damage. Since viral fitness can be consortial, a mixed infection with
‘dead’ virus can provide a functional complementation of expressed genes in which
the complementary gene sets are capable of initiating viral replication and com-
pelling recombination of the necessary combinations of defective viral genomes in
order to assemble intact viruses. Therefore, viruses are the only living beings capa-
ble of meaningfully recombining text fragments of a damaged genome into a fully
functional viral genome capable of self-replication (Villarreal 2005:128).

7.4.5 Sexual Isolation

Once a species is massively infested by an acute and lytic pandemic virus, some
of the surviving hosts manage to permanently include this viral genome into their
own genome, thereby obtaining permanent immunity against such infections. As
soon as they engage in intraspecific reproduction, they lethally infect those sib-
lings that lack this additional immunity. This sexually isolates the immunized from
the non-infected members. As an immediate result, the genetically altered sib-
lings experience an interruption of their line of ancestry by acquiring a complex
immunological phenotype. This enables the immunized species to establish a novel
species incapable of mating with the previously related members without killing
them (Villarreal 2004:315, 2005:361).

7.5 Pre-Cellular Life: Early RNA- and DNA-Viruses

RNA genomes probably existed before the appearance of DNA genomes (Villarreal
2005:30). Hence, DNA can be considered to be a modification of RNA, yielding
ribonocleotide reductase, followed by only two thymidylate synthases.

Initially, there were only two components, RNA molecules and RNA proteins,
which constituted a RNA cell that contained only few, individual DNA components.
In turn, they were colonized by parasitic RNA that facilitated the scission into two
separate lineages – DNA viruses and RNA viruses – whereby a DNA virus was capa-
ble of infecting an RNA virus. This model would at least account for the existence of
viral encoded DNA transaction proteins, to which no cellular counterpart exists. In
addition, this model would explain the existence of two dissimilar DNA-replication
systems.

On the one hand, the absence of repair enzymes within the RNA world gave it
a more flexible and creative character. On the other hand, this inability is a draw-
back when a reliable storing capacity is required. Evidently, the presence of such
addiction modules within the highly competitive viral RNA-DNA world must have
an advantage. This is particularly true when a DNA virus infects an RNA virus,
forcing the latter to establish a bi-layered cell-membrane and to encapsulate the
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genome by a porous nuclear envelope. Doing so still enables replication, repair and
recombination (Villarreal 2005).

Even though the DNA cell gained distinct selective advantages, the RNA par-
asites still had an astonishingly powerful genomic creativity (Ryan 2006); this
imparted distinct survival advantages if environmental conditions changed consid-
erably. Today we know that the DNA world, on its own, would not have brought
forth such an incredible diversity by natural selection (Gabora 2006) – let alone
established the necessary genetic precondition to create such a high degree of com-
plexity. Overall, the genomic innovation of the RNA world complements that of the
more conservative and stable DNA world.

Besides these processes, life also resulted from two alternative innovations: the
creation of the archaeal domain and that of the eubacterial domain. Again, this
would explain why archaeal lipids are so much different from eukaryotic/bacterial
lipids. These lipids contradict eubacterial stereochemistry and differ in the backbone
architecture of the hydrocarbon chain.

7.6 Origin of the Eukaryotic Nucleus

The origin of the eukaryotic nucleus serves as a first example for the important role
of natural genome-editing competences of viruses. Since the introduction of the
Serial Endosymbiotic Theory (SET), it is generally accepted that the eukaryotic cell
did not result from random mutations, but from the coordinated union of free-living
prokaryotes (Margulis 1996, 1999, 2004; Margulis et al. 2000; Margulis and Sagan
2002; Witzany 2006b). Mitochondria and other organelles clearly descended from
these micro-organisms (Odintsova and Yurina 2000, 2005) and the assumption was
that the eukaryotic nucleus is also probably of archaeal or bacterial descent.

New evidence supports the idea that eukaryotic nuclei originated before the sym-
biogenetic integration with mitochondria and chloroplasts (Villarreal 2005: 102). In
fact, the nucleus has basic properties that are otherwise absent in eukaryotic cells
(Bell 2001, 2006).

Prokaryotes do have circular chromosomes with uniform, standardized origins of
replication. Their chromosomes are only loosely attached to chromatin proteins and
have different control regions that coordinate and terminate DNA replication. All
eukaryotic proteins involved in DNA replication differ from those found in prokary-
otes. Hence, nuclear properties of eukaryotes are completely different from those of
prokaryotes (Villarreal 2004:306). These differences include:

• use of linear chromosomes, with repetitive termination points and several origins
for replication,

• transcription and translation separated by nuclear membranes,
• existence of complex nuclear pore structures that actively mediated RNA translo-

cation

All these properties represent complex phenotypes that require complex co-
ordination of numerous protein functions. None of these functions are present in
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prokaryotes even though they are considered as predecessors of the eukaryotic
nucleus.

The eukaryotic nucleus contains three kinds of DNA-dependent RNA poly-
merases that differ significantly from RNA polymerases of prokaryotes (Villarreal
2005:106). Even the three kinds of splicing group I-introns (DNA transposase,
reverse transcriptase and micro-RNAs) are largely inexistent in prokaryotes,
although they are present in viruses of prokaryotes. Bacteria never had introns in any
of their coding genes. In addition, no single prokaryotic process is known to account
for the tasks of membrane disintegration and restoration as observed in eukaryotes.
Eukaryotic tubulin consisting of a highly conservative mitotic spindle is absent in
all prokaryotic lines of descent, even though it is one of the most important compo-
nents in eukaryotes. The eukaryotic pore-structure of the nuclear envelope likewise
has no counterpart in the prokaryotic world (Villarreal 2005:119).

Viral proteins on the other hand bind both tubulin as well as actin, thereby trig-
gering polymerisation and mobility functions. Viral genes are directly involved in
transposition tasks. Interestingly, all viruses mark their genome, their RNA and their
proteins with virus-specific methylases, for example via enzymatic reactions known
as base methylation (Villarreal 2005:122).

Viruses were long thought to be parasites capable of ‘stealing’ host-specific prop-
erties. In the meantime, viruses are known to have created new genes as a result
of their evolutionary line of descent. In the baculoviruses, for example, GenBank
database investigations reveal that 80% of their genes are unique to this group and
found nowhere else (Villarreal 2005:274). Gene losses have been documented in
baculoviruses, but the 12 losses documented therein are opposed by a staggering
acquisition of 255 new genes.

Between 1950 and 1980, scientists recognized that the T4 phage-polymerase pro-
teins are much more similar to the eukaryotic DNA polymerase protein than to any
prokaryotic polymerase. We now know that the eukaryotic DNA polymerase and
the T4 DNA polymerase do have common origins. Indeed, the T4 represents a huge
family of viruses that is capable of infecting both Bacteria and Archaea (Villarreal
2004:307). Hence, it is not surprising that T4-DNA polymerases are found in all
three domains of life: Archaea, Bacteria and Eukarya.

Algae were among the first higher eukaryotic organisms that had to deal with
viruses. Thus, viruses that infected microalgae must have had a large adaptive
potential that accompanied the evolutionary pathway and must have included the
characteristic of a protonucleus. The phycodnavirus is a case in point: this calls
for examining the entire GenBank database for sequences that may be similar to
the DNA polymerase of this particular virus (Villarreal 2004:308). Such sequences
must include:

• replication polymerases of all higher eukaryotes as well as of all larger eukaryotic
DNA-viruses,

• primer polymerases of eukaryotes,
• repair polymerases of both Archaea and Bacteria.
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The DNA polymerase of the CSV1 virus is present at the origin of all eukary-
otic replication DNA polymerases and is no doubt a precursor of all polymerases
involved in replication of the eukaryotic genome. So far no other viral or prokaryotic
DNA polymerase that shares these features is known (Villarreal 2004:310).

The membrane-bound separation of transcription and translation is a character-
istics of the poxviruses, more specifically of the Vaccina and other DNA viruses.
Moreover, these viruses have a very simple pore-structure that has actively been
incorporated from the membrane-bound RNA into the host cytoplasm. A similar
situation can be documented with the small chromatin proteins and the linear chro-
mosomes along with their repetitive telomere tails that are so characteristic among
various cytoplasmic DNA-viruses, TTV1 and phycodna-viruses. Even the highly
complex function of tubulin, as an important coordinating element during chromo-
somal separation of duplicated strands, is present in DNA-viruses with exactly the
same set of functions (Villarreal 2004:311).

It became increasingly obvious that all properties of the eukaryotic nucleus are
derived from a large, stable and persistent dsDNA virus with linear chromosomes.
The current interpretation is that the precursor of the eukaryotic nucleus was indeed
a huge membrane-covered DNA virus that persistently colonized a prokaryotic host
(Villarreal 2004:311). Therefore, the hosting cell must have lost its cell wall, with
the virus incorporating the prokaryotic genes into its pre-nuclear genome, partic-
ularly in cases of encoding for metabolism and translation. This virus was most
likely non-lytic because it coordinated both its own replication and its transcrip-
tion genes, it had a double-layered membrane and a tubulin system in order to wrap
chromosomes. Its persistence and its reactivation would imply that (a) the process of
cell division (nuclear envelope dispersion and reformation), (b) mitotic duplication
(doubling of the chromosomes and allocating them to the progeny cells) and (c) the
viral DNA corresponds to the sexual reproductive cycle of the host organism.

Interestingly, all these properties can be found in prokaryotic viruses such as
cyanophage, archaeal phage, mycobacterial phage and eubacterial phage (Villarreal
2005:112).

Box 1:

Examples of viral genome editing by inventing new genes as shown by
Villarreal

RNA, DNA
replicase, polymerase, integrase
DNA repair
restriction / modification
methylation
bilayer nuclear envelope
eukaryotic nucleus
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division of transcription and translation
nuclear pores
tubulin-based chromosome duplication
chitin, calcification
linear chromosomes
innate immune system (MHC-Komplex, RNAi)
adaptive immune system
cartilage, bones
skin, dermal glands for poison, mucus and milk
larvae, egg, placenta, flowering plants
viviparous mammals

7.7 Origin of the Adaptive Immunity

The second example for the important role of viral genome-editing competences
is the origin of the adaptive immune system. In the case of persistent viruses, the
host must actively be able to take control over viral replication. This requires the
host to have some kind of defence/immune system (Villarreal 2005: 209). On the
other hand, the persistent virus must also be able to wall off similar viruses trying to
take advantage of the host. Lower organisms achieve this with so-called addiction
modules – sets of genes that impair the host when absent but are of advantage when
present in the host (Villarreal 2004:302). Usually, the negative aspects of such gene
sets involve toxic substances, while the positive involve the ‘antidote’. At any rate,
acute and lytic action might be encountered among closely related species, provided
that they are persistent to a specific host. Only in such cases is the hosting organ-
ism protected. Such virus-based immune modules are complex genetic systems that
include interrelated functional sets that can positively or negatively affect the host;
certain environmental conditions or colonization by other viruses can alter the cur-
rent persistent state by becoming acute, lytic and thereby damaging or even killing
those that are not yet infected.

Prokaryotes of the archaeal and bacterial domain are the most adaptive indi-
viduals on earth. This raises an obvious question: how do these organisms
protect themselves against viral agents? The answer involves utilizing restric-
tion/modification enzymes: Restriction enzymes degrade unmodified DNA with
modification enzymes acting only during DNA replication. This simple and
innate immune system likewise originated from viruses. Prokaryotes colonized by
such viruses possess specific immune response capabilities. The host organism
acquires new complex immunologic properties once the viral colonization stabilizes
(Villarreal 2004:303).

This, however, does not involve horizontal gene transfer (HTG), but rather large-
scale viral inventions of new genes. Some find their way through host lineages and
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become permanently established within the host. Others have to assess the molec-
ular texture of the bacterial genome as well as its evolutionary potential (Villarreal
2004:305).

A major change in evolution occurred during the transition from urochordates
(sea squirts/tunicates) to bony fish. Many common tissue types are still evi-
dent, although the bony structure required a huge increase in the genome. This
was predominantly achieved by retroposons, which originated from endogenous
retroviruses. Urochordates, on the other hand, possess only an innate immune
system.

7.7.1 The Acquisition of a Complex New Phenotype

Bony fish are the first in this line of descent that possess both an innate and an
adaptive immune system (Villarreal 2005:203). The conclusion is that the entire
complexity of an adaptive immune system was acquired at once, probably at the
very beginning of the vertebrate line of descent. At the same time, evolution simul-
taneously yielded jawbones, the vertebral spine, and the skull. Concomitantly, new
viral families emerged that had never inhabited any of the previous life forms: four
different kinds of RNA-virus families, non-defective, autonomous and abundant
retroviruses (Villarreal 2005:204). The adaptive immune system therefore repre-
sents an interlinked network of proteins that tag inflammation and other acute
processes (cytokine and chemokine), and their receptors and signal transmission
systems, that stimulate the humoral and cellular antigen-specific immune response
pattern. This must have been acquired in a single event because it is monophyletic
(Villarreal 2005:205).

While urochordates do not possess any – except for one – of these features, bony
fish possess them all. Sharks are among the earliest vertebrates that featured an
adaptive immune system (Villarreal 2004:206). Interestingly, hardly any viruses are
found in this group (except for a herpes type strain). They have a very rudimentary,
adaptive immune system. Sharks are among the first organisms that include both
oviparous as well as viviparous species (Villarreal 2005:207).

The reverse side of an adaptive immune system has a drawback: the non-related
haploid chromosomal set is no longer rejected. From an immuno-related perspective
it is not recognized as being ‘alien’ – very much in analogy to the more recent
development of placental mammals. Nonetheless, a large quantity of cytokines are
transcribed within the placenta, i.e. the immune system is highly active, as is the
complementary function of the addiction module. Because the mechanisms of self-
nonself-identification are extremely vigilant, they protect the forming progeny from
external parasitic attacks.

The acquisition of an adaptive immune system is both a punctual and a vari-
able evolutionary event of the animal kingdom. It enabled the expression of highly
complex phenotypes. These phenotypes consist of a self-forming and a dynami-
cally adapting genetic system that recognizes ‘non-self’ elements and can thereby
promptly attack and simultaneously prevent fatal auto-aggression. In the context
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of a manifold self-identification system, this acquisitional gene-set strategy was
developed in order to detect novel non-self agents. Once the system recognizes
the presence of ‘non-self’ agents, it responds by developing a new molecular pro-
cess that involves the generation of genetic diversity and clonal growth of specific
cells capable of detecting such non-self agents. This kind of genetic recombination
on a genetic level is found only from this point onwards, not in any predecessors
(Villarreal 2005:209).

The overall result of such processes is cells that produce new classes of
molecules that can (a) bind and suppress non-self agents or (b) enable amoeboid
cytotoxic cells to find and neutralize agent-containing cells. Most of these charac-
teristic properties of an adaptive immune system were lacking prior to vertebrate
evolution.

Today, we know that tunicates, the precursors of urochordates, possess a poly-
morphous MHC-like system which is associated with cell-induced, non-adaptive,
amoeboid hemolymphic lethal actions (Villarreal 2005:209). This tunicate system,
however, lacks a molecular similarity to the vertebrate MHC system. In order to
develop an adaptive immune system so common to vertebrates, the tunicate-like
system had to acquire an adaptive component that allowed the non-self elements
to be detected as alien. Accordingly, an adaptive immune system destroys non-self
elements while protecting those that are part of the system.

These related properties are characteristic for addiction modules. Indeed, the
adaptive immune system is an elaborated addiction module. Hosts which incor-
porated it acquired a system with destructive capabilities. This ability to kill is
comparable to a potent toxin that lyses any cell exposed to it. Through this self-
recognition process the host must be equally able to prevent autolysis, comparable
to an antitoxin (Villarreal 2005:210).

Similar to other addiction modules, the (a) lethal, toxic ability of the adaptive
immune system is stable and long-lasting, while (b) the ability to express antitoxic
characteristics (self-recognition) is only a temporary feature acquired during the
development stage of the immune cell. Thus, the adaptive immune system reveals
two aspects of an addiction module (toxic and antitoxic) and a varying stability of
the toxin with regard to the protecting antitoxin (Villarreal 2005:210).

Many of these individual elements of an adaptive immune system evolved indi-
vidually early on in evolution. They definitely existed previously in different viral
types rather than in cellular organisms.

What is the most important basic gene-function of an adaptive immune system
that favors diversity (necessary for recognizing non-self elements), and where did
these genes evolve from? The proteins resulting from recombinase activating genes
(RAGs) are responsible for DNA adaptations and new combinations (Villarreal
2005:211). They are the driving agents establishing genetic diversity, thereby pro-
ducing a manifold display of varying surface receptors. From this perspective, RAGs
are the crucial starter proteins for the selection of adaptive immunity. Phylogenetic
analyses of these RAGs suggest that precursors existed neither in eukaryotic nor
prokaryotic genomes. Instead, RAGs are probably closely related to integrase genes
of retroviral origin.
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7.7.2 Ancestral Origin of an Adaptive Immune System

So far, no specific viral family that can be considered as a precursor of an adaptive
immune system has been isolated. No single virus family possesses all the neces-
sary and required properties. The basic ability to acquire RAG functions and their
controlling capability is also accompanied by the property of endogenous retroviral
colonization of the host genome (Villarreal 2005:212). The above properties point to
the acquisition of adaptive immunity rather than a complex punctual genetic event.
This acquisition event however, was not the product of an individual genetic parasite
but rather the joining of the stable colonization through entire sets of supplementary
and defective viral agents (Villarreal 2005:212). These agents must have covered the
immediate precursors of cartilaginous fish with their extremely complex addiction
module. This enabled both a stable colonization and successfully excluded compet-
ing parasites. The host-predecessor was most certainly equipped with a recognition
system quite similar to MHC – a system of cytotoxic cells that was colonized and
regulated by a complementary set of newly colonizing parasitic agents. This eventu-
ally resulted in the creation and evolution of the adaptive immune system (Villarreal
2005:213).

7.8 Evolution of Placental Mammals

The third example for the important role of genome-editing competences of
viruses is the origin of placental mammals. The close ties between the human
genome and the colonization with repetitive sequences of retroviral origin (LTRs,
SINEs, LINEs) become obvious when considering the Y-chromosome (Villarreal
2004:314). It contains only 20–30 coding sequences, approximately 225 genes
(Villarreal 2005:338), whereby the majority are non-coding sequences with higher-
order regulatory functions. The remainder of endogenous retroviruses is mainly
found on the Y-chromosome. Interestingly, the genome-editing competence of Alu
elements is evident in that they can change their own gene expression by modifying
their own genomic meythylation status (Batzer and Deininger 2002; Ryan 2004)

The most active period of endogenous retroviral transcription occurs during the
formation of placental tissue, during growth periods, and when trophoblasts join
together (Villarreal 2004:314). Trophoblasts encapsulate the egg, help the egg nest
properly, trigger processes that ensure nutrition, and prevent reactive responses by
the mother’s own immune system. The egg is protected by trophoblasts against
an immuno-reactive response of the mother. These characteristics are unknown to
monotreme mammals and marsupials. The acquisition of such abilities must have
been a remarkable event (Villarreal 2004:314).

In turn, the trophectoderm is a very complex tissue that is, surprisingly, not of
maternal origin, but a derivative of the fertilized egg – it even develops before
the egg becomes implanted into the uteral lining. Experiments that suppressed
expression of endogenous retroviruses inhibited implantation into the uteral lining.
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This implies that implantation of the embryo requires transcription of retroviral
syncytin-coding genes. In humans, the HERV W env gene codes for syncytin
(Dupressoir et al. 2005), a molecule used by the host to join trophoblast cells with
the tissue that eventually nourishes the embryo (Villarreal 2004:315).

Although these processes have already been known for over 30 years, the purpose
of this reaction was unclear: it did not make sense that the evolutionary innovation
of placental mammals was tied to the acquisition of a complex set of endogenous
retroviruses. Since the trophectoderm is protected by the maternal immune sys-
tem, it enables further growth into the placenta, thereby modifying blood flow and
nutrient supply between mother and embryo. The trophectoderm is associated with
extremely high expression rates of ERV genes that result in RNAs as well as in
other gene products and retroviral corpuscles. ERVs are highly host-specific and are
closely associated with LINEs and SINEs of placental species. Their expression is
not suppressed in the trophectoderm.

Once the sex of the totipotent embryo is determined, the high ERV expression
rates are stopped and DNA methylation starts functioning (Villarreal 2005:325).
Interestingly, ERV competences protect the embryo from the maternal immune sys-
tem until the embryo’s sex is determined. Only then does DNA methylation mediate
between growth and development.

There are, however, clear references for evolutive and physiologically relevant
qualities. For example, the expression of HERV-3 is boosted because it involves
many fetal tissues in humans such as the adrenal cortex, kidney tubules, tongue,
heart, liver and central nervous system as well as sebaceous glands of normal skin
(Ryan 2006). Thus, important tissues are formed during the fetal stage and are medi-
ated via the presence of human endogenous retroviruses that were expressed during
early mitotic divisions. They safeguard not only the formation of the placenta but
also of the most important tissues of the fetus. If these retroviral components were
removed from our genomes, we would be already extinct.

7.9 Conclusion

Phylogenetic analyses as well as GenBank database comparisons show that most
natural genome-editing competences are not of cellular origin but represent original
skills of viruses.

Far from being only stochastic results of randomly derived chance combina-
tions as proposed earlier (Eigen et al. 1981; Maynard-Smith 1983; Wächtershäuser
1992; Jortner 2006; Deamer et al. 2006; Szathmary 2006), genome-editing compe-
tences are built on precise combinatorial rules (molecular syntax), highly sensitive
to interactional contexts (pragmatic rules) that determine differences in the semantic
content, e.g. multiple protein meanings generated according to higher-order regula-
tory functions (Witzany 2000; 2006a). Natural genome editing of viruses depends
primarily on their semiotic competences, i.e. their capability to generate and con-
stitute genetic content as a language-like text according to syntactic, pragmatic
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and semantic rules in coherence with the laws of physics and chemistry. Through
these competences the genetic code is used as a kind of innovation-sharing protocol
(Vetsigian et al. 2006).

Viruses have two completely different life strategies, which are clearly reflected
in their genomes. Accordingly, acute viruses exhibit lytic action and can induce
disease and even death, whereas the life strategy of persistent viruses implies com-
patible interactions with the host. The latter are either integrated into the hosting
genome or the cell plasma, and act non-destructively during most life stages of the
host. The persistent life-style allows the virus to transmit complex viral phenotypes
to the hosting organism. Doing so enables the host to broaden evolutive potentials
that can lead to the formation of new species.

The natural genome-editing competences of viruses are most complex in bacte-
ria, in which the complete nucleotide-word-order is largely determined, combined,
and recombined by viruses. Hence, the main genomic novelties are found in the
prokaryotic domain from where they originally evolved into the higher life forms.
Probably all basic enzymatic variations originated therein (Villarreal 2006, personal
communication). Massive viral colonization occurred from the very beginning of
life, starting with the evolution of Bacteria and Archaea, later on of Protoctista and
multicellular Eukaryota. The formation of all kingdoms, their families, genera, and
species relies on the effects of viral colonization and results in diversified lineages
and ultimately in the evolution of new species.

Increasing complexity and diversity involved genetic innovations, new combina-
torial patterns of genetic content, non-coding regulatory networks and modifications
of the genomic architecture. Interestingly, increasing complexity correlates with
the expansion of non-coding DNA (Taft and Mattick 2004). Combinatorial and
rearranging processes in evolutionary and developmental processes occur non-
randomly. They need successful and coherent adherence to the rules of molecular
syntax (Eigen and Winkler 1975; Witzany 1995). Genetic content within the
genomic matrix depends on the situational contexts in which living organisms are
involved in vivo (e.g. growth, mating, virulence, stress, etc.). This content can there-
fore produce multiple protein-meanings, i.e. different semantic contents of the same
genetic data-set. This is the prerequisite for epigenetically induced evolutionary
and developmental processes. These rule-following processes may fail, with fatal
consequences for the organism (Witzany 2006a). If evolutionary processes are inter-
twined between different species, then complexity is even more evident (Villarreal
2005; Zhang 2006). This indicates an important role of symbiogenetic processes in
enhancing genetic, genomic and phenotypic complexity and diversity.

From this perspective, evolutionary history emerges entirely differently than pre-
viously thought. This history is not an aggregation of chance mutations of the
genetic text and its associated selection. Rather, it is a permanent and competent
processing of genetic sequences to acquire previously unknown abilities and to
ward off competing parasites via genomic innovation. This explains why scien-
tists had difficulties understanding evolutive patterns before comparative genomics
was established: the thesis of natural genome-editing competences of viruses would
merely have been another curious hypothesis. Contemporary sequence analyses and
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intercomparisons underline the crucial evolutionary functions of viruses and their
genome-editing competences for all life forms.
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Chapter 8
How Bacteria Escaped Selection Pressure
of the Early RNA-World

Abstract From a biocommunicative perspective it is suggested that in the begin-
ning of life there were single-stranded, unencapsulated RNA molecules with an
aptitude for replicating themselves by copying. The crucial shift was the invention
of coding capabilities, because this dramatically differs from pure copying in a
function which assembles a molecular syntax, pragmatics (context) and semantics
(content) in parallel. Because coded nucleotide sequences differ from a random
mixture of nucleotides, in that coded sequences imply a molecular grammar
whereas a random mixture of nucleotides does not, it is necessary to propose
coding agents which are competent to differentiate self from non-self structures
and colonize competing agents by new sequence inventions which would serve as
advantage in both increasing genetic sequence-complexity and immune function
against competing agents. These pre-requisites are fulfilled by consortial interacting
ribozymes. i.e. last universal common pre-viruses. The fittest of them escaped by
invention of consortial addiction modules and protein membranes

8.1 Introduction

For a long time bacteria have been considered to be the forerunners of the
eukaryotic superkingdom. Although the evolution of eukaryotes did not occur
by random mutations of bacterial genomes but by integration and natural genetic
engineering of former free-living prokaryotes (Witzany 2006a) the key features
of the eukaryotic nucleus have less in common with prokaryotic competences
than with some double-stranded (ds)DNA viruses (Witzany 2006b). The textbook
conviction of the early 21st century on the evolutionary history of eukaryotes
was that an ancient prokaryotic cell was colonised by a large dsDNA virus and
afterwards by mitochondria-like and chloroplast- like bacteria which together built
the first eukaryotic cell. This scenario makes sense from a cytological perspective,
because prokaryotes are much simpler than eukaryotes. From the perspective of an
early RNA world, however, this picture could be completed.
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8.2 From Pre-Cellular RNA-Copying to RNA-Coding

A ‘virus-first’ scenario from a biocommunicative perspective would look like this.
In the beginning there were single-stranded, unencapsulated RNA molecules with
an aptitude for replicating themselves by copying via Watson-Crick basepairing.
The crucial shift was the invention of coding capabilities, because this dramatically
differs from pure copying in a function which assembles a molecular syntax, prag-
matics and semantics in parallel. Because coded nucleotide sequences differ from
a purely random mixture of nucleotides, in that coded sequences imply a molecu-
lar grammar whereas a random mixture of nucleotides does not, they built the real
precondition to generate more complex structures with multiple functions to form
dsRNA genomes in a pre-DNA world out of the shortest functioning RNA sequences
(Flores et al. 2004).

If we term these pre-cellular RNA-coding replicators as viruses then ssRNA
viruses evolved into dsRNA viruses. Via a reverse transcriptase function present in
an RNA-dependent RNA-polymerase (Chiang et al. 1994; Chiang and Lambowitz
1997), these dsRNA viruses evolved later on into dsDNA viruses. RNA-dependent
RNA polymerases are core competences of RNA viruses (Villarreal 2009).

At this stage, reverse transcriptases - the only competence which is encoded by
all of the known retroagents - must still have existed. Even retroagents are ssRNAs.
On an evolutionary timescale retroagents emerged after the coding and RNA-editing
(RNA sequence order determining) competences of ssRNAs. These early retroa-
gents shared a kind of immune function against colonisation by ssRNA-parasites
and -hyperparasites. The reverse transcriptase in the retrosyntax used by retroagents
acts as a polymerase, whereas polymerases from this perspective function as reverse
transcriptases. The (retro)direction of sequence-reading serves as an efficient barrier
against polymerase-using genetic parasites.

If we wished to reconstruct the evolutionary emergence of the stable DNA stor-
age medium, we would probably have to look at the highly conserved integration
of nucleotide sequence-reading by polymerases and its complementary counterpart
the retrodirection-reading by reverse transcriptases. A current view on the result of
this evolutionary integration is possible if we look at the tools by which one of the
most fundamental steps in living nature is brought about, i.e. DNA replication and
the different processes of leading and lagging strand replication. Whereas leading
strand synthesis is a continuous processing by DNA polymerase III, lagging strand
synthesis occurs in several highly conserved coordinated steps including not merely
DNA polymerase III but RNA Primase also.

Retroagents are the only competences that process DNA and therefore DNA
viruses from RNA sequences, and they could act as persistent endogenous retro-
viruses coding within DNA structures such as DNA viruses or, later on, eukaryotic
genomes. Endogenized nucleotide sequences of retroagents we can identify not
solely by their three essential genes of pol, gag and env but by non-coding repet-
itive elements also (see Chapter 7) which may be mobile (retroposons) or highly
conserved and non-mobile such as telomeres and centromeres (see Chapter 9).
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Only retroelements with their inherent encoded reverse transcriptases are capable
of transcribing an RNA Code into a DNA Code.

Now the stable DNA of dsDNA viruses was advantageous for colonising the
unstable nucleotide word order in the genomic contents of RNA viruses. In paral-
lel, DNA of dsDNA viruses served as an appropriate habitat for infection events by
retroid agents. By holding these colonisation interrelations in a non-lytic but persis-
tent inheritable status, infection forced dsDNA viruses to encapsulate the genome in
a porous bi-layered nuclear envelope. Currently this could be a coherent explanation
for the three remaining cellular DNA replication competences, i.e. the beginning
of cellular life would have been completely entangled with three population-like
genetic lineages, similar to those suggested by Forterre and co-authors (Forterre
2005). Additionally, DNA repetitive sequences are a strong indicator of persistent
colonisation events by retroagents bearing enormous potential in genetic regulations
and natural genetic engineering.

These steps from (i) ssRNA and (ii) ssRetroids/reverse transcriptase to dsRNA,
dsRNA to dsDNA, are hallmarks in the evolution of life from a prebiotic assembly
of ribonucleotides into functional agents with simple nucleotide grammar-editing
abilities. These agents also, however, had to include a self/non-self differentiation
capability, being able to ward off competing agents by using an ancient immune
function similar to siRNA and its RNAi pathways (Obbard et al. 2009). In parallel
this would have been an advantage in colonising abundant RNA copies that lacked
this capability. These simple pre-cellular RNA copies are an abundant and freely
available resource for RNA agents competent in RNA editing.

At this stage we are at the crossroads of life and non-living matter, between
chemical reactions such as the sole copying of random mixtures of nucleotides by
Watson-Crick base-pairing and on the other side genetic text-editing competences
represented by small RNA agents which can identify, target, silence, edit, repair and
encode language-like nucleotide grammar. With their inherent self/non-self recog-
nising capability they would be able to colonise prebiotic RNA copies and generate
immune function against competing coding agents. This whole scenario could have
happened within the high density of a viral soup of archaic oceans.

8.3 Communal Evolution: From LUCA to LUCAs

For a long time the first living cell has been imagined as a rather selfish single
agent, known as the last universal common ancestor (LUCA), which was the fore-
runner of all later evolutionary steps into the three domains of life (Forterre et al.
2005). According to our biocommunicative scenario the pre-cellular agents that
were competent in RNA-, DNA- and Retro-editing were population-like nucleic
acid sequence-editing species with commonly shared group behavior (self/non-self
identification), group identity, and group interpretation.

This would be coherent with linguistic research, which states that (i) every biotic
agent that is competent to use and interpret linguistic-like signs needs a community
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(either as a gene-pool and/or interactional) with which it shares these capabilities,
i.e. linguistic competences cannot emerge out of isolated individuals (Witzany 2000)
and (ii) if linguistic-like competence for editing of nucleic acid languages evolved,
the capability to generate not only simple but also complex new sequences would
grow exponentially and not arithmetically. This could explain both the great diver-
sity of singlecelled life soon after pre-cellular life-processes started and the common
feature of evolutionary processes, i.e. the invention of new genetic data sets as whole
sequences, genes or geneblocks.

When the pre-cellular consortium of three different viral - or even subviral - lin-
eages developed a common genetic code, which further on served as a stable DNA
storage medium for the evolution of the three cellular domains, I suggest we should
be talking about the last universal common ancestors (LUCAs), because one single
ancestor couldn’t evolve both (i) sequence editing competences (ii) a competence for
sign-mediated interaction necessary for coordination of common behavior (group
identity) and self/non-self identification (Vetsigian et al. 2006; Villarreal 2009). The
linguistic competence to generate and engineer genetic text sequences and the com-
municative competence to generate and perform sign-mediated interactions cannot
be reconstructed as solus-ipse events which could be performed by individuals in
principle but only as shared interaction patterns.

8.4 Old but Good: Current Competences from an Ancient World

Interestingly, even today we can look at relics of precellular evolution in both RNA
viruses and viroids. Viroids and their monophyletic sister group, satellite RNAs,
are short circular ssRNAs, viroids being unencapsulated whereas satellite RNAs
are encapsulated. We know that viroids have extreme plasticity in their nucleotide
sequences, being the most rapidly evolving biological agents (Diener 1989, 1991,
1993, 1995). Important features of small RNAs such as RNA silencing seem to
derive from viroid competences (Wang et al. 2004; Daros et al. 2006; Itaya et al.
2007). The most conserved competences of RNA viruses and viroids are RNA
stem-loop structures, which play important roles in priming and replication, with
an inherent self/non-self differentiation competence in that they determine RNA
replication to viral and not to host RNA molecules (Villarreal 2005).

We now can imagine eukarya-like dsDNA viruses with the ribozymatic func-
tion of endonucleases competent in RNA-splicing, excision of introns out of tRNAs
(Calvin and Li 2008), integration of retroid DNA (McClure 2000), and its key
features, a double membrane, linear chromosomes with telomere ends, intronic ele-
ments with regulatory functions (Birgisdottir and Johansen 2005), segregation of
transcription and translation and the subviral competences which we find in the
ribonucleoprotein structures of pre mRNA, pre-tRNA and pre-rRNA, all processed
by small nucleolar (sno)RNAs and small nuclear (sn)RNAs. As we know today, the
precursor RNAs are a highly sophisticated network of regulatory agents, each of
them with a separate RNA processing pathway. Although in prokaryotes we do not
find linear chromosomes with telomere repeats, the ancient nuclear pore complex
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(Bapteste et al. 2005) or the highly mobile genetic settlers inherent in introns that
are competent in RNA splicing, we do find them in eubacterial and archaeal phages.

In addition, prokaryotes share a circular genome with nearly intron-free genetic
syntax, whereas the seemingly evolutionarily later eukaryotes have linear chro-
mosomes with telomere repeats to protect their ends against genetic invaders and
genomes that are highly colonised by virus derived agents such as transposons,
retroposons and related genetic settlers.

Although the ‘error-prone’ coding-fidelity of the RNA world at the beginning
was an advantage for fast adaptation, the evolutionary target evolved into both
the relatively stable DNA configuration (via the reverse transcriptase competence-
the only encoded function common to all retroelements) and the resistant protein
world necessary in the high temperature environments of archaeal populations.
Prokaryotes lack the key features of the early RNA world and therefore they would
appear to be specialised fast-adapting single celled organisms that used the advan-
tages of the stable DNA storage medium to code for highly temperature resistant
protein structures to protect this storage medium.

Although accelerated ssRNA processing of mRNA, tRNA and rRNAs in linear
RNA genomes built core competences for natural genome editing in the early RNA
world, those ssRNAs without cellular habitats are extremely thermolabile and could
not survive in high temperature environments (Penny and Poole 1999). The lack of
RNA correction and repair and the high rate of replication combined with innova-
tion allowed a rate of recombination events 1–10 × 106 times faster than in DNA
genomes (McClure 2000). RNA-based life-forms could evolve millions of times
faster than DNA-based systems. This was an advantage for the exploration and
invention of new sequence space, i.e. new genomic content with phenotypic compe-
tences and functions. In contrast, circular genomes with few higher order regulatory
elements (represented by a diversity of genetic parasites present in intron-like
genomic habitats) had more advantages in a high temperature environment and
could adapt faster because of their ability to exchange selected phenotypes within
and between protein coding data-sets, as happens in horizontal gene transfer. So
RNA cultures with eukaryote-like RNA-processing seem to predate the evolution of
prokaryotes, which adapted to fast changing environmental conditions by reducing
their genomic content to a DNA with nearly analog (intron-free) protein-coding
data-sets. This could be the evolutionary pathway from ribozymes of the early RNA
world to ribonucleoproteins via low complexity RNA-chaperones to a DNA protein-
based life (Diener 1989; Penny and Poole 1999; Poole et al. 1998; Poole et al. 1999).
That eukarya-like genomes predated prokaryotic genomes is consistent with the
existence of telomeres and telomere-like functions in ancient dsDNA viruses that
seem to be the ancestors of the eukaryotic nucleus and are not part of prokaryotic
genomes, although some are found in persistent bacteriophages (see below).

Multiple small regulatory RNAs also play important roles in the bacterial expres-
sion of target genes at the posttranscriptional level. They are immediately available
after being transcribed from the non-protein-coding sections of bacterial genomes,
unlike protein enzymes which must be translated as well (Masse and Gottesman
2002; Wassarman 2002; Majdalani et al. 2005; Tu and Bassler 2007; Hammer and
Bassler 2007).
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From the perspective of evolutionary history, bacteria seemed to reduce the
predated RNA based metabolism of early eukarya-like genetic content arrange-
ments to become specialised in highly-selective environmental conditions such as
high temperature and/or fast changing nutrient availability, dependent on nearly
intronfree DNA-protein syntax (Jeffares et al. 1998) and containing circular
genomes with only one starting-point for replication. It could be considered that
phages and plasmids played important roles in this natural genetic content editing
because they are obligate settlers of bacteria. As intron- rich linear chromosomes
are the preferred habitat for persistent retroviral infections, and because of their
important role in host-genetic content (re)arrangements, the invention of bacterial
circular genomes must have had an effective immune function against retroviral
infections. The result was the evolution of organisms that successfully escaped the
high selective pressures of the early RNA world.
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Chapter 9
Viral Origins of Telomeres and Telomerases

Abstract The biocommunicative approach investigates rule-governed, sign-
mediated interactions both within and among cells, tissues, organs and organisms. It
also investigates genetic sequences as codes/texts that are coherent with the laws of
physics and chemistry but, in addition, follow a complementary mix of combinato-
rial (syntactic), context-sensitive (pragmatic), content-specific (semantic) rules. In
this respect, the roles of telomeres and telomerases in evolution, structure and con-
tent arrangement of genomes are of particular interest. This involves deciphering the
relationships between the ‘molecular syntax’ of telomere repeats and their meaning,
i.e. their function in the genomic content. This requires their evolutionary roots to
be examined. The telomere replication process by telomerase is the most impor-
tant feature here because it is processed by a very ancient competence, i.e. reverse
transcriptase with a great variety of functions in most key processes of living nature.

9.1 Introduction

Upon close examination the specific characteristics of telomeres reveals certain
features common to all genomes that possess telomeres: telomeres are highly
conserved, non-mobile, repetitive DNA sequences. Telomeres are nucleoprotein
structures that protect the ends of chromosomes from erosion, degradation, colo-
nization, or adhering chromosome ends (Blasco 2007). They are necessary only
in linear chromosomes, not in circular ones. Telomere repeats are building nodes.
These nodes stabilize telomeres and do not consist of linear DNA. These nodes
also prevent recognition as DNA damage, which would induce a DNA repair path-
way. Intact nodes serve as a signal for the cell that it is fit for further replication.
Telomeres are thought to be the forerunners of centromeres which probably derived
from an ancestral telomere–telomere fusion (Ijdo et al. 1991). Similar to telomeres,
centromeres are highly conserved, non-mobile, repetitive DNA sequences. They
interact with spindle microtubules and are therefore crucial for distributing chro-
mosomes to offspring cells (Villasante et al. 2007). They also encode small RNAs
which are responsible for heterochromatin formation (Couzin 2002; Grewal and
Elgin 2007).
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Linear chromosomes of eukaryotes have the so-called end replication problem:
DNA polymerases which replicate leading strands of double-stranded DNA only
in the 5′ to 3′ direction are unable to replicate lagging strands, i.e. in the 3′ to 5′
direction. For leading strand replication, DNA polymerases add polynucleotides to
an RNA primer. These RNA strands are later replaced by DNA. At the terminal
end of the chromosome, the RNA primer cannot be replaced completely by DNA,
so it cannot code for proteins or further replications. When the last RNA is added,
DNA polymerase and DNA ligase transform the RNA of the primer to DNA. This
process requires the presence of another DNA strand in front of the RNA primer.
The end replication problem is the lack of another DNA strand in front of the last
attached RNA primer. That RNA is degraded by enzymes. Thus, a section of telom-
eres would be lost during each replication cycle to replicate a completely lagging
strand, another technique is necessary. A reverse transcriptase known as telomerase
uses its integrated subunit, an inherent RNA template, to replicate the overhanging
RNA primer. This allows the terminal end of the lagging strand to be fully completed
without loss (Haoudi and Mason 2000).

Telomere function needs a certain length of base pairs. If this length is not avail-
able due to continued end replication problems or damage, then chromosome ends
are unprotected (Du and Traktman 1996). This has prompted the suggestion that
continuous telomere shortening is a main reason for cell ageing. However, recent
research has documented that this is the case only in rare situations, not in general
(Laun et al. 2007).

9.2 Different Molecular Syntax of Telomere Sequences

From the biosemiotic perspective it would be of interest to determine whether the
telomere sequences differ between various organisms, species and kingdoms. The
lack of a difference would indicate that the telomere repeat function depends on
strict sequence order whereas differences would indicate that the specific function
of telomere repeats is of primary importance, not the sequence order that encodes
this function.

Interestingly, the molecular syntax of telomere repeats differs in those organ-
isms in which it has been identified. This indicates that no unique molecular
syntax is necessary to guarantee the function that telomere repeats have to
fulfil. Rather, the same important function can be coded by different nucleic
acid syntax. For instance, we find: TTAGGG in vertebrates, humans, mice,
Xenopus, filamentous fungi, Neurospora crassa, the slime moulds Physarum
and Didymium: TTGGGG in Tetrahymena and Glaucoma; TTGGG(T/G) in
Paramecium; TTTTGGGG in Oxytricha, Stylonychia and Euplotes; TTAGGG(T/C)
in the apicomplexan protozoan Plasmodium; TTTAGGG in Arabidopsis thaliana;
TTTTAGGG in green algae Chlamydomonas; TTAGG in the insect Bombyx
mori; TTAGGC in the roundworm Ascaris lumbricoides; TTAC(A)(C)G(1–8)
in the fission yeast Schizosaccharomyces pombe; TGTGGGTGTGGTG (from
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RNA template) in Saccharomyces cerevisiae; GGGGTCTGGGTGCTG in Candida
glabrata; and GGTGTACGGATGTCTAACTTCTT in Candida albicans.

Telomeres act as immune functions against genomic agents with high recom-
bination or degradation competences, i.e. viral genetic parasites, and seems to
function similar to an RNAi system. RNAi protects the genome against genomic
parasites, i.e. viruses, by silencing genomic transcripts of exogenous infective
RNA viruses or endogenous transposons or retroposons (Fire et al. 1998; Couzin
2002; Fire 2005; Obbard et al. 2009). In addition, telomeres serve as recogni-
tion sequences, primer functions and genetic/genomic raw material for sequence
generation (genome duplication, RNA template).

In Drosophila and some plants, telomere elongation during replication does not
occur by telomerase but through recombination facilitated by the non-LTR retro-
posons HetA and TART (Nakamura and Cech 1998; Fajkus et al. 2005; Blasco
2007). They transport their gag protein into the nucleus to produce more copies
of the chromosome ends (Rashkova et al. 2002). These retroposons, which fulfil the
same function of telomere elongation as telomerase, are regulated by the same epi-
genetic regulations that govern mobile element activity, including RNAi (Savitsky
et al. 2006; Slotkin and Martienssen 2007).

9.3 Telomere Replication in Most Cases by Telomerase

In most cases, except that described above, telomeres are replicated by telomerase, a
reverse transcriptase. This indicates that the function of telomeres in the eukaryotic
replication cycle is very ancient (Curcio and Belfort 2007). Some authors have sug-
gested that reverse transcriptases derived from RNA-dependent RNA polymerases
which themselves derived from an ancient RNA world (Boeke 2003).

Telomerase is a ribonucleoprotein enzyme that is an assembly of telomerase RNA
and telomerase reverse transcriptase (Jady et al. 2004). Telomerase is clearly related
to mobile elements, especially to the non-LTR retroposons (Eickbush 1999).

9.3.1 Reverse Transcriptases and Mobile Elements

Mobile elements in the genome may be transposons that integrate directly into a
host genome, or retroposons that integrate via an RNA intermediate, reverse tran-
scriptase. Copying from RNA into DNA generally involves reverse transcriptases.
Mobile elements are important for genotype processing, with far-reaching conse-
quences for phenotype expression during its various developmental stages. Recent
research has demonstrated that overlapping epigenetic marking in eukaryotic cells
is an important evolutionary feature to silence the expression of mobility of these
mobile elements (Slotkin and Martienssen 2007). Mobile elements can silence
single genes as well as larger chromosomal regions and, therefore, play an impor-
tant role in the evolution of diversity. They share their competence to recombine,
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rearrange and insert into genomic content with other retroelements (Coffin et al.
1997). They influence neighbouring genes through alternative splicing and are active
agents as enhancers and promotors or act by polyadenylation patterns (Slotkin and
Martienssen 2007).

Reverse transcriptases play key roles in mobile elements like transposons and
retroposons. One type of retroposon has direct repeats at its ends (LTR), others
do not (non-LTRs). Interestingly, the number of retroposons increases with every
transposition (transposition duplication) so that they can expand genomes: LINE-1
is 20% of the human genome (Maita et al. 2004). In contrast, transposons contain a
code for the transposase protein. This enzyme identifies the terminal inverted repeats
which flank mobile elements, excises them and integrates itself instead of those
excised. The gap at the donor site is repaired in a cut-and-paste transposition or filled
up with a copy of the transposon by a gap repair technique (Slotkin and Martienssen
2007). Transposons can also integrate themselves in phages and plasmids, and are
transferred with them into other cells (Frost et al. 2005). This is evidence for a
self/non-self differentiation competence.

In contrast to non-mobile telomeres and centromeres, mobile sequences such as
transposons and retroposons (Volff 2006) and non-coding repetitive elements such
as LTRs, SINEs and LINEs enable far-reaching DNA rearrangement and reorga-
nization (Shapiro 2002; Sternberg 2002; Shapiro and Sternberg 2005). Together,
they play a decisive role in the evolution of new genomic structures (Shabalina
and Spiridonov 2004; Shapiro and Sternberg 2005; Sternberg and Shapiro 2005).
Interestingly, the non-coding DNA also contains the regulations of transcription,
promoter, enhancer and suppressor (Bird et al. 2006). The repetitive sequences are
highly species specific and are more suitable for determining species than the coding
sequences (Villarreal 2005).

This does not mean that only mobile sequences represent ancient genetic set-
tlers. The similarity of telomeres and centromeres – non-mobile repeat elements –
in descent and their relatively poor loci of inverted repeats or retroelements could
indicate an ancient immune function that protects both from massive invasions by
genetic parasites (Nosek et al. 2006; Villasante et al. 2007).

9.3.2 Roles of Reverse Transcriptases in Natural Genome Editing

In addition, reverse transcriptases play key roles in altering genomic structures and,
therefore, in evolutionary processes facilitated by natural genome editing (Witzany
2006). Reverse transcriptases are used to generate (a) copies of mRNAs which they
need for integration into a genome and (b) copies of non-mRNAs such as small
nucleolar RNAs, one of the largest classes of non-coding RNAs (Zemann et al.
2006) which, like DNA copies, are SINEs. SINEs can initiate new genes which
code for small RNAs with regulatory competences on existing genes.

One further key feature of reverse transcriptases is that they are a primer for retro-
posons such as LTRs (copia, gypsy, Ty1, IAPs, HERVs). Non-LTRs (Het-A/TART,
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SINEs, LINEs) act like telomerases in several arthropods and plants. Moreover,
reverse transcriptases are encoded and used by open reading frames (ORF), ORF1
(an RNA-binding and shuttling protein), ORF2 (endonuclease, reverse transcriptase
activities), as well as ALUs (manipulation of LINE-1 function for mobilization),
group II self-splicing introns and snoRNAs (type 1–3 retroposons), all of which act
as important regulatory functions (Yang et al. 1999; Batzer and Deininger 2002;
Tomlinson et al. 2006; Weber 2006; Matera et al. 2007).

Reverse transcriptases are also found in retroviruses of mammals and birds, in the
hepadnavirus of mammals and birds, and the caulimovirus of plants, in LTR retro-
posons of animals, plants, fungi and protozoa, in non-LTR retroposons of animals,
plants, fungi and in protozoa, group II introns of bacteria, fungi, plant mitochondria,
chloroplasts and plastids, in mitochondrial plasmids of Neurospora mitochondria,
and in multiple single-stranded DNAs (Villarreal 2005). Although many researches
believe that non-LTRs evolved before retroviruses, there is recent evidence that
viruses are their ancestors (Villarreal 2009).

RNA-dependent RNA polymerases together with reverse transcriptases replicate
positive-strand RNA viruses, double-stranded RNA viruses, negative-strand RNA
viruses and retroviruses (Leipe et al. 1999; Koonin 2006; Koonin et al. 2006). The
RNA-dependent RNA polymerases are initiated by two or more complementary
microRNA sites (Slotkin and Martienssen 2007) that could indicate an addiction
module because of its counterpart regulation. RNA-dependent RNA polymerases
are involved in the coupling of heterochromatin for the production of siRNAs
(Sugiyama et al. 2005). The RNAi system is competent in post-transcriptional gene
silencing and is, therefore, a crucial instrument in keeping the balance between
the need for expression and the need for silencing (Grewal and Elgin 2007)
siRNAs therefore act similar to endogenously encoded microRNAs (Doench et al.
2003).

Many organisms have ORFs that code for proteins with sequences very sim-
ilar to retroviral reverse transcriptases (Xiong and Eickbush 1990; Mesnard and
Lebeurier 1991). RNA-dependent DNA polymerase (reverse transcriptase) has
relations to RNA-dependent RNA polymerase. Rooting these lines of descent
in RNA-dependent RNA polymerases yields two groups: (i) group 1 con-
tains LTR retroposons, RNA viruses, DNA viruses; (ii) group 2 contains non-
LTR retroposons, bacterial and other organelle parts (Nakamura and Cech
1998).

The telomerase function is cell cycle regulated. It functions exclusively if its sup-
pression is deleted. Once the telomerase function in telomere replication is fulfilled,
a signal initiates its suppression again. A disturbed signalling process may lead to
uncontrolled cell replication. Telomerase has to be transported to telomere repeats
for its elongation during the S phase of the cell cycle. The delivery agents are Cajal
bodies – small nucleolus-like organelles competent in (i) splicing, (ii) ribosome pro-
duction and (iii) transcription (Platani et al. 2002; Jady et al. 2004). They are located
in the periphery of nucleoli (Darzacq et al. 2002; Matera 2006). Cajal bodies move
throughout the area of the nucleus and, for certain properties, they fuse with other
Cajal bodies or associate with nucleoli (Tomlinson et al. 2006, Kiss et al. 2001).
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Telomerase trafficking is restricted to the S phase of the cell cycle, which avoids
telomerase activity at non-telomeric sites of the chromosomes. (Tomlinson et al.
2006).

9.4 Telomeres are Characteristics of Eukarya

Because telomere repeats and telomerases are key features of eukaryotes, and not
of prokaryotes, it may be concluded that eukaryotic telomeres and telomerases
are interconnected with the evolution of the eukaryotic cells. Deciphering the
evolutionary roots of telomeres and telomerases necessitates the main differences
between eukaryotes and prokaryotes to be examined. The evolutionary agents of the
eukaryotic nucleus may even point to the roots of telomeres and telomerases.

First, eukaryotic genomes share a great variety of repeat elements with higher-
order regulatory functions. In contrast to prokaryotes, eukaryotic replication pro-
teins have very different amino acid sequence compositions. In addition, eukaryotes
share the control of DNA packaging and replication, whereas prokaryotes do not
have chromatin proteins such as histones (Villarreal 2005).

The eukaryotic DNA replication starts in numerous (thousands) sites and is reg-
ulated by a complex cell cycle regulatory system. Eukaryotic replication control
proteins do not resemble prokaryotic ones. A further difference between eukaryotes
and prokaryotes is that daughter cells segregate by attachment to a microtubule sys-
tem (spindles), not by attachment at the membrane. The highly conserved mitotic
spindle system is not found in any prokaryote (Cottingham and Hoyt 1997).

Also, the eukaryotic nucleus possesses three classes of DNA-dependent RNA
polymerases that do not resemble the polymerases of any prokaryote. A further cru-
cial difference is that in eukaryotes the products of RNA polymerases must undergo
post-transcriptional modifications (splicing) before they can function in the cyto-
plasm as mRNA, tRNA or rRNA. No prokaryote exhibits splicing of pre-mRNAs.
To prevent mistranslation of mRNA or unspliced tRNA, the nucleus has to sepa-
rate transcription/processing of mRNA from the cytoplasm transport of processed
RNAs. This requires a nuclear membrane to segregate transcription, mRNA process-
ing, transport and translation in the cytoplasm (Vale 2003). The nuclear membrane
is distinct from the cell membrane and is dissolved after the S phase, but is restored
at late anaphase/telophase. All complex modifications of mRNA and nuclear RNA
seem to be acquired during the evolution of the eukaryotic nucleus; they are highly
conserved in eukaryotes but absent in prokaryotes.

Only a very few prokaryotic genomes share some of the above-mentioned fea-
tures. In the case of the spirochetes Borrelia, the genomes possess three types of
telomeres, segmented genomes of linear and circular plasmids and extensive DNA
rearrangements (Chaconas 2005; Tourand et al. 2006). This could indicate intensive
infection by competing genetic parasites which are in balance as ‘addiction mod-
ules’ (see below) in a persistent status. This does not harm the host but is harmful to
those organisms (even close relatives) that lack these persistent inhabitants.
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9.5 Agents of Natural Genome Editing

Recent research shows extensive dynamic DNA remodelling by small RNAs and
micro-RNAs, which are competent in a great variety of DNA arrangements, rear-
rangements and recombinations (Shapiro 2002; Vaughn and Martienssen 2005;
Mattick 2001, 2006). Some authors refer to agents of genomic creativity (Ryan
2006), mobile or regulatory elements (Eickbush 1999; Brosius 2003) or entities
(Daubin and Ochman 2004), while others refer to transposable elements (Slotkin
and Martienssen 2007), non-coding RNA populations (Mattick 2007) and still oth-
ers to mobile DNA species or genetic parasites (Nakamura and Cech 1998; Villarreal
2005). Together, these agents enable complex organisms to integrate several tempo-
ral steps and a great variety of coordinated signalling processes in eukaryotic cell
replication, fix them in a conserved DNA storage medium and, if necessary, resolve
conservation, change, rearrange or newly construct the whole genomic content and
sequence order (Shapiro 2006).

The DNA information storage medium is and has to be edited. I predict a future
discussion on how to refer to these editing agents, for example as interactions
of more or less chemical molecules or as ‘non-random genetic change operators’
(Shapiro 2007, personal communication)

From a biocommunicative perspective – which investigates combinatorial (syn-
tactic), content-specific (semantic) and contextual (pragmatic) rules of natural
genome editing and genetic text processing – it is important to note that there can be
no editing without a subject that edits, i.e. an editor or a swarm of editors (Vetsigian
et al. 2006). For example, the spliceosome works as an integrated network of several
small nuclear RNAs and their associated proteins on the primary RNA-transcript
into the pre-mRNA (Vaughn and Martienssen 2005).

Life could not function without the key agents of DNA replication, namely
mRNA, tRNA and rRNA. Not only rRNA, but also tRNA and the processing of the
primary transcript into the pre-mRNA and the mature mRNA, are clearly descended
from retroelements (Maizels and Weiner 1999; Maizels et al. 1999; Flavell 1995;
Eickbush and Eickbush 2007)

It is now possible to appreciate how sophisticatedly the competent, subject-like
operators act in the case of endogenous retroviruses, which reached a persistent
and non-lytic lifestyle. We also know that all related retroelements share a common
genome-editing competence like transposable ‘elements’. Nonetheless, it remains
difficult to reconstruct how all these DNA-encoded RNA agents reached persistent
status in hundreds, thousands and tens of thousands of elements. We only know that
they act in a precisely coordinated manner which would be impossible without com-
petent signalling. This includes a strict competence for self/non-self identification,
which is a major asset of RNAs in general and of small nucleolar RNAs in particular
(Filipowicz 2000).

Persistent endogenous agents competent in both natural genetic engineering and
natural genome editing apparently prefer a special kind of habitat characterized as
non-coding DNA sectors. They use a syntax mainly consisting of repeats. They col-
onized analogous DNA genomes by inserting their sites between coding elements;
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then they use these coding elements for different needs. This developed to the point
that, in the human genome, only 3% of coding regions remained. The remaining
97% serves as a habitat for persistent viral operators that orchestrate a highly sophis-
ticated division of labour. From these genomic locations they can actively regulate
close coding-sequences. Of special interest is the highly sophisticated production
of mRNA with its cut-and-paste process in which non-coding elements, i.e. introns,
are spliced out; the remaining exons which code for proteins are combined into a
coherent protein-coding content ready for translation.

Persistent endogenous agents in some cases are intact as full length agents
being important actors at certain replication stages as demonstrated in placenta-
tion of mammals. In most cases former intact colonizing viral agents are split
into parts such as gag, pol or env or transposons and retroposons such as the
whole range of long terminal repeats (LTR’s), SINEs or LINEs and ALUs which
from the viral perspective now are ‘defectives’, i.e. non-functional in the former
viral competence. But from the host perspective these parts now play important
roles in gene-regulation, genome-elongation or genetic new content arrangements.
Therefore these ‘defectives’ now represent ‘effectives’ for the host and changed both
the viral and the host identity.

As opposed to persistent endogenous agents of natural genome editing in eukary-
otes, we find persistent exogenous agents in prokaryotes that are competent in
natural genome editing in the prokaryotic gene pool. This process has long been
visualized as horizontal gene transfer and is now recognized as occurring by
plasmids, phages and transposons, all with viral ancestors (Frost et al. 2005).

It is difficult to perceive mere molecules or molecule buildings as being ‘com-
petent’ to process the sophisticated DNA language. It is less difficult to think of
viruses being these subject-like agents.

9.6 Superficial and Deep Grammar in Eukaryotic
Genome Content

Higher-order regulations which are performed by agents inherent in non-coding
RNAs and in most repeat elements such as subtelomeric repeats and all the other
retroelements have a similar relationship to protein-coding sequences as operators
competent in using a (1) deep grammar with which they determine (2) the superfi-
cial grammar of sequence content. Through these two different levels it is possible to
determine the protein-coding data sets, according to different needs, into ‘multiple
protein meanings’ (Ast 2005). Eukaryotic genome evolution involved the step from
a continous coding sequence order to an interrupted sequence order. Interestingly,
the former is characteristic for circular prokaryotic genomes, the latter for linear
genomes.

From the biocommunicative perspective this symbiogenetically induced inno-
vation of multiple-invaded coding data sets by retroelements opened up the
possibility of using protein-coding data sets according to various types of higher-
order regulation. The protein-coding data sets are the structural vocabulary, the
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non-protein-coding ‘underworld’ (Mattick 2006) of RNAs is the text-editing oper-
ators. This involved a massive invasion by non-coding introns (viruses) into the
genomic habitats of protein-coding data sets (Rogozin et al. 2005; Mattick 2007).
Thus, the molecular syntax of protein-coding data sets could be used for different
requirements in different contexts (pragmatics) to serve for different genetic content
arrangements (semantics). This could explain:

• that in evolutionary history certain genotypes from one species are transferred
and integrated into the genomic content of other species to yield a new role or
a new phenotypic feature in another context. This occurred with telomeres in
the linear chromosomes of ancient double-stranded DNA viruses (poxvirus, vac-
cinia virus, archaeal phages: AFV-1, SIRV-1, TTV 1–4), where they had other
functions than in the eukaryotic genomic content (Villarreal 2005);

• the close coherence of protein-coding data sets between humans and chim-
panzees (99%), keeping in mind that the percentage of protein coding in humans
and chimpanzees is only 3%, whereas the percentage of non-coding DNA with
higher-order regulatory functions is 97%, which determines different expression
patterns (Witzany 2006);

• that specific cellular functions are encoded in a weakly conserved manner at the
sequence level, in contrast to their preserved domains, for example the genes of
nuclear pores (Bapteste et al. 2005);

• that telomeres themselves are not typical sites for colonization events, in con-
trast to sites very close to these telomeres. This is similar to the phylogenetically
related centromeres. Because telomeres and centromeres themselves are rela-
tively free of inverted repeats or retroelements, this could indicate an ancient
immune (RNAi) function that protects both from massive invasions by genetic
parasites.

9.7 Conclusion

Whereas telomeres protect terminal ends of linear chromosomes, telomerases iden-
tify natural chromosome ends, which differ from broken DNA. Although telomeres
play a crucial role in the linear chromosome organization of eukaryotic cells,
their molecular syntax most probably descended from an ancient retroviral com-
petence. This indicates an early retroviral colonization of large double-stranded
DNA viruses, which are putative ancestors of the eukaryotic nucleus. This con-
tribution demonstrates an advantage of the biocommunicative approach towards
our evolutionary understanding of telomeres, telomerases, other reverse transcrip-
tases and mobile elements. Their role in genetic/genomic content organization and
maintenance is no longer viewed as an object of randomly derived alterations (muta-
tions) but as a highly sophisticated hierarchy of regulatory networks organized and
coordinated by natural genome-editing competences of viruses.
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The acquisition of telomere repeats in eukaryotes was a key event in eukaryotic
nucleus evolution (Eickbush 1997). The eukaryotic nucleus most probably evolved
from a large DNA virus. The changing structure of the eukaryotic genome, how-
ever, with its coding and non-coding sections and its typical repetitive (higher-order
regulatory) elements, indicates high rates of persistent, non-lytic viral infections. In
contrast to most of these mobile, higher-order regulatory agents, telomere repeats (as
well as centromeres) attained a non-mobile status. This indicates an ancient stable
conservation (Nosek et al. 2006).

Telomerase, from the biocommunicative perspective, is a natural genetic engi-
neering tool with different functions in different contexts. Whereas in the RNA
virus life cycle reverse transcriptase is used for replication functions, it serves as
an acquired tool for complete replication of chromosomal ends in linear eukary-
otic genomes. In eukaryotes, telomerases and other reverse transcriptases act as
‘effective’endogenous viral competences.

In symbiogenetic infection events, the eukaryotic host acquired a higher-order
regulated genomic syntax. This is the precondition for multiple protein meanings
from the same genetic data set through post-transcriptional modifications such as
alternative splicing pathways. The transformation of the continuous (prokaryotic)
molecular syntax into a eukaryotic molecular syntax invaded by a great diversity of
natural genome-editing agents is, therefore, a major step in the evolution of multi-
cellular complexity. Highly conserved protein-coding sequences are object to a great
variety of ‘effective’ agents being competent in the generation of modular genetic
content arrangements for different needs in host cell replication.
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Chapter 10
Real Life-World of Noncoding RNA-Species

Abstract In the last decade it was found that the number of genes of some nema-
todes and humans was similar but their regulation was completely different. Today
we know that the higher-order regulation of protein-coding datasets depends on
complex interconnected networks of a great variety of non-coding RNAs that are
read and transcribed in the developmental and growth processes of every cell
within multicellular organisms. The evolutionary origins of these non-coding RNAs
are not randomly-derived mixtures of nucleotide acids but formerly intact viral
agents which infected all cellular host genomes in a non-lytic but persistent way.
Although some of these viral agents still fulfill vital functions, e.g., endogenous
retroviruses which are active in placentation of mammals, in most cases they split
up (‘defectives’) into several functional parts which now serve as ‘effectives’, i.e.
symbiogenetic integrated functional tools for cellular needs of host organisms.

10.1 Introduction

As proposed in an article by Vetsigian et al. (2006), DNA in contrast to RNA
serves as an ‘evolutionary protocol’ for evolutionary novelties and selected proper-
ties which indicates DNA as a stable information storage medium. A wide variety of
small RNAs regulate key cellular processes of replication as well as genetic arrange-
ments, rearrangements, recombination and repair and even inventions. In most cases
they act after being transcribed from the stable DNA storage medium into a pre-
transcriptional or transcriptional modus, with the advantage of being active prior
to all translated proteins. Elements such as microRNAs, small nuclear and small
nucleolar RNAs, tRNA and rRNA as well as the assemblies of the spliceosome and
ribosome are vital to all life processes. In this respect I remember a quote from
the Austrian philosopher Ludwig Wittgenstein: ‘The meaning of a word is its use
within a language’ and ‘to understand a sentence means to understand a language.
To understand a language means to be the master of a technique’.
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What are the ‘masters’ of the technique used to edit nucleotide sequences of the
genetic text according to combinatorial (syntactic), context-sensitive (pragmatic)
and content-specific (semantic) rules, according to Charles Morris the obligate and
non-reducable levels of rules that are inherent to any kind of language or language-
like codes?

10.2 Genetic Text-Sequences Function Similar
to any Natural Language

Several decades it was considered that the genetic content arrangements of DNA
sequences are evolutionary results of random mutations and their selection. Then
it was noticed that DNA regions which code for proteins are decreasing with
organismic complexity (in humans 1,5%) and former ‘junk DNA’ plays increas-
ing important roles in gene regulation. Additionally, it was assumed that this ‘junk
DNA’ is a kind of selfish genetic elements, with an inherent tendency to repli-
cate themselves, in contrast with its helpful and symbiotic functions within host
genomes.

For many decades it was common practice to speak about the ‘genetic code’
with its inherent language-like features. Long before, and even after, Manfred
Eigen’s suggestion that the nucleic acid sequences are comparable to and function
like any real language coherent with a (molecular) syntax, linguistic and commu-
nicative vocabulary was commonly used in genetics, cell biology and molecular
biology: genetic code, code without commas, misreading of the genetic code, cod-
ing, genetic storage medium DNA, genetic information, genetic alphabet, genetic
expression, messenger RNA, cell to cell communication, immune response, tran-
scription, translation, nucleic acid language, amino acid language, recognition
sequences, recognition sites, protein coding sequences, repeat sequences, etc.

In contrast with the evolutionary paradigm of random assemblies of nucleic acids
which constitute the genetic text we do not know any real-life languages or codes
which emerged as a randomly derived mixture of the characters of an alphabet.

If Manfred Eigen’s suggestion is still valid, and the description of nucleic acid
sequence order in terms of linguistics (molecular syntax) makes sense also for
the future, we should look at the current scientific knowledge of ‘language’ and
‘communication’.

Every language is based on signs, whether they are signals or symbols. In humans
and other animals they are transported auditively, visually or tactilely. In non-human
living beings they are transported by small molecules in crystallised, fluid, gaseous
form. Additionally these signs can be combined coherently with combinatorial rules
(syntax). Signs are not generated and used by themselves, but in real-life languages
by living beings. These sign-generating and sign-using agents live in vivo in contin-
ued changing interactions and situational and environmental circumstances. This
is the context (pragmatics) in which a living being is interwoven. This context
determines the meaning (semantics) of the signs in messages which are used to
communicate and to coordinate single as well as group behaviour.
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Therefore we can understand that the same sentence, or the same syntactic
sequence order, of any language or code can have different and in extreme cases
opposite meanings and therefore transport different messages. The important conse-
quence of this fact is that it is not possible to extract the meaning of an informational
content solely out of the syntactic structure but someone has to identify the context
within which the living being uses this syntactic structure.

The primary agents are not the sequences of signs, not the rules which determine
sequence orders, but the living agents. Without living agents there are no signs, no
semiotic rules, no signalling and no communication. Paradoxically, without signs,
semiotic rules, signalling and communication, no living agents could coordinate
growth and development.

If we assume the genetic code to function language-like, knowing that no lan-
guage which has been observed functions by itself, then we have to postulate living
agents which are competent to use signs coherent with syntactic, pragmatic and
semantic rules. Adapted to the genetic code, this means both that there must be
living agents competent in generation and integration of meaningful nucleotide
sequences, and meaningful nucleotide sequences are not a randomly derived mixture
of nucleotides.

Natural genome editing from a biocommunicative perspective therefore means
competent agent-driven generation and integration of meaningful nucleotide
sequences into pre-existing genomic content arrangements and the ability to
(re-)combine and (re-)regulate them according to the context-dependent (i.e. adap-
tational) purposes of the host organism.

10.3 Cellular DNA Nucleotide Sequences as Viral Life Habitat

As we know today all cellular life is colonized by exogenous and/or endogenous
viruses in a non-lytic but persistent lifestyle. A persistent lifestyle in cellular life-
forms most often seems to derive from an equilibrium status reached by at least
two competing genetic settlers and the immune function of the host which keeps
them in balance. Persistent settlement of host genomes means that if we postulate
agent-driven genetic text editing then we have to look at their in vivo life-strategies
to understand their habits and the situational contexts that determine their content
arrangements. Then we can reconstruct nucleic acid sequences that function as a
code, not as a statistically random-like mixture of nucleotides but as informational
content in a syntactic order that is coherent with the whole sequence space generated
by agents that are linguistically competent in nucleic acid language, i.e. the genetic
code. As in every language each character, word and sentence together with starts,
stops, commas and spaces in-between has content and a text-formatting function
and is generated by competent agents.

If we imagine that humans and one of the simplest animals, C. elegans, share
a nearly equal number of genes (ca. 20,000) it becomes obvious that the elements
that create the enormous diversity are not the protein-coding genes but their higher
order regulatory network which is processed by the mobile genetic elements such
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as transposons and retroposons and the non-coding RNAs (Claverie 2005). Juergen
Brosius created the appropriate image of ‘genes floating in a sea of retroposons’. If
we consider the important role of the highly structured and ordered regulatory net-
work of non-coding RNAs as not being randomly derived, one of the most favorable
models with explanatory power is the virus-first thesis. This means that the evolution
of the non-coding RNA-world is the result of persistent viral life-strategies.

The whole range of mobile genetic agents that are competent to edit the genetic
code/nucleic acid language, not only edit but also regulate key cellular processes
of replication as well as transcription, translation, recombination, repair and even
inventions via a wide variety of small RNAs. In this respect, DNA is not only
an information-storing archive but a life-habitat for linguistically-competent RNA
agents, most of them seemingly of viral or subviral descent. To understand their
natural genome-editing-competence we have to look not only at their linguistic
competence in editing and regulating correct nucleotide sequences but at their com-
municative competence too, i.e. how they interact with each other, how they compete
within host organisms, how they symbiotically interact with host organisms to ward
off competing parasites, and what life-strategies they share. Persistent infection-
lifestyles that do not harm hosts and symbiotic, cooperating viral swarms may be
more successful in evolutionary terms for integrating advantageous phenotypes into
host organisms than ‘selfish’ agents.

10.3.1 The Persistence of the Eukaryotic Nucleus

The eukaryotic cell most probably evolved by a symbiogenetic integration event
of former free-living bacteria. This integration, however, cannot explain the pro-
genitor of the eukaryotic nucleus because its key features could not have derived
from prokaryotes (Bell 2001, 2006). The eukaryotic nucleus has numerous key fea-
tures, proteins and RNAs that are not found in any prokaryote. Interestingly, these
key features are present in certain prokaryote viruses (Villarreal 2005; Forterre
2006a; b). These viruses use linear chromosomes, telomere repeats, multiple
membranes, histone-packaged chromosomes with marking effect for self/non-self
identification, and nuclear pores.

No single virus encompasses all of these key features, but every key feature of
the eukaryotic nucleus is present in some large dsDNA viruses. This requires con-
sideration of a process in which different viral competences were integrated into a
single dsDNA virus that was the progenitor of the eukaryotic nucleus. Alternatively,
a large dsDNA virus functioned as a simple eukaryotic nucleus and later integrated
other viral competences. On examination of the key features of several candidates
for this integration, the focus is primarily on prokaryotic, eukaryotic and archaeal
phages.

Prokaryotic phages such as cyanophages have double-stranded DNA, DNA poly-
merases and RNA polymerases similar to eukaryotes. Eubacterial phages possess
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linear double-stranded DNA, telomeres, DNA polymerases, RNA polymerases,
chromatin and internal membranes. Archaeal phages with linear double-stranded
DNA have telomere repeats similar to eukaryotes. They also possess chromatin
and an internal lipid tendency to non-lytic, persistent (and often mixed) infections
(Villarreal 2005).

Other DNA viruses share similar features that are characteristic of the eukary-
otic nucleus but are not found in prokaryotes. An example is the vaccinia
virus (poxvirus) (Takemura 2001). These viruses have a membrane-bound seg-
regation of transcription and translation, multiple membranes, and their DNA
synthesis combines membrane loss and a cell cycle-dependent restoration as
well as an actin/tubulin-bound transport system (Villarreal 2005; Van Lent and
Schmitt-Keichinger 2006) and, interestingly, nuclear pores (Bapteste et al. 2005).
Cytoplasmic DNA viruses (African swine fever virus) have chromatin and linear
chromosomes with telomeres. PhycoDNA viruses have mRNA capping, introns and
diverse DNA replication proteins. TTV (1–4) have linear double-stranded DNA
genomes with a molecular basis for the evolution of eukaryotic chromatin; they also
have capsids which integrate internal and external lipid proteins (Villarreal 2005).

In addition, all these viruses have the capability for self and non-self identi-
fication. All viruses mark their genomes, RNAs and proteins by different kinds
of chemical modifications, e.g. methylation. This marking allows the differentia-
tion between self and non-self. Non-self may be other viruses, the host genome or
host-related transcripts (Villarreal 2005).

10.4 Viral Agents as Genetic Editors

The evolution of the eukaryotic nucleus from this perspective seems to be the result
of the natural genome-editing competences of viruses (Witzany 2007a). Recent
research in microbiology, based on comparative genomics and phylogenetic anal-
yses, has demonstrated that life must be viewed from the perspective of the crucial
role played by viruses (Villarreal 2005; Forterre 2001, 2002, 2005; Koonin et al.
2006; Tran et al. 2004).

This contradicts former concepts which focused on viruses in the framework
of (i) escape theories, i.e. viruses are intact or deformed genetic parasites which
escaped from cellular life, or considered that viruses (ii) evolved from cellular
ancestors or (iii) that they are not living beings because they cannot live without
cellular life. From these perspectives, viruses could not play crucial roles in the
evolution of cellular life. Interestingly, phylogenetic analyses do not support the
former concept of RNA- and DNA-viruses descending from cellular life. These
analyses also show that DNA viruses and RNA viruses most probably did not
have a common ancestor but evolved independently. Viruses probably have to be
placed at the very beginning of life, long before cellular life evolved (Villarreal
2005).
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10.4.1 Persistent Viral Life Strategies Change Genetic
Host-Identities

In contrast to acute viruses that exhibit lytic action that induce disease and even
death, a persistent lifestyle implies compatible interactions with the host, either by
being integrated into the host genome or within its cell plasma (Gorinsek et al.
2004). The result is non-destructive symbiosis during most life stages of the host.
The persistent lifestyle allows the virus to transmit complex viral phenotypes to the
host organism. This process, which changes both the genetic identity of the host
and the identity of its persistent settler, enables the host to broaden its evolutionary,
adaptational potential and may promote the formation of new species (Villarreal
2005).

The persistent lifestyle of viruses is typically tissue specific, i.e. host tissues
are colonized by different non-lytic viruses which integrate themselves into the
host cytoplasm, e.g. as plasmids or into the host genomes, and co-evolve with
them. A common habit of persistent viral settlers is that during host cell replication
they function in a tissue-specific, replication-cycle dependent manner. Interestingly,
micro-RNAs in eukaryotic cells have similar tissue-specific or developmental
expression patterns (Mattick 2003). Micro-RNAs play important roles in Dicer- and
Risc-mediated mRNA degradation or mRNA translation inhibition (Bartel 2004).
This implies an ancient and effective RNAi immune function to combat viruses
or viral-like agents such as transposons and retroposons (Moazed 2009; Jinek and
Doudna 2009; Siomi and Siomi 2009; Obbard et al. 2009). Because micro-RNAs
act on mRNAs, not on proteins, they are probably encoded by persistent nuclear
DNA viruses (Cullen 2006, 2009). We will look at these competences later.

10.4.2 Former Competing Genetic Parasites Built
Addiction Modules

The persistent status is the result of multiple colonization events into a host. This
neutralizes former antagonistic and incompatible features of competing viral agents
without harming the host (Ryan 2004, 2006, 2007). Most of the endogenous or
exogenous inhabitants inherent to bacteria, protozoa, plants, animals and fungi are
a complementary mix of formerly antagonistic viral features. They can still be iden-
tified today as toxin/antitoxin, restriction/modification-, insertion/deletion modules,
i.e. complementary counterpart regulatory functions which do not harm the host
(Villarreal 2005; Gerdes 2000; Makarova et al. 2006). As symbiotic neutralization
and counterpart regulation, they represent new phenotypic features. One feature is
regulated exactly by the antagonist according to developmental stages in the cell
cycle, replication, tissue growth, or similar developmental contexts. Should this
suppressor function become unbalanced, then the normally downregulated part may
become lytic with potentially lethal consequences, as documented for symbiodinium
and its major role in coral bleaching (Witzany 2007b).
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10.4.2.1 The Symbiogenetic Lifestyle of Retroviruses

Retroviral activities in the persistent status are often characterized by features
expressed only in the strict time window of a developmental process, such as axis
formation, trophoplast formation, or the S phase of the cell cycle. In these highly
specialized contexts they are replicated through signalling, which blocks the sup-
pression of the replication process. After the function is fulfilled, a signal once again
initiates suppressor function. Retroelements – with their (i) higher-order regulatory
functions, (ii) capability for genetic creativity and (iii) capacity for innovation of
new regulatory patterns and combinations – descended from retroviruses, which
can easily be identified by their three essential parts gag, pol and env (Rashkova
et al. 2002; Peterson-Burch and Voytas 2002; Tang et al. 1999a). Most endogenous
retroviruses have been degraded into formerly connected domains, but they can still
be recognized by retroposons or one of these three genes (Ryan 2006; Gao et al.
2003; Sfakianos and Hunter 2003; Ivanyi-Nagy and Darlix 2008), which means
their formerly connected genomic content may be used by host organisms as sin-
gle or networking modular tools for a variety of new regulatory functions. The
gag gene encodes structural proteins, pol encodes enzymes such as reverse tran-
scriptase, protease, ribonuclease and integrase functions, and env encodes envelope
proteins, surface and transmembrane proteins and proteins causing host cell fusion
and immunosuppression (Ryan 2007).

10.4.2.2 ‘Highways’ that Play Important Roles in Persistence

We can find small DNA viruses as genetically stabilized and co-evolved persis-tent
viruses that do not trigger and are not part of an immune response of the host
organism. Their active role is regulated and depends on the cell cycle of the host
in which they are transcribed, replicated and silenced again during a certain phase
of the cell cycle. This means their persistent status is changed into an active role
only during a strictly defined phase of the cell cycle in which they are needed
for a specialized function in which they are still competent, most likely being
adapted especially for this function. After fullfilling this function they disappear
again. To ensure this function and its fine-tuned regulation they need a highly
conserved regulative viral protein domain with characteristic host-interactions to
use (manipulate) the host replication for their special needs. Their behavioral pat-
tern is adapted to the host and circumvents the acute lytic phase (Shadan and
Villarreal 1996).

We can find similar reproduction patterns in RNA viruses. Replication of retro-
viruses in eukaryotes depends on successful entry into the membrane of host cells
(Nisole and Saib 2004). Some retroviruses circumvent this active entry of the cel-
lular membrane in that they wait until the start of the cell cycle phase-dependent
dissolution of the cell membrane during replication. Once the direct path to the
nucleus is free, retroviral RNA is transported to the eukaryotic nucleus and inte-
grates into the host genome. Through transcription of the host genome a complete
viral RNA-genome is processed and transported out of the nucleus through the
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cytoplasm to the cell membrane. Here the reproduced viral genomes assemble and
are encapsulated by viral gag encoded structural proteins and leave the host cell.
Retroviral life integrates dozens of retroviral competences such as replication, tran-
scription, translation, repair, trafficking to and from the nucleus, splicing, alternative
splicing and 3’end processing. Transport to the nucleus and afterwards from the
nucleus to the membrane again gives an overview about agent-driven evolution of
eukaryotic cells if we think about the eukaryotic nucleus being an ancient dsDNA
virus.

In contrast to these retroviral and often lytic replication cycles the overwhelming
majority are non-lytic but persistent retroviruses. They infect the host organism and
integrate their gag, pol, env functional parts into the host genome and adapt to the
replication cycle of the host organism without leaving the host cells. In becoming
part of the identity of the host genotype they change the genome formation and
transfer a phenotype to the host that non-infected host genomes do not possess. We
are still at the beginning of imagining how the persistent lifestyle of viruses plays
a role in the evolution, development and genomic regulatory ratio of eukaryotes
(Villarreal 2005).

This advantageous behavior of not leaving the host genome again but reaching
a persistent status within the host genome (most probably by becoming part of an
addiction module. i.e. a competing genetic settler that creates an equilibrium status
balanced by the host immune system) can be better understood if we look at the
patterns of retroviral movement during infection events.

10.4.2.3 The Kinesin/Dynein Addiction Module

Prokaryotic viruses tend to use pores during cell distruction and exit. Their entry
pores are their tail plates, which can also be toxins. In eukaryotes, the most relevant
pores are on the mitochondria, associated with apoptosis. However, eukaryotic DNA
viruses (adenovirus) do often bind to nuclear pores and these are clearly also asso-
ciated with microtubules that transport virus to the pore. This pore-building ability
plays an evolutionary role in all tubular structures that connect multicellular tissues
of eukaryotic organisms.

The alternative way of most eukaryotic viruses including retroviruses is to pass
through the cell membrane of the host is by endocytosis followed by receptor
binding (Greber 2002). A well-known behavioral motif then occurs: the release of
its RNA or DNA into the host cell and its immediate spread into smaller parts
such as reverse transcriptases and pre-integration-complexes. This is an important
behavioral motif in relation to non-coding RNA transcript processing into small
non-coding RNA species, as discussed later.

These smaller parts move on the ‘highway’ of the actin-based cytoskeleton and
its microtubules in the direction of the nucleus (Greber 2005) by using the kinesin–
motor protein superfamily (Vale 2003). After reaching the nuclear membrane these
viral parts pass through the membrane through nuclear pores by using importine
proteins (which consist of two subunits with complementary functions: an indicator
for an ancient addiction module itself) which bind to a special recognition sequence.
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Afterwards integrase (which is also produced and used by DNA viruses for the same
purpose) integrates these viral parts into the genome. The integration process is not
random but involves strict coherence to the syntax of the nucleotide sequences of
the host.

If the host cell replicates these RNA viral parts are transcribed into DNA. As
DNA sequences they pass through the membrane of the nucleus again to move
towards the cell membrane. Again they use the ‘highway’ of microtubles but unlike
earlier, they use dynein as the motor protein (Vale 2003). Interestingly the change
in direction of the kinesin/dynein transporter proteins depends on suppression of
antagonists of the dynein or the kinesin. This could be an indicator that both are part
of an addiction module of former competing genetic parasites. Prior to becoming an
internal part of cellular transport it could have been an external system for move-
ment in and out of cells. And indeed there is a connection between these two motor
proteins and retroviral (gag)-parts (Tang et al. 1999a; Cochrane et al. 2006).

When they reach the cell membrane the viral parts build a patch, via protein
assembly on internal membrane, that is divided from the cell by exocytosis and pro-
duces its own capsule wherin the RNA genome matures. In other contexts similar
proteins are involved in cytokinesis (Carlton and Martin-Serrano 2007) and most
interestingly in neural and immunological synaptic communication (Dustin and
Colman 2002; Piguet and Sattenaut 2004). Other retroviruses build their capsule
not at the plasma membrane but at the centrioles (Sfakianos and Hunter 2003). Both
sites of capsid building and transport depend on intact env and gag codings and the
recycling of membrane parts (Cochrane et al. 2006). The gag-parts bind the kinesin
motor proteins that are needed for mictrotubulin transport. The exact transport of
the retroviral RNA through the cytoplasm depends on interactions with numerous
host proteins that build the so-called RNA-Transport-Granulat (RTG) (Cochrane
et al. 2006). This RTG is also present in nearly all cells such as fibroblasts, T-cells
and epithelial cells (Shav-Tal and Singer 2005; Mingle et al. 2005).

Retroviral RNA editing for processing of extracellular viral parts is a very com-
plex process: retroviral RNA editing functions in a similar way to cellular mRNA
processing but is much more regulated by cis- and transactive mechanisms, which
seem to be a former retroviral competence. Export of retroviral RNA out of the
nucleus requires several RNA helicases such as RNA helicase A, DEAD box pro-
teins DDX1 and DDX2 (Yedavalli et al. 2004; Reddy et al. 2000; Li et al. 1999;
Tang et al. 1999b).

After retroviral RNA processing in the nucleus by (i) alternative splicing,
(ii) 3’end processing and (iii) RNA transport from the nucleus through the cyto-
plasm on the microtubule highways, they reach the membrane where they assemble.
Transport depends on intact microtubules (Basyuk et al. 2003). One part of the
retroviral RNA is not spliced but is translated into structural proteins to form the
capsules (Butsch and Boris-Lawrie 2002; Kaye and Lever 1999; Poon et al. 2002;
Butsch and Boris-Lawrie 2000). The addiction module of the antagonistic motor
proteins kinesin/dynein (see note above), which drive retroviral RNA transport,
plays an important role in the cell division of eukaryotic cells (Cottingham and
Hoyt 1997; Terada and Hirokawa 2000). Different kinesin proteins regulate (a) the
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movement (kip3p) but also (b) the direction/orientation of this movement (Kip3p)
(Miller et al. 1998).

Interestingly, mitotic spindle processing without kinesin/dynein transcription
does not function as well as positioning of the two poles and the segregation of
the chromosomes in the ana-phase (Hoyt et al. 1992; Saunders et al. 1995; Hoyt
et al. 1997; Haraguchi et al. 2006). Both motor protein families have genetic simi-
larities with Archaea and Eubacteria, indicating their important roles in prokaryotes
as well (Defeu-Soufo and Graumann 2004; Graumann 2004; Graumann and
Defeu-Soufo 2004). Motor proteins and cytoskeleton interactions are very specific
and also interconnect with the Golgi apparatus (Preuss et al. 2004; Lu et al. 2005).

10.5 Competent Regulators of Gene Expression

Non-coding RNAs that function in gene regulation coordinate and organize various
actions such as chromatin modification and epigenetic memory, transcriptional reg-
ulation, control of alternative splicing, RNA modification and RNA editing, control
of mRNA turnover, control of translation, and signal transduction (Bird et al. 2006;
Amaral et al. 2008).

In contrast to former opinions about the expression levels of genomes it is now
increasingly clear that most eukaryotic genomes are highly expressed and a great
abundance of non-coding RNAs with regulatory functions is transcribed. Most of
these non-coding RNAs are alternatively spliced and divided into smaller RNAs
that are integral parts of ribonucleo-protein complexes. They regulate nearly all
aspects of gene regulation. Small RNA species include microRNAs, small interfer-
ing RNAs, small nuclear RNAs, small nucleolar RNAs and transfer RNAs (Yazgan
and Krebs 2007).

Although recent research has tried to evaluate the enormous regulatory networks
of small RNAs, the role of thousands of longer transcripts is not yet clear. We know
that they play important roles in histone modification, methylation, i.e. epigenetic
control of developmental processes such as the mammalian HOX clusters (Amaral
et al. 2008), and also transcriptional interference, promoter inactivation and effects
on enzymatic pathways. Interestingly these large non-coding RNAs are found as
interlacing and overlapping sense and antisense transcripts derived from introns or
intergenic regions, which means that they stem from the preferred life habitat of
persistent viral settlers. That they may be of viral descent is indicated by their devel-
opmental stage- and tissue-specific expression patterns, which are typical habits of
persistent viral settlers. Similar to their smaller relatives they are involved in the
formation of ribonucleoprotein complexes.

10.5.1 Identification and Regulation by microRNAs and siRNAs

Small non-coding RNAs also share a special competence for epigenetic regulation
of gene expression (Chu and Rana 2007) and are derived from repetitive genomic
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sequences (Farazi et al. 2008). Repetitive genomic sequences indicate descent from
retroviral infection events (Witzany 2006). The capacity for epigenetic regulation
of gene expression includes the ‘recognition’ (identification) of specific sequences
in other nucleic acids and is common to RNAs (Filipowicz 2000), especially small
nuclear RNAs and tRNAs which (i) identify splice junctions in both pre-mRNAs
and codons and (ii) process both the subunits of the spliceosome and the ribosome
(Mattick 2003). This implicates their capacity for self/non-self distinction as well as
for identifying the molecular syntax. If one of these does not function, i.e. error or
damage occurs, the regulation or structural features of small non-coding RNAs do
not function.

Maybe this is a key feature of non-coding RNAs i.e. they share an analog/digital
language-competence (St.Laurent and Wahlestedt 2007), such that in their sec-
ondary molecular structure they can act as molecular adaptors to the protein world,
whereas their nucleotide word order seems to be digitally structured information.
Their ability to edit the molecular syntax of genetic texts according to different
needs is exemplified by recent research on the functions of learning and memory
in mammalian neuronal networks (Presutti et al. 2006; Mehler and Mattick 2007).
This is possible in that RNA editing alters transcripts from loci encoding proteins
involved in neural cell identity, resulting in DNA recoding (Mattick and Makunin
2006; Mattick and Mehler 2008).

The action of endogenous RNA species such as microRNAs, small interfering
RNAs and piwi RNAs in animals and plants is a mediating process in that they guide
the binding of protein complexes to specific nucleic acid sequences (Ambros and
Chen 2007). There action starts both as a regulatory process at the transcriptional
level, e.g. by endogenous siRNAs (Watanabe et al. 2008) when the action potential
is activated out of the ‘evolutionary protocols’ fixed in the DNA storage medium, or
at the post-transcriptional level in that they stabilize messenger RNA and translation
into proteins (Chen and Rajewsky 2007). This means that small non-coding RNAs
do not solely mediate the transfer of genetic information from DNA to protein but
also act as sequence-specific regulators in the expression of other RNA transcripts
and, interestingly, in silencing specific transposons (He and Hannon 2004; Bartel
2004; Chu and Rana 2007).

Control patterns include mRNA degradation (by siRNAs), translational repres-
sion (by miRNAs), heterochromatin formation and transposon control (by
piwiRNAs) (Chu and Rana 2007). Endogenous miRNAs and siRNAs share bio-
genesis and can perform interchangeable functions (Doench et al. 2003).

They cannot be distinguished by their chemical composition or their action.
But they differ in their production pathways: (i) miRNAs derive from genetic
sequences that are different to known genes, siRNAS derive from mRNAs, trans-
posons, viruses, (ii) miRNAs are processed out of transcripts that can form RNA
hairpins, siRNAs are processed from long bimolecular RNA duplexes, (iii) miR-
NAs are always conserved in related organisms, endogenous siRNAs are rarely
conserved, (iv) miRNAs are produced from genes that are specialists in silencing
of different genes, siRNAs are typically auto-silencing, such as viruses, transposons
and repeats of centromeres (Bartel 2004). SiRNAs are expressed from extended
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double-stranded regions of long inverted repeats and can inhibit the expression of
nearly any target gene in response to double-stranded RNA and have a very efficient
and ancient immune function against genetic parasites (Fire 2005; Sontheimer and
Carthew 2005). This functions by identifying foreign RNA sequences and inhibit-
ing their replication (Elbashir et al. 2001). The ancient RNAi immune function is
based on self/non-self identification competence (Fire 2005). Many of these ele-
ments are retroposons or transposons and are encoded in the repetitive sequences
of the genome (Sontheimer and Carthew 2005; Jurka et al. 2007) and therefore are
clearly of viral origin.

MicroRNAs are single-stranded RNAs and are generated from endogenous hair-
pin transcripts of 70 nucleotide precursor miRNAs (Kim 2005). The transcription
of this pre-miRNA is processed by RNA polymerases pol II and pol III. Whereas
pol II produces the messenger RNA, small nucleolar and small nuclear RNAs of
the spliceosome pol III produce shorter non-coding RNAs such as tRNAs, some
rRNAs and a nuclear RNA that is part of the spliceosome (Bartel 2004). They con-
trol not only developmental timing, hematopoiesis, organogenesis, apoptosis, and
cell proliferation but also fat metabolism in flies, neuronal patterning in nematodes
and control of leaf and flower development in plants (Bartel 2004). Most of them
are processed out of introns!

It is predicted that every metazoan cell type at each developmental stage has a
distinct miRNA expression profile (Bartel 2004). The most characteristic differences
of miRNAs acting in plants and animals are found in the stem loop.

MicroRNAs (19–25 nucleotides in length) as well as small interfering RNAs
(21–28 nucleotides in length) seem to have descended from transposable elements
with an inherent regulatory ratio on gene regulation that is fulfilled by a variety of
small interfering RNAs or microRNAs which act in a coordinated manner in that
they share a division of labor in hierarchical steps of suppression and amplification.
This is indicated in transposable elements that encode both siRNAs and miRNAs
(Piriyapongsa and Jordan 2008). They can be found in intronic regions and build
stem loop structures (hairpins) as a common feature of active RNA species like
ribozymes. The defense mechanism of host genomes against transposable element-
invaders through siRNA evolved into miRNAs with a new regulatory complexity
and a new phenotype. First evolving as an immune function, it was later co-opted
as a tool for complex regulatory pathways for host gene expression (Piriyapongsa
and Jordan 2008). This co-option of identical competences for different purposes
seems to be a common evolutionary pattern for regulatory controls that can be flex-
ibly altered and re-arranged to cause phenotypic variation without altering basic
components (Mattick and Gagen 2001).

Micro RNAs are acknowledged as key regulators of gene expression. This
means that dysfunctions of these regulatory mechanisms may lead to dysregulated
genes with a cascade of disease-causing consequences (Calin and Croce 2006).
This means that the smallest RNAs are the basis of gene regulation, although
in their original function they had an immune function against viruses and sim-
ilar agents. Later on their function was adapted for eukaryotic gene expression.
Sometimes these new functions overlap with old features when virus infection is
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acute (Quellet et al. 2006) and the balanced (persistent) status is disturbed. The
eukaryotic signalling pathways that act during gene expression or DNA replica-
tion and the role of transport from the cytoplasm through nuclear pores into the
nucleoplasm, genetic expression and retransport into the cytoplasm and the role
of membranes, show that viruses had and still have manipulatory abilities in host
genomes and host cells (Miller and Krijnse-Locker 2008). In particular, the abil-
ity of persistent invaders to self-splice out before export to the cytoplasm – an
ability derived from the division of transcription and translation through nuclear
membranes with pores – produces an analog protein-coding dataset ready for trans-
lation and determines the identity of the host without harming its reproductive
cycle.

10.5.2 Non-coding RNAs act as Ribonucleoproteins

All these RNA interactions and the great variety of functions as preconditions of
eukaryotic complexity include gene–gene interactions as well as the integration
and regulation of most of the gene activities on different levels, such as chro-
matin structure, DNA-methylation, transcription, RNA splicing, RNA translation,
RNA stability and RNA signalling. This means that most of the functions of
gene control that we currently know (Mattick 2001, 2003, 2006, 2007) descended
from retroelements. One important feature is that non-coding RNAs function as
ribonucleoproteins and not as naked RNAs (Matera et al. 2007).

Some of them are small nuclear and small nucleolar RNAs (see below).
Interestingly the nucleolus plays an important role with similar performance to other
endogenous retroelements during a small time window in the cell cycle. Nucleoli
appear during the inter-phase of mammalian cells and are the locus of ribosome
processing. Nucleoli also control regulation of the cell cycle (Hiscox 2002). In gen-
eral, non-coding RNAs play important roles as intermediate products in the function
and structure of the host genome, e.g. in the reproductive cycle of host cells from the
start to the end of the S-phase. This is a common feature of persistent endogenous
retroviruses that adapted to the host genome as an addiction module. They now rep-
resent a phenotypic function of the host organism as neutralized (balanced) former
competing viral agents. If one of these agents is damaged or its regulation becomes
unstable the counterpart may still become virulent with potential disease-causing
consequences for the host organism (Witzany 2006).

Regulatory functions are restricted to specific phases of the cell cycle. One antag-
onist is suppressed and therefore the other can be produced at increasing rates
according to the phase of the cell cycle, e.g. production of tubulin and/or nanotubulin
structures (Rustom et al. 2004) or production of proteins with a variety of functions
in cell division. At the end of this specific phase of the cell cycle the suppression of
the antagonist ceases, mediated by specific signalling processes, and the antagonist
then suppresses the increased production of its counterpart. This is the precondition
for terminating its function in this phase of the cell cycle. These interactions repre-
sent a kind of universal module with key regulatory function. Non-coding RNAs are
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involved in nearly all of these key functions of cellular activities in all domains of
life (Prokaryotes, Eukarya, Archae).

10.5.3 Small Nuclear and Small Nucleolar RNAs

Most of these functions are fulfilled by non-coding RNAs, which act as binding
partners to ensure the correct position of the nucleic acid target molecule for its
enzymatic functions. Normally this process works as Crick-Watson base-pairing
which includes a lot of proteins. These interconnected networks between non-
coding RNAs and proteins are termed the ribonucleoproteins (RNPs) (Matera et al.
2007).

Some of these non-coding RNPs are small nuclear (sn) and small nucleolar (sno)
RNPs. They are competent in multiple functions, many of them for intracellular
transport and motility. In human cells they are encoded within introns. Both act in
a complementary fashion: snRNPs retrieve the snoRNAs from the introns. On the
other hand snoRNAs are required by the snRNPs for post-transcriptional modifica-
tions. Their interdependency seems to be typical for viral derived addiction modules.
Both snRNPs and snoRNPs depend on stable but inactive pre-RNPs, which only can
mature if they are located far from their later active position (Matera et al. 2007).

In most vertebrates the snoRNAs come from introns of pre-RNA transcripts.
These snoRNAs are integrated into a complex structure by endonucleases, exonu-
cleases and helicases (Zemann et al. 2006; Richard et al. 2006). Interestingly in
the yeast Saccharomyces cerevisiae most snoRNAs are not encoded in introns
(Filipowicz 2000). This could be an indicator of an earlier evolutionary phase
in which snoRNAs had not yet become endogenous by an infection event by
retro-agents.

Most of the snoRNAs of vertebrates that are encoded in their introns are
transcribed by polymerase II and produced after splicing through exonucleolytic
trimming. They are highly lineage-specific and form a separate family of mobile
genetic elements (Weber 2006).

Genes coding for snoRNAs switch on host genes by retroposition. They also
play important roles in excision and integration of specific sequences. They are
as important as Alu, SINEs and LINEs (Weber 2006). Interestingly, the best-
known mobile genetic elements are integrated into snoRetroposons. The insertion
is characterized by their individually different target site duplication-repeats e.g.
full-length LINEs, i.e. ALUs in primates. snoReverse Transcriptases (snoRTs) are
also inserted into other mobile elements as well as into DNA-transposons (Weber
2006). Retroelements seem to be compatible with each other and are integrated into
small nucleolar reverse transcriptase sequences, each of them with its individual
target-site duplication-repeat (Weber 2006). This could be an indicator of identifi-
cation processes and identity-modules. Many of the snoRNA genes are retroposons
with retroviral ancestry (Weber 2006). snoRTs that are part of the introns of host
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genes can be used as RNAs with novel functions. After a retroposition event they
can silence the snoRNA copy of their parents and lead to a new function of the new
snoRNA (Weber 2006). This seems to be a common feature of endogenous retro-
posons and transposons in that these genetic invaders are driving forces of genomic
creativity: the same competences in different contexts may lead to new functions
and phenotypes.

Transport of small nucleolar RNPs is characerized by both nuclear and cytoplas-
mic cycles. Cajal bodies play important roles in intranuclear transport as centers for
RNP- assembly, -transport, -modification and editing. Their production is a complex
highly coordinated and conserved process. When the small nuclear RNPs arrive in
the nucleoplasm they spread over the whole interchromatin space. Newly gener-
ated RNPs are assembled in the Cajal bodies before they are integrated into the
nucleolar subdomains fibrallin and interchromatin clusters. This seems to be an
indicator that they are processed and modified within the Cajal bodies and special-
ized (informed) for specific functions (Matera et al. 2007). Beside the function as
de novo assembling-factors of RNPs, multicompetent Cajal bodies play an impor-
tant role in modification and recycling processes of U4/U6 snRNP-complexes that
are remnants of splicing processes (Matera et al. 2007). Cajal bodies are nuclear
organelles with high motility and important roles in splicing, ribosome-processing
and transcription (Platini et al. 2002). It has been observed that Cajal bodies move
from one end of the nucleus to the other, assemble with other Cajal bodies or divide
themselves into smaller ones (Tomlinson et al. 2006). These endogenous retroele-
ments are still important agents in natural genetic engineering and natural genome
editing.

10.5.4 Currently Identified Roles of Small Nucleolar RNAs

Small nucleolar RNAs seem to derive from a very ancient group of endogenized
RNA viruses with a wide variety of functions such as 2’-O-methylation, pseu-
douridylation of many classes of RNAs, rRNA processing and synthesis of telomeric
DNA (Kiss 2002).

Today we know two families of snoRNAs: the C/D and the H/ACA RNAs. They
are produced in the nucleolus and have a variety of functions within the nucle-
olus but also out of the nucleolus as a recreation center for special substances.
Eukaryotic cells have several dozen species of snRNAs and 200 known snoRNAs
(C/D and H/ACA RNAs). These RNAs are one of the most diverse transacting RNAs
currently known. They are available not only in Eukaryotes but also in Archaea.
These snoRNPs (C/D H/ACA) share important functions such as: protein trans-
lation, mRNA splicing, genome stability, ribosome function, and modifications in
snRNAs of eukaryotes, tRNAs in Archaea and neuronal mRNAs in mammals. One
kind of H/ACA RNA, telomerase RNA, is needed for telomere production (Kiss
et al. 2002).
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Most of the known snoRNPs guide modifications of other ncRNAs. Both motifs
are simple and very ancient and are part of the telomerase RNA (Clouet d’Orval
et al. 2001; Wang and Meier 2004). Depending on their function, C/D and H/ACA
finally orientate to nucleoli, Cajal bodies or telomeres (Matera et al. 2007).

We know that one H/ACA RNP functions in vertebrate telomere synthesis.
Telomerase RNA and its protein partner, telomerase reverse transcriptase, are both
target orientated and strictly regulated. Telomerase enzymes are active in telom-
ere elongation only in the S-phase of the cell cycle. Interestingly telomerase does
not elongate telomeres continuously but at different times with interruptions in
between cellular subcycles, especially in the shorter ones. The 3’ region of the
endogenous human telomerase RNA possesses all the structural features of H/ACA
boxes of snoRNAs. Only in the S-phase of the cell cycle do both telomerase RNA
and telomerase reverse transcriptase move towards telomeres, otherwise they are in
different (waiting?) positions (Witzany 2008a). The accumulation of human telom-
erase RNA in nucleoplasmic Cajal bodies in certain cancer cells occurs only during
the S-phase of the cell cycle when telomerases are generated (Jady et al. 2004).
This means that the accumulation process is cell cycle dependent and time lim-
ited. Telomerase transport in the S-phase of the cell cycle is advantageous because
telomerase activity in eukaryotes is limited to chromosome replication and sup-
presses destructive functions of telomerases at non-telomere elongation locations
such as chromsome repair and repair of double-strand breaks (Tomlinson et al.
2006).

Cajal bodies in particular play important roles in the generation and function
of telomerase RNPs. Human telomerase RNA has a H/ACA motif that it shares
with small Cajal body RNAs and a wide variety of snoRNAs. The snoRNA family
regulates modifications and cleavage of ribosomal RNAs in the nucleolus, and the
small Cajal body RNA family regulates modifications of small nuclear RNAs within
the Cajal body (Fu and Collins 2006).

Besides the nucleolus the Cajal bodies are the best investigated nucleoplas-
matic organelles. They are enriched by spliceosomal RNPs and nucleolar RNPs.
Especially in the interphase many nucleolar intermediates emerge and play impor-
tant roles in transport and modification of a variety of cellular RNAs (Darzacq et al.
2002). C/D and H/ACA boxes guide the post-transcriptional pol-II specific spliceo-
somal snRNAs via pseudouridylation, which is characteristic of post-transcriptional
RNA modifications in eukarya and archaea and generally plays an important role
in the correct functioning of cellular RNAs. These guide RNAs share a Cajal body-
specific localization signal, the CAB Box (Richard et al. 2003). It is suggested that
pseudouridylation guide-RNPs play important roles in the processing of rRNA and
in function-control/regulation of telomerases in eukaryotes. Ribosomal RNAs play
important roles and therefore are DNA-encoded in hundreds of transcription units.
These units are organized in large tandem arrays. In active synthesis these rRNA loci
form nucleoli with important roles in evolution and development. These rRNA loci
are habitats for mobile elements like retroposons (Eickbush und Eickbusch 2007).
Pseudouridylation pockets also seem to direct snoRNAs to the nucleolus, which
means that they have identity functions (Narayanan et al. 1999).
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In yeast, telomerase is not associated with H/ACA snoRNPs but with SM
snRNPs, which demonstrates that telomerase is generated and regulated in different
organisms in different ways (Matera et al. 2007).

10.5.5 The tRNA Consortium

Additionally to the ribosomal rRNAs, tRNA is one of the most important RNAs
and is essential for the replication of both RNA genomes and DNA genomes. It
seems to be a very ancient competence because it functions in a wide variety of
contexts in quite different ways. Investigations of the variety of functions of tRNA
show that it seems to be an addiction module-like association of different predeces-
sors dating to the RNA world. The 3’ end of the tRNA structure could be the start
of an ancient replicase. Replicase is the CCA-adding enzyme that is necessary to
complete nucleotides that were lost because of incorrect starts. This CCA-adding
activity has been the first telomerase function with its function of completing lost
nucleic acid end-sequences during replication. If it is really as old as suggested
it must be present in all three domains of life: archaea, bacteria, eukarya. These
CCA-adding enzymes are found in all three domains of life, are part of the same
nucleotidyltransferase superfamily and are very similar in their function (Maizels
and Weiner 1999; Maizels et al. 1999).

The genomic tag hypothesis is another part of the puzzle over the role of non-
coding RNA abilities. It is suggested that the one half of tRNA evolved to mark
single-stranded RNA genomes for replication in the early RNA world. The second
half of the tRNA evolved separately as a primer of templated protein synthesis and
started the RNP-world. Both parts derived from independent RNA agents, which
together built a kind of addiction module. Then this module became involved in
translation from RNA template into protein. That tRNA plays important roles in
the replication of single-stranded RNA viruses of bacteria, plants and mammals,
replication of duplex DNA plasmids of fungal mitochondria, retroviral replication,
and also replication of present chromosomal telomeres, is less noticed nowadays
(Maizels and Weiner 1999; Maizels et al. 1999).

Last but not least let’s have a look at one of the most prominent and ancient nat-
ural genome editing competences: reverse transcriptases such as telomerases that
function in telomere-maintenance are non-coding retroagents. This indicates that
their ancestry is of retroviral origin (Witzany 2008b). The vast majority of retroele-
ments use tRNAs or RNAs with strong secondary structures to process reverse
transcription. Interestingly there is a similarity between the function of tRNA in the
production of proteins from RNA information, and reverse transcriptase, an enzyme
that is crucial for turning RNA into DNA (Presutti et al. 2006).

Retroposition – a billions of years-old process – still plays important roles in
building the structure and function of genomes in a continuing interaction between
host-genomes and the colonizing life strategies of mobile genetic invaders – an
everlasting evolution-driving process of rearrangement, renovation and innovation



188 10 Real Life-World of Noncoding RNA-Species

(Brosius 2005). The ancient and prominent role of reverse transcriptases I have
outlined in Chapter 9.

10.6 Reciprocal Interacting Agents

In contrast to DNA with its stable features and enormous information storage
potential, RNA is involved in the active parts of copying and coding processes, as
demonstrated in new sequence generation, replicative processes, gene invention and
higher order regulations in all key processes of life. Prior to the evolution of cellular
life it is proposed that very simple structured RNA (pre-RNAs) started by growing
through base-pairing mechanisms without coding features. The selection of an RNA
population a direct product of error prone unedited RNA replication is known as the
quasispecies theory.

Growth by base-pairing mechanisms is different to the growth of primitive
secondary structures of single-stranded RNAs, which can stabilize and replicate
themselves as hairpin/stem loop structures with inherent coding capabilities. When
coding began, catalytic functions connected with syntactic rule-ordered informa-
tion enabled these simple molecules to act as semiotic agents: they became capable
of generating nucleic acid sequences with a functional meaning which had to
be recognized, identified and interpreted correctly in the situational context, with
a combinatorial pattern of the base pairs that differed from the diverse features
inherent in non-self agents of the same structure, i.e. self/non-self identification
(Villarreal 2009). Biotic competences differ from abiotic interactions, because in
contrast to the latter, biotic competences which became active may even fail. These
abilities are still evident in the t-loop structure of tRNAs, a variety of ribozymes
and self-enforcing RNAi loops, which couple heterochromatin assembly to siRNA
production (Sugiyama et al. 2005).

The high density of early RNA life led to competing situations in which it was
an advantage to escape into DNA informational storage and protein-based cellular
life as outlined in Chapter 8 (Witzany 2008b). Protein- and DNA-invention were
a prerequisite for the evolution of divergence and the variety of life because all
evolutionary inventions could be stored as evolutionary protocols (Vetsigian et al.
2006) in this stable storage medium. The information content of the human genome
is comparable to an archive of 5000 books with 300 pages each.

It appears that all the detailed steps of evolution stored in DNA that are read,
transcribed and translated in every developmental and growth process of each indi-
vidual cell depend on RNA-mediated processes, in most cases interconnected with
other RNAs and their associated protein complexes and functions in a strict hier-
archy of temporal and spatial steps. It is clear that this regulatory order could
not evolve by chance or that it represents solely a randomly-derived mixture of
nucleotides, but that it is composed of individual functions and integration into
one developmental target, in strict coherence to the syntax of the nucleic acid
language.
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Today we are beginning to realize the degree of abundance and variety of RNA
species with their different, sometimes complementary and competing roles in all
key processes of life. RNAs play complementary roles in information processing
and regulation (Kenzelmann et al. 2006). In most cases they have an inheritable
status, being integrated in the genome of organisms, and are termed endogenous.
In other cases they are ancient individuals living in the cytoplasm of cells as per-
sistent non-lytic parasites similar to DNA-settlers, with important endosymbiotic
roles. Their relation to viruses is close and some virologists consider an evolu-
tionary tree of RNA-species and RNA viruses. Interestingly, some DNA viruses
have other features (linear chromosome, telomere ends, intron-like structures) that
indicate a different origin with ancient roots comparable to RNA viruses. These fea-
tures connect the evolutionary roots of Archaea and Eukaryotes, because ancient
dsDNA viruses have similar features in viruses of Archaea and the eukaryotic
nucleus. A special feature is the RNA proofreading and repair ability of RNA
polymerases, which would be the precondition of an RNA genome in the early
RNA world because of the relatively unstable RNA structures (Jeffares et al. 1998;
Poole et al. 1998; Poole and Logan 2005). On the other hand, this instability is a
necessary precondition for the high productivity of different RNA sequences with
the rapidly adapting features necessary in the early RNA world, i.e. a large variety
of different RNA identities.

In particular, the mode of replication of eukaryotes shows a wide variety of hier-
achical ordered processes which each depend on signalling processes to indicate the
successful termination of the preceding process. A temporal order exists, with time
windows processed by different process-design connected with the cell cycle, along
with transport systems of signals and complex messages, agents, co-agents and
helpers such as ancillary proteins and a network of interwoven regulatory elements
which suppress or amplify the start and stops of semioses, production, regulation
and the whole toolbox of natural genetic engineering. We now know that all these
processes involve RNAs, which become active via transcription out of the DNA
storage medium prior to translation into proteins.

During translation from digital DNA storage into the analog code of protein-
language it is interesting that DNA information contains multiple RNA- and
protein-meanings, i.e. from the same genetic data set it is possible to transcribe
multiple RNA species or translate a variety of proteins according to the higher
order regulations inherent in epigenetic control and/or transcriptional, pre- or
post-transcriptional modification targets. Additionally in eukaryotes we find some
non-coding RNA species such as small nuclear, small nucleolar, small Cajal body,
and small interfering RNAs. There are some indications that non-coding DNA plays
a role in the de novo generation of genes (Levine et al. 2006).

Nearly all genetic and genome editing processes involve RNAs, which in most
cases function as a network. Most of the functions are performed, conducted and
regulated by non-coding RNAs, which are encoded in intronic DNA in most cases
with repetitive syntax. Most of their functions are active only in an intermediate
stage of RNA processing, which is regulated by strict starts and stops that are signal
mediated. Error in these regulations is interconnected with organismic diseases.
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Non-coding RNAs are similar to all kinds of mobile genetic elements such as
LTRs, non-LTRs, SINEs, LINEs, snoRNAs, and snRNAs, all of persistent viral
origin. They are integrated via addiction modules, i.e. an agent/antagonist relation-
ship between competing genetic settlers that are neutralized and balanced by their
antagonism and the immune system of the host. This is an advantage for both the
host, which attains a new genetic phenotype that non-infected relatives do not pos-
sess, and the viral settlers, which both survive and co-evolve within a new genomic
habitat.

Transfer RNA (tRNA) and ribosomal RNA (rRNAs), with their key functions in
protein translation, represent such addiction modules, containing several subunits,
each of them necessary for function. The whole cell cyle of eukaryotes is regulated
by these non-coding RNAs.

Obviously DNA functions as both a relatively stable information storage medium
– an evolutionary protocol to fix advantageous innovations – and as a comfort-
able habitat for persistent genetic settlers. If all the RNA capabilities derive from
viruses or similar agents which compete in the available global pool of organis-
mal genomes – viruses and their relatives are ten times more abundant than cellular
genomes – then only those that give their hosts an advantageous genomic identity
that is able to ward off an abundance of competing genetic settlers will survive. They
must be able to build addiction modules (genetic and genomic innovations) together
with the host immune system, each of them a unique culture-dependent habitat.
Only then will the survival of both the genetic settlers and their host populations be
likely.

10.7 Conclusion

At the genomic level we can identify a remarkable process of change from a mech-
anistic view to the perspective of non-mechanistic genetic content processing. If
we look at the current knowledge of hierarchical and temporal order of single
steps and substeps in replication and transcription processes there must be nat-
ural genome editing agents that are competent both in generation of meaningful
nucleotide sequences and in the use of these sequences according to different needs
such as integration, modification, recombination, and extraction into pre-existing
genetic texts. As we will see, in this respect DNA is not only an information storing
archive but a life-habitat for linguistically competent RNA-agents of viral or sub-
viral descent. These agents are competent in almost error-free editing of nucleotide
sequences according to combinatorial, context-sensitive and content-specific rules.
They even generate nucleotide sequences de novo. They are also able to gener-
ate new rules of use for nucleic acid sequence modules by rearrangements in the
higher order regulatory network of non-coding domains. Thus ancient sequences of
the DNA storage medium may be used as modular tools in a wide variety of dif-
ferent contexts for new functions, made possible through the different meaning of
syntactically identical sequences.
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Competent agents in nucleic acid-language are not solus ipse agents but are
competent as mutual or parasitic ‘swarms’ or ‘clouds’, most of them RNA-based
communities that share these competences. Their competence is a communal one,
each of them being capable of self and non-self identification. The interactive com-
petence of a community enables each individual to be competent. If we look at
interacting communities such as ribosomes and spliceosomes (each containing sub-
units without which they cannot function) we see their shared competence. If we
look at the hierarchical processes of gene expression, transcription, RNA process-
ing, mRNA and tRNA transport for translation we can also see reciprocal acting
agents. From the virus-first perspective they are now mutually interacting but may
derive from formerly competing agents. mRNA and tRNA maturation in eukaryotes
in particular also seem to reflect communal processing.

Formerly competing agents have reached an equilibrium status balanced by the
immune response of the infected host to achieve a persistent life-style in the host
genome e.g. toxin/antitoxin-, insertion/deletion- or even restriction/modification
modules. The number of reciprocal interacting agents represented by e.g. ribosomes,
spliceosomes or even the consortium which cooperates as the adaptive immune
system (Villarreal 2009) ranges from a few to hundreds and thousands. In the
latter case communal agents interact in DNA rearrangements with enormous con-
sequences for many protein-based products that play important roles in immune
functions.

This view could change the construction of research projects, i.e. shifting the
focus from mutational (random) changes of nucleotide sequences to investigating
nucleotide sequences from the perspective of viral derived sequences that now play
important roles in the regulation of cellular functions. Their status within one of
many addiction modules can be changed by non-beneficial circumstances for the
cell (e.g. stress) and they may become lytic again, resulting in a wide variety of
diseases.
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Chapter 11
Outlook

11.1 From Mechanistic Biology to Biocommunication

In the second half of the twentieth century the physiological processes of all levels
of cells, tissues, organs and organisms of all organismic kingdoms were the main-
stream focus of biological research and experiments. In the 1970s, increasing use
of ‘communication’-metaphor occurred. In the last decade of the twentieth century,
communication (no longer used as metaphor) within and between organisms sur-
passed the pure physiological understanding of organisms. Cell-cell-communication
dominated contemporary cell biology, including considerable knowledge about a
great variety of signalling pathways serving as both organisation and coordination of
production, release, uptake and information-processing within and between cells.1

1The Editor of Cell Communication and Signaling, Bernard Perbal, writes in his editorial
‘Communication is the key’ (2003): ‘All forms of communication between human beings have
long been recognized as a requirement for reciprocal understanding, transfer of knowledge,
and productive development of societies. This also applies to living cells who are organized in
«microsocieties» that constantly adjust to their environment through a complex network of signal-
ing pathways. The chemical communication which occurs at various levels results in an integrated
exchange of information that is essential for coordinated responses’.

Research on biocommunication including all levels of biological organisation is also the goal of
a new journal Communicative & Integrative Biology (2007): In ‘about’ we read: ‘Entering the new
millennium – equipped with all sorts of -omics data growing at an incredible speed – the biolog-
ical sciences are slowly moving from a reductionistic to a holistic view of biological complexity.
One such example is the complex organismal behavior based on signaling and communication
processes. The extreme intricacy of these processes requires integrated systemic approaches. This
new journal, Communicative & Integrative Biology, will serve as a platform for the synthesis of
the biological sciences. The focus will be organismal communication, however, Communicative
& Integrative Biology will deal with communication at all levels of biological organization from
subcellular organelles to societies, ecosystems and the biosphere as a whole’.

Additionally the scope of an online journal published by Science (2008) has to be mentioned:
‘Science Signaling will publish leading research papers related to the broad topic of signal trans-
duction. Appropriate topics include any analysis of the mechanisms by which cellular functions are
regulated in response to external or internal cues in both eukaryotic and prokaryotic cells. The sub-
ject matter will thus cross the boundaries of traditional research areas such as Cancer Biology, Cell
Cycle Regulation, Cell Biology, Biochemistry, Development, Microbiology, Molecular Biology,
Immunology, Neuroscience, Physiology and Medicine, Pharmacology, and Plant Biology. Papers
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The link between linguistics and genetics has been obvious since the detection
of the universal grammar and the structural code of DNA. Chomsky’s meaning-
independent syntactical approach (i.e. the primacy of logics of the syntactic
structure) led to the broad acceptance and usage of bioinformatic methods and
systems biology. Additionally, researchers in bacteria communication like Ben
Jacob suggested with good reason that this approach reduces linguistic compe-
tences found in bacterial communication and has to be satisfied by both semantic
aspects, i.e. the context-dependent meaning of signals which act as signs, and prag-
matic aspects, which focus on the variety and differences of the behavioural patterns
in common-goal coordination, shared knowledge, memory and mutual intentions.
Apart from that, it is coherent with the presupposition by Charles Morris of any non-
reductionistic analysis of language-like structures, the complementarity of syntax
(combinatorial rules), pragmatics (agent dependent contextual rules) and semantics
(content-specific rules).

This suggestion is also valid in genetics and genomics. Also here the pure mole-
cular syntax of the sequences has to be satisfied by both semantic aspects, i.e. the
context-dependent meaning of sequences, and pragmatic aspects which focus on
the variety and differences of the behavioural patterns of an organismic identity
embedded in species-specific and, parallel with this, in trans-specific interactions.
Participants on the conference in 2001 ‘Contextualizing the Genome: the Role of
Epigenetics in Genetics, Development and Evolution’ exemplified in great detail
that this pragmatic context is indispensable for a non-reductionistic understanding
of epigenetics.

As in the theoretical investigation of human language and communication, all
attempts to get a coherent meaning of content exclusively from an analysis of the
syntactic structure of characters failed. The message alone is nothing; its meaning
depends on both the situational context in which it is used by a competent agent and
on the expressional patterns used by this agent which determine the meaning that
should be transported. The identical form of a syntactical structure therefore can
transport contradictory messages. This is a crucial deficiency of algorithmic analy-
ses in the realm of information-theoretical approaches or mathematical theories of
biology.

In parallel, the usage of ‘language’-metaphor has increased since the mid-
twentieth century with the growing knowledge about this genetic code. Most of
the processes which evolve, constitute, conserve, rearrange the genetic storage
medium DNA are terms which were originally used in linguistics such as coding,
copying, transcription, translation, signalling, signal transduction, etc. Meanwhile
the linguistic approach has also lost its metaphorical character and the similarity
between linguistic languages/codes and the genetic storage medium are not only
accepted but are fully adapted in bioinformatics, biolinguistics, protein linguistics,

should substantially refine current understanding of important signaling processes with priority
given to those papers that provide new concepts and new understanding of biological signal trans-
duction and that are likely to find application in multiple biological systems or in a diverse range
of investigations’.
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biohermeneutics and biosemiotics. The advantage of methodological adaptation of
communication and linguistic terminology is the availability of appropriate tools
for differentiation at specific levels which are difficult to describe in the language of
physics and chemistry alone.

This results in language-like structures and communication processes occur-
ring on the back of living nature which are not at all evolutionary inventions of
humans, nor are they anthropomorphous adaptations of terms of description of
human capabilities on non-human living nature. It was and is obvious that every
coordination and organisation within and between cells, tissues, organs and organ-
isms needs signs, i.e. chemical molecules which serve as signals or symbols in
messages or serve as vital indicators of environmental conditions which can be
interpreted by organisms and therefore serve as important indices. These signs
need to be interpreted in a correct way by biological agents, i.e. there must be
subjects/representatives of sign production and sign interpretation. This means that
the interpretation may also fail and result in the lack of or inappropriate response
behaviour.

Biocommunicative acts are the precondition for coordination within and between
organisms to take place. Biocommunication occurs on three levels: (A) intra-
organismic, i.e. intra- and intercellular, (B) inter-organismic, between the same
or related species and (C) trans-organismic, between organisms which are not
related and in most cases are of different organismic kingdoms, as happens in most
symbioses such as lichens.

The pragmatic philosophy of biology which I developed between 1987 and 1990
supposes that, on the assumption that life is structured linguistically and organised
communicatively, there must be a complementarity of three levels of rules wherever
signs are used within (inner nature) and between (outer nature) living organisms.
Because one sign is not a sign, and one sign-user cannot use signs without a commu-
nity of sign-users which he/she/it is a part of (whether by socialisation, i.e. memory
and learning, or by innate competence transfer), there is a close relationship to same
or related species which share (A) syntactic, (B) pragmatic and (C) semantic rules of
sign use, i.e. (a) how signs can be combined or sequenced (syntactic rules), (b) how
interactions like coordination and organisation can be established (pragmatic rules)
for different real-life purposes like common behaviour, or attack, defence, mating,
virulence, nutrition uptake, etc. Dependent on the pragmatic context are the seman-
tic rules which determine the meaning of signs, i.e. (c) how one syntactic sequence
can have completely different meanings in different situational contexts.

11.2 Three Kinds of Signs in Biocommunication

According to the founder of semiotics, Charles Sanders Peirce, we are able to
differentiate three kinds of signs: Indices, Icons, Symbols. Within the current
biocommunicative approach Indices are in most cases abiotic stimuli from the envi-
ronment which are interpreted as signals, e.g. a plant root identifies nutrients as
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being relevant, as the plant shoot does with the angle of sunlight. Icons are biotic
one-to-one signals (analogue) which need no further explanation, e.g. plant cells
identify auxin within a hormonal coordination process, and there are symbols, i.e.
signs or sequences of signs like characters of an alphabet used to generate words,
sentences, codes which do not indicate by themselves what they mean (what their
function could be) but are signs through natural or cultural conventions. Such
sequences may also be sequences of behaviours such as the dances of the honey-
bees of the colder hemisphere or even the eukaryotic genome-grammar with its high
complexity of alternately coding and non-coding sections.

11.3 Context Determines Meaning

Because chemical molecules which serve as signs are not indefinite it is normal for
sign-using organisms to share a finite number of signs and a finite number of semi-
otic rules which are necessary for use, so it is common for living organisms to use
the same chemical substances (in liquid, gaseous or mineralised form) which serve
as signs to transport messages in different pragmatic (situational) contexts; auxin
in plant communication may transport various messages whether it is used in the
context of (i) neuronal-like cell-cell communication or (ii) as hormone to transport
messages between root and shoot or (iii) as a morphogenic sign. Some dances of the
bees serve as symbols to transport the message of an appropriate hive or in another
pragmatic (situational) context to transport the message of an appropriate place to
find nectar. In other cases, too, the specific geographical situation of the populations
for growing up and socialisation may lead to special dialects, i.e. the signs which
are used to communicate are identical but the meaning of the transported messages
differs depending on regional customs and traditions. This phenomenon of dialects
we find also in bacterial communication. Dialects in biocommunicative acts could
be an important feature in the investigation of in vivo habitats.

11.4 Living Nature and Non-living Nature

The difference from pure stochastic/mechanistic biology is that semiotic rules
of sign use cannot be explained sufficiently by the natural laws of physics and
chemistry alone because, differently from pure natural laws such as gravity, liv-
ing organisms are in continued relations with semiotic rules and do not have a
changeable relation with natural laws but underlie them in a strict manner.

That means rules of sign use may be altered, rearranged, invented, generated or
deleted, i.e. communication processes are undertaken to function but in every case
they may also fail, i.e. there is no natural law which guarantees success. The success
of a rule-governed sign-mediated process, e.g. communication, is not the result of
the previous status of all circumstances. The following of semiotic rules in sign-
use and -interpretation is different from e.g. the crystallisation of water to ice. This
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is also the case with the genetic code. If the genetic code functions as code this
is physically and chemically coherent. The biotic plus is that this code also func-
tions syntactically, pragmatically and semantically in parallel, which the freezing of
water to ice does not. There is no semiotic interpretation of water molecules which
are exposed to some degrees under zero apart from physical and chemical laws
alone.

Each of these levels of semiotic rules may be damaged or deformed by several
influences and circumstances, so that the content of the code is not correct, i.e. is
not able to serve as matrix for appropriate protein production (coding) or as element
of higher-order regulation (non-coding).

These differences mark the border between non-living matter and living nature.
Therefore it becomes clear that the conditions on the surface of a planet without liv-
ing organisms are determined entirely by the sun′s energy and the laws of physics
and chemistry, as James Lovelock showed convincingly. A planet with living organ-
isms deviates considerably from this scheme. The gas composition and temperature
will vary in a manner that cannot be predicted exclusively by the laws of physics
and chemistry alone. Such a planet contains incompatible gas mixtures and temper-
atures whose relatively stable balance is actively controlled by organisms, and these
organisms are no solus ipse subjects but part of a planetary symbiology which is
organised and coordinated by continued biocommunicative acts.

11.5 Biocommunication Defines a Biotic ‘Plus’

If we choose the biocommunicative approach we can steer towards a new, transpar-
ent and, for every living organism, coherent method of description of the levels of
interaction in which the organism is integrated. The non-human living world does
not exclude humans, as we are part of living nature with indispensable interrela-
tions. The old system that categorises humans on one side, the environmental living
beings on the other, is not appropriate nowadays. Without symbioses there would
not have been something like living nature in principle, and beneath intraspecific
and species-specific sign-use there is also a level of trans-species sign use.

It is clear that the ‘biotic plus’ of living nature and therefore the difference
between non-living and living nature started in very few or only one initial event.
The starting-point of living nature is the use of sign(al)s between agents competent
to use, produce and interpret signs according to syntactic, pragmatic and seman-
tic rules. This starting-point could also fail and turn back into the physico-chemical
realm without semiotic rules again. The start of living nature from a biocommunica-
tive perspective may have had several processes of trial and error, but in contrast
to replicative copying of nucleic acids via chemical basepairing it must be stated
clearly that from the biocommunicative approach additionally (en)coding compe-
tences are the key features of starting life. Coding competences without replicative
copying would not function but copying without coding can’t be part of a definition
of life.
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11.6 The Advantages of Biocommunicative Biology

Therefore, is the aim of a biocommunicative approach to observe and describe the
semiotic rules of sign use in living nature? If the description is correct, our under-
standing of coordination and organisation of evolution, development, growth and
disease in the living nature (cells, tissues, organs, organisms) will increase. This
could be an advantage in medical sciences, as proven by the work of Thure von
Uexküll.

In some cases we will be able to predict vectors of development but the most
important advantage of this new type of biology (as a kind of an, understanding’
social science)2 over the former mechanistic biology is that we can be aware of
the complexity of living nature to prevent careless or even negligent steps in tech-
nical developments, e.g. the use of artificial bio-engineering without being aware
of possible consequences. There is a crucial difference whether we try to handle a
mechanical, functional matter or communicatively organised living nature. In the
first case we can trust laws of physics and chemistry exclusively; in the second we
must be aware that change and reorganisation, success and failure, of biotic agents
are common and are an open process in principle.

11.7 Linguistic and Communicative Competences in Non-human
Nature

The three semiotic levels of rules which are necessary to generate a shared appro-
priate repertoire for sign-mediated interactions, i.e. communication processes, have
a complementary function. Methodologically this means that if one level is reduced
to another (or the remaining others) no adequate analysis of sign-use is possible:
through analysis of syntax or semantics alone it is not possible to understand or
even reconstruct the pragmatic interactional content of two communicating agents,
and vice versa. This is a crucial difference between a biocommunication approach
and e.g. bioinformatics, with its main focus on genetic syntax, or biosemantics,
with its main focus on meaning functions, or even biosemiotics, which primarily
investigates signs and sign-processes, not interactions of organisms.

There is also a difference in (A) constructing correct sentences or genetic
sequences according to syntactic, pragmatic and semantic rules and (B) generating
an appropriate behaviour in which the sequence of behaviour, e.g. attack, defence,
mating, virulence, common coordination for a special purpose, takes the role of
signs. The competence to invent or rearrange the genomic content is a kind of

2 At the current stage biology is an empirical science which explains biological observations.
In the philosophy of science discourse in the last 1970s and 1980s there was an ‘explaining-
understanding’ controversy (between logical empiricism and hermeneutics). The concept of
‘biology as an understanding social science’ would be a progress out of the results of this discourse.
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linguistic competence which includes other semiotic rules apart from the commu-
nicative competence to initiate and constitute a context-coherent interaction in all its
steps und accompanying sub-steps. Therefore biocommunication of genome editing
includes other issues apart from biocommunication of e.g. plants, bacteria, animals
or fungi, although these two levels of biocommunication are connected in natural
genetic and even more in natural epigenetic engineering.

11.8 Complementary Roles of Linguistic and Communicative
Competences

As we could see, the linguistic competence of viruses (and especially their compe-
tence to constitute the sequence (‘word’) order in bacteria) leads to all necessary
prerequisites for the genetic and genomic as well as proteomic evolution. This viral
linguistic competence needs living organisms which are different to each other,
however, needs a biotic ‘matrix’ to expand these competences. Without living and
interacting bodies, cells, etc. the genomic creativity would be only a possibility
restricted to mere RNA combinatorial events (in an early pre-cellular RNA world)
without being relevant to the generation of a biosphere. Agents with genome edit-
ing competences need a real lifeworld of interacting metabolising cell bodies to get
different situations as matrix for inventions or genomic creativity, as do organisms
which cannot live without continued natural genetic engineering and genome edit-
ing within their cells. This means linguistic competences need the complementary
role of communicative competences.

11.9 New Qualities for Future Decisions

The origin of life is not questioned in this book, which is focused primarily on
communication processes, i.e., rule-governed, sign-mediated interactions within and
between living organisms on all levels in all organismic kingdoms. Furthermore, it
develops these for an appropriate description of the linguistic competences of agents
which are editing the genetic/genomic contents.

It should provide a better understanding of living nature in general and what it
means to be part of this ourselves. Differently from pure knowledge-shuffling for
commercial purposes, this biocommunicative approach may contribute to change
the relationship of human beings with non-human living nature. This non-human
living nature is not the environment, the Umwelt, but in a symbiotic living nature a
Mitwelt, a co-world on which we vitally depend. If our ecological ‘footprints’ are
destructive further down the line we counteract symbiological rules of living nature.
This could mark a copernicanian turn in our relation and understanding of life in
general.

It is our decision which pragmatic directions we want to go in, a destructive,
parasitic cycle of exploitation, pollution and extinction of species or a responsible
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sustainable and symbiotic-like cooperation with living nature to human and non-
human benefit. The success of the latter will decide in the long run whether our
understanding that we are at the top of the evolutionary ladder is correct or, con-
versely, whether humankind is an evolutionary error. As living organisms we have
to decide (not as solus ipse subjects but by majority vote) to communicate, to coor-
dinate and to organise such practical behaviour either in a sustainable coherence to
living nature or as overdeveloped hybrids of the species anthropos.
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