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PREFACE

Beginning centuries ago, early exploration of neural systems focused on understanding how
neural systems work at the cellular, tissue, and system levels, and engineering methodologies
were developed to detect, process, and model these neural signals. Recently, tremendous
progress has been made in the field of neural engineering, not only understanding the
mechanisms, detection, and processing of the signals, but also on restoring neural systems
functions and interfacing the neural systems with external devices and computers.

The purpose of this book is to provide a state-of-the-art coverage of basic principles,
theories, and methods in several important areas in the field of neural engineering. It is aimed
at serving as a textbook for undergraduate or graduate level courses in neural engineering
within a biomedical engineering or bioengineering curriculum, as well as a reference book
for researchers working in the field of neural engineering, and as an introduction to those
interested in entering this discipline or acquiring knowledge about the current state of the
this rapidly developing field.

Chapter 1 deals with neural prostheses—implantable devices that mimic normal
sensory-motor functions through artificial manipulation of the biological neural system
using externally induced electrical currents. While these are generally separated into two
classes (sensor and motor) the author provides systematic coverage of the state-of-the-art
in sensory neural prostheses.

The next three chapters address neural interfacing at different levels and from dif-
ferent perspectives. Chapter 2 introduces the concept of interfacing neural tissues with
microsystems. Microsystems technology is a rapidly developing field that integrates de-
vices and systems at the microscopic and submicroscopic scales. Neural interfacing with
microsystems provides an important basis of interfacing neural systems with a variety of
artificial devices. Chapter 3 addresses another aspect of neural interfacing—brain-computer
interface—which serves as a method of communication based on neural activity generated
by the brain that is independent of its normal output pathways of peripheral nerves and mus-
cles. Also reviewed are the state-of-the-art developments in this emerging field, integrating
neurophysiology, signal detection, signal processing, and pattern recognition. Chapter 4
reviews the recent developments in neurorobotics, which interface directly with the brain to
extract the neural signals that code for movement and use these signals to control a robotic
device.
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Neural stimulation is discussed in Chapter 5. Functional electrical stimulation of neural
tissue can provide additional functional restoration to neurologically impaired individuals.
Also covered is the fundamentals of electrical excitation introduced by electrical stimulation
of neural tissue and some important applications.

Chapters 6 and 7 discuss neural signal processing and imaging. An important aspect
of neural engineering is to properly analyze and interpret the neural signals—a step that
plays a vital role for sensing and controlling neural prostheses and other neural interfacing
devices, as well as understanding the mechanisms of neural systems. Chapter 6 provides
a concise but systematic review of neural signal processing in the central nervous system;
Chapter 7 teaches the basic principles and applications of electrophysiological neuroimag-
ing. Applying electromagnetic theory and signal processing techniques, electrophysiologi-
cal neuroimaging provides spatio-temporal mapping of source distributions within the brain
from noninvasive electrophysiological measurements. Knowledge of such spatio-temporal
dynamics of source distribution associated with neural activity would aid in the understand-
ing of the mechanisms of neural systems and provide a noninvasive probe of the complex
central nervous system.

Chapters 8, 9, and 10 focus on neural computation. Chapter 8 discusses the com-
putational principles underlying cortical function. Recent theoretical models, presenting a
range of interesting and sometimes conflicting mechanisms, are reviewed and their relation-
ship with the underlying biology is explored. Cortical computation is an important tool for
studying and understanding the mechanisms associated with processes ranging from visual,
auditory, and olfactory senses to high-level brain functions such as recognition, memory, and
categorization. Chapter 9 introduces nonlinear dynamics of neural systems and provides an
overview of the framework to study, simulate, design, fabricate, and test biologically plau-
sible information processing paradigms. In addition, the analog VLSI implementations of
the nonlinear computational algorithms are described, providing an important link between
the computational algorithms and the devices interfacing with neural systems. Chapter 10
reviews some of the important neural circuit models in order to gain a balanced understand-
ing of the interplay between the dynamics and temporal characteristics of action potential
trains and their effects on the neural information processing. Emphasis is placed on neural
modeling at the cellular level and its applications for understanding the mechanisms of
neural information processing.

The following two chapters emphasize neural system identification and prediction.
Chapter 11 introduces important perspectives and techniques for system identification,
as well as giving concrete examples of system identification strategies to study sensory
processing in the central nervous system and neural control in the peripheral nervous system.
An important aspect of neural engineering is not only to detect and understand signals from
neural systems but to also interface with, and control, the neural systems. Chapter 12
discusses such strategies and provides an example of predicting epileptic seizures and thus
allowing for proper intervention and control of the seizure.

Chapter 13 discusses retinal bioengineering. The mathematical modeling of neural
responses in the retinal microenvironment as well as restoration of retinal function are
reviewed. The retina has long served as a model for understanding complex parts of the
nervous system, but is also simpler than other parts of the brain due to the lack of significant
feedback from the brain to the retina.
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This book is a collective effort by researchers and educators who specialize in the
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SENSORY NEURAL PROSTHESES

Philip R. Troyk"* and Stuart F. Cogan?

'Tilinois Institute of Technology, Chicago, Illinois
2EIC Laboratories, Norwood, Massachusetts

1.1. INTRODUCTION

The use of technology to compensate for neurological deficit or disease has long captured
the imagination of researchers in neural engineering. Although the field of neural engi-
neering, by name, is relatively young, over the past 30 years many researchers from the
traditional engineering fields have devoted major portions of their careers to the develop-
ment of implantable devices known as neural prostheses. These efforts are exemplary of the
multidisciplinary nature of bioengineering, and have incorporated principles from a broad
range of engineering fields, including electrical, mechanical, and materials engineering, as
well as advanced theoretical and applied research in polymer science, electrochemistry, and
neuroscience. The basic principle underlying all neural prosthetic devices is common: the
artificial manipulation of the biological neural system using externally induced electrical
currents with the goal of mimicking normal sensorimotor functions. However, each appli-
cation requires implantable hardware systems that are specific to the desired function, and
therein lay the engineering challenges.

Conceptually, one can imagine how electrical stimulation might be applied to neurons
in a temporo-spatial manner that attempts to replicate the normal neuronal firing patterns.
However, in practice it is extremely difficult to achieve activation of biological neural sys-
tems in a manner that approximates natural function. The major disparity between normal
and artificial activation of neural systems stems from a matter of scale: Biological neural
networks function by combining the firing patterns from large numbers and populations
of neurons, and their associated processes, in a statistical manner. However, manipulation
of these same biological neural networks by artificial electrical stimulation is limited to
relatively small numbers of input/output channels, owing to the present limitations in elec-
trode technology. Typically, metal-based electrodes implanted near electrically excitable
nerve or muscle cells serve as the interface between the artificial and the biological sys-
tem. The primary challenge for the neural prosthesis researcher is the development of

* Address for correspondence: Illinois Institute of Technology, 10 W 32nd Building E1-116, Chicago, Illinois
60616; e-mail: troyk @iit.edu.
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miniature electrode structures that can be used for safe, selective, and chronic electrical
stimulation.

Neural prostheses can be roughly separated into two general classes: sensory and mo-
tor. For motor prostheses, electrical stimulation of the biological neural-muscular system
is used to substitute for normal control by the brain or the spinal cord. Lack of normal
function can result from spinal cord or brain injury, or birth defects. Functional electrical
stimulation (FES) systems have been developed for restoration of standing, walking, and
hand grasp. Other systems have been investigated for diaphragmatic pacing, footdrop, uri-
nary incontinence, assisted cough, relief of spasticity, prevention of pressure sores, sleep
apnea, erectile dysfunction, and Parkinson’s disease. Recently, progress has been made
in developing direct cortical interfaces that can be used to mimic mouse-driven inputs to
computers. It is hoped that one day such interfaces will directly control FES or mechanical
prosthetic systems as a means of bridging over a spinal cord injury.

For sensory prostheses the goal is to use an artificial sensor to replace neural input that
would normally come from a peripheral biological source such as an ear or eye. Owing to the
importance of hearing and sight for humans, during the past three decades there have been
numerous research programs for the development of sensory prostheses to substitute for
normal auditory and visual function. Although sharing parallel technological developments,
the auditory prosthesis, i.e. the cochlear implant, has advanced more rapidly than the visual
prosthesis, with respect to clinical implementation. Cochlear implants are now an accepted
clinical device for patients with acquired deafness, and research is progressing toward
implantation in very young children who were deaf at birth. The cochlear implant introduces
information into the peripheral nervous system, at the site of transduction of sound into
neural firing—the inner ear. Other approaches are emerging for which electrodes would be
implanted directly into the cochlear nuclei, within the brainstem. Similarly, visual prosthesis
development has proceeded at the levels of the retina, the optic nerve, and the primary visual
cortex. Although useable hearing can be obtained from 8 to 22 electrodes implanted in the
cochlear nuclei, restoration of vision is a far greater challenge, because it is estimated that
hundreds, or more likely thousands, of electrodes will be required to provide even minimal
visual function.

For both auditory and visual prostheses, enormous technological challenges need to be
overcome, and the development of the implantable devices and external hardware, as well as
identifying strategies for stimulation of the neuronal system, must be accomplished by spe-
cially formed teams with combined expertise in neural signal processing, electronic design,
implantable packages, electrode fabrication, surgical methods, and clinical implementation.

Although motor and sensory neural prostheses perform different functions, their de-
signs are often quite similar. Both types artificially stimulate neural tissue with the intention
of replicating absent biological stimuli. In this regard they share common elements and
many of the same design principles can be applied to both classes of devices.

1.2. FUNDAMENTALS OF SENSORY NEURAL PROSTHESES

At the fundamental level, a neural prosthesis system comprises stimulating electrodes,
an implanted electronic package that drives the electrodes with stimulation currents, and an
extracorporeal transmitter/controller that is used to power and control the implanted device.
Figure 1.1 is a generalized block diagram for a sensory neural prosthesis. Because of the
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present-day limitations of implantable batteries, most, if not all, neural prostheses are pow-
ered by transcutaneous magnetic coupling. Unlike pacemakers, which typically produce
cardiac stimulation pulses at the rate of once or twice a second using one or two electrodes,
neural prostheses are required to produce hundreds of stimulation pulses each second, from
many electrodes. Therefore, the power demands exceed the capacity of present-day im-
plantable batteries. Although a pacemaker battery may last for 10 years, that same battery
would probably last only a couple of days in a modern cochlear implant. For many neural
prostheses, the demand for power is nearly continuous, and rather than being supplied by
implanted batteries, the raw power is most often provided by an air—tissue transformer, with
one coil contained within the implanted device, and one coil as part of the extracorporeal
transmitter. The transmitter drives high-frequency current into the external transmitter coil,
inducing current in the implanted coil via the transcutaneous magnetic field. Within the
implant, the receiving-coil voltage is rectified, providing a power supply that maintains op-
eration of the implant’s electronic circuitry. Modulation of the transmitter carrier frequency
allows data communication, and power transmission, to occur over the single two-coil induc-
tive link. Similarly, a reverse telemetry signal can be communicated out of the body, by the
implanted device, over a data carrier. In this way, a simple magnetic structure consisting of
only two coils, one within the implant and the other within the external transmitter, serves the
dual purpose of providing power to the implant and forming a two-way communication link.

Within the implanted neural prosthesis, the electronic circuitry can be functionally
divided into three main sections: coil interface, controller, and electrode driver. The coil
interface serves the function of establishing and maintaining the implant’s power supply,
establishing reference voltages and currents used by the rest of the implant’s circuitry,
sensing power-on reset conditions, demodulating forward telemetry command data, and
modulating the coil current with reverse telemetry data. One might characterize the coil
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interface as a type of modem, acting as a bridge, between the controller and electrode
driver, to the external transmitter, through the inductive link.

The controller decodes the command data (demodulated by the coil interface) and
executes appropriate command and control functions for the implant’s circuitry. Usually
this section comprises mostly digital circuitry, although specialized analog functions are
sometimes included. Decoding a command sent by the external transmitter, to produce a
biphasic stimulation current, then sending the appropriate digital signals for pulse amplitude,
pulse duration, and stimulus control is an example of a function commonly performed by
the controller.

The electrode driver performs the task of using the control signals produced by the con-
troller to generate the appropriate currents, or voltages, for a particular electrode. Producing
the required biphasic current amplitude for the required pulse duration, while maintaining
electrode charge balance, are functions commonly performed by the electrode driver.

The circuitry for modern neural prostheses is usually fabricated using very large
scale integration (VLSI) techniques. Indeed, for obtaining complex circuit functions for
a miniature-sized device while minimizing power consumption, VLSI fabrication is of-
ten the only solution. Complementary metal oxide semiconductor (CMOS) and bipolar
complementary metal oxide semiconductor (BiCMOS) processes are both used to design
application-specific integrated circuits (ASIC) for neural prostheses. Sometimes, a combi-
nation of more than one physical ASIC is used to optimize circuit performance for digital
circuitry separately from analog circuitry.

The transducer of a neural prosthesis is the stimulating electrode. Electrical currents are
passed through the electrode in order to stimulate nearby neural tissue. The basic methods
of neuronal stimulation by electrical currents have not substantially changed over the past
50 years. Electrical current flowing through the electrode, and through the surrounding
neural tissue, causes voltage drops across the cell membranes of nearby neurons. For any
particular neuron, if the voltage drop exceeds a critical value, the neuron initiates an action
potential. At observed behavioral thresholds of stimulation, a fairly large population of
neurons within the vicinity of an electrode will be activated. The actual number depends
on the magnitude of the stimulating current and sensitivities of the surrounding neurons,
which can vary greatly (Tehovnik, 1996).

Electrodes for cortical stimulation are made from metallic conductors. The interface
between the metal tip of the electrode and the biological tissue is the site of charge transfer.
Within the tissue, the current flows by ionic charge carriers. The specific nature of the
electrode—electrolyte interface and the manner in which charge is transferred across the
interface depend on the type of metal used for the electrode. Preserving the integrity of this
interface is a necessity for long-term stability of the implanted system. A well-designed
neural prosthesis is approached by considering the electrode driver section of the implant
circuitry and the electrode together as a system, so that the electrode and the surrounding
neural tissue remain stable and healthy.

1.3. ELECTRODES FOR NEURAL STIMULATION

Establishing a chronically stable interface for exchange of information between the
biological environment and the implanted electronic device is an essential starting point
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FIGURE 1.2. A microelectrode inserted into the cortex. Near the
tip of the electrode, neural stimulation takes place via current that
passes from the electrode tip to the surrounding neurons. (Courtesy of
Cyberkinetics, Inc.)

for the development of any neural prosthesis. Although the design of neural prostheses
presents numerous engineering challenges, the choice of materials and physical struc-
tures for the electrodes is often regarded as the limiting factor in prosthesis develop-
ment. With present-day technology, this interface is based on the use of noncorroding
metals incorporated into physical electrodes placed in close proximity to the target neurons
(Figure 1.2).

Electrodes with metal stimulation sites are being used, and being considered for use,
in prostheses to compensate for sensory deficits as well as for motor and therapeutic ap-
plications. Visual prostheses using electrodes implanted in the cortex (intracortical), or
on the retina, have been investigated by several groups (Schmidt er al., 1996a,b; Nor-
man et al., 1999; Margalit et al., 2002; Troyk et al., 2002) and clinical studies with reti-
nal stimulation and implants are ongoing (Humayun et al., 1999; Weiland et al., 1999,
Chow et al., 2002). Auditory cortical prostheses using electrodes implanted over the ventral
cochlear nucleus (VCN) are in clinical use (Otto et al., 2002; Toh et al., 2002) and implants
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based on microelectrodes that penetrate the VCN, to better access the tonotopic gradi-
ent of the VCN, are being actively developed (McCreery et al., 2000; Rauschecker et al.,
2002). Intraspinal electrodes are showing promise for bladder management in spinal cord
injury and may find use in managing other dysfunctions of the genitourinary system (Grill
et al., 1999; Jezemik ef al., 2002). The use of microelectrode arrays to stimulate the
cortex to restore or control motor function is also being investigated (Nicolelis, 2002).
Deep brain stimulation (DBS) is becoming important as a treatment for tremor, epilepsy,
pain, and Parkinson’s disease when pharmacological management is ineffective (Duncan
et al., 1991; Loddenkemper e al., 2001). Nerve signal recordings using intracortical mi-
croelectrodes are being used to control extracorporeal devices that will perform functional
tasks for the spinal cord injured (Maynard er al., 1997). Multisite chronic recording in
the cortex is becoming increasingly important for the study of cortical organization and
plasticity, particularly as they relate to the development of prostheses employing corti-
cal control or stimulation (Rousche et al., 1998, deCharms et al., 1999, Wessberg, 2000).
The use of cortical nerve signals to control or provide feedback for functional electri-
cal stimulation in neuromuscular prostheses is also being contemplated (Hoffer et al.,
1996). All of these applications share a common challenge: a chronic, safe, artificial
interface with neuronal tissue using electrodes that provide a high degree of functional
specificity.

The design of an implantable stimulating electrode is often a compromise between two
opposing constraints: the desire for a small tip area, approaching the size of the surrounding
neurons so that selective stimulation of the neurons can be obtained, and the limitation
in the amount of charge per stimulation pulse that can be safely injected into the tissue
without inducing deterioration of the electrode or the surrounding tissue. As the surface
area of the exposed tip is reduced, the charge density, typically reported in millicoulombs
per square centimeter (mC/cm?), increases for constant stimulus charge. As the charge
density increases, for a particular metal, the likelihood of irreversible damage to the metal
stimulation site similarly increases. Likewise, if a fixed charge is delivered in a shorter
time period, a higher current density is necessary. The current density is a measure of the
rate of the charge transfer reactions, and higher current densities are more challenging to
deliver without damaging the electrode. Much of the microelectrode research during the
past 30 years has been directed toward the evaluation of various types of metals with regard
to their individual stimulus charge-density limits.

1.3.1. CHARGE INJECTION PROCESSES AND COATINGS

Electrical stimulation initiates a functional response by depolarizing membrane poten-
tials in excitable tissue. Depolarization is achieved by the flow of ionic current between two
or more electrodes, at least one of which is in close proximity to the target tissue. For an
electrode made from a metallic conductor, reactions at the electrode—tissue interface are re-
quired to mediate the transition from electron flow in the metal to ion flow in the tissue. These
reactions can be capacitive, involving the charging and discharging of either the electrode—
electrolyte double layer or a dielectric layer at the interface, or Faradaic, in which surface-
confined species are reversibly oxidized and reduced. There are two strategies for increas-
ing charge-injection capacity with capacitor electrodes. The electrochemical surface area
(ESA) can be increased by roughening or by deposition of highly porous electrode coatings,
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or a high-dielectric-constant film can be formed at the interface by either anodization, if
the electrode is fabricated from a valve metal (titanium or tantalum), or deposition of a
high dielectric-constant material. Faradaic charge injection capacity may also be increased
by increasing ESA, but is most effectively increased with the use of reduction—oxidation
(redox) active coatings on the electrode surface. Redox coatings, almost exclusively based
on iridium oxide, are used in most intracortical and intraspinal stimulation applications
and for some cardiac pacing. Presently, Faradaic electrodes provide more charge per unit
geometric surface area (GSA) than do capacitive electrodes.

To avoid damage to the electrode or surrounding tissue, charge injection for neural
stimulation is applied in the form of rectangular current pulses, with each pulse having
cathodal and anodal components defined by current amplitudes and durations that result in
an overall zero net charge (charge balance) for the pulse. A typical pulse waveform with
definitions and ranges of pulse parameters is shown in Figure 1.3.

The maximum charge injection capacity of an electrode is usually defined as the charge
that can be injected without polarizing the electrode beyond the potentials for reduction or
oxidation of water and is based on the premise that these or other irreversible reactions
would lead to byproducts that damage tissue near the electrode. Obviously, electrode dis-
solution reactions are also unacceptable. Other electrochemical limits, such as those for
oxidation of proteins might similarly be defined. For any type of electrode, the maximum
charge that can be injected within defined potential limits depends to varying degrees on
the current density, which is directly proportional to the rate of the double-layer charg-
ing and redox processes, the pulse frequency, and the relative magnitudes of I. and I,.
The geometry and porosity of the electrode also impact the uniformity and magnitude of
the polarization (Posey and Morozumi, 1966; Suesserman et al., 1991). Charge injection
requirements for electrodes used in some CNS stimulation applications, based primarily
on neuronal activation threshold measurements, are listed in Table 1.1. Traditional noble
metal electrodes, principally platinum and platinum-iridium alloys, as well as other metal
electrodes including stainless steel and gold, with a maximum charge injection capabil-
ity of <0.15 mC/cm?, are not suitable for most of these applications (Robblee and Rose,
1990).
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TABLE 1.1. Threshold Charge Injection Requirements for Neural Prostheses Electrodes in the CNS
and on the Epi-retinal Surface

Threshold charge  Pulse width

Application Species Site (mC/cm?) (ms) Reference

Vision Rabbit Epi-retinal 0.8-5.7 0.1 Rizzo et al., 1997

Vision Human Epi-retinal 0.16-70 2 Humayun et al., 1996

Vision Human Epi-retinal 0.84.8 Not reported Weiland et al., 1999

Vision Human Intracortical 2-20 0.2 Bak et al., 1990

Vision Human Intracortical 0.2-2.5 0.2 Schmidt er al., 1996a,b

Hearing Cat Cochlear nucleus 0.06-0.09 0.15 McCreery et al., 1998,
2000

Micturition Cat Intraspinal 4 (effective) 0.1 Grill er al., 1999

Only a limited number of electrode materials or coatings are suitable for chronic
stimulation at charge densities greater than 0.15 mC/cm?. Some materials currently used
for electrical stimulation in neural prostheses and pacing, with an estimate of their charge
injection capacities, are listed in Table 1.2. The charge injection limits are defined as those
that just avoid electrolysis of water, which occurs at potentials of approximately —0.6 and
0.8 V Ag|AgCl for reduction and oxidation, respectively, on platinum and iridium-oxide
electrodes (Robblee and Rose, 1990).

Capacitive electrodes, in which no redox reactions accompany charge injection, have
been evaluated for cortical stimulation (Guyton and Hambrecht, 1974; Rose et al., 1985).
Capacitor electrodes, which inject charge entirely by capacitive charging and discharging
of the electrical double-layer, are conceptually attractive because they avoid electrolysis of
water, electrode dissolution, or other irreversible electrochemical reactions that might de-
grade either the electrode or the surrounding tissue. However, the available charge per unit
electrochemical area is small (~20 pC/cm?-real at 1 V) and the use of porous electrodes
and dielectric films, such as Ta;Os or TiO,, at the electrolyte interface are necessary for in-
creasing charge capacity to physiologically useful levels. Even with surface roughening and
dielectric films, the charge injection capacity of the capacitor electrodes is not adequate for
small-area (<2000 um?) intracortical electrodes at charge and current densities necessary
for stimulation (Rose ef al., 1985; Robblee and Rose, 1990). Capacitor electrodes based on
porous titanium nitride (fractal TiN) are used extensively as large-area electrodes in cardiac

TABLE 1.2. Charge Injection Limits of Pt and Electrode Coating Materials Used or Contemplated
for Applications in the CNS

Charge limit

Material Mechanism (mC/cm?) Applications

Pt and Pt-Ir alloys Faradaic 0.05-0.15 Pacing, nerve cuff electrodes, DBS
Activated iridium oxide Faradaic 1-3.5 Intracortical stimulation

Thermal iridium oxide Faradaic ~1 Cardiac pacing

Sputtered iridium oxide Faradaic >0.5 Limited to IDEs

Tantalum/Ta; O5 Capacitive ~0.5 Limited to animal studies

Titanium nitride Capacitive ~1 Cardiac pacing




SENSORY NEURAL PROSTHESES 9

pacing (Schaldach ez al., 1990; Frohlig et al., 1998). Titanium nitride is a metallic conductor
that is deposited as a highly porous coating by reactive sputter deposition from a titanium
metal target. High-porosity thin films of titanium nitride, often termed fractal, exhibit ex-
tremely low polarization under typical pacing conditions. These electrodes have areas > 1
mm? and the charge injection densities in pacing are modest, about 0.5 mC/cm? delivered
with a pulse width of >0.5 ms, compared with those required for intracortical stimula-
tion, and are typically delivered over longer pulse widths and, consequently, lower current
densities. The charge injection capabilities of fractal TiN, although considerably greater
than noble metals, were less than one third of those of redox-active electrode coatings in
measurements under neural stimulation conditions by Weiland et al. (2002).

Faradaic electrodes, based on noble metals, transfer charge by surface reduction and
oxidation (redox) of a monolayer oxide film and, for Pt or Pt-alloy electrodes, H-atom
plating and stripping. The contribution of double-layer capacitance to charge injection with
noble metals is typically <15% of the total charge injected. Pt and Pt-Ir alloy electrodes
are used extensively in cardiac pacing, deep brain stimulation, and in most nerve cuff and
implantable pain management electrodes. On examining the required charge injection levels
shown in Table 1.1, it is seen that the charge densities required for even threshold stimulation
are well beyond the limits established for noble metal electrodes. The established alternative
electrode material is Activated IRidium Oxide Film (AIROF), a Faradaic electrode coating
based on a three-dimensional film of hydrated iridium oxide (Robblee ez al., 1983). AIROF
was developed for high-charge injection electrodes under NIH funding at EIC Laboratories
(Norwood, MA) (Brummer et al., 1983; Robble ez al., 1983). AIROF is capable of injecting
charge at levels appropriate for stimulating small populations of cortical neurons using
small-area (~2000 um?) electrodes. Although extensive behavioral response studies using
AIROF electrodes in the CNS are lacking, AIROF coatings have been used clinically for
acute and short-term chronic (4-month) studies of intracortical stimulation of the visual
cortex (Bak et al., 1990; Hambrecht, 1995; Schmidt et al., 1996a,b).

AIROF is formed from iridium metal by repetitive potential cycling between negative
and positive limits, close to those for reduction and oxidation of water, to form a hydrated
iridium oxide. The high charge capacity is obtained from a reversible Ir** /Ir**+ valence
transition within the oxide (Brummer et al., 1983). The first AIROF electrodes were fab-
ricated from polymer-insulated iridium wire, and single-site intracortical microelectrodes
formed in this way are used extensively for stimulation studies in the cortex and the spinal
cord (McCreery et al., 1986; Grill et al., 1999; Liu et al., 1999). AIROF electrodes are
also used on silicon microprobe devices fabricated by thin-film silicon micro machining
technology (Anderson et al., 1989). For use with silicon microprobes, the AIROF is formed
by activation of sputtered iridium metal films with no apparent difference in properties
between AIROF formed from iridium wire or thin-film coatings.

Evaluation of AIROF charge injection electrodes usually begins with cyclic voltamme-
try (CV). Ina CV measurement, the AIROF stimulation electrode is placed in a physiological
electrolyte with a standard reference electrode and a large-area auxiliary or counterelectrode,
which is usually made of platinum wire or foil. The most common reference electrodes are
the saturated calomel electrode (SCE) and the Ag|AgCl (KCl) electrode, both of which are
available commercially in a variety of sizes. The potential of the stimulation electrode is
driven with respect to the reference electrode, whose half-cell potential remains fixed, by
modulating and limiting the current flow between the stimulation and the counterelectrode.
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FIGURE 1.4. Typical cyclic voltammetry plots comparing a platinum electrode to an AIROF electrode. Note the
higher charge capacity for the AIROF electrode. (Courtesy of EIC Laboratories)

This three-electrode measurement is usually made with an instrument called a potentiostat.
The potential of the stimulation electrode is swept with a triangular waveform between two
potential limits at a modest sweep rate, typically between 20 and 100 mV/s. The potential
limits are usually those corresponding to the onset of water reduction and oxidation, about
—0.6 and 0.8 V (vs. Ag|AgCl), respectively, for iridium oxide. The electrode potential and
current are plotted as shown in Figure 1.4, where CV plots for a platinum electrode and
an AIROF electrode are compared. The potential range over which no electrolysis of water
occurs has been labeled the “safe” region.

The total amount of charge that can be transferred in a cathodal stimulation pulse is
related to the cathodal charge storage capacity (CSC,) of the electrode, which is typically
calculated from the time integral of the cathodic current during a potential sweep from
0.8 V and 0.6 V versus Ag|AgCl (Figure 1.5). In the case of AIROF, by assuming every
tridium cation in the AIROF is electrochemically active and undergoes a one-electron
reduction reaction over this potential range (i.e., Ir*t + e~ — Ir**), the CSC, provides
an estimate of the total amount of iridium oxide at the charge injection site. A CSC, of 1
mC is approximately equivalent to 6 x 10" iridium atoms. Because CSC, is measured at
low current densities (<5 mA/cm?), it is a near-equilibrium value. A stimulation current
pulse is delivered at a much higher current density, often >1 A/cm?, and only a fraction
of the CSC, can be accessed without polarizing the electrode beyond the limit for water
reduction. It should be noted that the available charge depends on the starting potential
of the electrode, and for cathodal-first pulses, the more positive the starting potential, in
general, the more charge can be delivered in a stimulation pulse. In a physiological buffer,
the maximum charge-injection limits of AIROF (with 200-ps current pulses) are generally
regarded to be 1, 2, and ~3.5 mC/cm? for cathodal, anodal, and anodically biased cathodal
pulses, respectively (Beebe and Rose, 1988). For AIROF, the amount of charge that can be
injected in a physiologically relevant stimulation pulse is about 5-20% of CSC,, depending
on the details of the stimulation waveform.
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1.3.2. FABRICATION OF NEURAL STIMULATING ELECTRODES

Electrodes for stimulation of the CNS can generally be classified as either metal wire,
or metal film type. Wire-type electrodes are made from solid wire, usually iridium. Metal
film type electrodes can be fabricated on a variety of substrates, including flexible sub-
strates, with the films deposited by one of the several techniques including sputtering,
adhesion of foil, or electroless deposition of a base metal with subsequent metal electro-
plating. For both classes, the currently preferred material for the active charge injection site
is AIROE.

1.3.2.1. Metal Wire Electrodes

Discrete wire microelectrodes have been used for recording and stimulation of neural
tissue for many years. The most widely used design consists of simply cutting off the end
of an insulated 25- or 50-um-diameter wire and advancing a single wire or a bundle of
wires held together with glucose or carbo wax into the brain. Although this method works
well for deeper structures in the brain, it does not work well for the superficial layers of the
cortex, where the microelectrode is typically advanced less than 2 mm. Mechanical stability
of the microelectrode tip in the brain is critical if one is trying to either record from, or
stimulate, the same group of neurons consistently. Gualtierotti and Bailey (1968) were
the first to describe a “neutral buoyancy” microelectrode. Their overall design constraint
was that the microelectrode “float” on the brain’s surface and that the wire leading from the
microelectrode to a connector, usually mounted on the animal’s skull, be extremely flexible.
This design, although it worked fairly well, was not very practical because of the delicate
fabrication techniques required to fashion the microelectrode.

The “hat pin” design, as depicted in Figure 1.6, is described by Salcman and Bak
(1976). Although fairly difficult to fabricate without customized machinery, it does uti-
lize commercially available materials and approaches Gualtierotti’s (1968) “floating elec-
trode” design. The hat pin design uses 37-pm-diameter pure iridium wire microwelded to a
25-um-diameter gold wire lead. Iridium wire was originally selected as the electrode
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FIGURE 1.6. Dual hat pin electrode as described by Salcman and Bak showing method of hand implantation
into the cortex. From Schmidt et al. (1996a,b).

material because of its stiffness and inert properties; however, it has the additional ad-
vantage of being easily activated to form AIROF directly on the electrode’s metal surface.
The iridium wire tip is sharpened to a radius of 1-5 pm, and the microweld joint is rein-
forced with a biocompatible epoxy. The electrode shaft is coated with about 3 to 4 pum of
Parylene-C insulation. A dual-beam excimer laser is used to expose the iridium metal at the
tip of the microelectrode.

In early designs, Parylene-C-coated sharpened iridium electrode tips were exposed
using a high-voltage arcing technique. Although this is a commonly used technique for
deinsulating electrode tips, the results can be quite variable. SEM examination of electrode
tips before and after implantation consistently revealed poor adhesion of the Parylene-C
insulation at the tips. The arcing process is also thought to produce tiny fractures in the
Parylene-C along the shaft. Both of these phenomena are believed to result in the decreasing
impedance values often seen in chronically implanted electrodes. To produce a more stable
and dimensionally consistent exposed metal stimulation surface area, a technique which
utilizes an excimer laser system was developed that ablates the Parylene in a precisely
controlled manner, thus allowing electrodes to be consistently fabricated with precisely
defined exposed tip areas. In addition, substituting the laser ablation for the arcing method
allows the electrodes to be treated with surface adhesion promoters (typically silanes) before
they are coated with the Parylene. Use of the surface promoters results in the Parylene-C to
be more tightly bound to the iridium metal, thus reducing the risk of having the insulation
push back during implantation, as well as providing a more stable metal—insulation interface
during stimulation.

Other variations of this basic wire-type electrode design have evolved over the past
10 years. In an alternate design the metal wire iridium microelectrodes are fabricated from
35-um iridium wire, with the tip of the electrode electrolytically etched to form a controlled
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FIGURE 1.7. Discrete iridium microelectrode. The laser-ablated AIROF active tip has an exposed surface area
of 2000 pm?. (Photograph courtesy of Huntington Medical Research Institutes)

cone with an included angle of approximately 10°, and ablunt tip with a radius of curvature of
5-6 um. In each case, the goal has been to produce electrodes with consistent tip geometries
and stable AIROF coatings. Figure 1.7 shows an SEM photograph of an AIROF iridium
metal wire electrode with a precision-laser-ablated tip.

1.3.2.2. Incorporation of Metal-Wire Electrodes into Arrays

Although some limited success has been reported for single metal wire stimulating
electrodes implanted into the CNS, it is generally agreed that design of a sophisticated CNS
sensorineural prosthesis will require larger numbers of implanted electrodes. To facilitate
the implantation process, and prevent significant movement once implanted, research has
been done to examine the feasibility of using groups of electrodes consolidated together
within a rigid matrix. One such design is shown in Figure 1.8. The individual electrodes are
cast into an epoxy matrix and connected to a multiwire cable. Implantation into the cortex
is accomplished using a specialized high-speed insertion tool, at speeds of up to 1 m/s to
minimize tissue damage and bleeding. Owing to this rapid insertion speed, the array can
impale blood vessels with little to no bleeding. Based on this design, arrays consisting of
up to 16 electrodes have been fabricated.

1.3.2.3. Metal Film Silicon Electrode Arrays

Micromachining of silicon has been used to fabricate electrode probes with multiple
electrically insulated metal stimulation sites on a single probe shank. It is anticipated that
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FIGURE 1.8. Stimulating intracortical electrode array containing multiple metal-wire electrodes. The stabilizer
pins prevent motion of the array once implanted into the cortex. (Photograph courtesy of Huntington Medical
Research Institutes)

such microprobes will be employed in neural prostheses requiring many multiple-site elec-
trodes, and they offer one of the few approaches being developed to resolve the difficulty
of connecting to the large number of neuronal sites that may be required for a clinically
practical CNS prostheses. The potential of the microprobes is reflected in the extensive
development effort supported by the NIH (Anderson et al., 1989). Figure 1.9 shows the
concept of typical micromachined probes.

Fabrication is accomplished using a modified liftoff process, in which photolitho-
graphic techniques, well known to the semiconductor industry, are employed to pattern
the distribution of electrode sites, the shape of an individual electrode shank, or the
combination of multiple shanks on the same silicon structure. An ongoing program of
research at the University of Michigan (Wise et al., 1999) continues to advance this
technology, and it is anticipated that this work will culminate in the realization of extremely
high density three-dimensional structures with far greater design variations and consistency
than would be possible for discrete metal wire electrodes. A prototype is shown in Figure
1.10. Because the substrate for the micromachined electrode structures is silicon, including
active electronic circuitry directly on the probe becomes an attractive option, and designs
of this nature are currently under test. For the metal stimulation sites, AIROF is the usual
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FIGURE 1.9. Micro-machined silicon probes. Left: concept drawing of a probe design. Right: Scanning electron
microscope photographs of silicon probe tip. (Courtesy of University of Michigan)

FIGURE 1.10. Three-dimensional micromachined silicon probe array. (Courtesy of University of Michigan)

charge injection coating, but the probe fabrication technology also makes them suitable for
use with fractal TiN (Wise et al., 1999), and it is expected that they will also be suitable for
use with sputtered iridium oxide (SIROF). The deposition of AIROF on the micromachined
electrode structures poses unique problems, which current studies are addressing.

1.3.2.4. Stability of Activated Iridium Oxide (AIROF)

Successful and reproducible activation of iridium to AIROF depends on the surface
condition of the electrode prior to activation, primarily surface cleanliness. Incompletely re-
moved insulation or residue, from the process used to deinsulate the electrode tip (e.g., laser
ablation or reactive ion etching) can occlude and mask the electrode surface, leave elec-
troactive contamination on a surface, or lead to poor adhesion of the AIROF. This condition
has been observed for the activation of both iridium shaft electrodes and thin-film electrode
arrays.
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Pulsed at 2 mC/cm?

FIGURE 1.11. AIROF tip of iridium shaft electrodes pulsed for 7 h in cat cortex at S0 Hz, 400 ps/ph at the
charge density indicated with 0.4 V (AglAgCl) anodic bias. All electrodes (8 total) pulsed at 3 mC/cm? exhibited
delamination of AIROE The third figure shows scanning electron micrograph showing delaminated iridium oxide
film at the site of an electrode pulsed at 3 mC/cm?. Backscatter image of histology slide. Light areas are AIROF
in tissue.

The original charge injection limits for AIROF (CSC. 28 mC/cm?), using 200-us
current pulses, were determined by visual observation of gas formation and measurement
of electrochemical potential transients (Robblee et al., 1983; Beebe and Rose, 1988). Visual
gassing limits were subsequently found to overestimate the charge injection limits. Potential
transient measurements by Beebe and Rose (1988) are more indicative of the true reversible
limits, which were determined to be 1 mC/cm? for cathodal pulsing, 2.1 mC/cm? for anodal
pulsing, and 3.5 mC/cm? for cathodal pulsing with anodic bias. Although these limits
were previously thought to be conservative, recent studies involving in vivo pulsing of
AIROF electrodes in cat cortex at about 3 mC/cm? found corrosion of the electrode tips
and delamination of the AIROF as shown in Figure 1.11. These electrodes were evaluated
at Huntington Medical Research Institutes (Pasadena, CA) as part of their ongoing studies
of safe cortical stimulation. Eight electrodes pulsed at this level showed corrosion and
delamination after 7 hr of pulsing.

While using AIROF coatings for neural stimulation it is important to avoid pulsing
conditions that cause continued activation of the underlying iridium to AIROF. Although
for thicker films the charge storage capacity of the AIROF increases, thicker films are also
mechanically unstable and may delaminate. The effect of continued thickening of AIROF
is shown in Figure 1.12 for an AIROF that was originally activated to a CSC, of 28 mC/cm?
and subsequently cycled at 50 mV/s between potential limits of —0.6/0.8 V for 6372 cycles
followed by 6815 cycles at —0.7/0.8 V limits in phosphate-buffered saline (PBS).! A large
increase in CSC, is observed, from 28 to 58 mC/cm?, with the formation of a pronounced
oxidation peak at 0.63 V. This latter peak is associated with delamination of the AIROF,
although it is not known if this is a direct result of delamination or an intrinsic evolution in
voltammetric behavior with increasing AIROF thickness.

! PBS is phosphate-buffered saline having a composition of 126 mM NaCl and 22 mM NaH,PO,-7H,;Oand
81 mM NayHPO4-H,O at pH 7.3. The PBS is deacrated with a gentle flow of Ar gas to remove
oxygen.
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FIGURE 1.13. Delamination of AIROF at the perimeter of a thin-film iridium electrode after overactivation. Note
the nonuniform current distribution during pulsing.

AIROF electrodes on silicon microprobe electrodes will also delaminate when over-
activated. The delamination may result from excessive thickening of the AIROF, as in the
case of iridium wire electrodes, or from activation through the full thickness of the iridium
film (typically <200 nm thick). The volume increases at least by a factor of 6 when iridium
metal is activated to AIROF, and if the activation advances through the iridium metal to the
underlying substrate the large volume change at the interface will cause abrupt delamina-
tion. This effect is shown in Figure 1.13 for the activation of a 50-nm-thick iridium film on
a 50-nm titanium adhesion layer. The AIROF was activated to a CSC. of 60 mC/cm? and
then abruptly delaminated around ~60% of the perimeter of the electrode where the highest
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current densities are expected. This result also demonstrates the importance of the nonuni-
form current distribution during pulsing as well as the need to avoid activating the entire
thickness of an iridium film. Obviously, the use of an in vivo stimulation protocol that is
sufficiently aggressive to activate iridium could lead to AIROF delamination. Whether long-
term pulsing to the existing safe potential limits given by Beebe and Rose (1988) would
continuously activate AIROF to the point of delamination is unknown, but this is a possible
cause of the failure shown in Figure 1.11.

Despite the large number of potential applications, and the associated intensive efforts
to develop prostheses that would require high charge capacity electrodes, only limited
information on the stability of these materials for stimulation at high charge injection levels
has been reported. In fact, in vitro stability data for iridium oxide at charge injection levels
appropriate for cortical neural prostheses extends to the few reports summarized as follows:

¢ AIROF has charge injection limits of 1 mC/cm? (cathodal), 2.1 mC/cm? (anodal), and
~3.5 mC/cm? (cathodal with anodic bias) using potentials transients as a criterion
for stability (Beebe and Rose, 1988). The electrodes were pulsed for a maximum
time of 15 minutes to establish these limits.

» AIROF subjected to 0.25 mC/cm? biphasic current pulses (0.2-ms pulse width) for
>1 million pulses shows no significant change in electrochemical characteristics or
physical deterioration (Tanghe er al., 1990).

 AIROF subjected to 1.2 mC/cm?, 0.2 ms pulses, 50 pps for 30 x 10° pulses (167 hr)
loses <10% of its initial capacity (Meyer et al., 2001).

All these measurements were made at one pulse width, 0.2 ms, in electrolytes without
biomolecules and did not extend to more than a few weeks of pulsing. Occasional total
loss of charge injection capacity for AIROF and large changes in impedance were reported
by Loeb et al. (1995) and were associated, in part, with handling, cleaning, and storage of
the electrodes. In vivo evaluation of AIROF stability is limited to anecdotal observations
during studies of safe stimulation with respect to tissue (Agnew et al., 1986; McCreery
et al., 2000), and one long-term chronic study in guinea pig cortex (Weiland and Anderson,
2000). In the latter study, the stability of AIROF on silicon microprobes was evaluated for
implantation periods of several weeks during which electrodes were pulsed for 10 hr (five
2-hr daily sessions) cathodally (using anodic bias) or anodally. Impedance changes in the
AIROF electrodes were noted and sites on explanted electrodes that had been pulsed were
often covered with an organic film whereas adjacent unpulsed sites (~150 um separation)
were uncoated. No long-term in vitro or in vivo data are available on the charge injection
limits of AIROF using pulse widths that might be more suited to auditory brainstem (0.05
ms) or retinal (1 ms) stimulation.

1.3.3. REACTIONS OF NEURAL TISSUE TO STIMULATING ELECTRODES
1.3.3.1. Mechanisms of Stimulation-Induced Tissue Injury

Since 1970, the NIH has funded the development of electrode systems and studies
defining protocols for safe stimulation of the cerebral cortex (with electrodes implanted on
the cortical surface and with intracortical microelectrodes), cochlear nucleus, spinal cord,
and peripheral nerves. Most of this work was performed by the Neurological Research Lab-
oratory of the Huntington Medical Research Institute (HMRI), Pasadena, CA. These studies
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included neurophysiologic and histologic (light and electron microscopic and immunocy-
tochemical) evaluations. Studies have also been performed to identify the mechanisms of
electrically induced damage using disc electrodes on the brain surface. Using ion-selective
microelectrodes for Ca’* and K* these studies found evidence of a transmembrane flux
of Ca’* and a large increase in extracellular K* during damaging electrical stimulation of
the cortex, either or both of which could be related to the histologic changes (shrunken and
hyperchromic neurons) observed in the same animals (McCreery and Agnew, 1983). It has
also been observed, using pO, microprobes, that ischemia was not a factor in neural injury
during a damaging stimulus protocol. In nerves, autoregulation maintained pO, at a normal
level, and pO; actually increased in the cerebral cortex (McCreery et al., 1990). In other
studies, it was demonstrated that MK-801, a noncompetitive NMDA receptor antagonist,
protected neurons during a prolonged (8 hr) intense stimulation of the cat’s cerebral cortex
using surface electrodes. In peripheral nerves (cat peroneal and sciatic nerve) high-frequency
pulsing (50-100 Hz) delivered continuously for 8 hr results in irreversible damage to the
medium-size myelinated fibers (2-5 um diameter) axons (Agnew and McCreery, 1990;
McCreery et al., 1992). However, the axonal degeneration could be completely abolished
by perfusion with a local anesthetic (2% lidocaine) at the electrode site. These and other
data have supported the premise that the axonal or neuronal injury in both the CNS and
peripheral nervous system is related to the neuronal activity induced by prolonged, high
frequency electrical stimulation (Agnew et al., 1990a,b; McCreery et al., 1997). Further
studies demonstrated the feasibility of chronic intracortical stimulation of the sensorimotor
cortex. (Agnew et al., 1986; McCreery et al., 1986).

1.3.3.2. Physiologic Effects of Intracortical Microstimulation

Studies have been conducted to examine the excitability changes induced in cerebral
cortical neurons during prolonged microstimulation with a spatially dense microelectrode
array. Arrays of 16 (AIROF) microelectrodes with interelectrode spacings of approximately
380 um were implanted chronically into the postcruciate gyrus of cats. Beginning 90 days
after implanting the arrays, neuronal responses characteristic of single-pyramidal-tract ax-
ons (ULRs) were recorded in the medullary pyramid. Seven hours of pulsing of individual
electrodes at 50 Hz and at 4 nanocoulombs per phase (nC/ph) induced little or no change
in the ULRs’ electrical thresholds. The thresholds also were quite stable when 4 of the
16 microelectrodes were pulsed on each of the 14 consecutive days. However, when all
16 microelectrodes were pulsed for 7 hr at 4 nC/ph, the threshold of approximately half of
the ULRs became elevated. Recovery of excitability required 2—18 days. Prolonged sequen-
tial (interleaved) pulsing of the 16 microelectrodes induced less depression of excitability
than did simultaneous pulsing, but only when the stimulus amplitude was low (12 pA, 1.8
nC/ph). Stimulation at a higher amplitude (15 nC/ph) induced much more depression of
excitability. These findings imply that multiple processes mediate the stimulation-induced
depression of neuronal excitability. The data also demonstrate that the depression can be
reduced by employing a stimulus regimen in which the inherent spatial resolution of the
array is maximized (sequential pulsing at an amplitude in which there is minimal overlap
of the effective current fields) (McCreery et al., 2002).

When the stimulation frequency was greater (100 or 500 Hz), the 7 hr of continuous
stimulation always caused a persisting increase in the neuron’s electrical threshold, and the
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FIGURE 1.14. Seven-electrode HMRI FIGURE 1.15. Histological section showing FIGURE 1.16. Single
array implanted in cat postcruciate. (Pho- electrode tracks of Figure 1.2. (Photograph track of Figure 1.3.
tograph courtesy of Huntington Medical courtesy of Huntington Medical Research In- (Photograph  courtesy
Research Institute) stitute) of Huntington Medical

Research Institute)

severity of the increase in threshold was greater at higher pulsing rates. These frequencies
exceed those needed for efficient stimulation of the visual cortex, but do not result in
histologically detectable injury.

1.3.3.3. Mechanically Induced Injury from Intracortical Microelectrodes

To address the issue of mechanically induced damage during and after the implantation
of intracortical microelectrodes, studies have focused on the physiological and histologic
evaluation of the optimum tip configuration and insertion speed of the iridium microelec-
trodes comprising arrays of 7-16 electrodes. It has been demonstrated that insertion trauma,
including microhemorrhages, are markedly reduced by the use of rather blunt (12-um di-
ameter), rather than sharp (1-um diameter), activated iridium tips inserted at a speed of
approximately 1 m/s. Figure 1.14 shows a seven-electrode array that had been implanted
into a cat’s left postcruciate gyrus. Figure 1.15 shows a histologic section through the seven
tracks. Note the markedly, thinly ensheathed electrode tracks and the prominent neovas-
cularization that invariably accompanies multielectrode sites. Figure 1.16 shows a high
magnification of a single-electrode track. Note the few slightly flattened but otherwise
normal-appearing neurons next to the track.

1.3.3.4. Histologic Evaluations of Microstimulation of the Cat Sensorimotor Cortex

To examine the effect on neural tissue of electrical stimulation directly, AIROF metal
wire electrodes, implanted in cat cortex, were pulsed using arange of stimulation parameters.
The implanted electrodes were pulsed with 50 Hz, 26.5 A, 150 s/ph (4 nC/ph) continuously
for 7 hours on 1-14 successive days and the resulting effects on the tissue were evaluated
by light microscopy (Figure 1.17). The H&E stain shows the tip of a representative pulsed
electrode track, showing normal-appearing neurons within 20-25 pm of the track. Even
when the stimulus frequency was increased to 500 Hz (26.5 A, 150 s/ph, 4.0 nC/ph),
the neurons adjacent to the tip sites and the adjacent neuropil appeared normal, with the
exception of the usual vascular hyperplasia.
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FIGURE 1.17. Electrode track resulting FIGURE 1.18. Electrode track resulting from 40
from 4.0 nC/ph. (Photograph courtesy of nC/ph. (Photograph courtesy of Huntington Medical
Huntington Medical Research Institute) Research Institute)

When the stimulus intensity was increased to 40 nC/phase and the charge density to
2 mC/cm?, some evidence of tissue injury began to appear. The neuropil within 50 pm of
the electrode tip appears somewhat spongy, and many of the nearby neurons are ragged
and stellate (Figure 1.18). However, even at this very high stimulus intensity, the histologic
changes extended no more than 50 pm from the electrode tip.

In summary, an established universal electronic/neural tissue interface transducer, i.e. a
universal stimulating electrode, capable of chronic implantation and safe chronic electrical
stimulation of neuronal tissue remains elusive at best. Capacitive-type electrodes based on
insulating metal oxides lack sufficient charge capacity for the desired electrode tip sizes.
Safe charge injection limits by faradaic means, using noble metals alone, are too low to be
of physiological significance. AIROF is an electrochemically activated hydrated oxide film
with promise to meet anticipated charge injection needs. However, the long-term stability of
AIROF in the implanted environment is unknown. Chronic electrical stimulation of neuronal
tissue, within the CNS, seems to be feasible, although the best data are based on studies of
limited duration. In order to realize neural prostheses that include hundreds, or thousands,
of subminiature stimulating electrodes technological advances beyond the current state of
the art will be needed. In this regard, promise is shown by the micromachined silicon, and
other high-density, electrode systems.

1.4. TRANSCUTANEOUS COUPLING OF POWER AND TELEMETRY

1.4.1. INDUCTIVE LINKS

For an implanted neural prosthesis, all power and communication is provided through a
transcutaneous inductive link. In its simplest form, the inductive link is made from two coils,
one contained within the neural prosthesis itself, and one contained within the extracorporeal
transmitter, although some neural prosthesis systems use multiple coils. Although the link
appears to be physically simple, i.e. two coils of wire, specification and design of the
link is highly parametric and usually involves multiple conflicting geometric and electrical
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constraints. The apparent physical simplicity is deceptive, and it is not uncommon for
the neural engineer to find the process of designing the inductive link to be a frustrating
experience, depending heavily on a trial-and-error approach.

Transcutaneous links specific to neural prostheses have been analyzed by Donaldson
and Perkins (1983), Galbraith et al. (1987), and Heetderks (1988), among others. Yet no one
“cookbook™ design procedure has evolved from this work. Probably the definitive references
on coupled coils were written by Grover (1946) from work that he started at the beginning of
the 20th century. For the special case of weakly coupled inductive links, Troyk and Schwan
(1995), on the basis of Grover’s work, presented a simplified analysis that lends itself to
simple analytical solutions. Yet, each neural prosthetic design seems to defy attempts
to generalize link design. Even within the electronic transformer design industry, attempts
to write computer programs to automatically create the transformer and inductor design
have been largely unsuccessful.

Terman, in his classic book, Radio Engineers Handbook (McGraw-Hill, 1943),
presents comprehensive methods for designing coupled-coil systems. Indeed, most com-
prehensive inductive link designs use a combination of Terman’s and Grover’s techniques.
However, much of this early information is presented in the form of design tables and
graphs that display loci of coil designs. As such, the engineer often finds their use tedious
when trying to adapt to modern spreadsheet-type design procedures. However, with some
persistence, use of the Terman and Grover texts yield models and design formulae that
are remarkably accurate for many inductive link designs commonly encountered for neural
prostheses. A full discussion of these methods is beyond the scope of this book. How-
ever, there are some fundamental principles appropriate for this discussion, and they should
provide the student with a first-order appreciation for the link design process.

Design of an inductive link can be broken down into several steps:

1. Specify the required implant power supply voltage and load current requirements.

2. Determine required communication data rates so that an operating frequency may
be selected.

3. Identify physical constraints of both the transmitter and the implant coils so that
limits on wire size, type, and number of turns may be determined. Calculate approx-
imate range of values for coil inductances and coil equivalent series resistances.

4. Specify the range of physical separation for which the link must operate, and cal-
culate the expected range for the link coupling coefficient.

5. Determine the expected limits of performance on the basis of models of the trans-
mitter and implant resonant circuits.

For each step, it is necessary to use multiple design methods in order to combine together
the computations of coil inductance, coil loss, coil self-resonance, link coupling coefficient,
and resonant circuit responses.

Understanding the implant power supply needs, as well as the allowable transmitter
power source, is an essential starting point for any inductive link design. Often, the initial
expectations of performance are so unrealistic that any further consideration of the design
must be accompanied by a change in the overall approach so that the performance expecta-
tions may be brought into the feasible range. Using even simplistic assumptions about how
efficient the transfer of power from the transmitter to the implant can be allows the neural
engineer to assess the difficulty of the design task.
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Choice of the frequency of operation should be based on the combined need for
small coil sizes, and adequate system bandwidth for data telemetry, especially if a sim-
ple two-coil link design is chosen for which the single link serves the dual function of
power and data transmission. In general, one should choose the lowest frequency possi-
ble because coil losses dramatically increase with increasing frequency. The typical range
of operating frequency for neural prosthesis systems is 100 kHz-50 MHz. At the lower
end of this range, coil voltages are reduced for a constrained value of inductance because
the coil voltage is directly proportional to frequency. At the upper end of this range, coil
losses become severe owing to the high-frequency induced current crowding within the coil
conductors.

Coil inductances are best computed using models for round flat coils as presented by
both Grover and Terman. Although models for rectangular and even oddly shaped coils can
be found, they offer little to a first-order model for the link. It is important to not ignore the
resistive losses for the coils, because coil losses are usually the limiting factor in transfer
of energy from the transmitter to the implant coil. These must be considered as frequency-
dependent using not only skin-effect models, but also more importantly, proximity effect
models appropriate for the desired frequency of operation. Skin-effect is a first-order model
for the nonuniform distribution of current in a conductor at high frequencies; current tends to
crowd near the surface of a round wire owing to eddy currents induced within the conductor.
Proximity effect is an additional mechanism of current crowding caused by the proximity
of one winding next to another in a magnetic field. For most inductive link designs, the
proximity effect dominates the skin effect, and unfortunately proximity effect is more
difficult to model. Again, a comprehensive treatment of this subject has been described
by Terman. In general, it is fairly easy to design systems for operating frequencies below
1 MHz. Between 1 and 10 MHz, first-order models for coil inductances and resistances
become inaccurate. Above 10 MHz, distributed computer-based models must be used.

Based on the expected separation between the two coils of the link, a coupling coef-
ficient can be computed, and both Terman and Grover describe various methods for this
computation. The coefficient of coupling, &, is a dimensionless quantity determined en-
tirely by the geometry of the two coils and the physical separation between them. Its value
(0 < k < 1) is a measure of the amount of flux produced by the transmitter coil that links
the implant coil. It is electrically defined as follows:

k= , (1.1)

where M = the mutual inductance between the two coils, L, = the transmitter (primary)
coil inductance, and L, = the implant {(secondary) coil inductance.

In determining &, the troublesome part of the computation is that of the mutual in-
ductance, M. Computations of M are presented by Grover. Because k is a measure of the
percentage of the magnetic flux produced by one coil that links the other coil, as the two
coils are brought together, the coupling increases until it reaches a theoretical maximum of
1 (in practice k = 1 is not achievable because of the physical impossibility for one coil to
occupy the same physical space as the other). One might think that the best performance for
coupling power over a link is obtained for the maximum attainable k. Most inductive links
are designed to be resonant in both the transmitter and implant circuit. Consequently, it can
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be shown that the secondary current reaches a maximum value at the coupling for which the
reflection of the secondary resistance into the primary circuit is equal to the primary circuit
resistance. This special coupling value is called the critical coupling. The critical coupling
coefficient, k., has the approximate value

1
ke = —— (12)

V@pQs

where O, = wL,/R, (i.e. quality factor) for the primary circuit, and Qs = wL,/R; for
the secondary circuit, with R, = equivalent resistance of the primary circuit, and R, =
equivalent resistance of the secondary circuit.

Early designs for neural prostheses used the advantages of critical coupling as a method
for link design in order to maximize the implant power supply voltage for given implant
load and link spacing. The critical coupling method remains important as a first-order
design approach for simple neural prostheses. Recently, for more sophisticated implant
designs, operating the link at, or near, critical coupling has become less important for two
reasons: 1. Modern neural prosthesis designs use active VLSI power supply regulators to
compensate for changes in separation between the two coils. In some designs, the secondary
circuit can even be retuned to regulate the implant coil voltage. 2. For extremely small
coefficients of coupling (k < 0.01), characteristic of miniature implants such as injectable
microstimulators, it becomes impractical to consider operating near the critical coupling
point because the reflection of the implant load into the primary circuit becomes extremely
small. For these systems, the only practical solution is to maintain extremely large values of
transmitter coil currents (Troyk and Schwan, 1995). Nevertheless, obtaining a reasonably
accurate estimate of the coupling coefficient is necessary in order to implement a circuit
model for any coupled-power system.

Once the models for the primary, secondary, and coupled circuit are determined, it is
easiest to use these in a computer simulation (e.g. SPICE) of the link rather than pursue
a closed-form solution for the current-transfer ratio between the transmitter coil and the
implant coil. The simulation model allows for rapid manipulation of the model parameters,
and for assessment of the likely operation due to load variations, coil spacing, and transmitter
coil deformations. One can also model the effects of metal objects (such as a wheelchair)
that may come near the transmitter coil. Placement of metallic objects within the magnetic
field increases the eddy current losses, and can be modeled as an increase in transmitter
coil resistance. Usually a few simple measurements will give approximate values for the
increase in primary circuit resistance and decrease in primary circuit inductance, caused by
proximity of metal to the link.

1.4.2. GENERATING THE TRANSMITTER COIL CURRENT

Ultimately, an increased ampere—turns product of the transmitter coil must compen-
sate for low coupling coefficients and inefficiencies in energy transfer, and it is not unusual
for the required transmitter currents (necessary for maintaining powering of the implant
over the expected range of coupling) to become uncomfortably high. Throughout the past
50 years, various approaches have been tried for generating large (0.2-2 A) currents in
transmitter coils at radio frequencies while using lightweight batteries. Troyk and Schwan
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FIGURE 1.19. Topology of the Class E converter. The single transistor switch is closed at precisely the correct
point in the resonant cycle so that the switching losses are reduced to near-zero.

(1992a,b) developed a closed-loop Class E transmitter driver that is capable of produc-
ing large currents (amperes) in the transmitter coil, at radio frequencies, with extremely
high efficiency. In their technique, the Q of the transmitter circuit is raised to an unusu-
ally high value, 150-300. Use of the high transmitter Q reduces the transmitter power
supply consumption to very low levels, even for large resonant coil currents. The basic
Class E topology (Sokal and Sokal, 1975) is unique and well suited to this task because
driving large currents into high- Q coils has historically been problematic when using clas-
sical push—pull (Class B) type drivers. Although one can reduce the loss of a conventional
push—pull series RLC circuit by using low-loss-dielectric capacitors and litz wire for the
transmitter coil, often the power loss is simply shifted from the resonant RLC circuit to
the push—pull drivers. The Class E topology resolves this issue by utilizing a multifre-
quency resonant network. The power loss within the single-transistor active driver can be
sufficiently reduced so that the low resistance of the high-Q transmitter coil becomes the
dominant loss. In fact, for Class E transmitters it is desirable to use as large a circuit Q as
possible.

The basic topology of the Class E oscillator is shown in Figure 1.19. The combination
of the series capacitor, the shunt capacitor, and the transmitter coil forms a multifrequency
network. The impedance vs. frequency plot of the multifrequency network shows a double
resonance: one at a series resonant frequency, and the other at a parallel resonant frequency.
Between these two frequencies can be found the Class E frequency. At this special frequency,
the loss in the switching element of the converter becomes very low. The switch (usually a
power FET) across the shunt capacitor is turned on at a strategic point in the resonant cycle
for which the switch voltage and the derivative of the switch voltage are zero.

One serious problem with Class E circuits is maintaining operation at the precise
Class E frequency. For each circuit, there is only one combination of operating frequency,
duty cycle, and coil-Q that will produce the Class E conditions. Automatically maintaining
the Class E frequency, for transcutaneous coil drivers, has been demonstrated through
the use of voltage-mode (Zierhofer and Hochmair, 1990) and current-mode (Troyk and
Schwan, 1992b, 1993) feedback. These techniques convert the Class E converter into a
power oscillator whose frequency is established by the closed-loop control circuit and the
characteristics of the multifrequency network.
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FIGURE 1.20. Waveforms associated with the operation of the current-mode Class E transmitter. The FET switch
is turned on at a unique point in the resonant cycle at which the FET drain voltage is near zero, thus minimizing
switching losses.

Operation and typical waveforms of a closed-loop Class E converter with current-
mode control can be seen in Figure 1.20. Note that when the gate of the FET is turned
on, the FET drain voltage is at the negative crest of the sinusoid. This point corresponds
to the coil-current zero crossing. Because the FET is only turned on for a brief portion of
the cycle, FET losses can be very low. A properly designed Class E converter can operate
with efficiencies greater than 95%.

The Class E power-oscillator approach solves another problem associated with driving
large currents into the transmitter coil. Mechanical deformations of the transmitter coil,
or proximity to metal objects will shift the inductance and resistance of the transmitter
coil. Using a classical high-Q push—pull approach, the driving current will rapidly drop
as the self-resonant frequency of the RLC output circuit shifts away from the frequency
of the input drive signal. For the Class E circuit, without closed-loop control, shifting
of the Class E frequency away from that of the input drive signal will result in almost
instantaneous destruction of the transistor driver. Using the closed-loop Class E power
oscillator approach, the frequency of the transmitter automatically shifts to compensate
for the changes in the transmitter coil characteristics, maintaining the low-loss Class E
operation. The result is a transmitter in which transmitter-coil currents of several amperes
can be produced with relatively low transmitter power-supply currents. Low transmitter
supply currents are important because many neural prosthesis applications require portable
extracorporeal transmitters, powered by batteries. A disadvantage to using the closed-loop
Class E power oscillator is that the transmitter frequency is not constant. Because the
implanted neural prosthesis’s internal digital clock is typically derived from the transmitter
frequency, the implant’s clock frequency is also variable. Therefore, it is necessary to use
the variable frequency of the transmitter as the overall system’s master clock. Several neural
prosthesis systems currently under development use the closed-loop Class E approach for
the extracorporeal transmitter for frequencies ranging from 100 kHz to 10 MHz.

1.4.3. DATA TELEMETRY

With few exceptions, it is usually necessary to provide frequent commands to the
neural prostheses in order to control the stimulus parameters. In contrast to a pacemaker,
whose operation is autonomous, often the stimulus pulse amplitude and duration for a neural
prosthesis are specified on a pulse-by-pulse basis. For proposed visual prosthesis systems,
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the required data rates can be as high as 1-2 Mbits/second. It is highly desirable to use the
inductive link that has been optimized for power transfer to provide the forward command
telemetry. This implies modulation of the transmitter current. Among the obvious choices
for modulation techniques are amplitude-shift keying (ASK), frequency-shift keying (FSK),
and phase-shift keying (PSK). Although PSK has not been extensively used for forward
command telemetry of neural prostheses, ASK and FSK have both been investigated.
Forward command telemetry is accomplished by modulating the transmitter coil cur-
rent and including demodulation circuitry in the neural prosthesis coil interface circuitry.
Modulation of a large transmitter coil current is difficult, no matter what circuit topology is
used for the transmitter. Often, the addition of modulation circuitry adds considerable loss
to a particular transmitter circuit design. For Class E transmitters the high- Q transmitter coil
that facilitates the design of the Class E transmitter resists rapid changes in its coil current.
Two techniques have been described for ASK modulation of the Class E converter. Ziaie
et al. (1997) and Zierhofer and Hochmair (1990) report the modulation of the transmitter’s
D.C. power supply in order to produce ASK of the transmitter coil current. The response
time of the converter is dictated by the multifrequency network’s @ and the size of the
converter’s input choke. Typically this method of ASK modulation produces relatively low
data rates. Because within the D.C. power supply, the modulating element must carry the
transmitter’s full power supply current, additional power losses result. Schwan, Troyk, and
Loeb (1995) report a near loss-less shifting of the Class E converter’s operating point via
the current mode closed-loop control circuit in order to accomplish a combined ASK/FSK
modulation of the transmitter coil current. The response time of this method also depends
on the size of the converter’s input choke and the multifrequency network’s Q; however, the
additional power losses are minimal. The amplitude modulation can be used to describe two
states of the transmitter current that can be digitally modulated by Manchester, pulse-width,
or pulse-position encoding. For all of these ASK techniques, the level of modulation is on
the order of 5% of the peak carrier, and one is confronted with bandwidth limitations caused
by the natural response of the transmitter’s high- O circuitry. Therefore these techniques are
used for data rates which are not much higher than 1/10 the transmitter frequency.
Schwan, Troyk, Heetderks, and Loeb (Schwan et al., 1995; Troyk et al., 1997) have
reported an alternative to low-level Class E transmitter ASK modulation. Known as the
“suspended-carrier” method, it permits the transmitter to be placed in a “suspended” state
during which all of the energy contained within the converter’s multifrequency network is
contained in the resonant capacitors, with none in the inductor (transmitter coil), whereas
in the suspended state the energy loss is minimal because no current flows. Resumption of
normal operation can be near-instantaneous. In contrast to simple ASK, suspended-carrier
modulation produces 100% modulation of the transmitter carrier. Using this technique the
transmitter current can be turned on for as little as one cycle, and can be turned off for an arbi-
trary period of time; however, in order to minimize transient responses within the implant’s
coil it is advantageous to turn the transmitter off for whole cycles only. Suspended-carrier
modulation permits forward telemetry data rates that approach the transmitter frequency,
although in practice an upper data rate is constrained to about one-fourth of the transmitter
frequency, owing to limitations in the implanted neural prosthesis’s demodulator circuitry.
Detection of the 100% modulation within the implant’s coil interface section can be accom-
plished with minimal integrated circuitry, and does not depend on the Q of the implant coil.
A disadvantage of the suspended carrier method lies in the fact that the transmitter is turned
off for approximately 50% of the time, thus reducing the amount of energy transferred to
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FIGURE 1.21. Oscilloscope photograph of ASK modulation of a 2-MHz Class E transmitter (left), compared to
suspended-carrier modulation (right). Note the slow response time of the ASK transmitter coil current characterized
by state changes occurring over several transmitter cycles. In contrast, the 100% suspended-carrier modulation
occurs almost instantaneously on a cycle-by-cycle basis. (Courtesy of Illinois Institute of Technology)

the implant over the inductive link during each data-bit transfer. To compensate for this
off-time, the transmitter current amplitude has to be increased, with associated efficiency
penalties. Figure 1.21 shows oscilloscope waveforms for an ASK system, as compared to
a suspended-carrier system.

An FSK method of modulating Class E transmitters is currently under development
(EMBS 2003), and may combine rapid modulation rates, similar to those obtained for
suspended carrter modulation, with constant transmitter on-times, albeit with shifting
frequency. Reliable data demodulation, within the implant, can be achieved for a £5%
frequency shift about the center frequency.

1.5. TECHNIQUES FOR DRIVING ELECTRODES

1.5.1. AMODEL FOR A STIMULATING MICROELECTRODE

In order to design an electronic circuit for driving stimulating electrodes, it is useful to
consider the electrode as a transducer, and develop an equivalent circuit model. A commonly
used model for a metal stimulating microelectrode in vivo is that shown in Figure 1.22.

The model in Figure 1.22 includes impedances for the tissue and the counterelectrode,
in addition to that of the stimulating microelectrode. Usually, the counterelectrode has an
active surface area that is considerably larger than the microelectrode; therefore, it is a
reasonable approximation to ignore the equivalent circuit of the counterelectrode relative
to the microelectrode. The tissue impedance can be combined with the equivalent circuit of
the microelectrode, resulting in the simplified equivalent circuit of Figure 1.23.

In this model, the leakage resistance is often ignored when deriving a first-order
model, and the equivalent circuit comprises a combined access resistance and an electrode
pseudocapacitance. Therefore, for purposes of electrode driver design, this series RC net-
work is used to design the biphasic constant current driver.

To demonstrate the voltage waveform that would result if driving this idealized model
with a biphasic constant-current source (assuming a very large leakage resistance), the
oscilloscope waveform of Figure 1.24 is presented. In this figure it can be seen that for
zero initial voltage on the capacitor, at the leading edge of the cathodic phase there is an
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FIGURE 1.22. Equivalent circuit model for stimulating microelectrode and counterelectrode within tissue.

immediate drop in voltage caused by the /R drop across the access resistance of the model.
Following this initial edge, the voltage ramps linearly negative according to the equation
dV/dT = C/I, so that for a constant current, the capacitor voltage linearly increases in the
cathodic direction. At the onset of the anodic phase, an IR drop and charging of the capacitor
is once again seen, with the capacitor charging in the anodic direction. For a fixed capacitor
and resistor, as well as for a balanced biphasic current, at the end of the anodic phase there
should be no net charge left on the electrode, and for the model waveform in Figure 1.24,
at the end of the anodic phase the electrode voltage is seen to return to 0.

Actual microelectrodes measured in vivo show waveforms similar to, but not identical
to, the idealized model waveform of Figure 1.24. Figure 1.25 shows a computer-based
oscilloscope voltage waveform for an AIROF microelectrode implanted into the visual
cortex that has an active area of 500 um?2. The electrode is driven with a constant-current
biphasic pulse of 30 pA for a charge density of 1.5 mC/cm?. Note that the waveshape during
the anodic phase does not mirror that of the cathodic phase. For this particular voltage
waveform, the current driver was highly balanced, with the ratio between the cathodic
and anodic currents close to 1. The nonlinear waveshape during the anodic phase is a
consequence of rate variations in the oxidation of Ir** to Ir** as compared to the reduction
of Ir*t to IrP+ during the cathodic phase. It can also be seen that at the end of the stimulation,

Combined
/ leakage resistance
—W\
o MWy i} e}
Combined access Electrode
resistance pseudo-capacitance

FIGURE 1.23. Simplified equivalent stimulating electrode circuit model.
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FIGURE 1.24. Oscilloscope waveform from biphasic current driver and idealized RC model of a stimulating
microelectrode. Leakage resistance is assumed to be infinite.
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FIGURE 1.25. Computer-based oscilloscope waveform of the voltage measured on an AIROF intracortical

microelectrode. Stimulation current was an in vivo constant-current (30-11A) biphasic pulse. Charge density was
1.5 mC/cm.
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aresidual anodic bias remains on the electrode. By measuring the access resistance IR drop
and the subsequent rise in voltage, one can estimate the value of the access resistance and
the electrode pseudocapacitance. For the electrode as measured in Figure 1.23, these values
are 80 k€2 and 8 nF, respectively.

1.5.2. IMBALANCES IN ELECTRODE CURRENT WAVEFORMS

High-charge capacity electrodes and, in particular, ones with AIROF films require
well-prescribed constant-current driving conditions. The most commonly accepted optimal
driving waveform for stimulating microelectrodes is the constant-current charge-balanced
biphasic waveform that has the general shape shown in Figure 1.3. It is instructive to
consider why this particular waveshape is used and what the implications would be for
deviations from a balanced condition.

As was pointed out in Section 1.3.1, charge injection into the biological tissue via a
metal electrode involves changing the mode of current conduction from electron flow to
ionic flow, i.e. within the biological tissue current is carried by ionic species. In order for
the electrode to facilitate this transition without suffering deterioration it is required that the
electrochemical reactions taking place at the electrode-tissue interface be reversible, and
nondamaging to the electrode and to the tissue.

Consider an AIROF electrode driven under perfectly balanced conditions with
a cathodal-first biphasic pulse. During the cathodal phase, charge is injected almost
exclusively by the reduction reaction of Ir** to Ir**. Therefore, during the cathodal phase
there is some depletion of Ir** that must be replenished during the subsequent anodic phase
by oxidation of Ir**. If the charge injected during the anodic phase is less than that injected
during the cathodic phase, then the electrode will be left with a net cathodic bias. For repet-
itive cycles, the cathodic voltage bias would theoretically rise (bias voltage would become
more negative) until reaching a maximum limit determined by the electronic circuit that is
driving the electrode (compliance supply voltage). In practice, for small imbalances, the
cathodic bias becomes limited by the onset of chemically driven reduction reactions in the
interpulse period—such as oxygen reduction—which attempt to reestablish the equilibrium
potential of the electrode.

If an imbalance is present in the anodic direction, a similar situation occurs in which
each cycle leaves an increasing anodic bias on the electrode. Again, for a limited imbalance,
counteracting chemical reactions can limit the positive polarization of the electrode. If the
polarization is extreme, however, i.e. greater than about +0.8 V Ag|AgCl, proteins and
water can be oxidized, with deleterious effects on the electrode and the surrounding tissue.
The situation is similar for platinum electrodes, with protein and water oxidation occurring
above 4-0.8 V. Interestingly, the use of an anodic bias is beneficial for an AIROF electrode in
that it increases the maximum charge that can be injected cathodally without polarizing the
electrode to the potential for water reduction. The anodic bias increases the overall oxidation
state of the AIROF, which provides more Ir** for reduction during a cathodal pulse. Oxidized
AIROF, i.e. AIROF in the predominantly Ir** state, is also more electronically conductive
than unbiased AIROE, which aids in facile charge injection. The optimum anodic bias
depends on the type of stimulation waveform being used, but is typically between +0.4 and
0.8 V AgJAgCl.
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It is easy to calculate the average value of an imbalanced biphasic current, based on
the percentage imbalance in the electrode driving circuit. Suppose a 20-pA cathodal-first
biphasic pulse, with a pulse duration of 500 ps/phase at a frequency of 200 Hz has an
imbalance of 1% between the two phases (in either the anodic or cathodic directions). Then
for each cycle anetimbalance of 0.2 pA exists for a duty cycle of 10%. Therefore, an average
current of 20 nA will flow through the electrode—tissue system. This average current is
undoubtedly large enough to cause an electrode bias, limited only by one of the reactions
described above. The significance of this discussion is that electronic circuits used to drive
stimulating microelectrodes either need to be unrealistically balanced to avoid damage to
the electrode or tissue, or the average imbalance current needs to be controlled or blocked.

A common blocking method for dealing with the imbalance in biphasic waveforms is
to place a coupling capacitor in series with the electrode driver and the electrode. Presently,
there are insufficient long-term experiences with chronically implanted AIROF microelec-
trodes to access the true effectiveness of using a coupling capacitor, especially when one
considers that discrete capacitors do have finite leakage currents. In most cases it is likely
that a combination of limits in electrode reactions, limits in the interpuise interval elec-
trode driver output voltage, and limits on the absolute magnitude of the coupling capacitor
leakages restricts the magnitude of the bias currents and voltages to nondestructive values.
However, the relative contributions of these effects have not been quantified.

1.5.3. CONSTANT-CURRENT ELECTRONIC CIRCUITS

Constant-current circuits are usually implemented using current mirrors. The sim-
plest type of current mirror is shown in Figure 1.26. For this circuit, two bipolar junction
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FIGURE 1.26. Current mirror composed of two bipolar junction transistors.
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FIGURE 1.27. Practical current mirror electrode driver circuit using CMOS transistors.

transistors share a common base voltage, Vi.. The collector current through diode-connected
Q1is(V* — Vie)/ R. Because the base—emitter voltage of Q5 is the same as that of Q), then
to a first-order approximation, the collector current of Q, will equal the collector current of
Q). It can therefore be said that the current in @, mirrors the current in Q. If the collector
of @, is connected to an electrode as the cathodic current source, then varying either V*+
or R can control the cathodal phase of the electrode current. For this approach to function
as intended, the currents through @ and Q; need to be independent of their collector volt-
ages, i.e. the transistor characteristics curves of I. vs. V.. need to be flat. Variations on this
topology include replacing the resistor R with an active constant-current source, as well as
changing the area of Q, relative to Q| so that current multiplication can be accomplished.

Because of the proliferation of CMOS fabrication processes, relative to bipolar pro-
cesses, it is common to use a MOS version of current mirror circuit topology as electrode
drivers. A MOS configuration for the current mirror is shown in Figure 1.27 and is based
on the assumption that identical transistors whose gate-to-source voltages are identical will
mirror identical drain-to-source currents. In this circuit, M, and M, are connected to a ref-
erence current generator in a cascode configuration. M3z and My mirror the reference current



34 P. R. TROYK AND S. F. COGAN

Impact ionization effect~_ .-=*

Drain current — 2 pA/div

t —

2

E——— |

Drain-to-source voltage — 1 V/div

FIGURE 1.28. n-Channel MOSFET characteristic curves showing impact ionization effect. Note how the current
dramatically increases for higher drain-to-source voltages.

and force the mirror of I..¢ to flow in cascode-connected transistors M; and Mg. Ms and Mg
act as the anodic phase drivers, whereas Mg and Mg act as the cathodic phase drivers. The
use of the cascode configuration helps to compensate for nonflat transistor characteristic
curves. S, would be closed for the anodic phase, and Sy would be closed for the cathodic
phase. A noticeable advantage of this circuit is that the current through M3, My, M7, and
Mg is common. Therefore, theoretically, an identical current reference is established for
both the anodic and the cathodic drivers, minimizing the degree of imbalance between the
phases. Proper operation of the circuit depends on the matching between the transistors,
which is usually obtained if all the transistors are on the same silicon substrate. In practice,
there is some parametric variation between identically drawn CMOS transistors, and the
variation between them depends on the particular process used. Increasing the size of the
transistors can minimize these lithographic variations.

Despite the use of the cascode current sources, the currents in the three branches of this
circuit will not match because of differences between the transistors’ drain-to-source volt-
ages. The reason for this mismatch can be seen in Figure 1.28, in which typical n-channel
MOSFET characteristic curves are shown. The sharply increasing drain current that occurs
for V4 > 5V is dueto the impactionization effect in which severe channel shortening causes
excess carriers to be created near the drain region of the transistor. During the cathodic phase,
the Vg of Mo will not match that of M5; similarly, the voltage across My will not match
that of Mg. The voltage mismatches are due to the charging of the electrode capacitance.
Consequently, the current in Mg—-M g will not match the current in M;—Mjg. Similar mis-
matches for M3 through Mg occur during the anodic phase. The result is that despite a circuit
topology designed to match the anodic and cathodic currents, they will not match.
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FIGURE 1.29. Anodic and cathodic characteristic curves for a 7-bit digital-to-biphasic constant-current electrode
driver stage. Only the highest-bit curves are shown. The curves show that near-constant current is maintained to
within ~0.5 V of the compliance voltage supply limits. For this circuit the both the microelectrode and the
counterelectrodes are at 5 V during the interpulse interval.

Therefore, it can be concluded that in practice matching the anodic and cathodic
currents and keeping the currents constant during the biphasic stimulation pulse are both
difficult to achieve. The effects of impact ionization can be reduced by using an extended-
drain transistor structure, or through feedback-controlled active cascode circuits that not
only compensate for the nonflat characteristic curves but also permit near-constant current
operation for electrode voltages that are very close to the compliance voltage supply limits.
Anodic and cathodic characteristic curves for a digital-controlied 7-bit biphasic electrode
driver can be seen in Figure 1.29. This circuit uses both extended-drain transistors for the
output stages and active cascode circuits. Note the extremely flat nature and the close match-
ing between the anodic and cathodic curves. For this circuit, the electrode is maintained at
one half of the V* (10 V) compliance supply, with the counterelectrode also connected to
this same 5 V supply.

1.6. APPLICATIONS

1.6.1. COCHLEAR IMPLANTS

A success story in the development of sensorineural prostheses is the cochlear implant.
Dating from the early work of House and Urban (1973) starting in the 1960s, modern mul-
tichannel cochlear implants have become a clinically accepted method of restoring hearing,
particularly for the postlingual sensorineural deaf. The cochlear implant functions by pro-
viding electrical stimulation of the hair cells in a tonotopic manner. A good description of
the history and technology of the cochlear implant is given by Spelman (1999). Physically,
the cochlear implant consists of an external transmitter/speech-encoding unit that transcu-
taneously couples power and processed sound information across an inductive link. The
implanted neural prosthesis connects to a cochlear electrode that is inserted into the cochlea
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FIGURE 1.30. Depiction of a modem cochlear implant system. An external sound processor couples power
and data over a transcutaneous link. In the enlarged view, the spiral cochlear electrode is shown inserted into the
cochlea. The small square platinum electrodes can be seen on the inner surface. (Courtesy of Advanced Bionics

Corp.)

as shown in Figure 1.30. One type of clinically available implantable device is shown in
Figure 1.31.

One of the major challenges for cochlear implants is understanding how sound might
be encoded, to best use a limited number of stimulating electrode sites. Clinical devices
allow for 8-22 electrode channels, and debate still exists on how to best utilize them in
order to most effectively provide the implanted subject with the capability to recognize
spoken speech without lip reading. There are three main speech signal-processing strategies
employed: compressed—analog (CA), SPEAK, and continuous interleaved sampling (CIS).
In CA, the sound signal is bandpass filtered and the output of each filter is assigned to a single
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FIGURE 1.31. Modern cochlear implant. The electronic circuitry and implant coil are packaged in a ceramic
case. A flexible lead connects to the cochlear electrode. (Courtesy of Advanced Bionics Corp.)

electrode. The drive to each electrode is an analog signal derived from the filter output. CA
is used by Advanced Bionics for their simultaneous analog stimulation strategy. SPEAK is
used exclusively by Cochlear Pty, Ltd., and is a combination of several signal-processing
techniques. The sound signal is sampled then converted into a pulsed stimulation. Twenty
filters are used to determine which frequency bands contain the maximum sound energy. The
envelopes of the filter outputs are sampled and combined into electrode-specific biphasic
stimulation pulse trains. Typically, 6 electrodes out of the possible 22 are used. CIS is a more
generally used strategy developed by Wilson and other researchers at Research Triangle
Institute. In the CA strategy, simultaneous stimulation produces electrode crosstalk owing
to the interaction between the electric fields caused by the individual electrodes. It is felt
that these interactions may distort the cochlear neural responses. CIS combats this problem
by stimulating the electrodes with nonsimultaneous, nonoverlapping interleaved pulses.
Only one electrode is stimulated at a time. In present-day cochlear implants, the platinum
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electrodes are sufficiently large so that concerns about exceeding safe charge density limits
are minimal.

1.6.2. VISUAL PROSTHESES

Restoring vision by means of electrical stimulation of the visual system presents a
considerably greater technical challenge than restoring hearing by means of a cochlear
implant because a much larger number, at least hundreds or thousands, of parallel channels
are undoubtedly required. There are two obvious places in the nervous system where it
appears physically feasible to introduce dense electrode arrays: on the surface of the retina
and in the visual cortex.

1.6.2.1. Retinal Prostheses

For blindness due to retinal degeneration, an array of electrodes might be implanted
in the eye, on the inner surface of the retina, epiretinal (Humayun ez al., 1993), or possi-
bly on the posterior retinal surface, subretinal. The assumption is that although the retinal
photoreceptors may be damaged, the ganglion cells (and other neural layers) remain func-
tionally intact and can respond to electrical stimulation. A general advantage of the retinal
approach is that the prosthesis can potentially exploit the natural retinotopic visual map-
ping of the retina, so that stimulation at a particular location on the retina will produce a
visual percept, called a phosphene, at a known location within the visual field. There are
two basic approaches, presently being researched, to devising hardware for a retinal visual
prosthesis. The first uses a camera to capture the image, possibly mounted on an eyeglass
frame. The camera’s output is image processed and converted to a sequence of commands
for controlling an array of externally powered implanted retinal electrodes (DeJaun et al.,
1999). The second approach attempts to combine the image sensor and the retinal stimulator
in a single structure (Peyman et al., 1998), using an array of light-activated photodiodes
whose outputs connect to stimulating electrodes that are implanted within the eye and are
geometrically aligned to the retina.

Combined with the photodiode approach, a subretinal array is conceptually attractive.
Potentially, this technique would leave the epiretinal surface intact, and would not com-
promise the retinal physiology (Peachey and Chow, 1999; Zrenner et al., 1999). For one
device being investigated, the photodiodes would be powered by incident light (Peyman
et al., 1998). There remains unanswered engineering questions about the feasibility of this
particular photodiode approach. Some researchers have suggested that the implanted device
would not require any external power supply. That is, the transduction of light, via the pho-
todiodes, to electric current would be used as the source of stimulating current for the retinal
electrodes. Although the light-to-current efficiencies of future photodiodes may improve,
presently the feasibility of using a photodiode to act as the sole power source for a stimulat-
ing electrode has not been demonstrated. Typical present-day photodiodes have conversion
efficiencies that are on an order 10-100 times too low to be useful for stimulating retinal
neurons, using known electrode technology and commonly accepted stimulation thresholds.

There are several externally powered epiretinal approaches. The general concept is
shown in Figure 1.32. Most of them propose the use of an extracorporeal camera/signal
processor to capture the image and convert it into a sequence of stimulation pulses. In Figure
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FIGURE 1.32. General approach for an epiretinal visual prosthesis. The camera captures the image and converts
it into a sequence of stimulation pulses. The data stream for the electrodes and power for the implanted device is
coupled into the eye using a laser beam or RF magnetic link. An electrode array is driven by a set of stimulator
drivers contained on the silicon-chip implant. (Courtesy of Second Sight, Inc.)

1.29, the output of the camera modulates a power beam, implemented as either a laser or
an RF magnetic link, in order to transmit power and data into the vitreous. Within the eye,
an electronic chip demodulates the power beam and generates stimulation patterns for an
array of epiretinal electrodes. The geometric pattern of the stimulus matches a bitmap of
the original image. Stimulation currents pass into the ganglion cell layer. For all proposed
retinal designs, a major engineering obstacle is the development of a flexible substrate that
contains the stimulation electrode sites. Assuming that hundreds, or thousands, of electrodes
may be required, designing a flexible electrode array is a significant engineering challenge.

In order to get point-specific stimulation of the retina, the electrode stimulation sites
need to be small and electrically isolated. The typical charge injection needed to stimulate
retinal neurons, for the diseased retina, is uncertain. However, preliminary data suggest that
the required charge density will challenge the limits for AIROF, and other electroactive
coatings, as discussed in Section 1.3.

For the epiretinal approaches, there is another question of physiological feasibility
because of heat dissipation (Greenberg, 2000). Assuming 1000 electrodes, stimulating a
collection of ganglion cells, and using typical values of stimulus pulse amplitude, duration,
and frequency, a computation can be made of the range of dissipated power that would result
from the resistive losses within the tissue and implant electronics. Even using conservative
estimates it is possible that 0.1-0.5 W would need to be dissipated in the vitreous. The
heat produced by this power dissipation is likely to produce a temperature rise within the
vitreous, and presently the allowable heat dissipation within the eye is unknown. It is likely
that any intraocular visual prothesis will require sophisticated packaging techniques that
will challenge even the most advanced electronic packaging technology. Compared with
other neural prostheses, such as cochlear implants, a retinal prosthesis would need to be
50-100 times as dense.
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From the functional standpoint, it might appear that a retinal prosthesis can effectively
exploit not only the natural retinotopic visual mapping, but also most of the natural neural
processing that normally takes place beyond the retina. With regard to exploitation of ge-
ometry, this assumes that individual electrodes can stimulate either individual or relatively
small numbers of retinal ganglion cells. To accomplish this, the electrode array needs to
be in intimate contact with the epiretinal surface. It is uncertain how close the array could
be placed without significant compromise of the retinal physiology, especially considering
that retina disease often results in a physiologically compromised retina. At the present,
microelectrodes that can penetrate the retina to the ganglion cell layer have not been demon-
strated, although current research is progressing toward this goal. Use of smaller electrodes
closer to the ganglion cells has the potential to alleviate the heat dissipation, owing to
the likelihood of smaller stimulation threshold currents. With regard to the exploitation
of natural neural processing, it has not been demonstrated that discrete spatial percepts,
produced by epiretinal stimulation could have the density required to invoke higher feature
extraction such as orientation or motion. Stett et al. (2000) have developed a model in the
chicken retina to investigate multisite subretinal electrical stimulation. However, it may be
that using currently available electrode technology, sensory input from retinal devices may
be inherently limited to a phosphene-based image.

1.6.2.2. Optic Nerve Prostheses

Another approach to implementing a visual prosthesis involves direct stimulation of
the optic nerve (Veraart, 1998). This group has investigated placing a spiral nerve cuff
electrode on the optic nerve. Although still in the experimental stage, one human subject was
implanted and a small collection of irregularly sized phosphenes were perceived. Whether
sufficient resolution and density of visual percepts could ultimately be obtained by a spiral
cuff electrode or fascicular electrodes is unknown.

1.6.2.3. Thalamic Stimulation

Electrical stimulation of the human visual system using thalamic electrodes has been
reported in earlier studies by Nashold (1970) and Chapanis et al. (1973). In these studies
spatial visual percepts were reported in subjects in whom electrodes had been implanted
in a variety of thalamic locations, including the superior colliculus, the geniculocalcarine
tract, lingual gyrus, and the anterior and middle portion of the optic radiation. Conceptually,
the lateral geniculate nucleus (LGN) has been suggested as a obvious site for introduction
of electrical stimulation of the visual system. However, the complications in surgical acces-
sibility of this area relative to the retina and visual cortex have made it less attractive, and
limited research has been directed toward this goal. Functionally, one might imagine that
the LNG would provide similar opportunities for introducing visually derived information
as does the retina. However, presently, a system based on implantation within the LGN
remains conceptual, at best.

1.6.2.4. Cortical Visual Prostheses

Although retinal visual prostheses have received recent public attention, attempts at
stimulation of the primary visual cortex has a longer history. As early as 1918, Lowenstein
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and Borchardt (1918) reported that while performing an operation to remove bone fragments
caused by a bullet wound, the patient’s left occipital lobe was electrically stimulated, and
the patient perceived flickering in the right visual field. Foerster (1929) and Krause (1924)
reported similar cases of visual perception caused by electrical stimulation of the visual
cortex during removal of an occipital epileptic focus. The significance of their studies
was that they demonstrated that the position of visual percepts within the visual field was
systematically related to the area of the occipital lobe that received the stimulation. Urban
(1937) inserted electrodes through an occipital burr hole 3 cm above the inion and 3 cm
from the midline for the purpose of ventriculography in six patients, of which one was blind.
All patients perceived spatial visual sensations of various colors and shapes. Stimulation of
the human visual cortex by Penfield and Rasmussen (1950) and Penfield and Jasper (1954)
revealed that visual sensations, referred to as phosphenes, could be produced by electrical
stimulation. In their subjects, the visual sensations were described as stars, wheels, discs,
spots, streaks, or lines.

In 1955, Shaw (Shaw, 1955) obtained a patent on a device to aid the blind through direct
stimulation of the visual cortex by using percutaneous electrodes implanted into the occipital
lobe that were driven by the output of a photocell. Although Shaw never performed any
actual experiments, this approach was investigated, independently, by Button and Putnam
(1962). In their study, three volunteers agreed to the implantation of four wires, inserted into
the occipital lobe through burr holes. The percutaneous wires were connected to a crude
apparatus that varied the stimulus amplitude and frequency on the basis of the output of
a cadmium sulfide photocell. The electrodes were left in place for several weeks, during
which a variety of experiments were carried out. The three subjects were able to scan
an area, holding the photocell in their hand, and to determine the location of illuminated
objects including 40-100 watt incandescent lamps and birthday candles on a cake. Owing
to excessively high stimulation currents and voltages, the visual perception often filled the
entire visual field. Although functionally this device did not have the capability to provide
more sensory function than an audible or tactile stimulator, it did demonstrate that it was
possible to electrically stimulate the visual cortex following years of acquired blindness.
However, it also illustrates the naive understanding, at that time, of the function of the visual
cortex held by some researchers.

The elucidation of the retinotopic map by Hubel and Wiesel (1968) in the 1960s sug-
gested that coherent patterns of electrically elicited sensations might be possible. The first
opportunity to investigate chronic stimulation of the visual cortex resulted from experi-
ments by Brindley and Lewin (1968) in which a 52 year-old woman received an implanted
stimulation system consisting of 80 platinum electrode discs, placed on the surface of the
occipital pole. Eighty associated, transcutaneously powered stimulators were implanted
over most of the surface of the right cortical hemisphere, under the scalp. Approximately
32 independent visual percepts were obtained, and Brindley performed mapping studies
and threshold measurements. Although some attempt was made to combine the phosphenes
into crude letters and shapes, the implant did not prove to be of any practical use to the
subject. Another subject received a second implant in 1972 (Brindley ez al., 1972; Brindley,
1973; Brindley and Rushton, 1977; Rushton and Brindley, 1977). In this subject, 79 of the
80 implanted electrodes and stimulators produced visual percepts of varied size and shape.
These were meticulously mapped over 3 years, following the implantation procedure. Con-
sidering the state of the art for implantable devices at the time these studies were carried out,
they were a remarkable engineering achievement. However, although these were pioneering
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experiments, little knowledge was gained about how electrical signals passed through such
electrodes might be manipulated to introduce meaningful sensory information into the hu-
man brain. Dobelle (Dobelle and Mladejovsky, 1974; Dobelle et al., 1974, 1976), Pollen
(1975), and others continued to investigate stimulation of the visual cortex through surface
electrodes, using relatively large electrodes placed on the pia-arachnoid surface in individ-
uals who were totally blind, following lesions of the eyes and optic nerves. Dobelle et al.
implanted at least three subjects with chronic cortical surface arrays. They also tested the
ability of the implanted subjects to use the perceptions produced by the electrodes to “read vi-
sual Braille” (Dobelle et al., 1976). Reading rates were considerably less than what could be
obtained by tactile Braille. Most likely, as in Brindley’s subjects, the spatial visual percepts
were unsuitable for combining into meaningful patterns as would be required to identify
ordinary letters or symbols. One of these subjects, who had retained the electrode array, was
featured in the popular press, following an article by Dobelle in the ASAIO journal (Dobelle,
2000). A camera, connected to an improved computer-controlied image-processing system
converted the image into electrical stimulus sequences. The computer output was connected
to the 64-electrode array via a percutaneous connector; 21 phosphenes were obtained.

As an alternative to surface stimulation of the visual cortex, intramural and extra-
mural studies were initiated in the early 1970s at the NIH for the systematic design,
development, and evaluation of safe and effective means of microstimulating cortical
tissue. By implanting floating microelectrodes within the visual cortex, with exposed tip
sizes of the same order of magnitude as the neurons to be excited, much more selective
stimulation can, in principle, be achieved, resulting in potentially more precise control of
neuronal function. This concept is illustrated in Figure 1.33, in which an intracortical visual
prosthesis is depicted. Images processed by the camera are transcutaneously communicated
to an implanted visual prosthesis package with wire leads that connect to intracortical
microelectrodes implanted into the primary visual cortex.

On the basis of studies by Bartlett and Doty (Barlett and Doty, 1980) and DeYoe
(DeYoe, 1983) in macaques, as well as acute intracortical microstimulation studies that
were performed in sighted patients undergoing occipital craniotomy (Bak et al., 1990), a
study was planned at the NIH to explore whether stable visual sensations could be produced
from chronically implanted intracortical electrodes, and eventually lead to a short-term
implantation of intracortical electrodes in a patient-volunteer with blindness. The initial
questions to be answered by the short-term implant of the patient-volunteer were (i) Does
the visual cortex of a person blind for a long period of time remain responsive to intracortical
microstimulation? (ii) Are the visual percepts induced through intracortical stimulation
stable over months of stimulation?

The short-term implantation of the visual cortex was performed in a 42-year-old woman
patient-volunteer who had been totally blind for 22 years secondary to glaucoma (Schmidt
et al. 1996a,b). Thirty-eight microelectrodes were implanted in the right visual cortex, near
the occipital pole, for a period of 4 months. The electrodes were electrically accessed through
percutaneous leads exiting the scalp. Confirming the earlier surface cortical stimulation
work, 34 of the 38 electrodes initially produced spatial percepts with threshold currents in
the range of 1.9-25 1A. Phosphene brightness, size, color, and position could be modulated
by varying stimulus amplitude and frequency, and pulse duration. Repeated stimulation over
a period of minutes produced a gradual decrease in phosphene brightness. The apparent
size of phosphenes ranged from a “pin-point” to a “nickel” (20-mm-diameter coin) held at
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FIGURE 1.33. Concept of an intracortical visual prosthesis. The camera captures the image and translates the
visual information into stimulation sequences. Transcutaneous power and data are sent to the implant over a
common inductive link. (Courtesy of Illinois Institute of Technology)

arm’s length. When two phosphenes were simultaneously generated, the apparent distances
of the individual phosphenes sometimes changed, which makes them appear at about the
same distance. When three or more phosphenes were simultaneously generated, they became
coplanar. Intracortical microelectrodes spaced 500 um apart generated separate phosphenes,
but microelectrodes spaced 250 yum typically did not. This two-point resolution was about
five times greater than had previously been achieved with electrodes on the surface of the
cortex. The 4-month study was concluded by following the informed-consent protocol,
removing all extradural components.

The findings from all of these human studies, for both retinal and cortical devices, have
the following significance: It appears feasible to invoke point-topographic visual precepts
using retinal, surface cortical, and intracortical electrodes. When intracortical electrodes are
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used, visual percepts are typically smaller than those invoked by surface cortical electrodes,
intracortical electrodes produce amplitude thresholds that are up to two orders of magnitude
lower than those of surface cortical electrodes, they are stable over weeks to months, and
varying the stimulation parameters can crudely modulate these percepts. What none of these
studies demonstrated is, Can a multitude of the observed visual percepts be combined to
form meaningful spatial patterns that mimic natural visual perception?

In summary, the assumption that a phosphene-based visual sensation can substitute
for normal vision remains at best conceptual. Much of what is known about the function of
primate visual cortex comes from neural recording studies with either single or relatively
small numbers of electrodes. However, the findings from all of these human studies suggest
at least the promise of one day creating a useful visual prosthesis.
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Biomedical Engineering Department, Johns Hopkins University, Baltimore, Maryland

2.1. INTRODUCTION

From an engineering point of view, the nervous system, which is made of neural tissue, is a
most complex biological system. All possible instruments or tools for applications related
to the nervous system are part of another type of complex systems: biomedical instrument
systems. As in any interacting system, “communication” can occur at the interface of these
two systems. Depending on the kind of application, this communication can be either
unidirectional or bi-directional. The signals found in these two systems are of very different
nature:

¢ In the nervous system, signals carrying information over distances use evoked po-
tentials involving a high number of ionic transport and neurotransmitter activation
mechanisms. Transduction of a signal coming from the external world (e.g., chem-
ical, optical, mechanical, magnetic) is performed by receptor cells using countless
mechanisms (Bear et al., 2001).

* Most signals in biomedical instrument systems are electrical, chemical, optical,
mechanical, and magnetic. The nonelectric signals are usually converted at one
point or another via a transducer into electrical signals in order to be compatible
with the electronic computer world.

In the neural tissue the number of functions per unit volume is very high. The size of most
neural cells (glial and neuronal) is typically between 10 and 50 pum in diameter (Bear et al.,
2001). Separated by gaps of typically 20 nm, they are densely packed together (in the range
of 10° cells/mm? and 10° neurons/mm?). Human axon diameters range from <1 to 25 um.
Their length varies from <1 mm to >1 m. Considering these values, miniaturization of
biomedical instrumentation to interface efficiently to the neural tissue at such scales is
crucial.

* Address for correspondence: Biomedical Engineering Department, Johns Hopkins University, Baltimore,
Maryland; e-mail: philippe.passeraub@ieee.org
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Traditionally, the primary purpose of such medical instruments and research tools has
been to understand basic mechanisms of brain functions as well as neural disorders, to
diagnose these disorders, and to develop new therapies. An increasing number of systems
and applications have been recently demonstrated and are being developed:

 Subdural grid electrodes for neurosurgery preparation in patients with intractable
focal epilepsy (Lesser et al., 1998) or deep brain stimulation for tremor suppression
in patients suffering from Parkinson’s disease (Damian et al., 2003)

» Implantable prosthetic systems for bladder control in paraplegia (Jezernik et al.,
2002), or for cochlear stimulation in patients with profound hearing loss (Wilson
et al., 2003)

» Stroke- or seizure-monitoring systems (Schneweis et al., 2001; Waterhouse, 2003)

* Augmented reality applications with enhanced sensory system or brain functions
(Huang, 2003), for instance in computer-assisted surgery (Vasquez-BuenosAires
et al., 2003)

» Advanced signal processing and computing (Zeck and Fromherz, 2001)

» Neuron-based sensors able to detect unknown dangerous biochemical agents
(Mrksich, 2000)

Most of today’s instruments are based on a fabrication technology that is not very compatible
to the scaling down of their size. Their main drawbacks are the limited resolution of measure-
ment or stimulation and their nonnegligible invasiveness in most cases. Recently a growing
number of miniaturized microsystems interfacing the neural tissue have been demonstrated.
They are based on microfabrication technologies, which allow miniaturization of highly
complex systems at an unprecedented scale (Zaghloul, 2002). Microsystems are anticipated
to revolutionize the engineering of interfaces between the electronic world and biological
neural systems. What exactly are these microsystems? How can they be used to interface
with neural tissue? What are the challenges, the state of the art, and the trends for the various
types of interfaces? This chapter is an attempt to answer these very relevant questions.

2.2. NEURAL MICROSYSTEMS

2.2.1. BACKGROUND

Microsystems technology is a maturing technology that makes possible the integration
of devices and systems at the microscopic and submicroscopic scales. It originates from the
microelectronic batch-processing fabrication techniques. Similar and modified fabrication
processes are used to micromachine mechanical structures and integrate other devices using
the various properties of substrate materials and of deposited layers. For instance, miniature
beams, membranes, suspended masses, or microchannels can be made (Polla et al., 2000).
The material properties of a monocrystalline substrate like silicon permit extraordinary
mechanical strength, without hysteresis and fatigue. Sensing elements—capacitive, induc-
tive, or piezoresistive—can be implemented to make highly sensitive and reliable sensors.
Microactuators can as well be built on the same substrate. The optical properties of silicon
and its semiconductor nature have been also used to make optical waveguides, various types
of photosensors, and even light-emitting devices. When embedding on the same substrate
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FIGURE 2.1. Neural microsystems are defined as hybrid Microsystem
systems comprising two interacting subsystems: the neural

tissue system and the microsystem.

or in its proximity an electronic circuit of interface, a high sensitivity and a high signal-to-
noise ratio can be attained (Passeraub, 1999). Nowadays, microsystems find an increasing
number of applications in biomedical engineering and in particular for the development
of instrument systems interfacing the neural tissue. A hybrid system consisting of a mi-
crosystem interfacing the biological system of neural tissue, either in the form of cultured
neurons or of brain slices, or even as a part of an intact nervous system, can be defined as
a “neural microsystem” (see Figure 2.1). The high interest in microsysterms technology for
neural applications resides in its modularity and its miniaturization capabilities. Potentially,
this allows the matching of the very high density of functions between neural tissue and
microsystems. This is of high significance for the development of simultaneous measure-
ments of neuronal signals at a high number of locations, or to implant neural microsystems
within the body.

The first reports of microfabricated systems to interface with the neural tissue can be
traced back to the 1970s (Wise and Angell, 1971; Gross et al., 1977; Pine, 1980). Interest-
ingly their application for neural tissue, and even for heart cell interfacing (Thomas e? al.,
1972), were among the first of the then embryonic microsystems technology. Yet for such
biomedical application, this technology is currently still at an embryonic developmental
stage. For other domains of applications, like in the automotive industry, microsystems
have already become quite mature (e.g., accelerometer microsystems for airbags). Reasons
for this slow progress can be found in the particularly complex and challenging problems
faced by microsystems that exist in vivo or in interfaces to biological systems (Dario,
1995). A multidisciplinary approach, including knowledge and expertise in medicine and
engineering, is essential for developing a successful device. Since its early development,
microsystems technology has considerably progressed and offers a real potential for improv-
ing the existing neural instrumentation, and to elaborate new instruments. In the meantime,
considerable new application areas have emerged in the field of biology and medicine. Many
problems, such as the biocompatibility of many microsystems materials, have been success-
fully addressed (Kotzar et al., 2002). Lately a number of neural microsystems have even
been developed commercially (MEA60 System from Multichannels Systems and Ayanda
Biosystems, MED64 Systemn from Panasonic). A growing number of research groups have
reported the development of new neural microsystems in the literature. Many examples and
applications are reviewed further in this chapter.
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FIGURE 2.2. Schematic block representation of neural microsystems with their subsystems inputs, outputs, and
interactions.

2.2.2. FUNCTION BLOCK DIAGRAM

Depending on whether it is a part of an integral nervous system, or in the form of a
slice, or of cultured neurons network, subsystems made of neural tissue can have different
degrees of complexity. Microsystems can also have various levels of complexity, depending
on the devices and functions integrated on them. Like other complex systems the various
possibilities of interactions between its subsystems and the outside world can be described
using the function block diagram approach. From this simplified point of view a neural
microsystem can be considered as a black box consisting of two subsystems with inputs
and outputs (see Figure 2.1). Figure 2.2 depicts the typical inputs and outputs of these
subsystems and their possible interactions. More details are given in the next subsections.

2.2.2.1. System Inputs and Outputs

For the “neural tissue” and the “microsystem” subsystems, the inputs coming directly
from outside the neural microsystem include the following:

» Sensory signals (for seeing, hearing, touching, smelling, and tasting) acquired either
by the sensory organs connected and relayed directly to the integral nervous systems,
or acquired by a physical or chemical sensor and transmitted indirectly to the nervous
system via electrical, chemical, or other types of signals through the microsystem.

* Chemical substances like drugs going either to the brain tissue or to the microsystem:
It is delivered to the neural cells either via the vascular system by diffusion through
the blood—brain barrier or via the microsystem typically with microfluidic functions
in order to influence globally or locally nerves and brain functions.

* Other types of signals: For the neural tissue they can include accidental mechanical
shocks, mechanical stress caused by a tumor, and magnetic signals coming from
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conventional medical instruments for imaging and stimulation. For microsystems

they can include mechanical and optical signals to replace a missing sensory signal,

and carrying signals for stimulation and recording purposes.

Electrical signals to communicate with the microsystem, to drive a stimulus, or to

carry a signal to be modulated by the measurand (the physical parameter being

quantified by measurement), or as electrical ground reference.

* The information on the microsystem position in relation to the neural tissue and on
the exact location(s) of interface.

* The energy required for the biological system survival (O, nutrients, a stable tem-
perature): It is generally provided directly by the body for in vivo applications. For
the microsystem subsystem, it comprises the power supply for the embedded elec-
tronic circuitry, or the substances needed for the tissue survival delivered via the
microsystem.

The outputs directly exiting the neural microsystem include the following:

* Signals from the nervous system controlling the movement of limbs.

¢ Other types of signals originating from the neural tissue (e.g., biochemical signals

involved in the regulation of the body, as well as electrical and magnetic signals

resulting from the neuronal activity and measurable with nonminiaturized medical
instruments).

Electrical signals sensed by the microsystem and reflecting the spontaneous or stimu-

lated electrical neuronal activity, or carrying another type of signal (e.g., an electrical

signal modulated by a chemical signal).

* Chemical substances either extracted by the microsystem (signals reflecting ionic
exchanges plus flow as well as neurotransmitter release extracted by microdialy-
sis or similar techniques) or delivered by the microsystem (i.e., drugs) to provide
therapeutic benefit.

* Other type of signals sensed by the microsystem (e.g., optical signals like fluores-
cence, or mechanical signals like the flowing medium carrying chemical signals in
microdialysis probing).

The by-products of the cellular respiration occurring in the brain tissue and to be eliminated
from the system—mainly the CO,~can be considered a loss. The loss for microsystems
with electronic circuits is essentially a thermal dissipation resulting from its electrical power
consumption. For applications requiring implantation, such loss cannot be neglected, since
the neural tissue is highly sensitive to temperature.

The final system complexity depends on the application and on the number of elements
integrated on it. Commonly, for each feature that is not totally integrated an additional input
or output is required. For microsystems with fully embedded functions, inputs and outputs
with the external world can ultimately and ideally be reduced to electrical signals plus power

supply.

2.2.2.2. Subsystem Interactions

For a microsystem device, the various interfacing methods with the brain tissue include
electrical, chemical, optical, and magnetic signals.
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Electrical Signals

In the neural tissue, neuronal electrical signals involve the flow of a high number of
different ions, positively or negatively charged, both through and along cellular membranes
using various transport mechanisms. At a defined location, the flow of these charged ions
reflects the neuronal activity of the system.

* Role of the microsystem output: to deliver electrical charges to the brain tissue through
an electric conductor in order to induce an electrical field in the neural tissue, or to
modify a transmembrane potential.

¢ Influence on the neural system: (a) to stimulate the tissue in order to cause a single

neuron or several neurons to fire and to create an evoked potential and (b) to modify

the properties of the neural tissue, for instance, to modulate an existing neuronal
activity.

Role of the microsystem input: to detect transmembrane potential variations in

the case of intracellular recordings or field potential variations in the extracellu-

lar medium.

* Sorts of signals: awide range of possible signals can be observed, ranging from single
spikes (of a few milliseconds’ duration) to recurrent undulation or multispike bursts,
as well as to very slow potential shifts (over several minutes). Typical amplitude of
the signals range from tens of microvolts to a few tens of millivolts for extracellular
field. The transmembrane action potentials amplitude is stronger, typically in the
range of several tens of millivolts.

Chemical Signals

In the neural tissue a chemical signal is associated with each ion involved in the ionic
flow that generates electric field potentials. In addition to these ions a high number of other
molecules are implicated in neuronal chemical signals, principally associated with synaptic
transmission. At a given location, this ionic flow and the secretion of these molecules plus
their possible chemical reactions comprise the neuronal activity of the system.

* Role of the microsystem output: to deliver locally or globally ions as well as molecules
to modify the chemical composition of the cerebrospinal fluidic bathing medium and
the extracellular medium.

Influence on the neural system: to modify or inhibit a very wide range of possible
mechanisms of certain regions of the brain that may be the location of injury or
disorder (such as epilepsy).

Role of the microsystem input: to provide measurements of nominal values and
changes in neurochemical concentrations generally extra- or intracellularly at well-
defined locations of the neural tissue.

Sorts of signals: a high number of different molecules (e.g., single ions, amino
acids, amines, peptides, and even gaseous molecules) can be observed as long as
an appropriate measuring method exists. The dynamic range of the neurochemical
signals is similar to neuronal electrical signals for fast signals, but can be much
slower. Concentration levels, however, vary strongly and depend on the molecule of
interest (e.g., typical range for calcium: from 0.2 uM to 2 mM; for glutamate: from
3 to 150 nM).
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Optical Signals

Except in the retina, the neural tissue is known to be insensitive to optical signals
and generates no photon. The optical properties can be modulated by various mechanisms
reflecting the neural activity. For example, the so-called intrinsic optical signal is produced
by changes in the transmitted or scattered light, due for instance to a volume or refractive
index change in the extracellular space, comprise a type of optical signal (Duarte et al., 2003).
Also, using single or dual photon excitation, the changes in the possible autofluorescence or
in the fluorescence of a specific dye (e.g., sensitive to a molecule or to a voltage) comprise
another type of optical signal (Mainen ef al., 1999).

* Role of the microsystem output: to deliver photons to the tissue.

e Influence on the neural system: to transduce an optical signal into a neuronal signal
for photoreceptor cells. High intensities of light can photodamage neural cells.

* Role of the microsystem input: to measure geometrical or refractive index changes in
the tissue for a signal type, and to provide a measurable fluorescence light intensity
that reflects a molecule concentration or a voltage.

o Sorts of signals: a light intensity.

Magnetic Signals

In the neural tissue, magnetic signals are coupled to movements of positively or neg-
atively charged ions and reflect indirectly the neuronal electrical sources in the system.

* Role of the microsystem output: to induce without direct contact an electrical field
in the brain tissue. With the current technology for miniaturized devices, such an
output is still facing technical challenges due to thermal losses.

* Influence on the neural system: to stimulate the tissue in order to modulate an existing
activity and to create an evoked potential.

* Role of the microsystem input: to detect indirectly and without contact variations of
field potentials in the extracellular medium.

* Sorts of signals: generally short pulses of 100 ps up to a 2.0-T amplitude to induce an
evoked potential magnetic field, and signals with similar dynamics to those described
under electrical signals.

Oxygen, Nutrients, and Temperature

This type of interface between the neural microsystem subsystems is unidirectional. In
the normal in vivo situation, blood flow, diffusion of oxygen and nutrients through capillary
walls, and cellular respiration provide this energy to each neural cell. In extraordinary
situations, for instance when harvesting neural tissue for in vitro preparations, the survival
of the neural cells depends on replacing the normal supply by artificial means. They need
to be placed in a comfortable environment at the right temperature (typically 37°C), in a
fluid of specific chemical composition (matching the cerebrospinal or the cellular fluids),
with sufficient oxygen and nutrients. Using microsystems technology for this purpose can
be especially valuable. Here the role of the microsystem is to supply the needed energy to
the neural tissue, by locally or globally delivering oxygen and nutrients or by providing
temperature control to the neural tissue.
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Depending on the specific applications of neural microsystems, various combinations
of inputs, outputs, and interactions occur. For fundamental research, the possible combi-
nations of function to be performed by the neural microsystem will depend on the specific
biomedical question being addressed. Such systems are to be developed specifically for each
type of experiment, and they are expected to provide information that no other technique is
likely to permit.

2.2.3. NEURAL MICROSYSTEMS CONFIGURATIONS

In this section, various existing or envisioned applications for neural microsystems
are grouped by similar block diagram configurations using the generic block diagram of
Figure 2.2.

2.2.3.1. Diagnosis and Drug Discovery
On the basis of various technologies, a series of methods have already been developed:

» For diagnostic purposes, for instance to detect a possible disorder or injury in the
spinal cord using evoked potentials (Sharma and Winkler, 2002).

* To screen drugs that target a specific disorder (Kupferberg, 2001) or that promote
tissue survival in vivo and in vitro (Bernstein, 2001).

These types of applications require low invasiveness and a high number of repetitive tests.
The drug to be potentially tested is delivered to the neural tissue either directly or through
the microsystem using microchannels. Interactions at the interface can be of a chemi-
cal or electrical nature to stimulate and to record from the neural tissue. An execution
of such a neural microsystem using a cerebellum slice of neonatal rats on top of an ar-
ray of 60 microelectrodes is reported in Egert and Haemmerle (2002). It demonstrates
that modulation of the spontaneous spike activity by dopaminergic drugs and spreading
of this fast neuroelectrical activity in the neural tissue can be observed. Such neural mi-
crosystems are expected to significantly facilitate the discovery of neuroactive drugs in
pharmacology.

2.2.3.2. Monitoring and Neuron-Based Sensors

Monitoring the neuroelectrical activity using grid electrodes placed directly over the
cortex is a common method for preparing patients with intractable epilepsy for neurosurgery
(Lesser et al., 1998). The recorded signals are used to detect or relate a particular event to
a certain location in the cortex. In this case the use of microsystems will be of particular
interest owing to possibly lower invasiveness and an increased spatial resolution for precise
cortical mapping.

For in vitro neural tissue preparation, the same system configuration can be used as sen-
sor or detector. Such neural microsystems are envisioned as bio-warfare detectors for neu-
rotoxins and other chemical agents that act against membrane channel receptors (Mrksich,
2000). Neural microsystems made of neurons grown on top of microelectrode arrays have
shown regular electrophysiological behavior and stable pharmacological sensitivity for up
to 9 months. Though slices of neural tissue have originally an intact neuronal circuitry, their
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stability for long-term recording is expected to be limited by their morphology changes.
Their survival is usually shorter than cultured neurons’ (Pancrazio, 2000).

2.2.3.3. Treatment of Neural Disorders

Another promising application domain for neural microsystems is targeting the ther-
apy of a number of neural disorders. On the basis of various technologies, a number of
implantable devices have already been designed, developed, and tested for tremor control
caused by Parkinson’s disease (Damian et al., 2003) and to terminate seizures in epilepsy
(Ward and Rise, 1997). They use techniques to inhibit undesired neuronal activity of the
central nervous system by recording and stimulating electrical signals, as well as by infusing
drugs deep in the brain, or even by stimulating the peripheral route provided by the vagus
nerve to modulate brain activity (Boveja, 2001). Here the challenge is to develop a fully
implantable, wireless, and autonomous system with low invasiveness, with possible drug
storage, and with precise interface positioning and confinement for the optimal exchange
of electrical signals and for the delivery of drug.

2.2.3.4. Neuroprostheses

From a system point of view neuroprostheses can be grouped into three main config-
urations corresponding to distinct types of applications.

The first one deals with restoring a sensory function (e.g., following a disease or an
injury). The best existing example of such prostheses is the commercially available cochlear
implant (e.g., COMBI 40+ from Medical Electronics) based on classical fabrication tech-
nology. The high density of possible interfacing locations with microsystems technology
and the small size is also particularly beneficial for this type of application. For the next
generation of cochlear implants, microsystems are likely to offer (a) lower resulting tissue
damage, important for combining electrical and acoustic stimulation for a new generation
of implants, (b) closer stimulation of the ganglion cells, which would reduce the current
consumption (Wilson et al., 2003), or (c) the possibility of directly stimulating the auditory
nerve (Badi et al., 2003), and even the auditory cortex (Rousche and Normann, 1999).
The other class of sensory neuroprostheses currently in development is aimed at restoring
vision for the blind. The first visual implants, based on flat 1-mm? subdural electrodes fab-
ricated using classical technologies, did have strong limitations. Large currents (1-3 mA)
and a 3-mm spacing between electrodes were needed to evoke distinguishable phosphenes.
Microsystems technology has opened the way to overcome these limitations, allowing high
numbers of microfabricated electrodes in arrays with a small stimulating surface and high
selectivity (Maynard, 2001). The current neural microsystem development approaches are
based on epiretinal and subretinal implants (Narayanan, 1999; Meyer, 2002) and direct
optical nerve as well as visual cortex microstimulation (Normann, 1990). The main chal-
lenges for this most promising type of prosthesis are not only the technical issues, but also
those encountered at the interface of neuroscience, medicine, and engineering (Maynard,
2001).

Motor function neuroprosthesis applications have a different system configuration,
because sensing and stimulating devices for peripheral nerves or muscles have to replace
the failing motor signal. Since the first tests on humans in the early 1960s, some unique
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systems using external stimulating electrodes have been developed to help paraplegic pa-
tients to stand and to walk (Graupe, 2002). Similar implantable systems based on classical
technologies to restore or improve grasping functions (Popovic et al., 2002), or for uri-
nary control (Jezernik et al., 2002), using electrical stimulation of peripheral nerves are
commercially available (Interstim by Medtronic, FreeHand by NeuroControl). For such
applications microsystems technology is highly valuable because of its miniaturization po-
tential. Reduction of surgery pain, lower discomfort associated with the electrodes, less
nerve damage, and a higher selectivity in nerve stimulation have been demonstrated re-
cently with a microfabricated array of 100 needle microelectrodes (Normann, 1999). The
task of the microsystem for such an application is to extract the command signals from the
nervous system of the user directly or indirectly, to process them, and to deliver the right
command signals at the proper place to control the desired limb.

The role of the third kind of neuroprosthesis application is in extracting signals coming
from the brain in order to communicate or to control an artificial limb that either replaces a
missing limb or complements an existing one. It is often referred to in the literature as the
“brain—computer interface” (Wolpaw et al., 2002). Recently, surprising experiments have
shown successful control of robot arms using the electrical signals recorded from almost
100 microwire electrodes inserted in different locations in the parietal and frontal cortex of
an owl monkey (Nicolelis and Chapin, 2002). This study anticipates that recordings from
500 to 700 neurons are needed to perform a one-directional hand movement with 95%
precision. This number of electrodes is presumably going to increase for three-dimensional
movement controls. Microsystems technology for the three-dimensional recording of neu-
roelectrical signals in the brain as reported in Hoogerwerf (1994) is expected to play a
significant role again in the development of such applications.

2.2.3.5. Neurocomputing

Neurocomputing with hybrid microsystems—sharing electronic and biologic
circuitry—is an emerging nonmedical application of neural microsystems (Mrksich, 2000).
The neuronal network made of neural tissue or cells is grown on top of the microsystem
electronic circuitry in a manner such as to exchange electrical pulse signals in both direc-
tions (Fromherz, 2002). In this configuration the combination of biological and electronic
processes is promising not only for unraveling the nature of information processing in neu-
ronal networks, but also for new signal-processing and computing microsystems. Noise
reduction at the interface and control of neuronal network topology with synaptic connec-
tion are still big challenges in the development of these neurocomputing microsystems.
The use of neural tissue slices in combination with a well-defined network could become
attractive. For instance, the presumed Kalman filter property of the hippocampus could be
used for probabilistic information fusion and localization (Bousquet et al., 1998). Protocols
to build such neural microsystems still need to be developed and standardized.

2.2.3.6. Augmented Reality

Interfacing neural tissue, and especially the brain, with the electronic world is a topic
that draws considerable journalistic attention and engenders creative ideas for new appli-
cations. Neural microsystems have an equal place in such media. They are envisioned as



INTERFACING NEURAL TISSUE WITH MICROSYSTEMS 59

systems able to enhance the sensory system resulting in a higher sensitivity or to complement
it with additional information. Besides proposals for applications such as those that connect
healthy people’s brains to the Internet or that permit two persons to exchange thoughts
directly from brain to brain via neural interfaces (Huang, 2003), a promising application of
augmented reality can be in computer-assisted surgery. It is based on a tongue stimulator
having arrays of electrodes and applying stimuli typically of 1.5 V that provides direct
feedback to the surgeon for the guidance of his surgical tools (Vasquez-BuenosAires et al.,
2003). The day sensory neuroprostheses for rehabilitation outperform our normal sensory
system (e.g., augmenting vision in patients with diseases such as macular degeneration with
visual prostheses), some interesting issues will have to be faced.

2.3. GENERIC METHODS TO INTERFACE MICROSYSTEM
AND NEURAL TISSUE

The first methods to interface neural tissue with microsystems have focused on the in-
teractions achieved with the help of electrical signals and devices. In this section the existing
methods that are being used, developed, or are potentially useful for neural microsystems
are described.

2.3.1. HOW TO INTERFACE ELECTRICAL SIGNALS
IN NEURAL MICROSYSTEMS

The focus in this and the following section is on the electrode-tissue interface, with-
out taking into consideration the design of the microsystem and of its position relative to
the tissue, which will be treated in Section 2.3.4. Contrary to conventional microwire or
microneedle electrodes built from a rigid conductive material, neural microsystems mainly
use nonconductive substrates (rigid or flexible) on which thin-film electrical connections
and contact microelectrodes are patterned (see Figure 2.3). The working principle of elec-
trodes and integrated microelectrodes interfacing with neural tissue has been extensively
reported in the literature (Kovacs, 1994a). Electrical signals are transduced from the elec-
tronic world of the microelectrode to the ionic world of the neural tissue on the basis of
two principles: capacitive coupling and charge transfer (Kovacs, 1994a). In opposition to
insulated microelectrodes (Zeck and Fromherz, 2001), conductive microelectrodes make
use of the chemical and electrochemical reactions taking place at the surface of the con-
ductor bathing in the fluidic medium of the neural tissue (Neuman, 1998). Depending on
the nature of the interface, the microelectrodes can be of two sorts: high pass or low pass.
For applications focusing on propagated signals in the neural tissue, high-pass microelec-
trodes such as insulated metal microelectrodes have been found to be the most useful. When
the interest is in slow extracellular signals or in membrane processes, the low-pass micro-
electrodes such as glass capillary microelectrodes are the best (Gesteland ez al., 1959). The
exact nature of the interface depends on the conductor material, the surface properties of the
microelectrode, as well as on the amplitude and frequency of the electrical signals involved.
Integrated microelectrodes can therefore be grouped into three different categories: conduc-
tive high pass, conductive low pass, and insulated high pass. Their basic working principle,
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the microfabrication methods used, and the state of the art as well as their potential for
implementation in neural microsystems is described in the next subsections. Microsystems
technology for electrical inputs and outputs exhibit flexibility and allow the combination
of different microelectrode types on the same substrate. Thus, recording and stimulation
characteristics can be optimized for a specific application.

2.3.1.1. High-Pass Conductive Microelectrodes

High-pass conductive microelectrodes are the oldest (Wise and Angell, 1971), the
most used (Rutten, 2002), and probably the least understood interface between a neural
device and the tissue (Dario, 1995). For this type of electrode, the transduction of signals
for recording and stimulation is mainly based on capacitive coupling. Such electrodes are
also polarizable (Neuman, 1998). They ideally have an electrode—electrolyte interface in
which no actual charge crosses the ionic double layer when a current is applied. In normal
recording and optimal stimulation conditions only displacement currents can flow through
them, and no direct current flows. The electrical properties of these microelectrodes are
not linear (McAdams and Jossinet, 1998). Their impedance is approximately inversely
proportional to the frequency. Working with signals above 50 mV can produce harmonic
distortion and/or an irreversible change to the electrode surface (Gesteland et al., 1959).
These parameters as well as the chemical property of the microelectrode material are im-
portant, because they determine the possible chemical and electrochemical reactions for the
capacitive coupling and the charge transfer through the interface. This point is even more
critical for stimulating electrodes that are generally used in the bipolar mode to keep the
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global transferred charge at zero, even though the electrochemical reaction involved might
not be symmetrical or reversible (Neuman, 1998). The selection of inappropriate materials
will cause biocompatibility or toxicity problems. It might as well increase bio-fouling of the
electrode and decrease its efficiency. Noble materials have ideal-approaching polarizable
properties (Neuman, 1998). The microfabrication of electrodes for neural microsystems is
usually based on materials like gold (e.g., Blum, 1991), platinum (e.g., Thiébaud et al.,
2000), or iridium (e.g., Borkholder ef al., 1997). Special post-processing can be used to
improve the desired electrical property to inject charge in the neural tissue by modifying
its surface and increasing the contact area. Two design modifications are common: use of
(a) platinum black (e.g., Novak and Wheeler, 1986) and (b) activated iridium, which also
limits the chemical changes that could lead to tissue damage (e.g., Anderson, 1989). Other
materials have also been reported. Titanium nitride, which has a high surface factor and is
mechanically very stable (Egert et al., 1998); polysilicon, which is compatible with CMOS
fabrication processes (Bucher et al., 1999); and indium tin oxide for transparent electrodes
(Gross et al., 1985) have found unique applications as well. The deposition of thin layers
(typically 50~-500 nm) of these conductive materials is performed generally by evaporation
(thermal or ion beam) or sputtering, on top of an adhesion layer (typically 10-50 nm of
chromium or titanium). The connections and contacts are patterned using a photolithogra-
phy process, followed by a lift-off or a selective etching process (e.g., Egert et al., 1998).
Electrodeposition is used in some cases to notably increase the thin deposited conductive
layer (Thiébaud et al., 2000). However, it can be difficult to apply because it generally
requires a connecting method to set all the microelectrodes in the bath at the needed poten-
tial. The final shape of such neural microsystems with microelectrodes will depend on the
application and the interface-positioning method chosen.

2.3.1.2. Low-Pass Conductive Microelectrodes

In neurophysiology, low-pass conductive microelectrodes are generally made of pulled
micropipettes filled with a saline solution and a bathing chlorinated silver wire, as schema-
tized in Figure 2.4a. They are characterized by their ability to carry direct current (DC)
through them in their normal working condition. They are used to record signals of phe-
nomena with DC shifts like spreading depression (Somjen, 2001), as reference electrodes,
and in some cases also to apply an electrical field in the neural tissue (e.g., to control epilep-
tiform activity; Gluckman et al., 2001). In this type of microelectrodes, transduction of
signals is mainly based on charge transfer reactions. Their electrical properties are also not
linear. Over a wide frequency ( f) range their impedance is proportional to f~'/4 (Gesteland
et al., 1959). Such electrodes are also called nonpolarizable (Neuman, 1998). A few mi-
crosystem versions of nonpolarizable electrodes have been reported, mainly for the purpose
of grounding chemical sensors (Bousse ef al., 1986; Berg et al., 1990; Suzuki et al., 1998b).
In vivo measurements of very slow neuronal signals using a nonpolarizable microelectrode,
photopatterned over a cylindrical substrate (see Figure 2.4b) and implanted in the human
brain, has been demonstrated (Urban, 1990). Various processes are reported to microfabri-
cate the Ag|AgCl layer. It can be grown using electrodeposition in a solution with chloride
ions, as described in Berg ef al. (1990) and Kinlen et al. (1994). Deposition by electroless
chemical reaction or by evaporation of AgCl is also possible (Bousse ef al., 1986). When
used to apply an electrical field or as reference electrode for potentiostatic measurement
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FIGURE 2.4. Schematic view of the classical low-pass microelectrode (left view), and of two typical low-pass
electrical interfaces “microsystem—neural tissue” (center and right views): (a) with an indirect contact through a
conductive fluid and (b) with direct contact.

(with constant-flowing direct current), the AgCl layer thickness and homogeneity will de-
termine the life cycle of that low-pass electrode (Suzuki ef al., 1998a). The amount of noise
in the recording system will depend on the quality of this reference electrode.

2.3.1.3. High-Pass Insulated Microelectrodes

In the case of electrodes based on classical fabrication techniques, insulating the ac-
tive area generally makes little sense. The presence of an insulated layer strongly limits the
efficiency and sensitivity of the electrode. However, in neural microsystems with the micro-
electrode separated from the neuronal cell membrane only by a very thin insulating layer,
the ability to interface electrical signals rises considerably. Moreover, onboard amplifying
electronics can be integrated and connected to this type of microelectrodes to improve even
further the signal-to-noise ratio of recorded signals. For these high-pass insulated microelec-
trodes, transduction of stimulation and recording signals is exclusively based on electrical
field detection and generation by capacitive coupling. Their advantage is that they do rely
on a signal transduction principle that is free from electrochemical reaction, which might be
particularly advantageous for long-term applications. Such a microfabricated interface with
neurons has been successfully demonstrated for stimulation and for recording (Zeck and
Frombherz, 2001) (see Figure 2.5). Sensing and amplification of the signal electrical field is
performed in this elegant neural microsystem execution using a metal-free MOS-like tran-
sistor, whose gate is separated from the electrolyte by a thin oxide layer (typically 10 nm).
A change of charges at the nearby neuron membrane will cause a change of charges at the
transistor gate, resulting in the modulation of the drain-source current of the transistor.
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FIGURE 2.5. Schematic view of a metal-free MOS-like transistor, which channel current can be modulated by
the activity of a neuron placed on top of its gate oxide.

2.3.2. HOW TO INTERFACE CHEMICAL SIGNALS
IN NEURAL MICROSYSTEMS

Despite the facts that neuronal activity consists of fast and slow chemical processes,
and that several transducing techniques have been developed for chemical signals, exam-
ples of microsystems exchanging chemical signals with neural tissue are still rare. Possible
reasons for this can be found in the often-reported short lifetime and low selectivity of mi-
crofabricated chemical sensors and in the high performances of well-developed techniques
based on standard fabrication processes to analyze chemical concentrations. Several meth-
ods to record or stimulate chemical signals in neural microsystems have been or are being
developed, while others are still in the design phase. These methods include ion-selective
microelectrode probes for chemical sensing and single-microchannel probes, push—pull
microchannel probes, and microdialysis probes for drug delivery, sampling, or extraction.
They are described in the next subsections. Detection and measurement of molecules using
optical signals will be discussed in Section 2.3.3.

2.3.2.1. Selective Microelectrode Probes for the Recording of Neurochemical Signals

In neurophysiology, fast neurochemical signals include transients of species like Ca**,
dopamine, and NO. Typically, the measuring system for this type of signal uses a sensor
probe, placed in the region of interest, and a reference electrode, generally placed in a
remote location. Depending on the neurochemical species of interest, ion-selective probes
are made using two different methods: the classical metallic or carbon fiber technique
(Park et al., 1998) or the fluid-filled glass-pulled micropipette technique (Nicholson, 1993).
Their basic working principle is illustrated in Figure 2.6. In probes made of solid materials
(Figure 2.6a), an electric potential is applied to the conductive layer to cause electrons from
the surrounding species to be removed. The concentration of each species involved in this
electrochemical oxidation contributes directly to the current flowing through the probe. In
potentiostatic recordings the current of a probe set at a fixed potential is measured. Se-
lective layers can make the probe sensitive only to the desired species. In the case of the
gaseous neurotransmitter nitric oxide (NO), selectivity in the presence of a large number
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FIGURE 2.6. Schematic view of classical and microfabricated selective neural tissue interfaces: (a) using the
solid microelectrode method and (b) using the fluid microelectrodes method.

of possible interfering ionic species has been achieved and demonstrated successfully in
vivo using a carbon fiber coated with a double selective layer (Park ez al., 1998). Integrated
versions of this type of probe have been developed to build carbon sensor arrays using
sputtering (Fiaccabrino ez al., 1996) or even a low-tech process like screen printing (George
et al., 2001). To microfabricate this same selective layer, spin-coating is used to deposit
the anion-blocking resin (nafion) layer. The second layer consisting of a combination of
m-phenylenediamine and resorcinol is electrodeposited. The obtained microelectrode
probes are selective and sensitive to NO at physiological levels, and are not responsive
to analogous concentrations of dopamine, ascorbic acid, and nitrite (Naware ef al., 2003).
Solid-selective probes can also be used with cyclic voltammetry, where in a defined range
the potential is continuously ramped up and down to oxidize and reduce the species of
interest, while measuring the resulting current signal to extract the concentration from
the peak amplitude. In some cases no selective layer is even deposited. Cyclic voltam-
metry is then used to monitor the various peaks corresponding to different species and
to determine the potential to be set for potentiostatic recording. Microfabrication here
can be used to precisely control the size of the electrode, and by placing two probes
in close proximity to measure in real time neurochemical as well as neuroelectrical sig-
nals, as reported in an example for the monitoring of cultured neuron (Strong et al.,
2001).

Aninteresting alternative to selective solid probes is the ion-selective fluid probe, where
the fluid holds by capillary effect at the tip of the microprobe. This type of probe, based
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on double-barreled glass microelectrodes is well known and widely used in neurophysi-
ology (Nicholson, 1993). To the best of the knowledge of the authors, no microfabricated
version of the fluid probe has been reported so far. Their working principle is based on
two Ag/AgCl-sensitive probes placed next to each other. One of these probes is filled with
a solution containing a specific concentration of the ion of interest. The tip of this probe
is filled with a fluidic ion-selective exchanger. The Nernst potential generated across the
exchanger is measured with the help of the second probe (see Figure 2.6b). The integration
of this sensing principle on arrays of microfabricated ion-selective probes could open the
way to the imaging of the transient activity of Ca?* and K* or of other ions in the neu-
ral tissue, which cannot be observed due to the low time resolution of existing imaging
techniques.

2.3.2.2. Push—Pull and Microdialysis Probes for Drug Delivery
and Neurochemical Analysis

A well-accepted method of chemical exchange with the living neural tissue in vivo
is based on fluid transport through small channels. Integration of microfluidic channels
using microsystems technologies has become very common; however, their use in probe
microsystems designed to interface chemical signals with the neural tissue is still very
limited and in the developmental stage. A simple implementation is based on probes with
single microchannels for the delivery of drug or for the sampling of the cerebrospinal fluid.
Several single microchannels in parallel can be used for selective drug delivery (Chen et al.,
1997a). In this successful example the effective microchannel diameter is of 10 um for a
100 pl/s flow of kainic acid and of GABA in the guinea pig inferior and superior collicu-
lus. A problem with this single-channel approach is the difficulty of stopping the delivery
of drug, due to natural diffusion occurring at the microchannel orifice. The integration of
microshutters and flow meters on single-channel probes is an effective method to address
this problem (Papageorgiou, 2001). Single microchannels are not only useful in in vivo ap-
plications, they also allow the delivery of chemical solution to cultured neurons (Heuschkel
et al., 1998). Before the development of microdialysis (Ungerstedt and Hallstrom, 1987),
push—pull probes using two parallel channels or a cannula without any membrane was the
most popular method in neurophysiology for direct drug delivery and fluid sampling in
the neural tissue (Myers et al., 1998). Microdialysis is based on push—pull probes with a
semipermeable membrane separating the dialysate circulating in the probe and the fluidic
medium of the neural tissue (see Figure 2.7). Differences in substance concentrations will
cause diffusion from the tissue to the dialysate, or vice versa. The role of this semiper-
meable membrane is to keep the dialysate free from particles and macromolecules. These
membranes vary in cut-off molecular weight and chemical properties, depending on the sub-
stance of interest. Different types of selectivity can be achieved. For classical fabrication
processes, materials like polycarbonate, polyamide, cuprophan, and polysulphone are used
to produce such membranes. Semipermeable membranes for microdialysis microsystems
can be microfabricated using surface-micromachined sandwiched layers with nonoverlap-
ping holes and with 30-50-nm-thick sacrificial layers between them, which once removed
connect the holes by thin flat channels. Permeable polysilicon layers with pore defects
of 5-20 nm can also be used for this purpose (Zahn, 2000). An alternate approach valid
especially for polyimide-based flexible probes is using irradiation of heavy ions to form
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FIGURE 2.7. (a) Schematic views of a microfabricated microdialysis probe; (b) Detailed schematic view of
push—pull microchannels below the semi-permeable membrane; and (c) Schematic view of interface with the
neural tissue, where molecules are delivered or extracted.

traces and then chemical etching to form holes down to 10 nm diameter in the membrane
(Metz, 2002).

Compared with classical microdialysis probes, microfabricated microdialysis probes
are still facing some strong limitations. The smaller effective diameter of microchannels
resulting from the integration can decrease the nominal flow rate by two orders of magnitude
(~10 nl/min instead of 1 ul/min). With the minimal sample size required by existing
methods of analysis for the collected dialysate, such as liquid chromatography, capillary
electrophoresis, and mass spectroscopy (Lai et al., 2003; Zhang et al., 2003), the duration
of measurement increases in an unacceptable manner. New analysis methods using a much
smaller amount of fluid for analysis, as well as onboard chemical sensors, are essential for
the introduction of microdialysis probes based on neural microsystems.

2.3.3. HOW TO INTERFACE OTHER TYPES OF SIGNALS
IN NEURAL MICROSYSTEMS

As illustrated in Figure 2.2, signals interacting between neural tissue and microsys-
tems can be of types other than electrical and chemical signals. To the best of the authors’
knowledge, no neural microsystem based on other signal types have been reported yet. Nev-
ertheless, the rapid development of microsystems technology involving optical, magnetic,
and other types of signals is expected to permit the integration of promising techniques
for neural microsystem recording and stimulating using neither electrical nor chemical
signals. This section focuses on a few techniques, involving optical and magnetic signals,
that with the development of microsystems technology are likely to become highly inter-
esting alternatives for interfacing the neural tissue. Other types of signals are also briefly
described.

2.3.3.1. Optical Signals

Phototransduction of optical signal into neurcnal signals is known to occur only with
rod and cone photoreceptors in the retina and with no other cell of the nervous system.
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However, optical signals can be modulated by various basic mechanisms in neural tissue
using fluorescence and light scattering techniques. Fluorescence techniques are based on
absorption of light of one or two different wavelengths to raise an electron of the fluorescent
compound to a higher energy for a very short time. When this electron returns to its ground
state a photon is emitted at a different and specific wavelength. The molecule must either
be autofluorescent or be attached to a nontoxic fluorescent dye. This well-accepted method,
based on sophisticated microscopes, is appropriate for in vitro as well as in vivo observations
of a high number of molecules. Recently, a miniaturized system based on a single fiber
optic equipped with a miniaturized scanning device and a small photomultiplier has been
developed and successfully used for in vivo two-photon laser microscopy of intracellular
neuronal activity and is aimed at freely moving rats (Helmchen et al., 2001). Laser can
also be used for scattering and for functional imaging of the neural tissue, as demonstrated
in Duarte et al. (2003) for the study of depolarization waves (spreading depression) in
retina layers. In this technique the laser light is scattered very likely not only by the change
of cell volume, but also by alteration of the heterogeneity of particle concentrations in
the neural tissue. These optical techniques permit imaging with a high sensitivity. The
temporal resolution of the acquired image is, however, strongly limited by the speed of
scanning devices and directly dependent on the size of the image of interest. Integrated
optical devices are expected to overcome such a limitation and to provide a promising
solution for the recording and the study of neural activity.

2.3.3.2. Magnetic Signals

A number of examples show that magnetic fields as weak as the earth’s can influence
the nervous system in some living organisms for guidance and orientation (Wang et al.,
2003). Besides this identified but still not well-understood phenomenon, the interactions
between neural tissue and magnetic fields are generally limited to magnetic stimulation
using pulses of strong magnitude and to the measurement of the magnetic signals generated
indirectly by the neuroelectrical activity in the nervous system. These indirect signals can
be sensed using highly sensitive magnetic sensors, such as the SQUID sensors, which are
able to measure low neuromagnetic fields in the pT range (Nowak et al., 1999). With their
essential bulky cooling system, the integration of SQUIDs on a microsystem is technically
very challenging. Other approaches are of interest for magnetic sensing compatible with full
integration, though they still lack sensitivity to very low neuromagnetic fields (Barjenbruch,
1998; Boero et al., in press). Weak magnetic fields can modulate the neural firing pattern
(McFadden, 2002).

Transcranial magnetic stimulation has become a well-accepted method in clinical
practice since its development in 1985 (Terao and Ugawa, 2002). Besides the initial interest
for cortex mapping, this technique of stimulation is now applied for therapy in psychiatry
(Lisanby et al., 2002) and as a potential therapy to control epilepsy (McLean et al., 2001).
The technology developed for this promising domain has been mainly aimed at transcranial
magnetic stimnulation. The stimulator consists of a bulky power source with a large capacitor,
generally with a single or double air coil of 9-14 cm diameter able to generate a 100-ps
pulse with up to 2 T amplitude, and a cooling system for repetitive stimuli applications.
With such a large size necessary because of the 1 cm distance separating head skin and
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cortex, the volume of neural tissue being excited cannot go below a few cubic centimeters.
For animal research, smaller coils (e.g., 2 cm) are often used (Hausmann ez al., 2000).
Use of smaller coils for a precise stimulation of the neural tissue is a promising method,
though a real technical challenge. The thermal loss of the coil, caused by a high serial
resistance in smaller coils, is a main problem. Most studies conducted at low magnetic
fields have used a single large coil or two Helmbholtz coils. To the best of our knowledge,
no neural microsystems using magnetic detection or stimulation has been developed and
reported yet. The day microsystems technology for precise neuronal magnetic stimulation
is available, based on advanced magnetic materials, it will provide a valuable alternative
to electrical stimulation and a powerful tool to interface with neural tissue in vivo and
in vitro.

2.3.3.3. Other Types of Signals

Notwithstanding their seldom use, a large diversity of other signals can be employed to
interact with the neural tissue and provide interesting functions. Some of these are becoming
available on microsystems, or are known to be compatible. These interactions include
mechanical or acoustic signals, for instance to induce permeabilization of cell membranes to
facilitate delivery of particles for therapeutic purpose (Hensley and Muthuswamy, 2002), or
to detect a neurotransmitter like GABA (Zhou, 2002). They also include miniaturized NMR
devices developed for minimally invasive spectroscopy that are able to provide extensive
chemical information from a living tissue (Berry et al., 2001) using combined magnetic
and electromagnetic fields. NMR is a measuring technique that can be now integrated on a
microsystem (Massin et al., in press).

2.3.4. HOW TO SET THE INTERFACE POSITION IN NEURAL MICROSYSTEMS

As already mentioned, a great benefit and potential of microsystems technology lies
in the possibility of interfacing to the neural tissue at multiple locations simultaneously.
The question of interface location between neural tissue and microsystem is usually closely
related to the final goal of the system and the type of application. The different approaches
to answer this question are often a distinguishing factor between research groups devel-
oping microsystems for neural applications. The neural tissue function and structure vary
depending on the region of interest and can evolve over time. For instance, the electrical
recordings in vivo on monkeys for neuroprosthetic applications using microwire arrays have
shown that over several days the neurons’ properties change and that reassessment of the
contribution of each interfacing electrode is necessary (Nicolelis and Chapin, 2002). In this
case a large number of implanted microwires is essential so as to always have statistically
sufficient contributing neurons for the model. Brain slices with their small sizes are difficult
to manipulate and to position at a precise location. Also, over time they tend to become
thinner and to lose their structure. Cultured neurons are generally mobile when placed and
grown over a flat substrate. Formation of axons can happen in any direction. To position in a
stable manner the interaction region between microsystems and neural tissue is challenging.
Several techniques to connect microsystems to the extracellular and even to the intracellular
region of neural cells have been or are being developed (Hanein er al., 2002). The stan-
dard level of interface between microsystems and neural tissue is still at the extracellular
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FIGURE 2.8. Schematic view of a flat array of microelectrodes for in vivo
applications.

level. A selection of these techniques, grouped by application type, is presented in the next
subsections.

2.3.4.1. In Vivo Applications

The in situ microsystem interface to whole brain is a delicate operation involving
generally a micromanipulator setup and a stereotactic frame to hold the cranium of the
animal or of the patient. The geometry of the microsystem will have a direct impact on the
number of neural cells involved and on the final locations of interactions. Several variants
with different geometry have been proposed, using different microfabrication processes.

Flat Arrays

The simplest kind of interface involves flat microelectrodes, as illustrated in Figure 2.8,
placed for instance over the cortex like classical grid electrodes. This method is not optimal
for cortical applications since its efficiency can be up to three orders of magnitude lower than
that of penetrating probes with smaller and more defined interfacing regions (Rousche and
Normann, 1999). For retinal stimulation, one approach is using a flat microelectrode with a
15-um-thick circular flexible polyimide substrate especially shaped to fit the curvature of the
retina in the epiretinal space (Meyer, 2002). The microfabrication process of such thin and
flexible polyimide-based microsystems uses a standard silicon wafer as a temporary rigid
substrate with a series of steps, including deposition of polyimide and of metallic layers,
photolithography, lift-off, reactive ion etching, and separation of the thin microsystem from
the temporary substrate (Meyer, 2002).

Pyramidal-Shape Needle Probe Arrays

Arrays of penetrating probes have been developed for intracortical stimulation, based
on pyramidal-shape needles (see Figure 2.9). Each needle provides only one region for

FIGURE 2.9. Schematic view of an array of pyramidal-shape micro-
electrodes for in vivo applications.
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interface. The length of the needles and the interfacing region is such that neurons in
the desired layer at the right depth are stimulated (lamina 4Cb for vision) (Normann,
1990). In such an arrangement 10 x 10 arrays of 1.5-mm-long sharp needles are integrated
on a 42 x 4.2 mm? silicon substrate of 120 um thickness. The pitch distance of the
needles is 400 um. Needles have a side base of 90 um. The active zone at the needle tip
is 0.5 mm long (Campbell, 1991). Production of such microneedle electrodes involves the
following microfabrication steps in succession: doping of silicon substrate, thermomigration
to insulate the future needles, partial wafer sawing of parallel lines and columns to form
10 x 10 microposts, isotropic wet etching with a special holder to make the needles thin and
sharp, and shadow masking for selective deposition and etching at the tip of the needles. This
last step is performed by inserting needles through a thin aluminum foil at the desired depth
(Campbell, 1991). The contact to the needles is from the back of the substrate, where an
integrated electronic circuit for multiplexing and demultiplexing is mounted and connected
(Jones, 1997).

Shank Probes (Single, Multiple, Arrays)

An alternative to pyramidal needle probes is the shank probe (Wise and Angell, 1971).
Its advantage is the compatibility of integrating multiple interfacing regions on each shank
and compatibility for onboard CMOS electronic circuitry for multiplexing and amplification
(Olsson, 2002). Single shank was the first shape developed for neural microsystems (Wise
and Angell, 1971). This design has two recording electrodes integrated on one shank. Other
designs with several electrodes on the single-shank probe, as illustrated in Figure 2.10a,
have been developed and successfully used to record the activity of the dorsal column nuclei
in the rat spinal cord (Blum, 1991). The number of interfacing sites in this kind of neural
microsystem can be significantly increased using arrangements with multiple shanks (see
Figure 2.10b) and with arrays of multiple shanks (see Figure 2.10c) (Hoogerwerf, 1994).
Multiple shanks with pitch distances as small as 50 pm (6 mm long) can be achieved
(Xu et al., 2002). Microchannels with a diameter as small as 10 pm for drug delivery
can be integrated in a shank together with electrodes (Chen et al., 1997b). Microposition-
ing the system to move separately implanted multiple-shank probes is being developed
(Muthuswamy et al., 2002). A major drawback of shank probes based on silicon substrate
is their low mechanical resistance and their brittleness. Its big advantage is precision and
very high resolution due to the monocrystalline nature of the silicon. Other materials such as

FIGURE 2.10. Schematic view of (a)
single-shank microelectrode arrays (MEA),
(b) multiple shanks (MEA), and (c) arrays
of multiple shanks (MEA), all for in vivo
applications.
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polyimide have been proposed to develop flexible and mechanically resistant single-shank
probes with integrated electrodes on one or two sides (Stieglitz and Gross, 2002), and
with a microtank as well as microchannels for drug delivery (Rousche et al., 2001; Metz,
2002). Integrated insertion devices have been developed for the insertion of such flexi-
ble shank probes (O’Brien, 2001; Kipke, 2002). The microfabrication processes of shank
probes based on silicon substrate involve bulk and surface micromachining steps that in-
clude thermal growth of masking oxide, LPCVD, metal deposition, photolithography, boron
diffusion, and chemical and dry etch. The process for the microfabrication of polyimide-
based shanks is simpler. It includes similar steps as for the flat microelectrode arrays. Long
cylindrical substrates in Al,O3 is an interesting alternative for deep brain applications. They
require the adaptation of microfabrication processes with a nonflat substrate. An example
of such a single circular shank with eight electrodes has been successfully used in human
intracerebral recordings (Urban, 1990).

Sieve Probes

The working principle of sieve probes is based on the ability of peripheral nerve fibers,
or the axons, to regenerate through the array of holes in a sieve probe, as illustrated in
Figure 2.11. The interesting thing about these probes is their ability to maintain over time
the interface location between the neural tissue and the microsystem. Such probes have
been developed for electrical signals since the early developments of neural microsystems
and are still the object of recent works (Bradley et al., 1997), wherein they have been
successfully used for the parallel recording of evoked sensory responses from the tongue
mechanoreceptors in rats. Sieve arrays with eight electrodes can be microfabricated using
a silicon substrate with a local 15-20-um-thick membrane through which 64 square holes
of 90 x 90 um? area have been etched using a process compatible with CMOS electronic
circuitry (Kovacs, 1994b). An execution of sieve electrode arrays with 497 circular holes of
5 um diameter, five of which have electrical contact around the hole, has been demonstrated
to be successful for long-term chronic recording of the glossopharyngeal nerve (Bradley
etal., 1997). It uses a thin ribbon cable for the assembly and connection of the sieve electrode
array, as well as two small tubes (not shown on Figure 2.11) to facilitate guiding and holding
of the regenerating fibers. For this type of probe, flexible substrates like polyimide are being
used to develop sieve electrode arrays with built-in cable and interconnection to an electronic
chip (Stieglitz et al., 1997). A drawback of this method is the need to cut the nerve fiber
and have it regenerate through the probe. At this time the regenerating process takes time

Through
hole
electrodes

FIGURE 2.11. Schematic view of a sieve probe array for Nerve fiber
in vivo applications.
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and is only partial. Removal of such an implant might also cause the same problem. The
improvement of this technique is likely to make this type of neural microsystem quite
attractive.

2.3.4.2. In Vitro Tissue Slice Applications

Placed between in vivo applications with integral nervous systems and in vitro appli-
cations at the cellular level with cultured neurons, are the in vitro brain slice applications.
Brain slice studies are of particular interest for brain research, drug development, and po-
tentially also for computing applications using its intact network structure. Developed in
the mid-1950s, brain slice preparation has become a well-accepted method for observing
basic neuronal mechanisms on the cellular and on the circuit level (Colligridge, 1995).
The direct access to the neural tissue overcoming the blood-brain barrier is particularly
advantageous. There are two different types of brain slice preparations: acute and organ-
otypic cultured. The neural cell structure of acute slices is closer to the living brain cell
structure than are organotypic slices’. Cultured slice has been used with a planar array of
60 microelectrodes in studies lasting up to 4 weeks (Egert ef al., 1998), whereas in acute
slices, survival is difficult (generally limited to a period of several hours to a couple of
days), which hinders long-term studies. Neural microsystems based on a microelectrode
array and using brain slices date back to the early 1980s (Jobling et al., 1981). More re-
cently, microelectrode arrays with 32 microelectrodes have been used to study the details
of epileptiform activity propagation in hippocampal slices (Novak, 1988). The positioning
of the active zones between this type of microsystem and the neural tissue depends on
the relative position of the slice with the microelectrodes, and on their shape and struc-
ture. The placing of a neural tissue slice on top of a quasi-planar microsystem is gen-
erally done manually and requires some experience, as described in a study by Michael
(1999). To match structures of interest in the slice, like the stratum pyramidale of the
CAl, CA2, and CA3 regions in the hippocampal slice, microelectrodes can be arranged
elliptically to optimize the interfacing in the desired locations (Thiébaud et al., 1999).
A large area of densely arranged high-resolution microelectrode arrays are likely to by-
pass this type of positioning problem. Figure 2.12 illustrates some of the shapes found in
the literature for interfacing neural slices with microsystems as compared to the classi-
cal glass-pulled microelectrodes. Cone-shaped microelectrodes 47 um high with 270-um?
active areas (Thiébaud et al., 1999), and 60-um-high pyramidal-shape microelectrodes
with 40 x 40 pum? base (corresponding to 5000 um? of active area) (Heuschkel et al.,
2002) have been developed and demonstrated in interfaces with hippocampal slices. Com-
pared with flat microelectrodes, such microelectrodes have up to three times higher effi-
ciency (Heuschkel er al., 2002). Microwire-shaped microelectrodes 160 um high with a
3.5-pm-diameter tip in doped silicon (Kawano et al., 2002) have a shape similar to clas-
sical microelectrodes, and a distance that permits penetrating well inside the 300-500 pm
thickness of typical slices. Such a shape might reach the efficiency of microelectrodes fabri-
cated with classical technologies. These microsystems are microfabricated using processes
similar to those used for shank probes. For neural tissue slice applications, the poten-
tial of microsystems to provide a large number of parallel regions of interaction with the
tissue is of particular interest, especially when considering the restricted space surround-
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ing the slice setup, and the bulky holders for classical microelectrodes. The success of
such neural microelectrodes in existing and in future applications will strongly depend on
their ability to approach the performance of classical glass-pulled and needle microelec-
trodes.

FIGURE 2.12. Schematic view of various shape variants
for microelectrode contacts in tissue slice applications.

2.3.4.3. In Vitro Cell Applications

In cell cultures, position and growth control of the neuron is of high significance. A
number of techniques have been developed to place and maintain neurons over the active
region of a microsystem, as well as to guide the growth of neuronal processes along the
needed direction to build a desired network. Microsystems similar to a diving board and
with integrated microelectrodes, to contact and hold a neuron cell body from the top, have
been demonstrated for chronic two-way electrical connections (Regehr, 1988). Microscopic
fences of 25 um diameter and 40 pm height made of polyimide and located around the
cell body can be used to immobilize neurons (Zeck and Fromherz, 2001). The placement
of neurons on top of a microelectrode array and the connection between these neurons can
be also obtained by placing on top of the array a three-dimensional microfluidic network
made of open wells and closed microchannels (Griscom et al., 2002). Chemical pattern-
ing is another approach where the microsystem substrate is prepared by photopatterning a
barrier structure on a glass substrate. Neural pathways are created using selective adsorp-
tion of poly-L-lysine on glass to form a hydrophilic growth matrix. Hydrophobic regions
are formed by adsorption of albumin proteins on the perfluoropolymer (Griscom et al.,
2002). When attached on 3--5-pm-high micropost arrays, neuronal processes can as well
be guided and elongated mechanically by moving the microtool at a 36 pum/h translation
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speed in the desired direction (Baldi ef al., 2002). Cultured neurons can also be grown and
maintained in microwells integrated in a shank probe with the goal to guarantee an optimal
contact between electrode and neural tissue after in vivo implantation (Tatic-Lucic et al.,
1997).

2.3.5. HOW TO SUPPLY NUTRIENTS, O,, AND STABLE TEMPERATURE
IN NEURAL MICROSYSTEMS

Neural cells are totally dependent on oxygen and nutrients delivered through the cere-
brospinal fluidic medium for their survival (Guyton, 1991). Choice of methods for supplying
the necessary neurochemicals or drugs to a neural tissue placed in a sudden situation of
need directly depends on the application. For the brain in vivo, such a method would be
of great benefit as a therapy for acute stroke or for a disorder of neurochemical imbalance,
such as Parkinson’s disease. For in vitro preparations this situation occurs when the neural
tissue is harvested from its natural environment. Oxygen, nutrients, and a stable temperature
have to be supplied to assure energy provision and survival for the neural cells. In addition,
for cultures of neural tissue, sterility of the environment is crucial. Perfusion chambers
to deliver oxygenated artificial cerebrospinal fluid and temperature control systems play a
significant role in this type of application. Typically, current supply methods for the neural
tissue are based on classical instruments and devices such as container dishes or classical
chambers. For neural cells cultured on top of a microsystem, the fluidic medium fills a
container such as a dish in which the microsystem is placed, or a glass ring placed on top of
the microsystem (Griscom et al., 2002). Neurons can also be grown inside microfabricated
microchannels that are used to contain and to deliver the fluidic medium (Heuschkel ez al.,
1998). For brain slices, numerous perfusion chamber systems based on classical fabrication
technologies have been developed. Their compatibility to be used with microsystems like
microelectrode arrays is however low. Some attempts to assemble microdevices with brain
slice perfusion chambers have recently been presented (Egert et al., 1998; Heuschkel et al.,
2002). They usually face the problems of limited perfusion and of holding the slice in po-
sition. In some other studies (Boppart ef al., 1992; Thiébaud et al., 1999) microelectrode
arrays on perforated substrates have been used. They permit some contact between the tis-
sue and the perfusion medium. The integration of a perfusion system for brain slices based
on a microfabricated fluidic chamber has been recently reported (Passeraub et al., 2003).
The chamber is made of a glass substrate on top of which a thick photopolymer layer is
deposited and patterned in a manner reminiscent of the Haas interface chamber (Haas ef al.,
1979). This simple and promising microfabricated chamber is described in more detail in
the next section.

The survival of neural tissue in vitro also depends on other tools, instruments, and
pieces of equipment like tubing, fluidic connections, thermostats, thermistor, electronic
systems, pumps, carbogen tank, or incubator. In the common experimental environment
generally located in a laboratory, the implementation of a microsystem to interface with the
neural tissue is generally limited to the adaptation of the existing dishes or chamber. Future
applications such as neurocomputing are likely to associate microsystems and neural tissue
outside a laboratory environment. They will require the miniaturization of a full system for
neural tissue survival. Microsystems technology is expected to make such a miniaturization
feasible.
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2.4. EXAMPLE OF NEURAL MICROSYSTEM DEVELOPMENT

The progress of fundamental neurophysiology research is highly dependent on avail-
able tools to study the neural tissue. In this section an example of microsystem development
for the study of slow extracellular electrical activity in brain slices is described.

Slow neuronal activity is believed to play a significant role and contain relevant in-
formation for the analysis of various brain disorders like epilepsy, migraine, or ischemia
(e.g., Martins-Ferreira et al., 2000). Brain slice preparations provide a simplified model
to investigate the basic mechanisms underlying such brain disorders. The extracellular
field potential signals recorded from the dentate gyrus of a rat hippocampal slice, using a
zero-Ca**/high-K* model of epileptiform activity and a glass-pulled microelectrode, show
this combination of very slow and high-frequency activity as shown in Figure 2.13. With
classical glass-pulled microelectrodes, the electrical signals of only a few regions can be
measured simultaneously. Such measurements based on a classical approach are limited in
the number of regions that can be recorded simultaneously. It allows valuable but limited
observations. Another method that permits visualization of electrical potentials in the brain
tissue is based on the use of voltage-sensitive fluorescent dye that signal transmembrane
potentials or intracellular Ca>* and microscopy. However, due to limitations in scanning
systems, such experiments face the trade-off between temporal resolution of the recorded
signal versus size of acquired image. This is the case in particular when working with two-
photon microscopy, a powerful tool for functional studies of brain slices at the cellular level.

Such studies can include glass-pulled microelectrode recordings and electrical stimu-
lation to give some additional access to the global picture of the involved neural processes.
It is however made difficult because of the restricted available space with the objective lens
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FIGURE 2.13. Top: experimental extracellular field potential recordings of spontaneous epileptiform activity from
the dentate gyrus of a rat hippocampal slice. Bortom left: power spectral density of this recorded signal showing
strong contribution of very slow signals. Bottom right: spectrogram of the recorded signals during epileptiform
bursting showing high frequency contributions in the signal.
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FIGURE 2.14. System configuration of experimental setup combining neural microsystem and two-photon mi-
croscopy for basic research.

positioned right on top of the brain slice. In such a case, a microsystem with onboard arrays
of microelectrodes to be included in the microscopy setup is expected to be very helpful.
However, this new type of experiment requires properties that have not been included in
microsystems developed until now.

These properties are (a) to be able to record electrical signals down to the direct current
(DC); (b) to allow optimal delivery of perfusion medium and oxygen to the brain slice by
maximizing access to the slice surface; and (c) to be able to rapidly exchange various drugs
infused through the perfusion medium. The microsystem presented here is a first version of
a low-pass microelectrode array with an embedded perfusion system designed to address
these needs. The corresponding configuration describing the role of this new microsystem
interfacing a brain slice inside the setup of the two-photon microscope is described in
Figure 2.14. The new microsystem is based on a microfluidic perfusion chamber newly
developed and successfully tested for fast perfusion medium exchange and for brain slice
studies (Passeraub et al., 2003). It includes arrays of 6 x 6 Ag|AgCl microelectrodes. The
base of the 29 x 11 mm? chamber is filled with 100 x 100 pm? microposts (see Figure 2.15).
Their role is to perfuse brain slices from beneath and to uphold the tissue at the interface
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FIGURE 2.15. Schematic view from the top (a) and the side (b) of the microfabricated perfusion chamber with
integrated microelectrode arrays for recordings of slow potentials.



INTERFACING NEURAL TISSUE WITH MICROSYSTEMS 77

a) Conductor C)f

7
Substrate Hollow micropost
b)
Insulator

FIGURE 2.16. Microfabrication process used: (a) deposition of Ag, photolithography and lift-off of the Ag;
(b) deposition of insulation layer, photolithography and patterning; (c) thick photosensitive film deposition, expo-
sure, and development; and (d) electrodeposition of AgClL

between perfusion medium and moisturized oxygen. These microposts with the sidewalls
confine the perfusion flow within the chamber through surface tension effects. The 100 x
100 um? microelectrodes are integrated in larger microposts. The electrical contact between
the neural tissue and the low-pass microelectrodes occurs through the saline solution in a
manner reminiscent of glass-pulled micropipettes, though with a 120 x 120 um? aperture to
measure field potentials from the surface of the tissue. Two Ag|AgClreference electrodes are
also integrated in the chamber. The microfabrication steps are illustrated in Figure 2.16. An
adhesion layer of Ti (20 nm) and a layer of Ag (150 nm) were electron-beam-evaporated on
top of a glass substrate. A lift-off process was used to define the lines, pads, and contacts.
Insulation of the lines was performed using a photo-patterned layer of thick photoresist
(25 um of SU-8). The walls and the regular and the hollow microposts were produced using
another layer of photo-patterned thick photoresist (300 um of SU-8). The silver layer is
to be increased to 3 um by electrodeposition. Chlorination of silver contacts is then to be
performed by electrodeposition using a 10% HCl solution. A picture of the new microfluidic
system is shown in Figure 2.17 with detailed views of the microelectrode arrays.

Electrode
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FIGURE 2.17. Top: Picture of a microfabricated flat perfusion chamber with integrated microelectrodes array
(6 x 6) and with integrated reference electrodes (before chlorinating the silver microelectrodes). Bottom left:
Detailed picture of the arrangement of the hollow microposts (300 x 300 [tm?) with microelectrodes (left on the
picture). Bottom right: Detailed picture of a single microelectrode of 100 x 100 [tm?.
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This new low-pass microelectrode array with embedded perfusion system, which is
still in the developmental stage, is expected to contribute to the understanding of the role
of slow neuronal signals in neural disorders such as epilepsy.

2.5. CONCLUDING REMARKS

Neural microsystems are highly complex systems that connect the biological world of
neural tissue with the physical world of instruments and electronics. They can be described
as hybrid systems consisting of two subsystems interfacing these worlds. They are currently
applied in several applications for basic research and drug discovery. They are expected
to notably influence the development of the newer versions of existing implants for the
treatment of neural disorders, of existing neuroprostheses, and of existing tools for neuro-
physiology research. Neural microsystems are also anticipated to find new applications (i.e.
new types of neuroprostheses and treatments, monitoring, neuron-based sensors, neurocom-
puting). Each application has different system requirements and configurations. There is no
universal microsystem solution to interface all forms of neural tissue. Nevertheless, based
on the current developments and demonstrations, microsystems technology can be consid-
ered as highly adapted to meet the challenge of interfacing the physical world with neural
tissue. Some questions are still to be clarified: What is the optimal method of interfacing a
microsystem with neurons and glial cells? Is it a probe placed in the extracellular space, or
rather, the intracellular space? Or is it creating an artificial synaptic connection? Or is it by
developing hybrid solution using cultured neurons on the microsystem as an intermediary
connection? Most probably the answers to these questions will also depend on the kind of
application. For the development of ex vive applications, the problem of the survival of the
neural tissue outside the laboratory environment is another key issue that needs to be ad-
dressed. For implantable applications, the integration of electronic circuitry with the neural
microsystem for signal processing and transmission in a suitable system is essential and
has been already demonstrated in a few examples. The resolution of practical issues such
as mechanical resistance or packaging will determine their implementation success for a
large-scale application. In general the successful development of neural microsystems and
of their applications will be directly dependent on the ability of solving these problems of
highly interdisciplinary nature.
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3.1. INTRODUCTION

Human-—computer interfaces (HCIs) have become ubiquitous. Interfaces such as keyboards
and mouses are used daily while interacting with computing devices (Ebrahimi et al., 2003).
There is a developing need, however, for HCIs that can be used in situations where these
typical interfaces are not viable. Direct brain—computer interfaces (BCI) is a developing field
that has been adding this new dimension of functionality to HCI. BCI has created a novel
communication channel, especially for those users who are unable to generate necessary
muscular movements to use typical HCI devices.

3.1.1. WHAT IS BCI

Brain—computer interface is a method of communication based on neural activity
generated by the brain and is independent of its normal output pathways of peripheral nerves
and muscles. The neural activity used in BCI can be recorded using invasive or noninvasive
techniques. The goal of BClI is not to determine a person’s intent by eavesdropping on brain
activity, but rather to provide a new channel of output for the brain that requires voluntary
adaptive control by the user (Wolpaw et al., 2000b).

The potential of BCI systems for helping handicapped people is obvious. There are
several computer interfaces designed for disabled people (Wickelgren, 2003). Most of these
systems, however, require some sort of reliable muscular control such as neck, head, eyes, or
other facial muscles. It is important to note that although requiring only neural activity, BCI
utilizes neural activity generated voluntarily by the user. Interfaces based on involuntary
neural activity, such as those generated during an epileptic seizure, utilize many of the
same components and principles as BCI, but are not included in this field. BCI systems,
therefore, are especially useful for severely disabled, or locked-in, individuals with no

* Address for correspondence: Department of Biomedical Engineering, University of Minnesota, 7-105 BSBE,
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reliable muscular control to interact with their surroundings. The focus of this chapter is on
the basics of the technology involved and the methods used in BCI.

3.1.2. HISTORY OF BCI

Following the work of Hans Berger in 1929 on a device that later came to be known as
electroencephalogram (EEG), which could record electrical potentials generated by brain
activity, there was speculation that perhaps devices could be controlled by using these
signals. For a long time, howeyver, this remained a speculation.

As reviewed by Wolpaw and colleagues (2000b), 40 years later, in the 1970s, re-
searchers were able to develop primitive control systems based on electrical activity recorded
from the head. The Pentagon’s Advanced Research Projects Agency (DARPA), the same
agency involved in developing the first versions of the Internet, funded research focused
on developing bionic devices that would aid soldiers. Early research, conducted by George
Lawrence and coworkers, focused on developing techniques to improve the performance
of soldiers in tasks that had high mental loads. His research produced a lot of insight
on methods of autoregulation and cognitive biofeedback, but did not produce any usable
devices.

DARPA expanded its focus toward a more general field of biocybernetics. The goal
was to explore the possibility of controlling devices through the real-time computerized
processing of any biological signal. Jacques Vidal from UCLA’s Brain—-Computer Interface
Laboratory provided evidence that single-trial visual-evoked potentials could be used as
a communication channel effective enough to control a cursor through a two-dimensional
maze (Vidal, 1977).

Work by Vidal and other groups proved that signals from brain activity could be used
to effectively communicate a user’s intent. It also created a clear-cut separation between
those systems utilizing EEG activity and those that used EMG (electromyogram) activity
generated from scalp or facial muscular movements. Future work expanded BCI systems to
use neural activity signals recorded not only by EEG but also by other imaging techniques.

Current BClI-based tools can aid users in communication, daily living activities, en-
vironmental control, movement, and exercise, with limited success and mostly in research
settings. A more detailed evolution of BCI systems is detailed later in this chapter. The
primary users of BCI systems are individuals with mild to severe muscular handicaps. BCI
systems have also been developed for users with certain mental handicaps such as autism.
Basic and applied research is being conducted with humans and animals for using BCIs in
numerous clinical and other applications for handicapped and nonhandicapped users.

3.2. COMPONENTS OF A BCI SYSTEM

To understand the requirements of basic research in BCI, it is important to put it in the
context of the entire BCI system. The recent work of Mason and Birch (2003), which is
adapted in this section, presented a general functional model for BCI systems upon which
a universal vocabulary could be developed and different BCI systems could be compared
in a unified framework.
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FIGURE 3.1. Functional components and feedback loops in a brain—computer interface system. The user’s brain
activity is measured by the electrodes and then amplified and signal-conditioned by the amplifier. The feature
extractor transforms raw signals into relevant feature vectors, which are classified into logical controls by the
feature translator. The control interface converts the logical controls into semantic controls that are passed onto the
device controller. The device controller changes the semantic controls into physical device-specific commands that
are executed by the device. The BCI system, therefore, can convert the user’s intent into device action. (Revised
from Mason and Birch, 2003, with permission, (€) 2003, IEEE)

The goal of a BCI system s to allow the user to interact with the device. This interaction
is enabled through a variety of intermediary functional components, control signals, and
feedback loops as detailed in Figure 3.1. Intermediary functional components perform
specific functions in converting intent into action. By definition, this means that the user
and the device are also integral parts of a BCI system. Interaction is also made possible
through feedback loops that serve to inform each component in the system of the state of
one Or more components.

3.2.1. FUNCTIONAL COMPONENTS

Any BCI system is subject to the conditions in which it operates. The operating
environment is the physical locatton and the surrounding objects at the location(s) in which
the system is being used. This includes physical boundaries, temperature, terrain conditions,
external noise, etc. Other components in the system must be able to adapt to the changing
conditions in the operating environment.

A user is any entity that can relay its intent by intentionally altering its brain state to
generate the control signals that are the input for the BCI system. The user’s brain state
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FIGURE 3.2. Recording brain activity using invasive signal acquisition methods. Cone-shaped glass electrodes
are implanted through the skull and directly into specific neurons in the brain. The electrode is filled with a
neurotrophic factor that causes neurites to grow into the cone and contact one of the gold wires that transmits the
electrical activity to the receiver unit outside the head and then amplified and transmitted to the BCI control using
a transmitter. (From Kennedy & Bakay, 1998, with permission, (©) 1998, IEEE)

A notable experiment has been conducted by Nicolelis and Chapin (2002) on monkeys
to control a robot arm in real time by electrical discharge recorded by microwires that lay
beside a single motor neurcn. Various motor-control parameters, including the direction of
hand movement, gripping force, hand velocity, acceleration, three-dimensional position,
etc., were derived from the parallel streams of neuronal activity by mathematic models. In
this system, monkeys learn to produce complex hand movements in response to arbitrary
sensory cues. The monkeys could exploit visual feedback to judge for themselves how well
the robot could mimic their hand movements. Refer to Figure 3.3 for a detailed description
(Nicolelis, 2003).

A less invasive approach that has been well applied to epileptic patients for surgical
planning is patching subdural electrode array over cortex to record electrocorticogram
(ECoG) signals. Subdural electrodes are closer to neuronal structures in superficial cortical
layers than electroencephalogram (EEG) electrodes placed on the scalp. It is estimated that
scalp electrodes represent the spatially averaged electrical activity over a cortical area of at
least several square centimeters. Several closely spaced subdural electrodes can be placed
over an area of this size such that each of these electrodes measures the spatially averaged
bioelectrical activity of an area very likely much smaller than several square centimeters. The
advantages of subdural recordings include recording from smaller sources of “synchronized
activity,” higher signal-to-noise ratio than that of scalp recordings, and increased ability to
record and study gamma activity above 30 Hz. Gamma activity is generated by rapidly
oscillating cell assemblies composed of a small number of neurons. Consequently, gamma
activity is characterized by small amplitude fluctuations that are not easily recorded with
scalp electrodes (Pfurtscheller et al., 2003).

Levine and coworkers (2000) have implemented a “direct brain interface” that accepts
voluntary commands directly from recoding ECoG signal in epileptic patients. The subjects
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FIGURE 3.3. Experimental design used to test a closed-loop control brain-machine interface for motor control
in macaque monkeys. Chronically implanted microwire arrays are used to sample the extracellular activity of
populations of neurons in several cortical motor regions. Linear and nonlinear real-time models are used to
extract various motor-control signals from raw brain activity. The outputs of these models are used to control the
movements of a robot arm. For instance, while one model might provide a velocity signal to move the robot arm,
another model, running in parallel, might extract a force signal that can be used to allow a robot gripper to hold
an object during an arm movement. Artificial visual and tactile feedback signals are used to inform the animal
about the performance of a robot arm controlled by brain-derived signals. Visual feedback is provided by using a
moving cursor on a video screen to inform the animal about the position of the robot arm in space. Atrtificial tactile
and proprioceptive feedback is delivered by a series of small vibromechanical elements attached to the animal’s
arm. This haptic display is used to inform the animal about the performance of the robot arm gripper (whether the
gripper has encountered an object in space, or whether the gripper is applying enough force to hold a particular
object). ANN, artificial neural network; LAN, local area network. (From Nicolelis, 2003, with permission, (©)
2003, Nature)

were instructed to make different movements of the face, tongue, hand, and foot in either a
prompt-paced or a self-paced manner. Half of the ECoG recoding was used to produce an
averaged ECoG segment (as “ERP templates”) and the cross-correlation of templates with
the continuous ECoG was used to detect ERPs that correspond to specific movements. The
cortical locations of the subdural electrodes were based solely on clinical considerations
relating to epilepsy surgery (as opposed to research needs). The accuracy of ERP detection
for the five best subjects has hit more than 90%. In another experiment of self-paced
movement study using ECoG (Pfurtscheller er al., 2003), it was concluded that self-paced
movement is accompanied not only by a relatively widespread mu and beta ERD, but also
by a more focused gamma ERS in the 60-90 Hz frequency band.
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In a different system, individual electrodes in the Utah electrode (Maynard ef al.,
1997) are tapered to a tip, with diameters <90 pm at their base, and they penetrate only
1-2 mm into the brain. Invasive techniques cause significant amount of discomfort and risk
to the patient. Researchers use them in human subjects only if it will provide considerable
improvement in functionality over available noninvasive methods. A majority of the initial
research, therefore, is conducted in animals, especially monkeys and rats, and is also called
the brain-machine interface (BMI) (Nicolelis, 2001). Research in these animals has led
to the rapid development of microelectronics that enables recording electrophysiological
activities from a small group of neurons or even a single neuron. Present technology allows
reliable simultaneous sampling of 50200 neurons, distributed across multiple cortical areas
of small primates, for a period of a few years (Wessberg et al., 2000).

The advantage of these types of invasive techniques is the high spatial and temporal
resolution that can be achieved, as recordings can be made from individual neurons at
very high sampling rates. Intracranially recorded signals could obtain more information
and allow quicker responses, which might lead to decreased requirements of training and
attention (Sanchez et al., 2004). Several issues, however, have to be considered (Lauer et al.,
2000). First, the long-term stability of the signal over days and years is hard to achieve.
The user should be able to consistently generate the control signal reliably without the
need for frequent retuning. Second is the issue of cortical plasticity following a spinal cord
injury. It has been hypothesized that the motor cortex undergoes reorganization after a spinal
cord injury, but the degree is unknown (Brouwer and Hopkins-Rosseel, 1997). Finally, if
a neuroprosthesis that requires a stimulus to the disabled limb is used, this stimulus would
also produce a significant artifact on the scalp that might interfere with the signal of interest.
In such cases, BMI systems must be able to accurately detect and remove this artifact.

It is also necessary to develop a better understanding of the principles by which neural
ensembles encode sensory, motor, and cognitive information (Isaacs et al., 2000; Nicolelis,
2001; Serruya et al., 2002). In the case of motor control, for instance, the areas of the primate
brain that are involved are well known and even the physiological properties of individual
neurons located in these areas have been studied well (Nicolelis, 2001). Little is known,
however, about how the brain makes use of this information from neurons to generate the
movements. In the movement control design, therefore, further work is needed to develop
a method that can efficiently sample and accurately decode the motor signals generated by
neurons so an artificial device can mimic the intended movement.

Classic experiments in primates, for example, have demonstrated that fundamental
parameters of motor control emerge by the collective activation of large distributed pop-
ulations of neurons in the primary motor cortex (M1). To compute a precise direction of
arm movement, the brain may have to perform the equivalent of a neuronal “vote” or, in
mathematical terms, a vector summation of the activity of these broadly tuned neurons.
This implies that to obtain the motor signals required to control an artificial device it is
necessary to sample the activity of many neurons simultaneously as well as to design algo-
rithms that are capable of extracting motor control signals from these ensembles. Several
well-established models such as linear regression, population vector, and neural network
have been successfully applied to deal with large neural data to estimate the hand movement
trajectory from the firing rate of motor cortex populations (Wessberg et al., 2000, Taylor
et al., 2002, Serruya et al., 2003). But these signals and models are far from providing the
full range of motion that the arm can produce (Donoghue, 2002).



BRAIN-COMPUTER INTERFACE 93

As mentioned earlier, experiments with humans thus far have been limited. Currently,
only a few severely disabled patients have been implanted with electrodes. In some cases,
success has been limited, with some patients able to communicate at a rate of only three let-
ters per minute (Mussa-Ivaldi and Miller, 2003). Further advancements in microelectrodes,
however, are required to obtain stable recordings over a long term (i.e. more than 1 year).
In addition to the areas mentioned above, additional research focusing on minimizing the
number of cells required for simultaneous recordings to obtain a useful signal as well as
on providing feedback to the nervous system via electrical stimulation through electrodes
is also essential for a potential widespread use of invasive techniques in humans. For a
comprehensive review of the BMI and neurorobotic research, see Chapter 4 in this book.

3.3.2. NONINVASIVE TECHNIQUES

There are many methods of measuring brain activity through noninvasive means. Non-
invasive techniques reduce risk for users since they do not require surgery or permanent
attachment to the device. Techniques such as computerized tomography (CT), positron elec-
tron tomography (PET), single-photon emission computed tomography (SPECT), magnetic
resonance imaging (MRI), functional magnetic resonance imaging (fMRI), magnetoen-
cephalography (MEG), and electroencephalography (EEG) have all been used to measure
brain activity noninvasively.

EEG, however, is the most prevalent method of signal acquisition for BCI. EEG has a
high temporal resolution capable of measuring every thousandth of a second. Modern EEG
also has a reasonable spatial resolution as signals from up to 256 electrode sites can be
measured at the same time.

Practicality of EEG in a laboratory and in a real-world setting is unsurpassed. The
device is portable and the electrodes can be easily placed on the subject’s scalp by simply
donning a cap. In addition, EEG systems have seen widespread use in numerous fields since
its inception. Therefore, the techniques and technology of signal acquisition through this
method have been standardized. Finally, and most important, the method is noninvasive
(Wolpaw et al., 2000a).

Many EEG-based BCI systems use an electrode placement strategy suggested by the
International 10/20 system as detailed in Figure 3.4. For better spatial resolution, it is also
common to use a variant of the 10/20 system that fills in the spaces between the electrodes
of the 10/20 system with additional electrodes (Malmivuo and Plonsey, 1995).

3.4. FEATURE EXTRACTION AND TRANSLATION

Basic research in BCl is focused on improving methods of feature extraction from the
acquired signals and translating them into logical control commands for single-trial and
averaged trials. A feature in a signal can be viewed as a reflection of a specific aspect of the
physiology and anatomy of the nervous system (Wolpaw et al., 2000b). The goal of feature
extraction methods, based on this definition, would be to obtain the specific physiological
aspect of the nervous system across a specific time series. The steps involved in feature
extraction and translation are detailed in Figure 3.5.
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FIGURE 3.4. Placement of electrodes for noninvasive signal acquisition using an electroencephalogram (EEG).
This standardized arrangement of electrodes over the scalp is known as the International 10/20 system and
ensures ample coverage of all parts of the head. The exact positions for each electrode are at the intersection of the
lines calculated from measurements between standard skull landmarks. The letter at each electrode identifies the
particular subcranial lobe (FP, prefrontal lobe; F, frontal lobe; T, temporal lobe; C, central lobe; P, parietal lobe;
0O, occipital lobe). The number or the second letter identifies its hemispherical location (Z, denoting line zero refers
to an electrode placed along the cerebrum’s midline; even numbers represent the right hemisphere; odd numbers
represent the left hemisphere. The numbers are in ascending order with increasing distance from the midline.).
(From Malmivuo and Plonsey, 1995 [web edition at http://butler.cc.tut.fi/~malmivuo/bem/bembook/in/in.htm],
with permission)



BRAIN-COMPUTER INTERFACE 95

Noise/artifact Feature Feature
removal extraction translation

——— Decision

FIGURE 3.5. Processing steps required to convert user’s intent, encoded in the raw signal, into device action.
Signals captured through invasive or noninvasive methods contain a lot of noise. The first step in feature ex-
traction and translation is to remove noise. This is followed by selection of relevant features through several
feature extraction techniques that focus on maximizing the signal-to-noise ratio. Finally, feature translation tech-
niques are used to classify the relevant features into one of the possible states. (From Kelly er al., 2002, with
permission)

3.4.1. TYPES OF SIGNALS
3.4.1.1. Spikes and Field Potentials

The brain generates a tremendous amount of neural activity. There are a plethora
of signals, also referred to as components, which can be used for BCI. These signals
fall into two major classes: spikes and field potentials (Wolpaw, 2003). Spikes reflect the
action potentials of individual neurons and thus acquired primarily through microelectrodes
implanted by invasive techniques. Field potentials, however, are measures of combined
synaptic, neuronal, and axonal activity of groups of neurons and can be measured by EEG or
implanted electrodes depending on the spatial resolution required. As previously mentioned,
most of the BCI research is focused on using signals from EEG, and thus the most commonly
used components are derived from EEG recordings.

3.4.1.2. EEG Frequency Bands

Signals recorded from EEG are split into several bands as shown in Figure 3.6. Delta
band ranges from 0.5 to 3 Hz and the theta band covers the 4-7 Hz range. A majority of
BCl research focuses on the alpha band (813 Hz) and the beta band (14-30 Hz). The beta
band is sometimes considered to have an extended range of up to 60 Hz with the gamma
band indicating all signals greater than 30 Hz.

3.4.1.3. Components of Interest

Components of particular interest to BCI can be divided into four categories: oscillatory
EEG activity, event-related potentials (ERP), slow cortical potentials (SCP), and neuronal
potentials.
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FIGURE 3.6. Different signal bands present in the EEG signal. The delta band ranges from 0.5 to 3 Hz and the
theta band ranges from 4 to 7 Hz. Most BCI systems utilize components in the alpha band (8 to 13 Hz) and the
beta band (14 to 30 Hz).
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3.4.1.4. Oscillatory EEG Activity

Oscillatory EEG activity is caused by complex network of neurons that create feedback
loops. The synchronized firing of the neurons in these feedback loops generates observable
oscillations. The frequency of oscillations decreases as the number of synchronized neu-
ronal bodies increases. The underlying membrane properties of neurons and dynamics of
synaptic processes, the strength and complexity of connections in the neuronal network,
and the influences from other neurotransmitter systems also play a role in determining the
oscillations.

Two distinct oscillations of interest are the Rolandic mu-rhythm, occurring in the 10~
12 Hz range, and the central beta rhythm, occurring in the 14-18 Hz range. Both originate
in the sensorimotor cortex region of the brain. These oscillations occur continuously during
“idling” or rest. During nonidling periods, however, these oscillations are temporarily mod-
ified and the change in frequency and amplitude are evident on the EEG. The amplitude of
oscillations decreases as the frequency increases because the frequency of the oscillations
is negatively correlated with their amplitude (Pfurtscheller and Neuper, 2001).

3.4.1.5. Event-Related Potentials

Event-related potentials (ERPs) are time-locked responses by the brain that occur at
a fixed time after a particular external or internal event. These potentials usually occur
when subjected to sensory or aural stimulus, mental event, or the omission of a constantly
occurring stimulus.

Exogenous ERP components are obligatory responses to physical stimuli and occur
due to processing of the external event but independent of the role of the stimuli in the pro-
cessing of information. The random flash of a bulb, for example, will generate an exogenous
component as the brain responds to the sudden flash of light regardless of the context.

Endogenous ERP components occur when an internal event is processed. It is depen-
dent on the role of the stimulus in the task and the relationship between the stimulus and
the context in which it occurred. A user trying to spell the letter R in a word, for example,
will generate an endogenous ERP component if the letter R is presented since it is the event
he or she is looking for. If the user is trying to spell the letter S, however, he or she will
not generate an endogenous ERP component if the same letter R is presented since the
relationship between the stimulus and the context in which it occurred is no longer valid.

3.4.1.6. Event-Related Synchronization/(De)synchronization

A particular type of ERP is characterized by the occurrence of an event-related desyn-
chronization (ERD) and an event-related synchronization (ERS). Changes in the factors
that control the oscillation of neuronal networks, such as sensory stimulation or mental im-
agery, are responsible for the generation of these event-related potentials. A decrease in the
synchronization of neurons causes a decrease of power in specific frequency bands and this
phenomenon is defined as an ERD and can be identified by a decrease in signal amplitude.
Presence of ERD is very widespread in the alpha band, especially during tasks involving
perception, memory, and judgment. Increasing task complexity or attention amplifies the
magnitude of the ERD.

ERS, on the other hand, is characterized by an increase of power in specific frequency
bands that is generated by an increase in the synchronization of neurons and can be identified
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FIGURE 3.7. Evidence of event-related desynchronization (ERD) and event-related synchronization (ERS) phe-
nomena before and after movement onset. ERD is the result of a decrease in the synchronization of neurons, which
causes a decrease of power in specific frequency bands, and can be identified by a decrease in signal amplitude.
ERS is the result of an increase in the synchronization of neurons, which causes an increase of power in specific
frequency bands, and can be identified by the increase in signal amplitude. (From Pfurtscheller and Neuper, 2001,
with permission, (©) 2001, IEEE)

by an increase in signal amplitude. ERD and ERS are measured relative to a baseline or
reference interval, so the strength of an ERD/ERS is affected by the variance of the rhythms
in this interval.

The time-locked property of ERPs is particularly evident for ERD/ERS during imag-
ined or actual motor tasks as shown in Figure 3.7. An ERD in the mu rhythm starts 2.5 s
prior to movement onset and peaks after onset of movement before recovering to baseline.
A short-lived ERD in the central beta rhythm occurs prior to movement onset and is im-
mediately followed by an ERS that peaks after movement onset. Oscillations and ERS are
also found around the 40-Hz gamma band when subjected to visual stimulation owing to
binding of sensory information and in motor tasks owing to sensorimotor integration. The
high frequency of the gamma band works well to set up rapid coupling or synchronization
between spatially separated groups of neurons (Pfurtscheller and Lopes da Silva, 1999).

3.4.1.7. Visual-Evoked Potentials

Another type of ERP commonly used in BCI is the visual-evoked potential (VEP), an
EEG component that occurs in response to a visual stimulus. VEPs are dependent on the
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user’s control of their gaze and thus require coherent muscular control. One frequently used
VEP is the steady-state visual evoked potential (SSVEP).

SSVEP is an exogenous ERP component. The user visually focuses on one of two
objects on a screen that flicker at different frequencies in the alpha and beta bands. The
SSVEP component is amplified when the user shifts focus to the other object and then
returns to baseline. The user can continue to switch focus between the two objects on the
screen to generate changes in the signal (Middendorf er al., 2000).

3.4.1.8. P300

The P300 is an endogenous ERP component and occurs as part of the “oddball
paradigm” (Donchin and Coles, 1988; Donchin e? al., 2000). In this phenomenon, users are
subject to events that can be categorized into two distinct categories. Events in one of the
two categories, however, are rarely displayed. The user is presented with a task that cannot
be accomplished without categorization into both categories. When an event from the rare
category is displayed, it elicits a P300 component, which is a large positive wave that oc-
curs approximately 300 ms after event onset as shown in Figure 3.8. The amplitude of the
P300 component is inversely proportional to the rate at which the rare event is presented.
This ERP component is a natural response and thus especially useful in cases where either
sufficient training time is not available or the user cannot be easily trained (Spencer et al.,
2001).
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FIGURE 3.8. P300 ERP component. When the user is randomly flashed objects on a screen, the P300 component
occurs when the object the user is looking for is flashed, while any of the other objects do not elicit a similar
change in voltage. The amplitude of the P300 component is inversely proportional to the rate at which the object
of interest is presented and occurs approximately 300 ms after the object is displayed. It is a natural response and
requires no user training. (From Kubler et al., 2001, with permission)
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FIGURE 3.9. Different slow cortical potential (SCP) signals conveying different intents. SCPs are caused by
shifts in the depolarization level of certain dendrites. It occurs from 0.5 to 10 s after the onset of an internal event
and thus considered a slow cortical potential. (From Kubler et al., 2001, with permission)

3.4.1.9. Slow Cortical Potential

A completely different type of signal is the slow cortical potential, which is caused
by shifts in the depolarization levels of certain dendrites. Negative SCP indicates the sum
of synchronized potentials, whereas positive SCP indicates reduction of synchronized po-
tentials from the dendrites. As behavioral and cognitive performance of the user improves,
so do the synchronized potentials, resulting in an increase of negativity of SCP. Since this
cortical potential occurs anywhere from a 0.5 to 10 s after the onset of an internal event, as
shown in Figure 3.9, it is referred to as the slow cortical potential (Birbaumer et al., 1999,
2000; Wolpaw et al., 2000b).

3.4.1.10. Neuronal Potential

Neuronal potential is a voltage spike from individual neurons as shown in Figure 3.10.
This potential can be measured for a particular neuron or a group of neurons. The signal is
a measure of the average rate, correlation, and temporal pattern of the neuronal firing. The
central nervous system presents information on the firing rate of each neuron. Therefore,
learning can be measured through changes in the average firing rate of neurons located in
the cortical areas associated with the task.

Neuronal potential is extremely useful since it can achieve two-dimensional controls
for the BCI by identifying the location of the neurons which are firing and also their rate
of firing (Wolpaw, 2003). Research in neuronal potentials has been limited to animals until
very recently because of the invasive procedures required to implant the electrodes as well
as a lack of electrodes that generate stable recordings over a long period of time. The limited
work, however, helps prove that better machine control is achievable by isolating signals
with better spatial resolution (Wolpaw et al., 2002; Moxon, 2005).
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3.4.2. TRAINING

According to the review by Curran and Stokes (2003) and other research (Kostov
and Polak, 2000; Laubach et al., 2000), which is adapted here, the effectiveness of BCI
is dependent on the capacity of the user to willingly and consistently control their EEG
activity. Unlike motor tasks, control of brain activity is harder to achieve since the user can
neither identify nor discern the activity. The user can only comprehend their EEG activity
through the feedback received from the components in the BCI system.

The goal of training, therefore, is to have users voluntarily produce detectable EEG
signals that can be altered to achieve a specific result. From the definition of BCI, it should
be evident that the components produced by the user must be voluntary. Although the user
might not be aware of how and when the signals are generated, the signal generation process
can only be activated by voluntary actions from the user. BCI systems, however, differ in
whether these voluntary signals must be produced through conscious mental activity (e.g.,
adding numbers) (Birbaumer, 1999) or as an automatic response to the situation that requires
minimal conscious effort (e.g., riding a bicycle).

3.4.2.1. Cognitive Tasks

Most training methods require the user to perform specific cognitive tasks. These
methods focus on developing the user’s ability to generate EEG components through vol-
untary and conscious mental activity. Motor imagery (MI) tasks have been among the most
widely used cognitive tasks. In each trial the user imagines or plans one of several motor
movements (i.e. left or right hand movement) based on visual or aural cues. Research has
shown that this generates signals from the sensorimotor cortex of the brain and can be
detected by EEG (Annett, 1995; Jeannerod, 1995). After several training sessions, the user
is able to control the amplitude and frequency of the required component (Babiloni et al.,
2000).

Other commonly used cognitive tasks do not involve motor imagery. Rather, they
require the user to perform actions such as arithmetic (addition of a series of numbers), visual
counting (sequential visualization of numbers), geometric figure rotation (visualization of
rotation of a 3D object around an axis), letter composition (nonvocal letter composition), and
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baseline (relaxation). Research has shown that these tasks produce discernable components
detectable by EEG (Pfurtscheller et al., 1993; Penny and Roberts, 1999; Babiloni et al.,
2000; Birbaumer et al., 2000; Penny et al., 2000).

3.4.2.2. Operant Conditioning

In contrast, the operant conditioning approach does not require the user to perform
specific cognitive tasks. The focus of this method is on helping the user gain automatic
control of the device by thinking about anything. The feedback provided by the system
serves to condition the user to continue to produce and control the EEG components that
have achieved the desired outcome. With continuous practice, the user is able to gain
control of the device without necessarily being aware of the specific EEG components
being produced. It is important to note, however, that operant conditioning method often
uses motor imagery tasks to initially acclimate users to the concept that brain waves can be
controlled.

3.4.2.3. Factors That Affect Training

Both methods of training, cognitive tasks and operant conditioning, are subject to
numerous external factors. Some of the most common factors are concentration, distractions,
frustration, emotional state, fatigue, motivation, and intentions. It is important to counteract
these factors during training by providing ample feedback and varying the duration or
frequency of the training sessions.

In addition, the EEG components produced by cognitive tasks are vulnerable to the
amount of direction provided to the user. Motor imagery, for example, is subject to issues
such as first/third-person perspective, visualization of the action versus retrieving a memory
of the action performed earlier, imagination of the task as opposed to a verbal narration, etc.
Research has yet to prove whether users can effectively control such fine details to produce
significant change in the components they produce.

Because the focus of BCI is to provide a means of communication for the disabled,
it is possible that some users have suffered from mentally debilitating diseases that do not
allow them control of all areas of the brain. The left hemisphere of the brain, for example,
is the center of activity for tasks involving language, numbers, and logic, whereas the right
hemisphere is more active during spatial relations and movement imagery. Users need to
be paired with the cognitive tasks that best suit their capabiliti