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Preface

It has been stated that our knowledge doubles every 20 years, but that may be
an understatement when considering the Life Sciences. A series of discoveries
and inventions have propelled our knowledge from the recognition that DNA
is the genetic material to a basic molecular understanding of ourselves and the
living world around us in less than 50 years. Crucial to this rapid progress was
the discovery of the double-helical structure of DNA, which laid the foundation
for all hybridization based technologies. The discoveries of restriction enzymes,
ligases, polymerases, combined with key innovations in DNA synthesis and
sequencing ushered in the era of biotechnology as a new science with profound
sociological and economic implications that are likely to have a dominating
influence on the development of our society during this century. Given the
process by which science builds on prior knowledge, it is perhaps unfair to
single out a few inventions and credit them with having contributed most to
this avalanche of knowledge. Yet, there are surely some that will be recognized
as having had a more profound impact than others, not just in the furthering
of our scientific knowledge, but by leveraging commercial applications that
provide a tangible return to our society.

The now famous Polymerase Chain Reaction, or PCR, is surely one of
those, as it has uniquely catalyzed molecular biology during the past 20 years,
and continues to have a significant impact on all areas that involve nucleic
acids, ranging from molecular pathology to forensics. Ten years ago microar-
ray technology emerged as a new and powerful tool to study nucleic acid se-
quences in a highly multiplexed manner, and has since found equally exciting
and useful applications in the study of proteins, metabolites, toxins, viruses,
whole cells and even tissues. Although still relatively early in its evolution,
microarray technology has already superseded PCR technology not only in the
breadth of applications, but also in the speed with which this evolution has
taken place. Note that the literature dealing with microarrays has increased
dramatically from its humble beginnings in the mid-nineties to reach more
than 2000 articles and almost 300 reviews in 2004 alone (Fig 1). Although a
saturation point may have been reached - not surprisingly given that there is



VI Preface

still a limit to the number of laboratories that have access to this technology-
its impact is truly remarkable, especially when compared, for example, to the
emerging and much touted field of Nanotechnology.
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Fig. 1. Comparative evolution of publications regarding microarrays and
nanobiotechnology

Amidst the pace of such rapid knowledge expansion, there is a challenge
in trying to compose a book that does not face obsolescence by the time
of its first publication. Alas, the breadth of this field is driving the growing
knowledge base into many new directions, generating the need for different
books at different levels and each with a different and unique focus.

As early participants in the development of microarray technology the edi-
tors have learned to appreciate the need for contributions from many different
areas in the basic sciences and engineering that were crucial to its birth and
continued healthy growth. In turn we have observed how the involvement in
this particular scientific endeavour has affected many careers, turning physi-
cist into oncologists, physicians into bioinformaticians, and chemists and biol-
ogists into optical engineers. Provided the diverse nature of backgrounds that
are required to further propel this field, we thought it appropriate to aggre-
gate this book around three aspects of microarray technology: fundamentals,
designed to provide a scientific base; fabrication, which describes the current
state of the art and compares ‘old’ and new ways of building microarrays; and
applications, that are aimed to highlight only the amazing variety and options
provided by these techniques. As an aid to the practitioner we have also asked
the authors to provide a detailed method section wherever appropriate.

Part 1, General Microarray Technologies, opens with an overview on mi-
croarray formats. Chapters 2 and 3 cover the fundamentals of the physico-
chemical aspects of immobilizing biomolecules on different substrates, while
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Chaps. 4 and 5 describe the principal techniques used for array manufac-
ture. Chapter 6 explores the limits of miniaturization with nanoarrays, and
Chap. 7 illuminates various aspects of microfluidics for automation. Finally,
Chaps. 8 and 9 deal with the principles of labelling and detection method-
ologies. The next parts are concerned with application of these fundamental
techniques toward the development and use of specific types of microarrays.
Part 2 describes DNA based microarrays in 4 chapters, covering SNP detec-
tion, high sensitivity expression profiling, comparative genomic hybridization,
and the analysis of regulatory circuits. Part 3 contains 3 chapters that deal
with microarrays for protein and small molecule detection, describing array
technology for antibodies, aptamers, and lipid bound proteins, respectively.
The final part comprises 4 chapters that introduce the most esoteric arrays,
those that contain high information content in each feature (whole cells or
tissues), and the capability of performing biological reactions, such as trans-
fections. How the combination of these types of arrays generates new insights
into the molecular basis of normal and malignant cell function is summarized
in the last chapter.

It appears that given the dynamics of microarray technology any book
would be a ‘work in progress’. Rather than fighting this, the editors and the
authors of this book embrace this concept: chances are that this book will
grow in time in line with the new developments in microarray technology.

June, 2004 Uwe Müller
Dan Nicolau
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Array Formats

Ralph R. Martel, Matthew P. Rounseville, and Ihab W. Botros,
and Bruce E. Seligmann

1.1 Introduction

Arrays have become an increasingly diverse set of tools for biological studies;
their use continues to expand rapidly. Likewise, the underlying array tech-
nologies, formats and protocols continue to evolve. Investigators can choose
from a growing range of options when selecting an array technology that is
appropriate for reaching their research objectives. Traditionally, arrays have
consisted of collections of distinct capture molecules – typically cDNAs or
oligonucleotides – attached to a substrate – usually a glass slide – at pre-
defined locations within a grid pattern [1, 2]. However, today’s formats are
more diverse and can be grouped into several categories. Like any catego-
rization effort, there will be exceptions, crossover technologies and tangential
relations. The intent here is only to lay out some general trends.

The classes of capture molecules used in arrays include not only DNA,
but also proteins [3], carbohydrates [4], drug-like molecules [5], cells [6], tis-
sues [7] and the like. Array formats vary in their architecture. For closed
architecture arrays, the analytes that can be measured are preselected and
locked-in during the manufacturing process. In contrast open architecture ar-
ray technologies allow the set of measured analytes to be modified or allow
new analytes to be discovered. Regardless of the architecture, various manu-
facturing technologies and various substrate materials and coatings are avail-
able as are numerous means of attaching capture molecules to substrates. A
broad variety of commercially prepared arrays can be purchased. In some in-
stances, the pre-defined grid has been eliminated and replaced with ‘virtual ar-
rays’ of optically encoded beads [8] or of analyte-specific detection labels (e.g.
e-Tags; www.aclara.com). Coupled with the diversity of arrayed molecules and
array formats is the diversity of detection schemes that include fluorescence,
luminescence, electrochemical detection, mass spectrometry, surface plasmon
resonance and others.

In spite of the diversity of formats, all arrays share a common feature:
Arrays allow multiplexed analyses, that is, arrays allow multiple tests to be
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performed simultaneously. This is the case both when many analytes are mea-
sured simultaneously in an individual sample and also when many samples are
tested at one time for an individual analyte. For instance, DNA arrays can
be used to determine the expression levels of thousands of genes in an indi-
vidual biological specimen, while tissue arrays can be used to determine the
presence of a specific antigen in hundreds of specimens in a single experiment.
Various ‘array–of–arrays’ technologies combine the measurement of numerous
analytes across numerous samples.

The impact of array technologies on the life sciences has been important. In
conjunction with bioinformatic tools to process and analyze the large amounts
of data they generate, arrays have spawned new approaches to systems biol-
ogy often described with the ‘omics’ suffix: genomics, transcriptomics and
proteomics, to name a few.

This chapter will provide the rationales for using arrays to address various
scientific questions and will outline some of the array technologies developed to
fill specific needs. This is a series of examples to illustrate the range of available
options and how one technology may be better suited than another to reach a
specific research objective, not a comprehensive survey of available tools. The
latter part of the chapter will discuss the ArrayPlateTM technology developed
by High Throughput Genomics (HTG, Tucson, AZ) to bring the benefits
of arrays to the high throughput screening phase of the drug discovery and
development process. The procedure for a multiplexed ArrayPlateTM mRNA
assay will be described and the results of an mRNA assay and a companion
multiplexed ELISA will be presented.

1.2 Reasons to Use Arrays

There are three principle justifications for using array technologies. Arrays
serve to discover unique patterns (of gene expression, protein synthesis or
post-translational modification, etc.) associated with a particular physiolog-
ical state. We use the term ‘survey array’ to describe the technologies that
are employed for this purpose. ‘Scan array’ or ‘focused array’ refers to the
array tools that measure a predefined pattern, previously established with
survey arrays. Finally, ‘efficiency array’ refers to the techniques that do not
require multiplexing per se, but that take advantage of the parallel process-
ing common to arrays to provide savings of effort, time and materials or to
improve data quality by incorporating internal controls that are measured in
each sample. Most array technologies have been developed to achieve one of
these three goals and may be inefficient for reaching the other two.

1.2.1 Arrays to Identify Patterns

The best-known array technology, the GeneChip R© developed by Affymetrix
(Santa Clara, California) is an excellent example of a ‘survey array’. According
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to the company (www.affymetrix.com), the two arrays in the Human Genome
U133 Set contain over one million distinct oligonucleotide features to monitor
the expression of 39,000 transcript variants of 33,000 different human genes in
a single sample. GeneChips R© and their cDNA and oligonucleotide array coun-
terparts are widely used to identify genes that are differentially expressed in
diseased tissues or during development or upon treatment with a drug. In
most instances, results obtained with DNA arrays show that the vast major-
ity of genes are either not expressed or not affected by disease. Typically, a
disease-specific pattern of gene expression or ‘signature’ is characterized that
involves fewer than 50 genes [9–12]. Although well suited to initially define
patterns based on the examination of a relatively small number of samples,
survey arrays are generally too labor- and material-intensive and too costly
to be used routinely thereafter in diagnostics or in drug discovery.

1.2.2 Arrays to Measure Patterns

‘Scan arrays’ that measure specific patterns are appropriate for clinical diag-
nostics and for drug discovery. While these techniques measure fewer analytes
than do survey arrays, the analytes have been carefully selected and validated.
Other attributes such as ease of use and throughput make various scan array
technologies well-suited for particular niches.

Inexpensive readout equipment is a requirement for array-based diagnos-
tic tests as such tests are performed at many different sites such as reference
laboratories, hospital laboratories and physicians’ offices but relatively infre-
quently at any given site. Cost per test however is less important since the
results provide information that is of high value. Furthermore, most diagnos-
tic testing is reimbursed by insurers. Hands-on manipulations must be simple
as testing is frequently performed by inexperienced personnel. To gain ap-
proval from regulatory agencies, diagnostics tests must yield results that are
robust and interpretable. For these reasons, various hand-held electronic array
devices appear to be in the best position to make inroads in this arena.

In drug discovery, once targets are validated, throughput becomes an im-
portant criterion, that is, how rapidly collections of hundreds of thousands of
chemical compounds can be tested to identify those compounds that elicit a
desired effect. Efficiency in the high throughput screening laboratory is ob-
tained with miniaturization (96–, 384– and 1536–well microplates) and with
extensive automation and plate handling robotics. Besides performance cri-
teria such as sensitivity and reproducibility, the success of a technology in
this setting depends upon the development of automation-friendly protocols.
While substantial expenditures on capital equipment are commonplace, cost
per sample is an issue because of the large testing volumes. The ArrayPlateTM

described later in this chapter was designed specifically for high throughput
screening.
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1.2.3 Arrays for Parallel Processing

Examples where the array format has been adopted for the efficiencies derived
from parallel processing can be found in the combinatorial chemistry litera-
ture [13]. The synthesis of chemical compound libraries has been performed
in an array format [14]. Indeed, the photolithographic process utilized by
Affymetrix to manufacture its DNA chips had its origins in combinatorial
chemistry [15]. Arrays of compounds have also been used in drug discovery
screening [16]. Microtiter plate wells that contained individual compounds
have been miniaturized to the point of vanishing with the compounds be-
coming elements of an array rather than contents of a well. Generally, using
arrays leverages sample preparation efforts. In cell-based assays for instance,
the effort of culturing cells and screening compounds is the same regardless
of whether a single or multiple measurements are made.

1.3 Arrays for Nucleic Acid Analysis

Several review articles covering advances and applications of DNA microar-
ray technology have recently been published [17,18] hence, the same material
will not be repeated here. Oligonucleotide and cDNA arrays have different
strengths and weaknesses. There is more control over the design of oligonu-
cleotide microarrays than there is for cDNA arrays. Consequently, oligonu-
cleotide arrays tend to have more uniform physicochemical characteristics and
fewer issues pertaining to cross–hybridization. For cDNA arrays, the capture
probes are typically PCR amplicons of clones derived from the organism or
the organ of interest. One advantage is that cDNA probes can be incorpo-
rated into arrays without further characterization of the underlying gene. For
both types of microarrays however, the architecture is closed, albeit at times
unknown for cDNA arrays. For illustrative purposes, several less conventional
array technologies are described.

1.3.1 Arrays on Beads

The attachment of array moieties to small particles allows multiplexed assays
to be performed in three–dimensions rather than on a flat surface. Luminex
(Austin, TX) has developed fluorochrome-coded microspheres that can be
coated with various classes of ligands. During an assay, a sample is incubated
with the beads in solution, allowing the analytes of interest to be captured
by their corresponding bead-bound ligands. A fluorescently tagged ‘reporter
molecule’ then labels the analyte species. For readout, beads are passed, single
file, through a flow cytometry device where the fluorescent tags are illuminated
by laser excitation. The resulting fluorescence of both the bead and the re-
porter molecule are quantified and decoded to yield the identity and quantity



1 Array Formats 7

of the captured molecule. The application of this method to RNA expression
analysis has been described recently [8].

Illumina (San Diego, CA) has developed an alternative readout system for
bead-based arrays. A manifold of 96 fiber optic bundles, each consisting of
about 50,000 individual fibers, is manufactured to fit the standard microplate
format. A dimple etched at the end of each fiber can accommodate one of the
company’s 3 µm beads. This enables fluorochrome excitation and emission
of the beads and of fluorescently-labelled analytes through the fiber. The
company claims that combinations of fluorescent dyes uniquely identify up
to 1,500 beads that can be sampled with 30–fold redundancy to provide a
statistical average readout. Presently, the method appears to be used mainly
in single nucleotide polymorphism (SNP) genotyping of multiple samples, as
reviewed by Oliphant [19].

1.3.2 Electronic Arrays

Array technologies have used electronics to program open architecture sys-
tems, to accelerate hybridization kinetics and control stringency, and to de-
tect captured analytes. The NanoChip R© (Nanogen, San Diego, CA) incor-
porates 100 electrode test sites that are coated with a hydrogel containing
streptavidin. This system has an open architecture. Programming is with bi-
otinylated target–binding probes that migrate to specific electrodes when a
positive charge is applied and that remain bound to the streptavidin after-
wards. An electric field is also used to concentrate target molecules at the
electrodes to accelerate their hybridization and subsequently, to drive away
non-specifically bound materials. Final detection of target is by fluorescence.
The eSensorTM DNA detection system (Motorola, Pasadena, CA) uses a self-
assembled monolayer (SAM) array of target-specific 22–mer oligonucleotides
covalently bound to the gold electrodes of a circuit board [20]. Target nucleic
acids hybridized to the array are detected with ferrocene-labelled signaling
probes that hybridize with their target next to the capture probe. An applied
potential causes the transfer of electrons from the ferrocene to the gold elec-
trode with the measured current quantifying the ferrocene label. SNPs can
be detected as perfect hybrids that generate signals at least twofold greater
than do single–base mismatches. Both of these technologies have targeted
diagnostic applications.

1.3.3 SAGE

Serial analysis of gene expression (SAGE) allows the simultaneous detection
and quantification of multiple mRNA species [21, 22] although it is not an
array technology per se. SAGE relies on the isolation of unique sequence
tags from individual mRNA molecules via a process that includes mRNA
isolation, reverse transcription, restriction enzyme digestion, ligation and PCR
amplification. The tags are subsequently ligated to form concatamers that
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are sequenced to reveal both the identity and abundance of expressed genes.
Unlike conventional arrays, SAGE can identify novel transcripts.

1.4 Protein Arrays

The development of protein arrays has lagged behind that of DNA arrays pri-
marily because of the greater complexity of proteins. While DNA microarrays
have become the tools of choice for characterizing patterns of gene expres-
sion, two–dimensional gel electrophoresis remains the standard method for
generating ‘protein fingerprints’.

Multiplexed immunoassays are the most developed application for protein
arrays. Three strategies have emerged. One is the miniaturization and mul-
tiplexing of the standard enzyme linked immunosorbent assay (ELISA), in
which capture antibodies are arrayed onto slides or microtiter plates. A varia-
tion on this method that requires only a single antibody for each antigen, is to
label the proteins in a sample with one fluorochrome and the proteins in a ref-
erence sample with a second fluorochrome. The differentially labelled samples
are mixed and incubated with an antibody microarray which is scanned. The
ratio of the two fluorescent dyes at each spot in the array corresponds to the
relative concentration of each protein in the two samples [23]. Improvements
in sensitivity and signal–to–noise ratio will be required for this methodology
to become useful for measuring protein changes in biologically relevant sam-
ples. A third strategy, which may be particularly useful for diagnostic assays,
is to prepare arrays of antigens. Such arrays allow samples to be tested for
the presence and the titer of antibodies to particular antigens. This approach
lends itself to develop broad–spectrum tests for certain autoimmune diseases
and for exposure to infectious agents. As for nucleic acids, bead arrays also
lend themselves to proteomic applications.

The technological challenges that remain are the development of specific,
high affinity ligands that can be produced on a large scale and in a relatively
short time. Distinguishing between various post-translational modifications,
such as phosphorylation and amidation, are also technical features that need
to be addressed. It is likely that different types of protein arrays will be
required for cataloging the proteome, detecting differences in expression, and
for screening compounds. For a more extensive review on the development
of protein-detecting microarrays and related devices see Kodadek [24] and
Schweitzer [3].

The development of arrays of functionally active proteins such as enzymes
and receptors is progressing rapidly and the significant advances in this area
are the topic of Chaps. 14–16 in this book.
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1.5 The ArrayPlateTM

HTG developed the ArrayPlateTM as a platform technology with an open ar-
chitecture to conduct a variety of multiplexed assays in microtiter plates. The
goal was to extend the capabilities and information content of conventional
drug discovery and development assays for two purposes. The first was to
provide a technology to allow genomic and transcriptomic efforts to progress
from target discovery to drug discovery, that is, from the description of disease-
specific signature patterns of gene expression to the identification of signature-
modulating compounds. How the multiplexed ArrayPlateTM mRNA assay
achieves this is discussed. The second purpose was to provide screening labo-
ratories with another means to increase their efficiency as multiplexing is syn-
ergistic with both automation and miniaturization to enhance productivity.
The multiplexed ELISA serves as an example for this. ArrayPlateTM assays
rely on a single hybridization to transition from an open to a closed architec-
ture. The benefits of this hybridization step, termed “reagent programming”,
that modifies the binding specificity of each element in a universal array, will
be outlined. For the mRNA assay, a multiplexed nuclease protection assay
is combined with the capture of processed nuclease protection probes on the
array. Enzyme-mediated chemiluminescent detection subsequently quantifies
probes in the mRNA assay and antigens in the multiplexed ELISA.

1.5.1 Materials and Methods

ArrayPlateTM Manufacture

The 96–well ArrayPlatesTM contained at the bottom of each well of flat-
bottom poly-styrene microtiter plate (FalconTM) modified with N–oxysuccini-
mide ester, a four–by–four array of 16 distinct oligonucleotide elements 100 µm
in diameter and spaced 800 µm on center. Each of the 16 anchor oligonu-
cleotides incorporated a unique 25–mer sequence and was 3′-modified with
heptylamine. Arrays were printed with a PixSys 3000 microarrayer equipped
with 85 µm inner diameter ceramic dispensing tips (Cartesian Technologies,
Irvine, CA) in an environmental chamber (26◦C and 80% relative humidity).

Oligonucleotides and Antibodies

The 16 target human mRNA species each required three oligonucleotides:
A nuclease protection probe, a programming linker and a detection linker.
These oligonucleotides were designed using ArrayPlateTM Oligo v.3.0 soft-
ware (HTG, Tucson, AZ) and synthesized (Epoch Biosciences, San Diego, CA
and Sigma–Genosys, The Woodlands, TX) as detailed elsewhere [25]. The 16
genes examined were glyceraldehyde 3–phosphate dehydrogenase (GAPDH),
interleukin–1β (IL–1β), tumor necrosis factor–α (TNF–α), tubulin, cathep-
sin G (catG), cyclooxygenase–2 (cox–2), granulocyte colony stimulating fac-
tor (G–CSF), granulocyte macrophage colony stimulating factor (GM–CSF),
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glutathione S–transferase Pi–1 (GST Pi–1), high mobility group 17 (HMG–
17), cyclophilin (cyclo), β–thromboglobulin (bTG), lactate dehydrogenase
(LDH), tissue inhibitor metalloprotease 1 (TIMP–1), matrix metaloproteinase
9 (MMP–9) and β–actin.

Briefly, each programming linker was a 50–mer comprising a 5′ 25–mer
complementary to one of the 16 anchor oligonucleotides and a 3′ 25–mer com-
plementary to one of the 16 target-specific nuclease protection probes. Each
nuclease protection probe was a 65–mer composed of a 50–base sequence with
48% to 52% GC content, complementary to the target mRNA. Each protec-
tion probe also incorporated a target-independent 15–mer control sequence.
Each detection linker oligonucleotide was a 50–mer designed with a common
3′ 25–mer sequence and a unique 5′ 25–mer complementary to the 5′–terminal
25–mer of the corresponding nuclease protection probe. Finally, a detection
conjugate of horseradish peroxidase labelled with the 25–mer sequence com-
plementary to the common 3′-end of all detection linkers was used to generate
a luminescent signal.

All oligonucleotides were tested before use in an assay by means of a design
of experiments protocol that ensured that each oligonucleotide hybridized as
intended without showing unintended and interfering binding. The behavior
of individual oligonucleotide species was deduced from the observed behavior
of predefined oligonucleotide mixtures.

For the antibody assays, ELISA-ready antibody sets, recombinant anti-
gen standards and streptavidin–peroxidase were obtained from R&D Systems
(Minneapolis, MN).

Cell Culture and Treatments

The human THP–1 acute monocytic leukemia cell line (ATCC, Manassas,
VA) was grown in either T–175 culture flasks or in 96–well V–bottom cell
culture plates (Falcon) at 37◦C with 4% (v/v) CO2 and 80% relative hu-
midity in RPMI 1640 medium supplemented with 10% (v/v) fetal bovine
serum, 100 U/ml penicillin and 100 µg/ml streptomycin (Hyclone, Logan,
UT). Phorbol merystil acetate (PMA) treatment (0.1 µg/ml in RPMI for 48
hours) caused the cells to differentiate to adherent monocytes.

Cells activation was induced with four hours of treatment with 1 µg/ml
bacterial lipopolysaccharide (LPS) (Sigma, St. Louis, MO) in culture medium.
Dexamethasone (Sigma, St. Louis, MO) treatments were with compound dis-
solved at various concentrations in culture medium. Cells growing in suspen-
sion in microtiter plates were harvested by centrifugation at 180× g for 5 min-
utes (GS15, Beckman Coulter, Fullerton, CA). Removal of culture medium
from cell pellets and from adherent cells in wells was by aspiration.

Multiplexed Nuclease Protection Assay

All reagent additions were performed with a 96–channel Biomek FX auto-
mated pipettor (Beckman Coulter, Fullerton, CA). Media-free THP–1 cells
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in 96–well culture plates received in rapid succession 30 µl/well lysis solution
(HTG, Tucson, AZ) that contained each of the 16 nuclease protection probes
at 30 pM and 60 µl/well mineral oil (Sigma, St. Louis, MO). The plates were
incubated for 10 minutes at 95◦C, for 6 hours at 70◦C and were allowed to
cool to room temperature for 10 minutes. The plates received 20 µl/well S1
nuclease solution (50 S1 units in 1.4 M sodium chloride, 22.5 mM zinc sulfate,
250 mM sodium acetate, pH 4.5) (Promega, Madison, WI) and were incu-
bated for 30 minutes at 50◦C. The plates received 10 µl/well 1.6 M sodium
hydroxide, 135 mM EDTA and were heated for 15 minutes at 95◦C. After
cooling at room temperature for 15 minutes, the plates received 10 µl/well
Neutralizing Solution (1 M HEPES, pH 7.5, 1.6 M HCl, 6× SSC). For each
well, 60 µl of the 70 µl aqueous subphase was transferred from the cell culture
plate to a programmed (i.e. programming linker-modified) ArrayPlateTM, fol-
lowed immediately by the additional transfer of 60 µl of aqueous subphase
and overlayering oil.

Reagent Modification of Universal Arrays

The washing of ArrayPlatesTM was completed in 60 seconds with a 96–channel
plate washer (ELx405 Auto Plate Washer, Bio–Tek Instruments, Minooski,
VT) and consisted of six dispenses and aspirations of 300 µl/well 1× SSC
(150 mM sodium chloride, 15 mM sodium citrate, pH 7) with 0.1% (v/v)
Tween–20 (Sigma, St. Louis, MO).

Following a wash cycle, the ArrayPlatesTM received 50 µl/well program-
ming linker solution that consisted of each of the 16 programming linker
oligonucleotides at 5 nM in SSCS (1× SSC, 0.1% (w/v) SDS). After a one-
hour hybridization at 50◦C, the ArrayPlatesTM were washed again. These
were programmed (i.e. programming linker-modified) ArrayPlatesTM.

Capture and Detection of Protection Probes on the ArrayPlateTM

Programmed ArrayPlatesTM containing nuclease protection-processed cell
lysates were incubated overnight at 50◦C and washed. The ArrayPlatesTM re-
ceived 50 µl/well detection linker solution that contained each of the 16 detec-
tion linker oligonucleotides 5 nM in SSCS. The plates were incubated for one
hour at 50◦C and washed. Next, the ArrayPlatesTM received 50 µl/well detec-
tion enzyme conjugate solution and were incubated for 30 minutes at 37◦C fol-
lowed by a wash. Detection enzyme conjugate solution contained 10 nM detec-
tion enzyme conjugate in SSCS. The ArrayPlatesTM received 50 µl/well chemi-
luminescent peroxidase substrate (Atto–PSTM Lumigen, Southfield, MI) and
were imaged from the bottom with an Omix CCD imager (HTG, Tucson, AZ)
for 30 seconds to 6 minutes, depending on signal intensity, within 30 minutes
of substrate addition.
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Image Analysis

Digital images of ArrayPlatesTM were analyzed with software (ArrayPlateTM

Fit v.3.31a, HTG, Tucson, AZ) that extracted luminescence intensity data
for each array element in a plate. The resulting data were exported as
comma-separated value (CSV) files that were processed further with soft-
ware (ArrayPlateTM Crunch, HTG, Tucson, AZ) that allowed manipulation
of the intensity data, for instance, to normalize signals within arrays to any
combination of array elements. Intensity data CSV files were also imported
into Excel spreadsheets (Microsoft, Redmond, WA) for further analysis.

1.5.2 Results and Discussion

Reagent Programming of Universal Arrays

The 96–well ArrayPlatesTM contain the same universal array of 16 distinct el-
ements printed at the bottom of each well. Each element consists of a position-
specific, covalently bound ‘anchor’ species that incorporates an oligonucleotide
25–mer recognition feature. Since identical arrays are printed across all wells
of all plates, the manufacture of ArrayPlatesTM is standardized and subject
to rigorous quality control procedures.

In spite of this standardized production, ArrayPlatesTM provide an open
architecture to allow customized assays: A ‘reagent programming’ hybridiza-
tion immobilizes specific capture reagents at preselected positions in the uni-
versal array. This is achieved using a cocktail that contains 16 bifunctional
‘programming linker’ species. Each programming linker contains both an
oligonucleotide complementary to a specific anchor and an analyte-specific re-
gion. Thus, the hybridization of linkers to anchors immobilizes analyte-specific
reagents at predetermined positions within the array (Fig. 1.1, top left panel).

Reagent programming provides versatility. The analyte-specific region of a
programming linker can be an oligonucleotide, a peptide, a protein or a chem-
ical compound, depending upon the type of assay that is to be performed:
Programming linkers that consist of antibody conjugated to anchor-binding
oligonucleotide are suited for multiplexed ELISAs or for setting up arrays of
antigens. Programming linkers that have two oligonucleotide regions serve to
capture target RNA, DNA or oligonucleotides. Conjugates of anchor-binding
oligonucleotide and substrate peptides can be used for instance, for multi-
plexed kinase and phosphatase assays. With reagent programming, different
combinations of assay capacity versus content become possible. For example,
the user can program all the wells in a plate identically to measure 16 targets
per sample across 96 samples. Alternatively, by programming arrays in pairs
and splitting samples across two wells, 32 targets (16×2) can be measured in
48 samples (96÷2).
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Fig. 1.1. ArrayPlateTM mRNA Assay Principles. Upper left: Reagent program-
ming modifies the binding specificity of each array element via the hybridization
of a bifunctional programming linker to an anchor oligonucleotide. Upper right: A
multiplexed nuclease protection assay preserves a stoichiometric quantity of oligonu-
cleotide probe while destroying target mRNA. Bottom: Probe surviving the nuclease
protection assay is immobilized by hybridization with its corresponding array-bound
programming linker. Probe bound to the array in this manner is labelled in suc-
cession with detection linker oligonucleotide and peroxidase-containing detection
conjugate. The light generated upon the addition of chemiluminescent peroxidase
substrate is imaged with a CCD camera
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Table 1.1. ArrayPlateTM mRNA Assay Protocol Multiplexed Nuclease Protection

Media-free cells in a 96–well plate

Add 30 µl/well Lysis Solution with NPA Probes
Add 60 µl/well Overlayering Oil
Incubate for 10 minutes at 95◦C
Incubate for 6 hours at 70◦C
Add 20 µl/well S1 Nuclease Solution
Incubate for 30 minutes at 50◦C
Add 10 µl/well Hydrolysis Solution
Incubate for 15 minutes at 95◦C
Incubate for 15 minutes at RT
Add 10 µl/well Neutralizing Solution

Probe Detection in ArrayPlateTM

Add 50 µl/well Programming Linker Solution
Incubate for 1 hour at 50◦C and wash
Transfer 60 µl/well aqueous phase to ArrayPlateTM

Receive 60 µl/well aqueous phase from culture plate
Transfer 60 µl/well Overlayering Oil to ArrayPlateTM

Receive 60 µl/well Overlayering Oil from culture plate
Incubate overnight at 50◦C and wash
Add 50 µl/well Detection Linker Solution
Incubate for 1 hour at 50◦C and wash
Add 50 µl/well Detection Probe Solution
Incubate for 30 minutes at 37◦C and wash
Add 50 µl/well Luminescent Substrate
Image

Expression Profiling

The multiplexed mRNA assay is a cell-based assay designed for the primary
and follow-up screening of compound libraries. This required that the assay
be capable of establishing structure–activity relationships (SAR) to correlate
molecular features of screened compounds with their effects on the expression
of target genes. Furthermore, assay protocols had to be automation-friendly.
Both were achieved with a multiplexed solution–phase nuclease protection
assay (NPA) that required only reagent additions and incubations and that
avoided RNA isolation, reverse transcription, target amplification and fluo-
rescent labelling.

The NPA served to convert labile target mRNA molecules to stoichio-
metric amounts of stable oligonucleotide probes (Fig. 1.1, top right panel);
protocol details are provided in Table 1.1 Cells were grown in 96–well plates
and treated with compounds. Following the treatment, culture media was re-
moved and the cells were lysed with a solution that contained a large excess
of nuclease protection probes complementary to each of the 16 target mRNA
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species. A heat denaturation step served to inactivate endogenous nucleases
and to remove secondary structure in the target mRNA species. During a sub-
sequent incubation, probe hybridized to mRNA. S1 nuclease, an enzyme that
specifically cleaves single-stranded nucleic acids [26–28], was added to digest
excess probes and unhybridized mRNA, leaving only duplexes of probe and
mRNA intact. An alkaline hydrolysis simultaneously inactivated the S1 nucle-
ase and destroyed the RNA component of the mRNA:probe duplexes. Upon
neutralization of the samples, nuclease protection probes remained in amounts
proportional to the concentration of the complementary target mRNA species
that had been present in the original cell sample. These probes were subse-
quently quantified with an ArrayPlateTM. Since all nuclease protection probes
were designed to have similar lengths and GC content regardless of their target
genes, various probes showed similar behaviors in the assay and consequently,
a standardized NPA protocol could be used.

Fig. 1.2. Treatment-Dependent Gene Expression Patterns. The 16 genes that were
measured are shown on the left. Five adjacent wells in an ArrayPlateTMare shown
on the right. Each well contained sample from 30,000 THP–1 monocytes subjected
to a particular regimen involving combinations of treatment with the phorbol ester
PMA, with bacterial lipopolysaccharide (LPS) and with dexamethasone (Dex). Each
treatment resulted in a distinct pattern of gene expression

The probe-containing hydrolysate resulting from the NPA was transferred
from the cell culture plate to a reagent-programmed ArrayPlateTM (Fig. 1.1,
lower panel). Array-bound programming linkers captured the various nucle-
ase protection probes at specified elements within the array. Each 50–mer
nuclease protection probe was bound by its 3′–terminal 25–mer to its comple-
mentary programming linker. The exposed 5′–terminal 25–mer of each probe
was subsequently labelled by hybridization with a specific detection linker
oligonucleotide. Each of the 16 different 50–mer detection linkers contained a
common 3′ 25–mer in addition to a 5′ 25–mer specific to one of the probes.
The common 3′ 25–mer of the detection linkers served to bind a final oligonu-
cleotide that was conjugated to horseradish peroxidase. Thus, a five-layered
sandwich hybridization took place at each element: Anchor to programming
linker to nuclease protection probe to detection linker to peroxidase conju-
gate. The amount of peroxidase immobilized at a given array element was
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determined by the amount of nuclease protection probe bound there as this
probe was the limiting reagent.

Upon the addition of chemiluminescent peroxidase substrate, light was
generated at each array element in proportion to the amount of peroxi-
dase immobilized there. Within 30 minutes of substrate addition, the entire
ArrayPlateTM was imaged for 30 seconds to 6 minutes with a high resolution
CCD imager. The digital images of ArrayPlatesTM were analyzed with image
analysis software that reported the signal intensity for each element in a plate
after correcting the intensity for local background and, when applicable, for
the contribution of adjacent elements.

Changes in the patterns of expression of 16 genes in THP–1 monocytes
subjected to various treatment regimens are shown in Fig. 1.2. Various treat-
ments were useful to establish performance characteristics for the assay.

Performance Characteristics

Sensitivity was determined by examining serial dilutions of a bulk lysate of
LPS-stimulated THP–1 monocytes. The assay was linear for all expressed tar-
get genes over a broad range of sample sizes (Fig. 1.3a) and, more importantly,
expression ratios between genes remained constant. Useful gene expression
data could be obtained from samples of 1,000 cells or fewer. However, the
assay was most robust for samples ranging from 25,000 to 50,000 cells.

To determine the absolute sensitivity of the assay, quantified cox–2 mRNA
obtained by in vitro transcription was tested (Fig. 1.3b). Here too, assay re-
sponse was linear over the entire range that was tested (up to nearly 6,000,000
molecules) with the best fit linear regression showing a coefficient of correla-
tion greater than 0.99. As few as 150,000 cox–2 mRNA molecules were de-
tectable. Similar sensitivities were observed with in vitro transcripts of other
genes (data not shown). The reproducibility of the mRNA assay was deter-
mined for each target using 30,000 cells/well samples of untreated THP–1 cells
(n=48) and cells treated with PMA and LPS (n=48). The data for each well
were normalized to GAPDH (the housekeeping gene for these experiments)
and the coefficient of variability (CV, i.e. standard deviation as a percentage
of the average) was determined for each gene (Table 1.2). The average CV
was 6.4% for untreated cells and 7.6% for treated cells, ranging from a low
of 3% for cathepsin G in untreated cells to a high of 13% for GST Pi–1 and
cyclophilin in treated cells.

Antibody Array

In a proof–of–principle study, a companion multiplexed ELISA was established
to simultaneously quantify five antigens (IL–1β, TNFα, G-CSF, MCP–1 and
IL–8). The antigens were selected based on the availability of an ArrayPlateTM

mRNA assay for the corresponding genes and of commercial ELISA reagents.
The commercial kits contained capture antibody, biotinylated detection anti-
body, streptavidin–peroxidase conjugate and recombinant antigen standard.
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(a)

(b)

Fig. 1.3. Sensitivity of the mRNA Assay. (a) Serial dilutions of LPS-stimulated
cells were analyzed. The linear response for seven of the target genes is shown with
the low range enlarged in the insert. (b) Serial dilutions of cox–2 mRNA obtained
by in vitro transcription were analyzed. The error bars show the standard deviation
(n=4) of signal intensity at each concentration
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Table 1.2. Reproducibility of the mRNA Assay

GENE UNTREATED CELLS TREATED CELLS

Average Average
Name Accession Signal %CV Signal %CV

Number (n=48) (n=48)
GAPDH M17851 1000 6% 1000 9%
IL–1β M15840 – – 1778 5%
TNF–α M10988 – – 1416 4%
Tubulin AF141347 224 7% 80 10%
Cathepsin G M16117 510 3% – –
Cox 2 M90100 – – 791 6%
G–CSF E01219 – – 103 8%
GM–CSF E02975 – – 77 10%
GST Pi–1 X06547 79 10% 35 13%
HMG–17 M12623 541 6% – –
Cyclophilin X52851 333 10% 251 13%
β–Thromboglobulin M17017 – – 895 6%
LDH X02152 228 5% 268 7%
TIMP–1 X03124 – – 833 6%
MMP–9 J05070 – – 1117 4%
Actin M10277 1231 4% 1000 5%
AVERAGE: 6.4% 7.6%

Performance Characteristics

The recombinant standards were used to establish the specificity of each of
the five antibody sets in the array and to determine the sensitivity and re-
producibility of the assay. Figure 1.4 shows the five sensitivity curves that
were obtained. For each of the five antigens, the sensitivity of the multiplexed
assay was approximately the same as reported by the antibody supplier for
the corresponding traditional ELISA and ranged from less than 0.5 pg/ml for
IL–8 to approximately 2 pg/ml for G–CSF. To determine the reproducibility
of the multiplexed ELISA, a solution that contained each of the five antigens
at 5 pg/ml was analyzed in 36 replicate wells. Data were normalized to 10,000
luminescence counts per well and assigned to each of the five elements accord-
ing to their relative intensities. CV values ranged from 7% for IL–8 to 15%
for MCP–1 (Table 1.3).

Examples

To illustrate the high content that is achievable with multiplexed assays, sam-
ples of 30,000 THP–1 cells per well were treated with PMA and examined
over time. Secreted and intracellular protein profiles were obtained with the
multiplexed ELISA while the ArrayPlateTM mRNA assay served to moni-
tor gene expression. Secreted proteins were measured in the culture medium
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Fig. 1.4. Sensitivity of the Multiplexed ELISA. Serial dilutions of recombinant
antigen standards were tested. The sensitivity curves are shown

Table 1.3. Reproducibility of the multiplexed ELISA

AVERAGE
ANTIGEN SIGNAL S.D. %C.V.

(Normalized)

IL–1β 1,646 192 12%
TNF–α 1,685 129 8%
G–CSF 973 102 10%
MCP–1 1,415 214 15%
IL–8 4,281 280 7%

while mRNA and intracellular proteins were measured in cell lysate. Eight
replicates (one column in a 96– well plate) were examined at each of six time
points. Results for IL–1β are shown in Fig. 1.5. The induction of IL–1β mRNA,
the intracellular accumulation IL–1β and the secretion of protein could all be
measured for samples derived from individual wells. Additionally, similar data
were obtained for four other proteins and 15 additional genes.

1.6 Conclusion

Arrays encompass a range of technologies to conduct multiplexed assays. The
ArrayPlateTM platform is aimed at bringing the benefits of arrays to the
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Fig. 1.5. mRNA and Protein Levels Following Treatment. THP–1 monocytes were
examined at different intervals following treatment with PMA. mRNA and intracel-
lular proteins were measured in cell lysate while secreted proteins were measured in
the culture media. The results obtained for IL–1β are shown. The error bars show
the standard deviations for eight replicates at each time point

drug discovery process. The ArrayPlateTM mRNA assay is an automation-
compatible method for quantifying 16 genes simultaneously with a sensitivity
of 150,000 molecules and reproducibility of <10% average CV. The use of
reagent-modifiable arrays and of whole–plate imaging of chemiluminescent
read-out signals are features that will allow this multiplexed format to be
applied to a variety of high throughput screening assays.
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Biomolecules and Cells on Surfaces –
Fundamental Concepts

Kristi L. Hanson, Luisa Filipponi, and Dan V. Nicolau

2.1 Introduction

In microarray technology, surfaces must be designed and prepared to opti-
mize the immobilization of probe biomolecules and/or cells, but also to resist
non-specific binding of target species. Further, the surface and type of im-
mobilization technique selected will affect the concentration, bioactivity and
target–binding ability of bound species. For any given probe molecule, there
is likely to be an optimal surface and/or technique which will allow for attach-
ment at the highest possible concentration and with preservation of required
activity. However, for multi–probe array formats requiring a variety of probe
molecules to be bound to the same type of surface, difficulties are encoun-
tered selecting a surface and immobilization method able to generate sufficient
probe concentration, resolution and bioactivity for all probes. The resulting
variability in probe concentration and activity within the array also leads to
signal variability, causing difficulty in data interpretation. Thus, appropriate
attachment methods are critical to the success of any array technology.

The aim of this chapter is to summarize the general knowledge and fun-
damental concepts underlying DNA, protein, small biomolecule and cell at-
tachment to surfaces, and to highlight issues arising in the field of microarray
fabrication. The section will provide background knowledge for the reader
not familiar with general biomolecule immobilization techniques, while more
specific protocols used in microarray technology will be discussed further in
Chap. 3.

2.2 Types of Immobilization

Biomolecule attachment is dependent on the properties of the biomolecular
surface, the solid surface, and the liquid medium. In most cases, the biomolec-
ular surface will display a higher level of complexity than the attachment
surface or the liquid medium, as biomolecules and cells exhibit not only an
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overall charge and hydrophobicity, but also a heterogeneous distribution of
these, depending on the types and distributions of surface-exposed groups.

The biomolecules of interest can be broadly grouped into nucleic acids
(DNA, RNA, PNA), proteins (antibodies, enzymes, receptors, affibodies),
small molecules (e.g. peptides, metabolites) and other biomolecules (e.g. car-
bohydrates, lipids), of which the first two classes have been by far the most
studied with respect to microarray applications. Figures 2.1 and 2.2 depict
the distribution of charges and hydrophobicity on a single stranded oligonu-
cleotide and a protein (lysozyme), respectively. The oligonucleotide shows
more ordered and predictable patterns, with regularly-spaced negatively-
charged phosphate groups in the backbone region, and hydrophobic base pair-
ing regions. In contrast, proteins are characterized by both heterogeneous and
irregular regions of positive charge, negative charge, and hydrophobicity. As
we will see in the next section, the relative structural simplicity of DNA, as
compared to protein, results in more predictable and controllable patterns of
surface attachment.

Fig. 2.1. Structure of a single stranded oligonucleotide (left) and the 3D map of
the electrostatic potential (darker patches = negative charges)
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Fig. 2.2. Structure of a simple protein (lysozyme, left) and the 3D map of the elec-
trostatic potential (red indicates negative charges; blue indicates positive charges)

Mechanisms of immobilization can be divided into two major categories:
(i) adsorption, which relies on non-covalent interactions (mainly electrostatic,
van der Waals, and dehydration of hydrophobic interfaces) and (ii) covalent
binding of specific functional groups on the biomolecule to functionalized sur-
faces. The first mechanism is of a purely physical nature and therefore displays
varying levels of reversibility, whereas covalent binding, by definition, involves
the formation of essentially irreversible chemical bonds between biomolecule
and surface.

2.2.1 Adsorption

In general, the extent of adsorption of any species at the solid–liquid in-
terface will be the net result of several attractive and repulsive forces. For
biomolecules, the most important of these include electrostatic interactions,
van der Waals forces, energetically favorable dehydration of hydrophobic sur-
faces, structure rearrangement, and lateral interactions [1, 2].

Electrostatic interactions result from the overlap of the electrical double
layers around a charged protein molecule and a charged surface. These inter-
actions generally depend on the net charge of the surface and the molecule,
but heterogeneous surface charges distributed around a protein molecule (see
Fig. 2.2) can also produce a dipole moment, thereby contributing to overall
electrostatic interaction. The relatively weak character of these interactions
renders them less appropriate for microarray technology, where strong and ir-
reversible attachment is generally required. However, the possibility of charge
control on the surface (e.g., using electrodes) and on the biomolecular surface
(e.g. by variation of pH) make these interactions more versatile. For instance,
control of surface charge of an electrode allows for the possibility of ‘reusable’
microarrays, where bound species can be desorbed, rinsed and re-arrayed.

Van der Waals forces can be broadly defined as other weak attractive
forces contributing to intermolecular attraction, including dipole–dipole in-
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teractions, hydrogen bonding, and dispersion (London) forces. Where electro-
static interactions might be unfavorable due to like charges on molecule and
surface, adsorption may still occur due to the strong effect of van der Waals
forces at close range.

Classic DLVO theory [3, 4] models colloidal or protein interactions and
stability based on the balance between the above forces (i.e. electrostatic re-
pulsion and van der Waals attraction). In general, electrostatic forces are
felt at longer distances than van der Waals forces, but both forces increase
as molecules are brought closer together. At short distances, van der Waals
attraction increases more rapidly than electrostatic repulsion, leading to ad-
sorption (in the case of proteins and surfaces) or flocculation (in the case of
colloidal particles in solution). Thus, in order for adsorption to occur, like-
charged particles must have sufficient kinetic energy to overcome the energy
barrier, which is dictated by the point of maximum repulsive energy on the
net interaction curve (Fig. 2.3).

DLVO theory predicts strong adhesion between hydrophobic particles or
molecules, due to the strong effect of van der Waals interactions at close range.
These interactions are sometimes therefore referred to as hydrophobic inter-
actions, but the driving force is considered to be the energetically favorable
displacement of water molecules between two hydrophobic surfaces. Regard-
less of the details of theoretical explanation, there is no doubt that attractive
interactions between proteins and hydrophobic surfaces are often very impor-
tant, and in many cases dominate all other driving forces [1]. The application
of these attractive forces to microarrays is complicated by the fact that hy-
drophobic interactions are often associated with conformational changes in
molecular structure, as the hydrophobic interior of the biomolecule ‘unfolds’
to position itself against the hydrophobic interface.

Finally, of particular importance to microarray technology, but usually
poorly characterized, lateral interactions will affect the density of surface-
bound biomolecules. These interactions can result from either (1) electrostatic
repulsion between molecules with like charges, or (2) dipole–dipole interac-
tions, which can be repulsive or attractive, depending on the alignment and
ordering of molecules on the surface.

In practice, it is difficult to predict or model the overall effects of the
above interactions, and the nature of biomolecule adsorption on a particular
surface is often investigated by determination of relevant adsorption isotherms
(Fig. 2.4). Adsorption isotherms relate the quantity of adsorbed protein (rela-
tive to available surface area) to the concentration in solution at equilibrium.
Typically, the amount of adsorbed protein increases sharply at low solution
concentrations, and then eventually approaches a limiting value indicative of
the saturated, or maximum possible loading. In the simplest case, the rela-
tionship can be modelled by the Langmuir equation, which assumes a single
equilibrium constant for the reaction between adsorbed and dissolved protein.
An alternative model, known as the Freundlich model, can be derived assum-
ing a certain distribution function for multiple binding sites having different
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Fig. 2.3. Net interaction curve formed by subtracting the attraction curve (due
to van der Waals forces) from the repulsion curve (due to electrostatic repulsion of
like-charged particles)

equilibrium constants. In most cases, one or both of these models can be fit
to protein adsorption data.

Evaluation of such isotherms is particularly useful when comparing dif-
ferent adsorption strategies, and can provide insight into maximum possible
protein loading concentration, binding geometries and lateral interactions. For
example, if the dimensions of the biomolecule are known, the maximum sur-
face coverage achieved can be compared to theoretical monolayer coverage
in all possible binding geometries, thereby allowing inference of attachment
density and/or attachment orientation.

2.2.2 Covalent Attachment

The covalent binding of biomolecules allows for very strong attachment and
in certain instances a positional linking at one end of a biomolecule. A variety
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Fig. 2.4. Typical patterns of Langmuir (solid line) and Freundlich (dashed line)
adsorption isotherms

of side groups are easily used for covalent binding, most commonly amino,
carboxy, hydroxy, and thiol groups. Consequently similar groups on the sur-
face are needed for a covalent interaction, and in many instances the cova-
lent binding must be enabled by a functionalization of the surface and/or
the biomolecule. Quite often the process is ‘standardized’ through the use of
crosslinkers and associated protocols, many of these being reviewed in Chap. 3.

2.3 DNA Immobilization on Surfaces

Although DNA immobilization at the solid/liquid interface is not fully un-
derstood, especially with respect to molecular conformations at the surface, a
wide variety of techniques have been successfully used for probe attachment.

At neutral pH, DNA molecules are charged negatively (Fig. 2.1), and the
pattern of charges suggests that phosphates in the DNA backbone would be
expected to bind strongly to a positively charged surface, leaving the bases
facing towards the solution. As such, positively charged surfaces (e.g., amino-
propyltriethoxylsilane [APTES] or poly–L–lysine coated glass) have commonly
been used as DNA hybridization sensors [5, 6]. In contrast, hydrophobic and
van der Waals interactions would be expected to bind base pairing regions to
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the hydrophobic surface, thus reducing the level of target hybridization in mi-
croarray format. These two possible conformations are illustrated in Fig. 2.5
(reprinted from [7]).

Despite the fact that in theory, DNA adsorption to a hydrophobic surface
should not allow for efficient hybridization of DNA target, nitrocellulose and
nylon supports have been widely used for many years as standard substrates
for DNA hybridization [8]. It is interesting to note that both single stranded
and double stranded DNA are able to bind by hydrophobic interactions [9],
despite the fact that hydrophobic regions of double stranded DNA are presum-
ably buried within the center of the helical structure. As a result, adsorbed
double stranded DNA molecules overlap and superimpose through sticky end
cohesions, forming complex lattices that are unstable and desorb easily from
the surface. When a positive potential is applied to the surface, these lat-
tices form coiled fibers with greatly increased stability due to the electrostatic
attraction of phosphate backbone to the positively charged surface, but the
DNA duplex is destabilized and stretched as a result of charge–charge repul-
sion on the unbound side of the DNA helix. Subsequent reorientation of the
molecule forces DNA bases from inside the helix to be more exposed to so-
lution. These processes demonstrate the relative simplicity of oligonucleotide

Fig. 2.5. Possible conformations of the DNA/oligonucleotide–surface complex on
hydrophobic and cationic surfaces (Reprinted with permission from [7]. Copyright
1998 Academic Press Inc Elsevier Science)
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behavior, as it appears to be dominated by electrostatic, van der Waals and
hydrophobic interactions in a quasi–predictable manner.

For microarray applications, it appears that electrostatic interactions be-
tween negatively charged DNA and a positively charged surface will produce
both higher concentrations of surface-bound probe DNA and more favorable
orientation of the probe with respect to hybridization potential [7]. Moreover,
the electrostatic adhesion has been found to result in significantly lower sur-
face diffusion, which would be advantageous for maintaining high contrast
areas of probe attachment.

Figure 2.6 shows patterns of oligonucleotide adsorption on hydrophobic
and ionic substrates [7]. The chemical structures of the functionalized silanes
coupled to the glass surface are shown along with adsorption isotherms for
equilibrium oligonucleotide concentrations on the surfaces. Maximum adsorp-
tion densities reached > 1 × 1013 molecules cm−2 on cationic surfaces, ap-
proximately two times higher than on hydrophobic surfaces. The effect of
such densities on hybridization signal were not evaluated in this study, but
another study has specifically assessed the effects of array spot concentration
on hybridization signal [10] by direct comparison of spot concentration to
hybridization efficiency. With maximum hybridization signals (300–400 a.u.)
were observed using a spot concentration of 0.25–1 ng nL−1.

The simplicity of physical adsorption for DNA immobilization can be coun-
terbalanced by several advantages of covalent binding, many strategies for
which are specifically described in Chap. 3. Whatever the covalent binding
method, the non-covalent interactions precede it and are responsible for the
build–up of a high local concentration of molecules near the surface. This high
local concentration is needed to achieve a high rate of reaction. However, the
very processes responsible for the build–up of the local concentration (in par-
ticular electrostatics) can interact with the covalent binding efficiency. X-ray
photoelectron spectrometry and cyclic voltametry were used to probe the im-
pact of the terminal functionality of a SAM on the effectiveness of covalent
binding of DNA to SAM-covered electrodes, shedding light on the interac-
tion between electrostatic adsorption and covalent binding [10]. While the ra-
tios of total immobilized DNA on hydroxyl-, carboxyl- and amino-terminated
SAMs was (3–3.5):(1–1.5):1, respectively, the proportion of covalently immo-
bilized DNA was found to be approximately 85%, 93%, and 25%, respectively.
These results suggest that protonization of amino groups on the surface re-
sulted in electrostatically driven adsorption of negatively charged DNA, in-
hibiting the less energetically favorable condensation reaction between the
5′ phosphate end of the DNA and the exposed amine group. Attachment to
carboxyl-terminated surfaces showed the opposite effect, with electrostatic re-
pulsion between like negatively charged DNA molecules and surface functional
groups inhibiting adsorptive attachment, but higher covalent binding yields.
However, the total amount of immobilized DNA on the carboxyl-terminated
surfaces was low, due to inhibition of DNA movement towards the reactive
surface by electrostatic repulsion. Optimal total attachment, with a high per-
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Fig. 2.6. Concentration of DNA molecules as a function of surface chemistry
(Adapted from [7]. Copyright 1998 Academic Press Inc Elsevier Science)

centage of covalently bound DNA, was achieved on neutral or slightly negative
hydroxyl-terminated surfaces.

Whatever the method of immobilization, the key performance criterion is
the efficiency of hybridization. In theory, this should depend on (i) the surface
characteristics, (ii) the surface density of probe molecules, (iii) probe orienta-
tion on the surface, and (iv) factors controlling transport of target molecules to
the surface. While the DNA density can be controlled, the DNA conformation
on the surface is more difficult to modulate. Studies discussed above [6, 7, 9]
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suggest that electrostatically driven DNA adsorption results in orientation of
the molecule’s backbone parallel to, rather than perpendicular to, the sur-
face, but with base pairing sites exposed to the liquid medium. While this
orientation is conducive to target hybridization, it does not allow for dense
probe coverage on the surface, and will therefore limit both the sensitivity
and spatial resolution of associated microarrays. That said, simple adsorp-
tive attachment of DNA has been found to be sufficient for many microarray
applications.

Where higher sensitivity and resolution are required, covalent binding can
not only produce higher densities and tighter immobilization of DNA, but also
control the orientation of molecular immobilization at either the 3′–hydroxyl
or 5′–phosphate end of the DNA chain. However, increased probe density
will also affect intra–strand interactions, surface interactions and charge den-
sity at the surface, which can in turn result in substantially different ionic
strength, pH, and dielectric constant at the surface than in bulk electrolyte
solution. It is likely that these differences will also impinge on the availability
of immobilized strands for hybridization. For instance, the standard enthalpy
change for the thermal denaturation of target bound DNA was found to be
2–3 times lower for immobilized DNA than for DNA in the bulk solution,
and the melting temperature (Tm) was decreased by 6–10◦C [11]. The lower
melting temperature suggests that interstrand bonding is weaker on a sur-
face than in solution, depending on bound strand density. Thus, depending
on the ability to control immobilization density, there may be variations in
sensitivity from case to case. Another study [12] suggests that this effect is
likely to be more pronounced for shorter strands, which were shown to pro-
duce lower hybridization signals when spotted at the same concentration as
longer molecules. Hybridization signals for shorter strands could, however, be
improved by addition of a poly(A)tail. This would be expected if smaller tar-
get molecules are held more tightly and closer to the surface, thus being more
affected by surface interactions. In contrast, longer molecules are likely to con-
tain more free loops and ends available for hybridization further away from
the surface. This effect has been observed elsewhere [13], where hybridization
was found to be directly dependent on the length of immobilized strands.

2.4 Protein Immobilization on Surfaces

The fundamentals of protein attachment on surfaces have been widely re-
viewed (e.g., [14–16]), but the extreme diversity and complexity of proteins
still make any prediction regarding attachment difficult. Technologies used
for DNA microarray application have, to some degree, been adapted to pro-
tein microarrays, but the broader use of protein microarray technology is still
limited, primarily due to the fact that surfaces and technology allowing uni-
form and global attachment of a wide variety of proteins are not currently
available. This lag in technology stems from the fundamental structural dif-
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ference between proteins and DNA. DNA is (i) uniformly structured with an
ordered hydrophilic backbone, (ii) stable, (iii) does not lose binding activity
easily, and (iv) has only one interaction site and geometry with target DNA.
In contrast, proteins have (i) many different structures, (ii) contain hetero-
geneous hydrophobic and charged domains, (iii) are extremely fragile with
activity dependent on retention of three–dimensional structure, and (iv) can
have multiple interaction sites.

Additional complications arise with respect to microarray technology,
where functional conservation and sufficient concentration of bound protein
are critical to the success of the technology. Correct orientation of the bound
protein is required to increase the exposure of functional domains to sol-
vent/target, but protein adsorption mechanisms often result in random (or
widely distributed) orientations on a surface.

In theory, random attachment is not likely to result in a high percentage
of protein functional sites in the proper orientation for binding, but successful
attachment and target detection have been achieved with random adsorptive
attachment techniques (e.g., [17]). Further, a recent study indicates that there
may be minimal effect on functionality between proteins immobilized by di-
rected or random attachment [18]. In contrast, oriented attachment has also
been found to increase array sensitivity up to 10–fold [19].

Overall, the need for directed orientation and choice of technique will de-
pend on the specific proteins being used, and no single method is likely to work
in all situations. It is clear, however, that as protein arrays become more com-
prehensive and as the number of proteins in a single array increases, the need
for a technology that can accomplish immobilization across a wide range of
proteins, or even an entire proteome, will become more desirable. Strategies
used thus far can be broadly classified based on adsorptive or covalent binding
mechanisms, and then further subdivided into methods resulting in random
vs. directed orientation of the molecule.

2.4.1 Random Adsorptive Attachment

As proteins are charged biomolecules, it would be expected that electrostatic
interactions could be used for efficient and controllable immobilization. How-
ever, electrostatic adsorption is often of a non-permanent nature and can be
strongly affected by changes to solution pH and ionic activity, thereby al-
lowing for the possibility that subsequent array processing might desorb the
protein. Additionally, despite the simplicity of electrostatic interaction, which
should make adsorption more predictable, such interactions are usually more
difficult to predict than hydrophobic or covalent ones [20]. This is most likely
due to the uneven spatial charge distribution on protein surfaces, which also
varies with pH and ionic strength of the solution. Many chemical or physico–
chemical schemes have been used to create charged surfaces that can adsorb
proteins, for example polyelectrolyte multilayers [21] and sulfonated polymer
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surfaces [22,23]. However, because of the complexity of the electrostatic poten-
tial map as well as interference from other interactions (e.g. hydrophobicity),
a generic ‘magic’ surface that can promote the electrostatically-driven adsorp-
tion of proteins has not been found.

Hydrophobic interactions are often stronger and less reversible than elec-
trostatic attractions, but can result in loss of functional activity due to partial
denaturation as the protein unfolds to expose hydrophobic interior portions
to the hydrophobic surface [15].

Due to the complexity of proteins, a reasonable approach would be to
explore combinatorially the level of adsorption versus descriptors of surface,
solution, and protein characteristics. In an attempt to map the adsorption of
virtually any protein on virtually any surface, Nicolau and co-workers have
compiled a protein adsorption database [24]. The database contains about 500
cases of protein adsorption for approximately 30 proteins and approximately
100 surfaces in various solution conditions.

Molecular surface property algorithms developed to describe the proteins
[25, 26], have been used to describe protein adsorption. A purely empirical
approach using a linearly piecewise model with breakpoint was found to be
capable of accounting for over 90% of the variance in the data [27]. Funda-
mentally, the model assumes that the protein concentration on the surface
follows a piecewise linear regression conforming to a Langmuir relationship.
The experimental data present in the database have been used to derive an
empirical relationship that describes the correlation between protein adsorp-
tion (dependent variable) and process (independent) variables (i.e. protein
concentration in solution; surface tension of the surface; ionic strength of the
solution; and absolute value of the difference between pH and the isoelectric
point of the protein), as follows:

Γ = f1(γ, ion str, abs(pH − pI), C) · (1 − g(Γ))

+f2(γ, ion str, abs(pH − pI), C) · g(Γ),

f1 = a11γ + a12 · ion str + a13 · abs(pH − pI) + a14 · C,

f2 = a21γ + a22 · ion str + a23 · abs(pH − pI) + a24 · C,

Γ ≤ Γbreakpoint ⇒ g(Γ) = 0,

Γ > Γbreakpoint ⇒ g(Γ) = 1. (2.1)

The parameters of the equations are: Γ – protein surface concentration
(mg/m2); C, protein concentration in solution (mg/ml); γ - surface tension
of the polymer (dyne/cm); ion str – ionic strength (M); pI – isoelectric point
of the protein; Γbreakpoint – protein concentration at which the slope of the
linear function Γ = f(C) changes; and the rest of the parameters are constants
(Table 2.1).

The level of fit using such a model is quite remarkable, especially consider-
ing that the adsorption data span over three orders of magnitude. This work
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Table 2.1. Coefficients for the protein adsorption (Eq. 6)

Protein
Surface Ionic concentration
tension strength in solution Free
(dyne/cm) (M) Abs(pH-pI) (mg/ml) term

Coefficients
in f 1 a11 = 0.076 a12=-3.297 a13=0.085 1.052 b1=4.441

Coefficients
in f 2 a21=-0.014 a22=3.701 a23=-0.395 0.438 b2=4.840

Mean 44.82892 0.07505 1.39033 0.49182

Standard
deviation 6.942584 0.071997 0.914402 0.760767

Break point for the protein surface concentration (mg/m2) 3

suggests that prediction of appropriate surface types for maximum protein
adsorption may, in fact, be possible based on analysis of protein surface char-
acteristics. Validation of the model with additional sets of data will assist in
further applications to microarray technology.

Overall, it appears that random adsorptive attachment can be very effec-
tive for microarray purposes, and it is possible to make some general predic-
tions about adsorption levels for a variety of proteins if the molecular surface
characteristics are known or can be predicted. As mentioned above, the effects
of non-oriented binding on array performance can be an issue with this type
of attachment, but in many cases still result in acceptable levels of target
binding.

2.4.2 Random Covalent Attachment

Covalent binding is quite commonly used in biochip fabrication. Proteins
present a variety of functional groups, including amino–, carboxyl–, hydroxyl–
and thiol–, which can readily be used for covalent binding to surfaces with
complementary chemical groups. However, due to the relative lability of pro-
teins as compared to DNA, more care is required to avoid chemically-induced
protein denaturation during the attachment process. There are many strate-
gies for crosslinking of available functional groups, most of which make use of
specialized crosslinkers designed for both attachment and physical separation
of protein from surface, thereby allowing for more of the protein functional
domain to be exposed to the solvent [28].

Covalent binding generally produces a higher concentration of protein than
does adsorption. For instance, a study [29] compared the effect of physi-
cal adsorption of a protein on Poly(tert–butyl–methacrylate), a highly hy-
drophobic surface, to the covalent binding of the same protein to a carboxylic-
functionalized surface (derived from the former via e-beam photolysis). Cova-
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lent attachment resulted in significantly higher surface protein concentrations
than adsorption, despite the fact that carboxylic functional groups result in
a hydrophilic surface which tends to repel protein (Fig. 2.7).

2.4.3 Oriented Attachment

A variety of oriented immobilization techniques have been attempted, and
have recently been summarized [30]. These techniques can be adsorptive, co-
valent or a combination of both. Some of the more common methods include:

1. use of antibody binding proteins to bind the Fc portion of antibodies
leaving the binding sites exposed to solution [31,32];

2. terminal biotinylation of genetically engineered proteins with subsequent
end-specific attachment to a streptavidin coated surface [33];

3. terminal His–tag addition and subsequent attachment to a nitrilotriacetic
acid-coated surface [34];

4. use of carbohydrate binding molecules to bind the carbohydrate moieties
of antibodies [35]; and

5. cystine thiol production on the C–terminal (non-antigen binding) end of
cleaved Fab regions, with subsequent attachment using the cystine thiol
‘handle’ [32, 33].

A recent study [19] explored the effect of some of the above methods of
antibody attachment on analyte binding capacity, and found that orientation
increases analyte binding capacity up to 10–fold. When Fab’ fragments were
specifically oriented in a dense monolayer, 90% of the adsorbed molecules
were active, while randomly attached Fab fragments were packed at much
lower density, and showed a much lower specific activity. Thus for applications
requiring high sensitivity and low detection limits, such techniques are likely
to greatly improve performance.

While the above discussion has outlined that there are, in fact, a variety of
methods which are useful for the immobilisation of proteins and detection of
target analytes in array format, this methodological variation also has a po-
tential downside. Heterogeneous information from different laboratories may
ultimately result in non-standardized datasets, difficult to compare and in-
terpret, thus hindering the overall goal of a more complete understanding of
proteomes.

2.5 Carbohydrate Immobilization

Carboydrate-based microarrays, which have appeared only recently, have re-
cently been reviewed [36]. Applications of these arrays have enormous po-
tential in microarray technology due to the structural diversity, specificity,
and differential expression of carbohydrates [37]. Further, these molecules are
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(a)       (b) 

(c)

Fig. 2.7. Comparison of protein concentration on the surface, following adsorp-
tion on a hydrophobic and covalent attachment on a carboxylic-functionalized sur-
face [29]. The image on the top left shows fluorescently-labelled (FITC) avidin
adsorbed on the hydrophobic surface of Poly(tert–butyl–methacrylate), with dark
regions showing lack of protein on the carboxylic-rich (hydrophilic) surface of
Poly(methacrylic acid), obtained by deep–UV patterning. The image on the top right
shows a similar patterned surface with protein covalently bound on the carboxylic-
rich surface (lightest areas) and still adsorbed at lower concentrations on the hy-
drophobic surface (darker bands). (Reprinted with permission from 02Taguchi99.
Copyright 1999 American Chemical Society Publications)
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associated with a number of cell characteristics, including adhesion, carcino-
genesis and immunity [38]. The ability to rapidly determine the presence and
type of carboydrate molecules in a sample would therefore greatly increase
our understanding of their in vivo functions.

Carbohydrates, like proteins, are structurally heterogeneous and require
preservation of molecular conformation, 3–D structure, and topological con-
figuration on a chip in order for molecular recognition to occur. As such, the
existing array surfaces commonly used for DNA are generally not amenable
to carbohydrate immobilization.

From an immobilization perspective, perhaps the most common theme to
emerge from recent studies is that larger carbohydrate molecules are easily
retained on relatively hydrophobic (e.g., nitrocellulose or treated polystyrene)
surfaces [39,40], but smaller carbohydrates show much lower binding efficien-
cies [39]. To overcome this problem, synthetic glycoconjugates have been used,
allowing linkage of the carbohydrate to a protein, lipid or polyacrylamide chain
which can then be easily immobilized on a nitrocellulose surface.

In general, this relatively simple means of attaching carbohydrates is as-
sociated with retention of the immunological properties of a variety of car-
bohydrates with distinct structural configurations and diverse sugar chain
contents [39]. The authors note, however, that individual preparations must
still be tested on such a substrate, given the wide structural diversity of car-
bohydrate antigens.

2.6 Immobilization of Cells on Surfaces

Cell-based microarrays are being developed for a number of applications, such
as medical screening (where the capability of cells to selectively respond to
different agents can be assessed) and the study of fundamental cell behaviors
(such as cell–cell communication and cell spreading). The starting point for
these techniques is the ability to pattern arrays of single–cells that can be
perturbed and monitored individually. As a consequence, the impact of cell
confinement on microsized areas (i.e. areas that have dimensions comparable
to that of a single cell – a technology generally referred as ‘cell patterning’ [41])
is of extreme importance in the context of microarray technology.

On a molecular level, the immobilization of cells is far more complex than
the immobilization of single biomolecules, and may therefore require situation-
specific studies to determine proper surfaces for a particular application. The
difficulty of cell immobilization arises in the first instance from the complexity
of the cell membrane, containing many types of molecules (membrane pro-
teins, glycoproteins; lipid bilayer supramolecular structures; small molecules,
etc.). These biomolecules could attach to a given surface based on the con-
cepts described in the previous sections. Though each such interaction could
be analyzed independently, it is likely that these interactions are cooperative
or at least not fully independent. Furthermore, the cell is also very flexible,
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which makes the attachment of the respective molecular patches, indepen-
dently and collectively, dynamic. Finally, and most importantly, the cell is a
living entity that responds to the stimuli presented by the surface. One mech-
anism of response, and in fact the simplest from a panoply of responses, is to
secrete chemical species that will extend the ‘controlled’ environment of the
cell beyond its cell wall.

Simplistically speaking, cell attachment should follow the same rules that
govern the non-covalent biomolecular immobilization. For instance, electro-
static interactions can be used for cell immobilization, if the surface of the
cell is charged, as is the case for neuronal cells (negatively charged) or some
bacteria (most negatively, but some positively charged). Because cells are nor-
mally surrounded by a sheath of proteins which presents the hydrophilic face
towards the exterior, hydrophobicity-driven immobilization is generally less
effective. The most powerful means of cell immobilization is by biomolecular
recognition. Cells present proteins on the exterior of their walls that can be
unique to a particular cell type or species and that can be recognized by com-
plementary biomolecules (receptors). Alternatively, cells may present proteins
with specific functions (including surface attachment) that can be supplied
to immobilize cells. While the former mechanism has the propensity to be
cell-specific, the latter is more general.

At the first instance, surfaces covered with cell specific proteins would
be the natural technological path for cell immobilization. However, in the
previous section we saw that the general behavior of proteins on surfaces is
difficult to predict. The problems related to protein adsorption in the context
of cell immobilization have been concisely described by Mrksich [42]. Briefly,
it is difficult to know the density of ligands that are effectively available for
binding to cellular receptors, due to the distribution in conformation and ori-
entation of adsorbed protein. Many studies aimed at investigating the role
of ligand density in cell adhesion and migration have improperly assumed a
linear correlation between the density of adsorbed protein and the concentra-
tion of protein used to coat the substrates [43]. Also, as expected, the activity
of protein-coated substrates can show a dramatic dependence on the choice
of substrate. For instance, culturing of myoblasts on two different types of
polystyrene resulted in completely different outcomes, namely proliferation or
differentiation, even though both were coated with comparable densities of
fibronectin (a cell adhesion protein) [44].

Because of the diversity of the response of different cells to surfaces, it is
generally necessary to systematically and specifically test cell adhesion and
preservation of bioactivity on substrates intended for microarray devices. For
instance, one set of experiments [45,46] examined the attachment of neuronal
cells on photosensitive polymers. The photoresists, when exposed to UV light,
generate carboxylic-rich surfaces (with concentration modulated by exposure
energy) that can be further functionalized with neuropeptides. Thermal pro-
cessing was also used to manipulate the surface properties, either via polymer
crosslinking and decarboxylation, or via diffusion of silicon-rich species. It was
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found that two pairs of partially independent antagonistic surface character-
istics, namely (i) amino-rich vs. carboxylic-rich surfaces and (ii) hydrophilic
vs. hydrophobic surfaces, controlled the cell attachment, with the former pro-
moting adhesion (Fig. 2.8). This complex relationship means that one cannot
predict the attachment of cells based only on hydrophobicity or hydrophilic-
ity of the surface. However, surfaces designed for biomolecular recognition
mechanisms (e.g. neuropeptide–functionalized) were the most effective for at-
tachment of neuronal cells, and those designed with very high hydrophobicity
were the most effective for repelling neuronal cells. This discussion is illustra-
tive of the specific issues raised by cell attachment (i.e. neuronal cells) but
these conclusions cannot, however, be extrapolated to other types of cells due
to the diverse nature of cellular membranes types and receptors.

In addition to determining whether attachment will occur, it is also nec-
essary to examine the effect that cell confinement will have on cell behavior.
Several studies (e.g. [47]) have studied this relationship. Microcontact print-
ing of SAMs has been used to fabricate substrates with micrometer–scale
islands of bovine and human endothelial cell extracellular matrix separated
by nonadhesive regions. The size and geometry of the islands were found
to control cell shape, with immediate impact on the control of apoptosis as
well as growth. Progressive restriction of cell extension by culturing cells on
smaller and smaller micropatterned adhesive islands regulated a transition

Fig. 2.8. Mechanisms of immobilization of neuronal cells on photoresist surfaces.
The vertical bar on the left of each diagram represents the relative repelling effect
of the respective surface. Neuropeptide-functionalized surfaces are found to be the
most effective for immobilization of neuronal cells, while highly hydrophobic and
negatively charged surfaces are the most repelling (Reprinted with permission from
[46]. Copyright 1999 Academic Press Inc Elsevier Science)
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from growth to apoptosis on a single continuum of cell spreading. This work
showed that the size and geometry of the microarray pattern can have pro-
found effects on cellular behavior, which in turn can influence the performance
of a cell-based microarray.

In addition to surface chemistry, size and geometry, topography also in-
fluences cell physiology [48]. Substratum topography was found to influence
a number of cell behaviors, such as spreading, secretion, attachment, shape,
growth, polarity and differentiated functions [49]. The ability to effectively
immobilize cells for the development of microarrays thus relies on the abil-
ity to accurately design and control the microarray surface properties at the
micro– and nano– scale level.

Another fundamental problem is the intrinsic limitation of culturing cells
in an environment that lacks cells’ natural three–dimensional organization.
The question of whether a cell patterned on a flat surface will behave the
same way as when in a three–dimensional matrix (e.g. a gel) is still a matter
of investigation, but evidence points to important differences in cell behavior
when grown in 2D versus 3D cultures [50–52]. This could mean that unpre-
dictable and different behaviors might be obtained when cells are patterned
over a 2D environment, such as a microarray. Moreover, cell behavior in vivo
is modulated by interaction with the surrounding cells and by the environ-
ment, a heterogeneous medium which comprises gradients of nutrients and
secreted factors. As a result, use of isolated cell populations in vitro may
trigger different behavior from the ‘natural’ state. These issues are currently
under extensive research and should be taken in great consideration when
designing a cell-based microarray and evaluating its performance.

2.7 Conclusions

The immobilization of biomolecules and cells for microarray technology has
three ‘dimensions’: (i) a biomolecule or cell to be immobilized on a surface, of
which we have limited information and which generally cannot, and/or should
not, be altered; (ii) an immobilization surface which can be partially tuned,
and of which we have quasi-complete information, and (iii) a liquid environ-
ment which is fully controllable and of which we have complete information.
This chapter addressed the fundamental concepts dictating the likely response
of biomolecules and cells immobilized on surfaces, and their resulting bioac-
tivity. Our approach was to present the general interrelationships between the
input and output technological parameters, and then to qualify these general
rules on several specific situations. The only certainty that we hope we trans-
mitted to the reader, in a field littered with more exceptions than rules, is
that, although general rules are relevant in all situations, nothing can replace
experience and innovation.
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Surfaces and Substrates

Alvaro Carrillo, Kunal V. Gujraty, and Ravi S. Kane

3.1 Introduction

This chapter describes several approaches that have been used to fabricate
DNA and protein microarrays . These microarrays may be used to perform
highly miniaturized assays, in parallel, for numerous research, clinical, and
diagnostic applications.

The composition and morphology of the substrate and the choice of surface
chemistry influence several critical requirements for the successful implemen-
tation of microarray technology. These requirements include the controlled
and reproducible spatial deposition of microliter or nanoliter amounts of sam-
ple on a surface, the stable attachment of biomolecules to the surface without
denaturation, the immobilization of biomolecules at high density and at a high
and consistent surface concentration, and detection methods that will provide
a quantitative measure of the interaction. The ability to reuse the microarray
surface is also desirable.

The surface modification technique should be easy, fast, reliable and form
stable surfaces; surface chemistry is a major determinant of the stability of
attachment of biomolecules. The surface must allow biomolecule attachment
without denaturation or deactivation. In order to guarantee that only relevant
interactions are measured, it is also necessary for the surface to be resistant to
the non-specific adsorption of biomolecules and other analytes present in solu-
tion. The substrate must be compatible with the measurement method, that
is, depending on the case, it must offer low fluorescence [1,2] or chemilumines-
cence background, or should be compatible with surface plasmon resonance or
mass spectrometry. Minimum interference from the substrate in the detection
stage is critical for generating microarrays with high sensitivity.
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3.2 DNA Microarrays

Substrates to be used in DNA microarrays are required to have thermal and
chemical stability, flatness and homogeneity, and need to be amenable to bio-
chemical manipulation. A variety of techniques have been developed to attach
probes – cDNA or oligonucleotides – to different substrates. There are two ma-
jor strategies that are used: (1) in situ synthesis, which involves the synthesis
of oligonucleotides on the substrates, base by base, and (2) the attachment
of cDNA or presynthesized oligonucleotides to the substrate, either covalently
or non-covalently. The surface modification techniques that have been used to
fabricate DNA microarrays on a variety of substrates are summarized below.
Table 3.1 lists several commercial suppliers of DNA arrays.

Table 3.1. Summary of commercially available surfaces for DNA microarrays

Provider Technology Web site

Affymetrix In–situ synthesis using www.affymetrix.com

photolithographic method

Corning Inc. GAPSTM derivatized surface www.corning.com/lifesciences

BD Nylon, glass and plastic www.clontech.com

Biosciences based arrays

Erie Scientific Aminopropylsilane coated slides, www.eriesci.com
Company 3D APS, poly(L–lysine) coated

slides, epoxy coated substrates

Metrigenix Flow–Thru ChipTM (4D array) http://www.metrigenix.com

substrate comprising of a
network of microchannels

Apogent Aminosilane derivatized slides, http://www.apogent

Discoveries proprietary modified discoveries.com

oligonucleotides technology for
attaching AcryditeTM

Surmodics Code–LinkTM slides designed http://www.surmodics.com

to covalently attach
amino-modified oligonucleotides

Xenopore Amino, aldehyde, epoxy, http://www.xenopore.com

maleimide, thiol, biotin and
streptavidin coated slides

3.2.1 Glass Substrates

Glass is the most widely used substrate for DNA arrays as it is flat, transpar-
ent, resistant to high temperatures, easy to handle, and has low fluorescence.
Techniques for modifying glass substrates are also well developed.
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In Situ Synthesis

The Affymetrix method [3–5] uses solid–phase chemistry, photolabile protect-
ing groups, and photolithography to synthesize oligonucleotides base–by–base.
The surface is reacted with a linker having a photolabile group at its free end.
Light is then directed to specific regions of the substrate by using a pho-
tolithographic mask, resulting in the removal of the photolabile groups and
the activation of the linkers in these regions. The ‘activated’ ends react with
nucleotides forming a covalent bond, and the process is repeated to build up
different sequences at different sites on the substrate. The photolithographic
fabrication method allows the construction of dense arrays containing many
different probes in a small area. More than 400,000 different square probe re-
gions can be packed into an area of about 1 cm2 [6]. The major disadvantage
of this method stems from the fact that the yield per cycle (i.e. per nucleotide
attachment step) is ∼ 95% [5], which limits the probe length that can be syn-
thesized with high fidelity. An alternate method for the in situ synthesis of
oligonucleotide arrays using photogenerated acids (PGAs) has been reported
by Gao et al. [7].

Covalent Attachment of Probes to Substrates Functionalized
with Amino Groups

This method is among the most widely used techniques for immobiliz-
ing probes onto glass substrates. Glass slides can be silanized by immers-
ing them in a 2% solution of 3–aminopropyl–triethoxysilane (APTES) in
acetone for 40 minutes at room temperature followed by three acetone
washes [8]. The silanization may also be carried out using p–aminophenyl–
trimethoxysilane [8]. Aminosilane-coated slides may also be purchased com-
mercially [9]. Presynthesized oligonucleotides having amino–modifiers can
be attached to the aminosilane coated slides using bi-functional linkers [6];
alternatively, the amino-modified oligonucleotides can be succinylated and
then covalently attached to the slides by amide bond formation using 1–
(3–dimethylamino–propyl)–3–ethylcarbodiimide hydrochloride (EDC). Free
amine groups on the substrate may be blocked chemically, in order to min-
imize the non-specific adsorption of the negatively charged oligonucleotides
during the hybridization step [9]. Non-specific binding may also be minimized
by prehybridization in a solution containing 1% bovine serum albumin [9].

Attachment of Probes to Poly(L–lysine)-coated Glass Substrates

This technique makes use of the adsorption of the polyanionic probes onto the
polycation-coated glass substrate via electrostatic interactions [6]. Poly(L–
lysine)-coated glass slides are obtained by immersing cleaned glass slides in
an aqueous buffered solution of poly(L–lysine) [10]. The slides are dried, and
then stored at room temperature for a month, to allow the surface to become
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sufficiently hydrophobic [10]. The hydrophobicity of the surface is critical for
obtaining printed DNA spots of small size, and hence for generating high den-
sity arrays. An arraying robot is used to deposit the probes onto the slides
from solutions in aqueous buffer. This step is followed by four post-processing
steps: rehydration and drying, crosslinking of the DNA to the slide by UV
irradiation, blocking of the free amine groups by acylation with succinic an-
hydride, and denaturation [10].

Other Techniques

There are several other methods for immobilizing DNA onto glass substrates.
Silanized DNA can be attached to unmodified glass surfaces covalently [11].
Chrisey et al. have described methods for the formation of patterned single or
multiple DNA species on glass microscope slides using photolithographic tech-
nique [12]. The covalent attachment of disulfide-modified oligonucleotides to
mercaptosilane-modified glass [13], amine-modified oligonucleotides to aldehy-
de-modified surfaces [14] or epoxy-modified surfaces [15], aldehyde-modified
oligonucleotides to semicarbazide-coated surfaces, and oligonucleotides to di-
azotized surfaces [16] are other approaches that may be used for fabricating
microarrays.

3.2.2 Silicon Substrates

Oxidized silicon substrates can be modified by silanization, and by the ad-
sorption of polycations such as poly(L–lysine). Consequently, the techniques
used to attach probes to glass substrates may also be used to attach probes
to oxidized silicon substrates [12,15,17,18].

Unoxidized crystalline silicon offers several advantages as a substrate for
DNA microarrays including high purity, a highly organized and defined crys-
talline structure, robustness, and thermal and chemical stability [19]. Strother
et al. [19] developed a technique for attaching oligonucleotides to unoxidized
silicon substrates. Hydrogen terminated silicon wafers are generated by expos-
ing wafers to a 2% solution of HF in water. The wafers are then covered with
tertbutyloxycarbonyl (t–BOC)-protected 10–aminodec–1–ene and exposed to
UV light for 2 hours. The surfaces are then treated with 25% trifluoroacetic
acid in dichloromethane and rinsed with 10% ammonium hydroxide to re-
move the t–BOC protecting group and form surfaces terminated with pri-
mary amines. Thiol-modified probes can then be covalently attached to the
amine-functionalized surfaces using the heterobifunctional crosslinker sulfo–
succinimidyl 4–(N–maleimidomethyl) cyclohexane–1–carboxylate (SSMCC).
The DNA-modified surfaces are rinsed with distilled water and stored at
37◦C for 1 hour in a buffer containing sodium dodecyl sulfate to remove non-
specifically bound strands.
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3.2.3 Gold Substrates

Gold-coated substrates have been used for immobilizing oligonucleotides to
form an array. The primary advantage of gold-coated substrates is that they
can be functionalized by forming self-assembled monolayers (SAMs) of alka-
nethiolates. The use of ω-functionalized alkanethiolates allows the chemistry
of the interface to be controlled at the molecular level. Patterned SAMs may
be generated by using photolithographic, soft lithographic, and other tech-
niques [20–22]. Gold-coated substrates are also compatible with surface plas-
mon resonance (SPR) imaging techniques. SPR can be used to investigate the
thermodynamics and the kinetics of binding interactions between unlabelled
biomolecules in real time.

Gilmor et al. [21] have developed a technique for attaching probes onto
patterned gold substrates. Substrates are prepared by evaporating chromium
(an adhesion layer) followed by gold onto glass slides or silicon wafers. The
gold coated slides are dipped into a solution of 11–mercaptoundecanoic acid
(1 mM in ethanol) for ∼ 18 hours to form a SAM. Poly(L–lysine) is ad-
sorbed onto the SAM from an aqueous solution (1 mg/ml, pH 8). The surface
is then exposed to UV light through a quartz mask, resulting in the oxida-
tion of the gold–sulfur bond in the exposed regions; rinsing the surface with
ethanol completely removes the alkanethiol in these regions. Immersion of the
substrate into a solution of octadecanethiol generates a substrate having a
pattern of hydrophobic (methyl-terminated) and hydrophilic (poly(L–lysine)-
terminated) domains. Thiol-modified oligonucleotides can be covalently at-
tached to poly(L–lysine)-terminated regions of the array by using the heter-
obifunctional linker SSMCC. Corn et al. [23] have also developed a multistep
chemical modification procedure to create DNA arrays on gold surfaces. They
used SPR imaging to measure the adsorption of single stranded DNA–binding
protein onto the oligonucleotide array.

3.2.4 Gels

Probes have been immobilized in gels on substrates like glass. ‘Three–dimensio-
nal’ gels can provide more than 100 times greater capacities for immobilization
than two–dimensional substrates, and can provide higher sensitivities [24–26].
Gels provide a stable support with low fluorescence background and a high
shelf life.

Mirzabekov and co-workers have developed procedures for immobilizing
oligonucleotide probes in polyacrylamide gels [24–26]. The gel micromatrices,
prepared by the photopolymerization of acrylamide, are activated by treat-
ment with 100% hydrazine hydrate at 18 ± 2◦C for 40 minutes, resulting in
the incorporation of hydrazide groups into the gel. The space between gel
elements on the glass slide is made hydrophobic by treatment with Repel–
Silane. Activated oligonucleotides are immobilized by coupling with the hy-
drazide groups of the gel. Alternatively, amine-modified oligonucleotides can
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be immobilized onto micromatrix gel pads containing aldehyde groups [25,27].
Oligonucleotides have also been immobilized on glass slides coated with an ac-
tivated agarose film [28]; the outcome of hybridizations with longer labelled
fragments was less reliable on these slides than on conventional aldehyde-
functionalized glass slides.

3.2.5 Fiber Optic Arrays

This technique utilizes probes that are immobilized onto microspheres us-
ing well established procedures [29–32]. Probe-functionalized microspheres
are coupled to high density fiber optic arrays; the optical fiber substrate al-
lows simultaneous and repetitive monitoring of the microsphere array [30,33].
Amine-modified oligonucleotides are activated by treatment with cyanuric
chloride, and then reacted with polyethyleneimine (PEI)-coated microspheres.
The beads are then rinsed with a sodium borate buffer, and the unreacted
amine groups on the beads are capped using succinic anhydride to prevent
non-specific binding of DNA.

3.2.6 Polymers

Polymers like nylon and polypropylene have been used for arraying oligonu-
cleotides. Oligonucleotides have been immobilized onto nylon supports us-
ing UV crosslinkers [34–36]. High density arrays have been constructed on
aminated polypropylene supports using phosphoramidite chemistry [37–39].
Oligonucleotides have been immobilized onto polypropylene supports co-
valently, using bifunctional crosslinkers or EDC-mediated amide bond for-
mation between amine-terminated oligonucleotide and carboxylate-modified
polypropylene plates [40, 41], and non covalently [42]. Non-covalently im-
mobilized oligonucleotides are, however, susceptible to removal under high
salt/high temperature conditions.

3.3 Protein Microarrays

The commercial development of protein microarrays has been difficult in great
part due to the increased complexity that comes with dealing with proteins
(compared to oligonucleotides or cDNA). Proteins tend to denature on sur-
faces [43, 44]; this denaturation can result in a loss of their activity. Proteins
also tend to adsorb non-specifically on a wide variety of surfaces [45]; this non-
specific adsorption can lead to the misinterpretation of the results of microar-
ray experiments. On account of these challenges, surface functionalization and
protein immobilization procedures are very important for the successful im-
plementation of protein microarrays. A wide variety of substrates and surface
chemistries have been used in academic research and some have been devel-
oped commercially. Some of these methods are described below; Table 3.2 lists
several surfaces available commercially.
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Table 3.2. Summary of commercially available surfaces for protein microarrays

Provider Technology Web site

TeleChem Aldehyde-modified glass www.arrayit.com

International substrates.Epoxy–
Inc. derivatized glass substrates

Zyomyx Inc. Titanium dioxide substrates www.zyomyx.com

modified with copolymers of
poly(L–lysine)–g–poly(ethylene
glycol)

PerkinElmer Inc. Polyacrylamide gel-coated http://lifesciences.

glass slides. HydroGelTM. perkinelmer.com

Biocept Inc. Polyisocyanate-modified PEG www.biocept.com

gel on glass substrate.

Accelr8 Technol– Substrate covered by a www.accelr8.com

ogy Corproation three–dimensional polymer matrix

Corning Inc. GAPSTM coated glass slides www.corning.com/

lifesciences

BD Biosciences Antibodies covalently bound to www.clontech.com

Clontech glass surface in ordered array,
ready for protein detection.
Ab MicroarrayTM.

Ciphergen Surfaces are modified so that www.ciphergen.com

Biosystems Inc. they bind proteins by hydrophobic
attraction, anion exchange, cation
exchange, or metal affinity.
Afterwards, proteins are analyzed by
MS technology. ProteinChipTM Arrays.

Panomics Inc. SH3 domain arrays interact with www.panomics.com

proline-rich peptides. Ready to be
used for investigation of protein
function.

HTS Biosystems Complete system for protein www.htsbiosystems

detection on gold substrates via .com

Surface Plasmon Resonance.

3.3.1 Glass Substrates

Due to easy availability, flatness and the possibility of chemical modification,
the use of glass substrates, especially in the form of microscope slides, has
been common.

Peptide arrays have been prepared in situ on amino-modified glass sub-
strates. The amino groups at the ends of linkers attached to glass substrates
were protected with the photolabile nitroveratryloxycarbonyl (NVOC) pro-
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tecting group. Illumination of the substrate through a patterned mask resulted
in the removal of the protecting groups in selected regions of the substrate;
the free amino groups were reacted with an NVOC-protected amino acid. This
process was repeated several times to generate different peptide sequences at
different locations on the substrate [3].

MacBeath and Schreiber described a procedure for fabricating protein
microarrays on glass slides modified with an aldehyde–containing silane
reagent [46,47]. This approach was used to screen protein–protein interactions,
identify substrates of protein kinases, and identify protein targets of small
molecules. A high precision robot was used to print proteins in phosphate-
buffered saline containing 40% glycerol. The aldehydes react with primary
amines on the protein to form a Schiff’s base linkage. The slides were then
immersed in a buffer containing bovine serum albumin (BSA) to quench unre-
acted aldehydes and prevent the non-specific binding of proteins in subsequent
steps. The aldehyde-modified substrates used in this study were obtained com-
mercially from TeleChem International under the trade name SuperAldehyde
Substrates [48]. This vendor also offers epoxy-derivatized glass surfaces un-
der the trade name SuperEpoxy Substrates; the reaction of the epoxy groups
with primary amines of the protein can also be used to attach proteins to
surfaces covalently. Protein microarrays fabricated using the aldehyde-based
protein immobilization strategy have been used to study protein–protein in-
teractions in the yeast proteome [49], and to study protein expression in cancer
cells [50, 51].

Amino-derivatized surfaces have been used to covalently immobilize pro-
teins in a microarray [52–54]. Optically flat, 96–well glass plates were func-
tionalized with amine groups by immersing them in a solution of aminopropy-
ltrimethoxysilane (APTMS). Reaction of the amino groups with bis–sulfo–
succinimidyl suberate generated an N–hydroxysuccinimide (NHS)-activated
surface. Proteins were printed onto the activated substrates robotically, result-
ing in their covalent attachment to the surface. After washing excess unbound
protein, the substrates were incubated with a solution of casein in phosphate
buffered saline (PBS) to minimize the non-specific adsorption of proteins in
subsequent steps [53,54].

Peptide arrays have also been fabricated by the site-specific ligation
of glyoxylyl peptides onto glass surfaces functionalized with semicarbazide
groups [55]. Cleaned glass slides were silanized with APTMS. The amino-
functionalized surfaces were treated with triphosgen/diisopropylethylamine
and 9–Fluorenylmethyl-protected hydrazine (Fmoc–NHNH2); the semicar-
bazide groups were obtained on removal of the Fmoc groups. These arrays
allowed the highly sensitive and specific detection of antibodies in very small
blood samples from infected individuals [55].

Poly(L–lysine)-derivatized glass slides have been used to create protein
microarrays [51,56]. Proteins were immobilized onto the slides non-covalently,
by spotting solutions of the proteins in PBS [56]. The arrays were rinsed to
remove unbound protein, and were then incubated overnight at 4◦C in a block-
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ing solution containing non-fat milk to minimize the non-specific adsorption
of proteins. A further reduction in the extent of non-specific adsorption was
deemed to be necessary in order to detect specific target proteins at concen-
trations below 1 ng/ml [56]. Other protein immobilization techniques have
also been reported; for instance, the binding of histidine-tagged proteins to
nickel coated slides was used to form a yeast proteome microarray [49].

The analysis of membrane proteins is important, since these proteins repre-
sent the most important class of drug targets; approximately 50% of current
molecular targets are membrane-bound [57]. The application of microarray
technology to membrane proteins has been complicated by the need to immo-
bilize the accompanying lipid membranes in addition to the proteins them-
selves in order to maintain bioactivity [58, 59]. Fang et al. [57, 60] fabricated
microarrays of G protein-coupled receptors (GPCR). Membrane preparations
were printed onto ultraflat glass slides modified with γ–aminopropylsilane
(GAPSTM). Assays for the screening of ligands on membrane protein mi-
croarrays were also described [57].

The techniques described above allow the formation of microarrays of pro-
teins; the immobilization of small molecules in microarrays is also useful for
the identification of small molecule ligands for proteins [61, 62]. Macbeath
et al. reacted aminosilane-functionalized glass slides with N–succinimidyl 3–
maleimido propionate to obtain a surface presenting maleimide groups at
high density [62]. Thiol–containing small molecules are covalently attached
to the surface on printing, presumably due to the formation of a thioether
linkage [62, 63]. No non-specific protein binding was observed in aqueous
buffer [62]. Kuruvilla et al. fabricated small molecule microarrays by cova-
lently attaching alcohol–containing small molecules to chlorinated glass sur-
faces [64]. They used these microarrays to identify compounds that bind the
yeast protein Ure2p; one of these compounds was found to specifically activate
a glucose-sensitive transcriptional pathway downstream of Ure2p [64].

3.3.2 Silicon Substrates

The techniques described above for immobilizing proteins on silanized or
polycation-derivatized glass substrates may also be used for immobiliza-
tion on oxidized silicon substrates. Mooney et al. have described another
technique for immobilizing proteins non-covalently on glass or oxidized sil-
icon substrates [65]. Substrates were functionalized with a monolayer of n–
octadecyltrimethoxysilane (OTMS). UV photolithography was used to remove
the monolayer in selected regions of the substrate creating a pattern, and bi-
otinylated BSA was then allowed to adsorb onto the substrate. Significantly
greater amounts of biotinylated BSA adsorbed in the OTMS-coated regions
on the substrate. Streptavidin could be captured on the biotinylated regions;
an additional layer of biotinylated protein could then be deposited in these
regions [65].
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3.3.3 Gold Substrates

Several studies have described the immobilization of proteins on SAMs of
alkanethiolates on gold [66–68]. SAMs allow the investigation of biospecific
interactions while minimizing background due to the non-specific adsorp-
tion of proteins. In a recent study, dip–pen nanolithographyTM (DPNTM)
was used to generate protein nanoarrays [68]. DPNTM was used to pattern
16–mercaptohexadecanoic acid (MHA) on gold-coated substrates in the form
of dots or grids having features ranging from 100 to 350 nanometers. The
surrounding areas were passivated with a SAM of a protein-resistant tri-
ethylene glycol-terminated alkanethiol. Proteins such as lysozyme and IgG
adsorbed selectively on the MHA-coated regions of the substrate. Proteins
also retained their biological activity after adsorption [68]. Yang et al. have
also described a technique, which they call light-activated micropatterning of
proteins (LAMP), for the spatially resolved micropatterning of proteins on
SAM-coated substrates [69].

Hodneland et al. described a method for the selective and covalent im-
mobilization of proteins on gold substrates with control over the density and
orientation of the protein [66]. The method is based on the active–site di-
rected covalent immobilization of fusion proteins to mixed SAMspresenting
phosphonate ligands in a background of protein-resistant triethylene glycol
groups. The fusion proteins are comprised of the capture protein (cutinase)
and the protein of interest; cutinase forms an active site-specific covalent
adduct with phosphonate ligands. SPR spectroscopy showed that cutinase
binds irreversibly to the mixed SAM and that the triethylene glycol groups
prevent the non-specific adsorption of proteins [66].

Bieri et al. reported a study dealing with G protein-coupled receptors
(GPCR) in which biotinylated membranes containing the protein rhodopsin
in a specific orientation were immobilized in micrometer-sized patterns onto
gold-coated substrates, and SPR was used to follow the process of ligand
binding, G protein activation and receptor deactivation [70].

3.3.4 Titanium Dioxide Substrates

Titanium dioxide substrates can be functionalized by the adsorption of
polycations such as poly(L–lysine) (PLL). Copolymers of poly(L–lysine)–g–
poly(ethylene gly–col) (PLL–g–PEG) also spontaneously adsorb on these sub-
strates and generate a comb-like structure in which the PEG side chains ex-
tend into the solution [71,72]. The PEG chains resist the non-specific adsorp-
tion of proteins on the underlying substrate [73, 74]. By modifying the PEG
side chains with biotin, it is possible to adsorb streptavidin specifically; the
streptavidin layer can be used to capture biotinylated proteins in a microarray
format [75]. This technology is being commercialized by Zyomyx Inc. [76].
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3.3.5 Gels and Membranes: 3D Immobilization

An alternative to printing proteins on flat surfaces is to immobilize proteins in
three–dimensional gels. Gels greatly increase the capacity for the immobiliza-
tion of proteins [77]. Polyacrylamide gels have been produced by persulfate–
[78] and photo-induced [24, 78] polymerization; proteins are bound to the gel
either by the reaction of amine groups on proteins with the glutaraldehyde-
activated gel [24], by copolymerization of acrylamide and bisacrylamide with
acryloyl-modified proteins [78], or by the reaction of antibodies that contain
aldehyde groups after periodate oxidation with polyacrylamide gels previously
activated by partial substitution of amide groups by hydrazide groups [79].
Gel formulations can be tuned to accommodate proteins having a molecular
weight as high as 400 kDa [79]. Commercial offerings of gel technology include
polyacrylamide [80] and polyisocyanate-modified PEG gels [81].

Proteins also adsorb to hydrophobic nitrocellulose membranes. The bind-
ing capacity per unit area is higher than that for flat surfaces, resulting in a
greater sensitivity than that achieved on amine- and aldehyde-modified glass
surfaces [50]. Nitrocellulose membrane microarrays have been used to study
protein–protein, protein–DNA [82], and antibody–antigen interactions [83],
and also to monitor the phosphorylation of proteins during cancer progres-
sion [84]. Polyvinylidene difluoride filter membranes reportedly offer supe-
rior protein binding capacity and mechanical resistance than nitrocellulose
membranes, and have also been used to generate protein microarrays using a
robotic arrayer. BSA was used as a blocking agent to minimize the non-specific
adsorption of proteins [85].

3.3.6 Polymers

Poly(dimethylsiloxane) (PDMS) has been used as a substrate to immobi-
lize proteins both covalently and non-covalently. Yeast kinases were immo-
bilized covalently in arrays of PDMS microwells, by using the crosslinker
3–glycidoxypropyltrimethoxysilane (GPTS) [86]. Microfluidic networks have
also been used to form patterns of proteins, adsorbed non-covalently, onto
hydrophobic PDMS substrates [87].

Electrospray deposition has been used to fabricate protein microarrays on
aluminized plastic substrates. The proteins were administered in a mixture
with sucrose, and were attached to the surfaces either non-covalently or cova-
lently by the reaction of amine groups of the proteins with aldehyde-modified
substrates [88,89].

3.4 Conclusion

The choice of substrate and surface chemistry has a major impact on the per-
formance of DNA and protein microarrays. A wide variety of approaches have
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been used to fabricate these arrays, involving the covalent and non-covalent
attachment of probes (oligonucleotides, cDNA, oligopeptides, proteins, and
small molecules) to glass, silicon and gold substrates, gels and membranes.
Future challenges include the fabrication of microarrays with increased den-
sity, lower background, higher immobilization yield, and higher sensitivity.
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Reagent Jetting Based Deposition Technologies
for Array Construction

Mitchel J. Doktycz

4.1 Introduction

Technologies utilizing arrayed biological reagents are revolutionizing bioan-
alytical measurements. In genomics, initial successes in gene microarray ex-
periments for analysis of gene transcription have led to applications involv-
ing microarrays of proteins [1, 2], whole cells [3], membranes [4] and small
molecules [5]. High throughput screening applications, which exploit small
volume reaction mixtures, are also leveraging off of microarray technology. De-
position technologies have developed to meet the challenges inherent to these
various applications and materials. Deposition technologies must be compat-
ible with the assay requirements (e.g. reagent conservation, volume metering,
array density) and bridge ‘macro–scale’ sample containers to microscale assay
devices.

Two robust technologies are becoming conventional. Currently, most mi-
croarraying of prepared reagents is carried out using pin based, touch–off de-
position techniques, which is the subject of the following chapter in this book.
This technique is inherently simple and numerous variants of pin spotting
are in practice or development. Another approach with gaining popularity is
based on reagent jetting. Similar to ink jetting technology that is commonly
used in desktop printers, reagent jetting does not require contact between the
dispensing tip and surface and allows for metering of extremely small vol-
umes of reagent. This latter technique will be overviewed herein, highlighting
variants and their specific strengths.

4.2 Reagent Jetting – Technology Overview

Various approaches to reagent jetting are currently in use. These techniques
borrow features and technology developed for commonly used ink jet based
desktop printers [6]. These printers are typically drop–on–demand devices that
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use either thermal or piezo based actuation mechanisms (Fig. 4.1). The devel-
opment of mass-marketed printing devices over the past several decades has
facilitated the use of this technology for other purposes, including biomedi-
cal applications, solder dispensing, construction of three–dimensional ceramic
structures and construction of organic-based electronic circuits [7]. Another
class of reagent jetting devices is based on a high-speed solenoid valve. This
latter technique is typically used for industrial applications, such as bar code
printing or container labelling, and is becoming popular in liquid handling
instruments.

A key strength of reagent jetting techniques is the ability to rapidly dis-
pense extremely small volumes (picoliter level) of liquid. When compared to
touch–off spotting techniques, reagent jetting is a gentle deposition technique,
enabling printing on fragile substrates, and can allow for volume metering (dis-
cussed further below). General limitations of the technique are its complexity,
relative to pin printing, and effective operation occurs within a pre-designed
range of physical and chemical parameters. Selection of a particular reagent
jetting technique depends on the intended application. Specific advantages
and disadvantages of different reagent jetting techniques are discussed in the
relevant sections below.

A general consideration is the relation between a dispensed volume and
the resultant spot size. Using a hemispherical cap as a model for a sessile drop
on a flat surface leads to the following relation between spot size (radius, r)
and volume (V ):

V = (3b + b3)πr3/6 (4.1)

Fig. 4.1. Reagent jetting techniques: Cross sectional view of the fluid channel and
nozzle, illustrating the mechanism of droplet ejection, for three different reagent
dispensing techniques is shown. Thermal-based jets (a) operate by rapidly heating
and cooling the reagent, which results in ejection of a droplet. Piezo-based techniques
(b) employ rapid expansion and contraction of the piezo material to cause droplet
ejection. Solenoid based jets (c) function by rapidly opening and closing a valve
that controls the flow of a pressurized reagent
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Fig. 4.2. Predicted relation between dispensed volume and spot size: The calculated
spot sizes are determined based on the dispensed volume and the contact angle
formed between the surface and liquid as shown in the inset drawing

where b is the ratio between the height and radius of the sessile drop. This
value can be related to the contact angle that the droplet makes with the
surface. These parameters are pictorially described in Fig. 4.2. Also shown
in Fig. 4.2 is a graph of this relation using a contact angle of 40◦ (such as
occurs between water and a poly–L–lysine treated glass surface). The graph
shows the relation between spot diameter and dispensed volume. Approxi-
mately an order of magnitude lowering in volume is required to drop the spot
diameter in half, and picoliter scale volumes are therefore required for spot
diameters on the order of a few tens of microns. Such volumes are in line with
reagent jet dispensing. For example, a 1200 dpi printer corresponds to spot
diameters on the order of 20 µm. Alternatively, to achieve small spots, the
contact angle must be increased. Although this variable is not easily changed,
welled structures can be used to demarcate the deposition area. This requires
careful alignment between the dispenser and the target substrate, which can
be challenging when dealing with structures on the order of a few tens of
microns. This relation between volume and spot size highlights one of the
major challenges for employing any liquid dispensing technique for further
miniaturization of arrays.

4.3 Thermal Jet Based Dispensing

Thermal jets, often referred to as bubble jets, eject droplets by superheating a
small volume of liquid near the dispensing orifice (Fig. 4.1a). Typically, a re-
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sistive heating element is controlled such that the application of current causes
rapid heating of the ink. This generates a vapor bubble, forcing liquid from the
nozzle (middle panel, Fig. 4.1a). Upon cooling, the bubble collapses, pinching
the liquid stream and allowing for the channel to refill (lower panel, Fig. 4.1a).
Heating and cooling can occur very quickly, with repetition rates greater than
10,000 Hz being typical. Considering the simplicity of the required structure,
which consists of a liquid channel, nozzle and heating element, thermal jets
can be fabricated at high density using techniques developed in the semi-
conductor industry. The simple manufacturing process coupled with the high
demand for desktop printers have led to low cost, disposable print heads.

A significant difference between desktop printers and those needed for high
throughput screening applications is the number of ‘inks’ required. The few
ink cartridges needed for color printing pales in comparison to the thousands
of reagents used to create a cDNA microarray. This necessitates cleaning and
refilling of the ink cartridges. A further complication is the ink formulation.
Commercial printers are optimized for specific ink compositions and print-
ing densities. Factors such as surface tension and viscosity must be carefully
controlled. Further, these inks are often matched with the properties of the
print media for optimal performance. Similar considerations are necessary for
adopting thermal jet based printing for biomedical applications. To date, cus-
tom thermal jet print heads, specifically designed for microarray printing, have
not been described. Nevertheless, several examples on the use of commercial
printers, adapted to printing biomaterials, have been published [8–10].

To adapt a commercial printer for dispensing DNA or protein solutions, the
ink cartridge must be carefully rinsed out and replaced with the biochemical
in a solution of similar viscosity and surface tension as the original ink. This
can be done by the addition of various reagents such as ethanol [8], glycerol [9]
or a detergent such as sodium dodecyl sulfate [10]. The printed spots can be
extremely small, on the order of a few tens of microns, which is consistent
with the dispensed volume of a few tens of picoliters. The rapid heating,
which can reach temperatures of 200–300◦C, could presumably cause protein
degradation which would lead to low protein activity as well as clogging of
the nozzle. However, while extensive evaluation of different proteins has not
been performed, the problem of protein denaturation does not appear to be
significant. This is likely due to the highly localized heating which expands the
liquid behind the ejected droplet. When spotting nucleic acids, the potential
for denaturation may be advantageous because single stranded probes are
desired.

While the use of a commercial printer for printing biomolecules takes ad-
vantage of low instrumentation costs and exploits various computer software
programs for defining the printed regions, there are no simple means for chang-
ing reagents and complete recovery of unused material is not possible. There-
fore, such an approach is only useful for applications where one, or a few
reagents, need to be patterned.
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4.4 Piezo Jet Based Dispensing

This technology operates by mechanically inducing a pressure wave into the
liquid. Rapid dimensional changes of a piezoelectric material can induce this
pressure pulse to eject a single droplet (Fig. 4.1b). A number of different
designs are employed in desktop printers, with the piezoelectric material op-
erating in either a push, pull, shear or squeeze tube mode [6]. The charac-
teristics of the droplet are dependent on a number of factors including the
physical and chemical characteristics of the liquid, the nozzle structure and
the dimensions of the preceding fluidic chamber. Commercial desktop printers
employ dozens to hundreds of individually controlled dispensers. In contrast
to thermal jet printers, single channel piezo-based dispensers are commer-
cially available for applications other than desktop printing. Instruments or
components from manufacturers such as MicroFab Technologies [11], Micro-
drop GmbH [12], and Perkin Elmer Life Sciences [13] are commonly used
for biomedical applications. Perkin Elmer’s Packard BioChip ArrayerTM and
SpotArrayTM Enterprise are specifically designed for microarray construction.

The majority of dispensers for research applications are based on the
squeeze tube design. Typically, a glass capillary is mounted inside a cylindri-
cal piezo material. A specific voltage pulse is applied to the piezo material to
create the pressure pulse. The optimal duration and amplitude of the voltage
depends on the design of the device. Typically, the diameter of the dispensed
droplet matches closely the diameter of the orifice. Volumes of a few picoliters
are reproducibly dispensed at rates of a few thousand per second. Figure 4.3a
displays an ∼ 10 pl drop being dispensed from a 20 µm orifice. The image in
Fig. 4.3a is actually a composite of 15 dispenses captured with a synchronized
Xenon strobe lamp and illustrates the reproducibility of the technique. The
spots that are formed from a single dispense are on the order of 50 µm in
diameter (Fig. 4.3b). The Packard BioChip ArrayerTM uses a 75 µm nozzle
and dispenses drops on the order of 300 pl. This leads to spots on the order
of 200–300 µm when dispensing onto a glass slide [13]. These volumes and
resultant spot sizes are consistent with the estimates displayed in Fig. 4.2.

The sub–nanoliter volumes that can be dispensed and the commercial
availability of the technology are clear strengths of the piezo jetting tech-
nique. However, a complication is that the dispense nozzle must be filled with
the desired reagent and a specific fluid pressure must be maintained for dis-
pensing. Appropriate pressure in the fluid tube is necessary for preventing
the reagent from dripping out the nozzle and for optimal performance of the
device. One method, aspirating sample through the nozzle, requires sufficient
time to stabilize the system pressure and can reduce fluid handling through-
put. Further, small nozzle diameters can lead to clogging and slow aspiration
rates. Alternatively, the dispenser can be dedicated to delivering a particular
reagent by filling from a reservoir behind the nozzle, much like in a conven-
tional desktop printer cartridge.



68 Mitchel J. Doktycz

Fig. 4.3. Piezo-based reagent jetting: (a) composite image of a droplet ejecting
from 20µm nozzle (MicroFab, Inc.). The volume droplet is on the order of 10 pl. (b)
shows the array that results from individual dispenses

Considering the capabilities of piezo jet dispensing, many applications are
under development [11]. For example, microarraying of previously prepared
DNA probes is competitive with pin based deposition techniques, especially
when many dispensing tips are used in parallel. Additionally, in situ con-
struction of high density oligonucleotide microarrays appears to be a viable
technique [14]. This application involves an array of piezo jets operating in
a dispense mode. Each dispenser delivers a unique reagent required in the
phosphoramidite-based synthesis of DNA oligomers [15]. By defining the loca-
tion of individual dispenses, large arrays of long oligonucleotides (e.g. 60–mers)
of designed sequence can be constructed at high density. Other applications,
such as in high throughput screening of pharmaceutical compounds, have also
been considered [16]. The small volumes that can be dispensed are ideal for
economical evaluation of large numbers of samples.

4.5 Solenoid Jet Based Dispensing

A third commonly used reagent jetting technique is fundamentally different
from the other two. The thermal- and piezo-based reagent jetting techniques
function as fluid pumps. The solenoid-based technique exploits high speed
valves. In operation, the valve is positioned between a pressurized fluid source
and a nozzle (Fig. 4.1c). Rapid actuation of the valve causes fluid to stream
from the nozzle. High speed miniaturized solenoid valves are available from
the Lee Company (Westbrook, CT). These valves can open and close as often
as ∼ 1200 Hz under pressure heads on the order of 10 psi. To operate at these
rates, a voltage ‘spike’ (∼ 40V), as short as 150 microseconds, is applied to
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rapidly open the valve. The valve can then be held open for longer pulses, or
indefinitely, using a lower ‘hold’ voltage (∼ 8 V).

An advantage of this approach to reagent jetting is the ability to precisely
meter nanoliter–scale volumes of fluid. Typical syringe pump based liquid
handling instruments operate in the microliter to milliliter range and are in-
appropriate for arraying or high throughput applications at smaller volumes.
Conversely, the picoliter scale quantities dispensed with thermal or piezo-
based techniques are too small to effectively deliver volumes in the nanoliter
range. To increase or alter the delivery volume using these techniques, mul-
tiple dispenses are necessary. Even at high actuation rates, such an approach
is too time consuming [16]. With solenoid-based dispensers, volumes ranging
from a few nanoliters to several microliters can be rapidly delivered [17]. Flow
through the valve is dependent on a number of parameters, including the ap-
plied pressure, valve opening time, fluid viscosity, and nozzle dimensions. The
valve opening time is the easiest variable to control and can be modulated by
simply changing the duration of the hold voltage. The linear relation between
dispensed volume and valve opening time is shown in Fig. 4.4.

Several fluid dispensing devices based on solenoid valve technology have
been described [17–19]. The technology is relatively simple to implement, en-
abling the construction of custom instruments for desired applications. Com-
mercial systems based on solenoid valve technology are available from Carte-

Fig. 4.4. Graph of the volume ejected as a function of valve pulse width for a
solenoid-based reagent jet. A linear relation between the dispensed volume and valve
opening time is observed. A pressure head of 10 psi and a nozzle of 125 µm inner
diameter was used. The volumes were determined by weighing the sum of 1000
dispensing events
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sian Engineering and Innovadyne Technologies. Cartesian produces a com-
plete system, containing motion control and fluid handling. This system uses
a finely controlled syringe pump for aspiration and for maintaining a desired
hydraulic pressure when dispensing. Incremental steps of the syringe pump
are timed relative to the solenoid valve opening to dispense reagents.

Innovadyne Technologies, Inc. manufactures ASAPTM technology and is
integrated into different commercial liquid handling platforms. At the heart
of Innovadyne’s technology is a ‘hybrid valve’ structure that controls the flu-
idic connectivity for performing different operations. An expanded view of
the valve is shown in Fig. 4.5. The switching valve is a flat face configuration,
similar to that found in conventional high performance liquid chromatography
applications. The face of the rotor is grooved and pressed against the stator
face. The stator contains fluid ports that connect to the various components
via a microfluidics structure. Turning the rotor changes the fluid paths based
on the design of the grooved surface. A stepper motor performs the rotation
and the actuator body applies pressure to the face of the stator to prevent

Fig. 4.5. Expanded drawing of the hybrid valve: The individual components of the
hybrid valve are illustrated. In operation, a stepper motor turns the rotor through the
actuator body. The position of the rotor, relative to the manifold (stator), determines
the fluid pathway. The fluid pathways for the aspirate and dispense positions are
shown (Reprinted with permission from Innovadyne Technologies)
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leakage. With this set up, multiple fluid streams can be switched simultane-
ously and rapidly. Further, multiple functionalities can be integrated without
interfering in the sample path. This prevents contamination of the solenoid
valve that can reduce its operational lifetime. Additionally, different compo-
nents such as syringe pumps, washing and purging sources, or reagent sources
can be integrated depending on the application. The hybrid valve can deliver
greater than 200 individual dispenses per minute and deliver volumes ranging
from 50 nl to 10 µl with less than 5% coefficient of variation.

Several applications based on solenoid-based reagent jetting have been de-
veloped. Although the system can be used for microarraying, the typical lower
limit on droplet volume (∼ 1 nl) is too large to produce high density microar-
rays. Other applications exploit the technique’s ability to rapidly dispense
a desired volume. These applications include high throughput screening of
pharmaceutical candidates or synthesis of combinatorial libraries [18]. When
used as a reagent dispenser, care must be taken not to expose the valve to
harsh solvents as this can lead to degradation of the valve seals. The use of
solenoid-based reagent dispensing has also been described for the automated
screening of protein crystallization parameters [19]. The ability to dispense on
the nanoliter scale, afforded by solenoid-based reagent jets, allows significant
miniaturization and higher throughput leading to significant cost savings.
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Manufacturing of 2-D Arrays
by Pin-printing Technologies

Uwe R. Müller and Roeland Papen

5.1 Introduction

Seldom has a simple concept had such an impact on the Life Sciences as the
application of ‘pin–printing’ to the arraying of biological materials, creating an
entirely new movement in biotechnology. While Affymetrix developed a costly
high tech precision photolithography process to produce high density arrays
of oligos, Schena, Davis, Brown and Shalon, then at Stanford University, used
a single split pin, mounted on a home-made X–Y–Z robot, to transfer small
aliquots of cDNA from a 96–well microplate onto surface modified micro-
scope slides, thereby providing the research world for the first time access to
high density microarrays [1]. What followed was a popularization of pin tool
printing technology, aided by the emergence of several new companies that
focused on delivering robotic instrumentation to deliver nano– and picoliter
volumes of biological materials to a substrate at ever increasing density. While
transferring liquids with pins, hollow needles or capillaries appears low-tech,
the small amount of liquid that is being transferred and especially the need
to print many different fluids without sample mixing provides a significant
technical challenge. Different approaches and solutions have been developed
to meet these challenges. While non-contact jetting technologies have been
discussed in the previous chapter, the focus here is on a variety of pin-based
techniques and procedures, as well as key elements in the printing step that
are crucial for obtaining high quality arrays.

5.2 Definition of ‘Contact’ Pin–Printing

Contact pin–printing derives its definition from the fact that at the critical
point in the process a continuity exists between the transfer device (pin), the
fluid (liquid) and the receiving surface (substrate). Several important physical
and chemical properties of these three elements affect their interaction and, in
combination with other environmental conditions (e.g. humidity), determine
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the volume of the transferred liquid and the geometry of the resulting spot.
Among these properties are viscosity and surface tension of the liquid, the
geometry of the pin, the force of deposition and speed of retraction, and the
wetting characteristics (hydrophobicity) of both the substrate and the transfer
device. Contact between all surfaces with a multiplicity of different fluids also
indicates the need for washing the pins between different transfers, another
important parameter contributing to the reliability and quality of printing.

In difference to contact printing, ink jet-based technologies such as solenoid
and piezo–electric dispensing are considered non-contact technologies, as there
is never continuity between dispensing element, liquid and receiving surface.
Transfer volume and spot formation are therefore determined by fewer inter-
acting parameters, which results in somewhat better quantification and more
uniform spot morphologies than achievable with contact printing, however
typically at the cost of higher instrument complexity and therefore higher
price. For a comparison of robotic arraying instruments, see [2, 3].

In reality, even ink jet printing may be considered a contact printing tech-
nology since the drop–formation is determined by interaction of the fluid with
a physical orifice [4]. The only true non-contact printing technology is there-
fore based on focused acoustics, where sound energy is coupled into the bottom
of a container and a droplet ejected upwards by focusing acoustic energy at
the meniscus. The formation of the ejected drop depends solely on the fre-
quency, energy and duration of the tone burst and eliminates variability and
limitations due to solid–liquid interactions [5].

5.3 Overview of Different Pin Technologies

While Pat Brown and others initially used only a single pin for printing an
array, the need to transfer to more destinations, faster, smaller and more
precisely led to many different embodiments of the transfer pin and supporting
robotics. The basic pin types are reviewed below:

Solid Pins: Solid pins have excellent reproducibility for both transfer volume
and spot size as long as they are adequately washed between liquid transfers.
Typically only one spot can be printed and the pin needs to be re-loaded with
new material after every deposition, whereby the amount of liquid loaded is
proportional to the diameter of the pin. Solid pins have the lowest sample
wastage (< 15%) of all the pin types, have an excellent CV (coefficient of
variance) for transfer volume (as low as 2%) and spot–size, and are more
robust with regard to impact. The disadvantage is low throughput, and if
more than one solid pin is used in a system to make up for this deficiency,
the variability in spot–size and volume transferred increases proportionally as
a function of pin quality (e.g. uniformity of pin diameter, surface treatment,
etc). Pin performance is a function of dimensions and coating, and there are
several manufacturers offering different choices [6, 7].
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Ring and Pin: Only one commercial arraying system (the Affymetrix
GMS417; formerly Genetic Microsystems) is based on the ring and pin tech-
nique. This process involves capturing a film of sample liquid inside a small
ring by dipping it into the sample solution. For sample deposition a solid pin
is pushed through this ring, whereby some of the sample is carried by the flat
end of the pin to the substrate surface. The continuity of the sample film is
typically not disrupted by this pin movement. Thus, the ring acts as a sample
reservoir allowing multiple depositions without having to return to the sample
source. A CV for spot–size of < 10% (across 4 pins) has been reported [8]. The
disadvantage is a higher susceptibility to environmental conditions, especially
humidity, that affects both the concentration of the sample in the film as well
as the stability of the film itself. This technique is also very wasteful of sample
since a large dead volume is required in the source well (to cover the ring),
and not all the material in the film can be transferred. For example, a typical
load volume on a GMS427 ring is 1.5 µl, of which typically only 6.7 nl (4
replicates/slide × 42 slides × 40 pl/spot), or less is used, meaning that 99.5%
of the sample is wasted.

Micro–Fabricated Pin Array: An extreme example of parallelization is
the print plate from Corning, an etched silicon surface containing more than
one thousand 100 µm posts in an array layout and matching perfectly to a
funnel reservoir containing the samples to be transferred. The print plate is
inserted into the mated funnel and removes a few picoliters out of each channel
upon retraction, which is then deposited onto a substrate. Positionality is
excellent as the spot to spot distance is not affected by robotic motion but
is a feature of the print plate. The throughput and reloading is improved by
moving the substrates (microscope slides) in between the reservoir (funnel)
and the pinplate, keeping travel distances small and allowing quick reloading
between prints. The CV’s for transfer volume and spot–size are on the order
of 9% (over a thousand pins), and there is little sample wastage on the pin
(< 15%). Disadvantages include the high set–up cost of this very specialized
manufacturing equipment. This new and unique process is described in detail
further in this chapter.

Dip–Pen NanolithographyTM: This technology represents the smallest
‘solid pin’ to date and is based on atomic force microscopy. The AFM tip
serves as the pen that is coated with organic molecules which are transferred
via a water meniscus to the substrate surface [9–11]. This allows extreme
miniaturization with spots of less than 0.5 µm in diameter. This new technol-
ogy is described in more detail in Chap. 6 of this book.

Split or Quill Pin: These types of pins represent the biochemist’s version
of the old quill pen, basically a goose feather with a slit at the end that was
used to draw up ink. For microarraying these pins are now machined with
high precision to contain slits of 15–50 µm. After loading 0.1–0.5 µl they can
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dispense hundreds of spots through tapping on the surface to expel droplets
in the nl to pl range [6, 7, 12, 13]. The exact volume is a function of the
tapping force, the slit dimensions, the fluid viscosity, and other parameters.
The advantage is that many spots can be printed with relative consistency
without having to reload the pin. On the negative side, the tapping action of
the spring loaded quills may damage delicate surface treatments or remove
reactive binding groups from the surface of either the pin tip or the chip,
resulting in both non-uniform deposition and variable binding efficiencies.
However, these split pins can also be used in a non-contact mode to avoid
these problems [14].

Stealth Pin: The Stealth contact printing technology from TeleChem uses
precision pins with flat tips and defined uptake channels that act as sample
reservoirs, similar to the quill pins. They are by far the most used transfer
pins for arraying to date. Pins are available in a wide assortment of tip and
channel sizes, allowing users to specify spot diameter and loading volume. Pins
are manufactured with advanced micro–machining and polishing technologies
with exceptionally tight tolerances and come in a wide assortment of sizes
and reservoir capacities. The CV’s for transfer volume and spot–size are on
the order of ∼ 12% (across twelve pins). While these pins allow multiple spots
to be printed per load (> 160), they still waste a lot of sample (> 70%)
and require an excess amount of sample in the source well. Tips have to be
pre-blotted and the transfer is sensitive to humidity and sample composition,
resulting in relatively high variability in the amount of deposited material [15,
19].

Hitachi X–Cut Pin: The SPBIOTM Microarray Station of Hitachi Genetic
Systems uses a new pin design with an X–groove cut into the pin tip that
enables it to capture larger volumes as well as control the spot morphology
better. Due to the enclosing effect of the pin geometry this liquid reservoir
lasts longer and evaporation has less of an effect on the concentration and spot
morphology. Excellent CV’s were obtained for transfer volume and spot–size
(1–7%) [17]. Low sample wastage (< 20%) and lower source dead volume are
further advantages.

Capillary Pins: One of the early developers of capillary contact printing was
former Genometrix, which used very fine capillaries connected to a microplate
reservoir in order to deposit spots in the nanoliter range. While solving the
reservoir problem and partially protecting the transfer liquid from evapora-
tion, the sensitivity of the system to bubble–formation in the capillaries during
loading and operation resulted in major difficulties in controlling hydrostatic
pressure in each capillary line. Both non-printing events and run–outs (de-
positing too much sample) hampered overall reliability.

A similar technology is employed by Vysis, Inc. in their manufacture of
DNA chips for the Genosensor SystemTM. Short steel needles (25–75 µm ID)



5 Manufacturing of 2-D Arrays by Pin-printing Technologies 77

with a plastic reservoir at one end are loaded with DNA solution, and the
capillary is then connected to a high precision air pressure system. Fluid is
dispensed by a combination of air pressure and inertia. After a rapid down–
movement of the capillary, it stops some 20–50 microns above the slide surface
by which a droplet forms at the tip of the needle. Though the needle tip never
touches the slide surface, the fluid droplet (∼ 300 pl) makes contact and is
‘ejected’ by a millisecond air pulse [18]. The main advantage is that only
the fluid touches the slide, which leaves its surface without any damage. In
addition, the relatively large fluid reservoir allows many prints off the same
needle and storage of the needle between print–runs. The main disadvantage
is that only a single needle can be used, requiring accurate X–Y–Z calibration
of the needle tip position after a needle change, thereby limiting the use of
this system to the manufacture of relatively small arrays. Recent data on
reproducibility are not available.

Micro-Machined Capillary and Quill Pins: A miniaturized version of the
capillary pin is the micro-machined pin [19] that uses differences in surface
tension to move the ink inside an etched channel. Spots with an average
diameter of 16 ± 3 µm can be printed, which is approximately 7–fold smaller
than the average spots produced by TeleChem Stealth pins. The MicroSpot
pins manufactured by Oxford Laser have a slit width as small as 5 µm, but
we have no data on spotting performance [20]. The MicroSpotTM pins from
Matrix Technologies are made of tungsten and cut by laser. With a fill volume
of 55 nl and a dispense volume on the order of 50 pl they can be arrayed into
a 10K pin tool for dispensing of up to 100,000 spots per glass slide [13].

Massively Parallel Fiber–Optic Capillary Printing: GenoSpectra (Fre-
mont, CA) has developed a novel high speed printing technology, termed
FiberPrint, that is capable of depositing liquid samples onto flat surfaces in
a massively parallel fashion. A fully automated FiberPrint system is capa-
ble of printing 10,368 uniquely addressable DNA (oligonucleotide or cDNA)
probes with up to 3 repeats onto the surface of a standard microscope slide,
totaling over 30,000 spots per slide. This system uses specially designed print–
heads containing over 10,000 fiber optic capillaries that are bundled together
to form a flat (level to within 4 µm) print–head surface (Fig. 5.1). DNA or
other solutions to be deposited are stored in micro–well plates assembled in
a pressure chamber. Samples are deposited in 400 pl volumes with high fi-
delity and spot uniformity. With an estimated throughput of 2400 slides per
day the FiberPrinter system appears ideal for high throughput, low volume,
and highly parallel deposition of liquids with CV’s around 9% across 10k
capillaries (Fig. 5.2). Similar to the Corning GenII System, the FiberPrint
reduces larger source well dimensions into the smaller array–dimensions by
compressing connecting capillaries into a dense print–head. (Data provided
by Geno–Spectra; no references to published information are available).
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Fig. 5.1. Schematic of the FiberPrint system (courtesy of GenoSpectra)

Fig. 5.2. Image and measured quality of a labelled oligo array deposited by a 10k
FiberPrint printhead (courtesy of GenoSpectra)



5 Manufacturing of 2-D Arrays by Pin-printing Technologies 79

Disposable Pins: VP–Scientific has recently introduced disposable one–
time–use pre-molded pin–arrays. The pin–array is made out of polypropy-
lene and has 96, 384 or 1536 pins that transfer between 120–135 nl per pin
with a CV of 8–12% [7]. Adapters are available for integration of the dispos-
able print head with various robotic platforms, which allows transfer of whole
plates’ worth of DNA samples at a time. This avoids the need for washing
and therefore eliminates cross–contamination, further enhancing the integrity
of the array. The adaptability to existing robotics greatly increases their use-
fulness for arraying.

In addition to the pins discussed above, a variety of other materials and
pin designs have been explored by different groups and industrial manufac-
turers [19,21].

5.4 Other System Components
and Environmental Factors

While the pin is the core of a contact printing system, other system compo-
nents and environmental factors influence its reliability and reproducibility.
Proper monitoring, maintenance, calibration and minor adjustments of these
can make the difference between optimal performance and bad arraying. Key
factors include:

Pin Holders: Pins are typically held ‘floating’ in a pin holder, meaning that
they are held in position in guiding sleeves by gravity and prevented from
falling through due to a mechanical stop; yet they are free to move upwards
as the pin hits the substrate. This avoids excessive wear of the delicate pin tip
and minimizes damage to the substrate surface. Critical in this arrangement
of the guiding sleeves are tight tolerances to minimize angular deflections of
the pins, but enough space to prevent bonding between the tip and the holder,
which can result in tips no longer reaching the substrate. Telechem Stealth pins
also feature a pin ‘collar’ that prevents rotation, providing near frictionless
printing. Material choices are also important here to prevent static build–up
on the tips and print head, which can dramatically lower print quality.

Multiple Pins: Machine tooling of pins is a delicate procedure, and given
the small dimensions of the pin tip, it is often necessary to match pins in the
same grid to minimize performance variations from pin to pin. Maintaining
near perfect parallelism between the print head and the plane of the substrate
becomes increasingly difficult with increasing number of pins and increasing
size of the print head. Adjusting this planarity by mechanical means in addi-
tion to pin selection is essential to good printing and affects the longevity of
the pins. Typical configurations for print heads are 4 pins in a 2 × 2 or 2 × 6
format with 9 mm center to center spacing for 96–well source plates, and a
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4 × 4, 4 × 8 or 4 × 12 format with 4.5 mm center to center spacing for 384–
well plates. These dimensions are mostly dictated by the fact that the usable
surface area on a glass microscope slide is limited to approximately 22×60 mm
(excluding label and edges to fix a hyb–chamber). With a single transfer pin
it is possible to maintain the relative position of the samples after printing
on the array the same as in the source plates. For multiple pin configurations
this is not possible due to the fixed format of the pins and the dimensional
difference between source plate and array, requiring sample tracking software
for dealing with large numbers of samples.

Environmental Control: As soon as the pin, tip or capillary is loaded with
sample, a race against time starts since evaporation at the liquid interface
will change both the volume on the pin tip and the concentration of the bio-
molecules in that volume. Solid pins are most vulnerable to evaporation, but
even for quill pins the amount of liquid available for deposition will eventually
be reduced by evaporation, acting as a counter force in the substrate–liquid–
pin interaction, and slowly reducing the volume deposited in each spot. Ap-
plication notes by MiraiBio [17] clearly show the effect of evaporation on the
X–cut solid pins. But even capillary pins, while protecting the transfer liquid
better, are subject to evaporation. Typically a 70 micron orifice capillary will
concentrate an analyte at the bottom of the tip by about 10% per second
for the bottom half nanoliter. This often results in what is called “the first
drop effect”, whereby the first spot may result in a higher signal intensity
than subsequent spots. Evaporation control is also important for the source
plates, as lengthy exposure to typical laboratory environments may concen-
trate the DNA solutions in the microplates and create variability between
different samples. Furthermore, the rate at which the deposited fluid dries on
the substrate surface affects spot morphology. Therefore, most manufacturing
quality arraying robots are equipped with some type of enclosure to maintain
a consistent humidity level, ideally between 55–70%. For high density arrays it
is also advisable to keep the source plates cooled to minimize evaporation over
the term of the printing run. Additional cooling or heating of the substrate
may be required for printing of protein arrays to either minimize the risk of
protein denaturation or to enhance surface reactivity.

Due to the micron dimensions in which spot sizes are measured, it is clear
that dust particles, lint and other airborne debris can have a detrimental effect
on the array quality either by clogging up the capillary channels in quill or
capillary pins or by ‘smudge’ deposition, thereby disrupting surface tension
and affecting spot morphology. In addition, any dust particles that stick to
the slide surface and are not removed by the hybridization or washing process
will typically affect the imaging, since such particles scatter light and tend to
also fluoresce across the visible spectrum. Deionization of the air as well as
selection of anti-static materials in the system can be very helpful in avoiding
that slides become dust traps.
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Positional Robotic Control: The limitation on array density is primarily
determined by spot diameter and secondarily by the positional reproducibil-
ity and accuracy of the robotic XYZ stage. Typical spot sizes for pin based
printers are between 100 and 200 µm in diameter, though significantly smaller
spots can be made with Nanoplotters (see Chap. 6). While even relatively low
cost stages provide positional accuracy and reproducibility in the range of tens
of microns, manufacture of high density arrays and prolonged production runs
may require more precise stages with single digit micrometer precision and ac-
curacy as well as positional feedback to compensate for system errors. Precise
control of speed, acceleration and positional accuracy in the Z–axis are also
critical to contact arraying, as described below in the printing process section.

Washing System: Essential for consistent print performance and low carry–
over is a good washing system. While some commercial arraying systems rely
on a simple water rinse to clean the tips between different samples, other
systems use additional ultrasonic cleaning or pressurized–jet streams of water
that are directed at the tips for a more efficient rinse. A combination of both
approaches as well as procedures that use specific cleansing and soaking fluids
have been reported [15,22].

5.5 Pin Printing Process

5.5.1 Dynamics of Spot Formation

As mentioned above the elements interacting in spot formation and spot mor-
phology are the geometry and surface properties of the pin and the substrate,
as well as the viscosity, composition and resulting surface tension of the sam-
ple. Some of these issues have already been addressed in Chaps. 2 and 3 of
this book, and for the more intricate physics involved we refer the reader to
the literature [23–26]. Our focus here is on the key issues in the mechanics of
the process.

In the first step the pin is dipped into the ink reservoir, whereby the pene-
tration depth and time of the pin in the fluid is important. Over–immersion of
the pin will result in loading too much sample, causing the deposition of too
large a drop for single transfer solid pins, and even for the first depositions of
quill pins. It can also lead to unwanted carry–over in subsequent cycles. Obvi-
ously, immersion times have to be sufficiently long to fill up the capillaries in
the case of quill style pins. Before starting the print, it is advisable to blot the
loaded pins for a specific number of ‘pre-print’ spots on a sacrificial substrate
to condition the pins and eliminate ‘first spot effects’.

In the second step the pin is contacted with the substrate surface for de-
livery of the ink. Several parameters influence the amount of liquid that is
deposited and the resulting spot size. First, the force (speed) with which the
tip impacts the substrate is particularly critical for capillary and quill type
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pins, requiring good control of deceleration in the Z–axis. Upon contact, the
pin diameter and the topography of the tip and substrate determine the type
of gap that is formed, the capillary forces that are generated, how much liq-
uid is squeezed between pin and substrate, and how much is pushed beyond
the perimeter of the tip. For an aqueous sample the capillary forces will hold
the liquid between the pin tip and the substrate surface in an area slightly
larger than the pin diameter. How much of this fluid remains on the substrate
depends on the dwell time and Z–retract speed of the pin, the surface tension
and viscosity of the fluid, and the contact angles at the liquid substrate in-
terface. For very large contact angles the deposited fluid may first chaotically
recede while evaporation diminishes the drop volume before it is pinned down.
If the pin is retracted too fast, satellite spots may be created as the liquid
thread between retracting tip and substrate breaks unevenly. These satellites
can cause contamination of other spots in the array (Fig. 5.3) [26].

Assuming that all environmental, surface and mechanical parameters can
be maintained consistently, the amount of biomolecule solution that is trans-
ferred becomes a function of the ink composition and biomolecule concen-
tration, pointing to the need for uniform concentration and fill levels in the
source plates. After deposition, the final spot morphology is mostly depen-

Fig. 5.3. Spot formation and liquid column break-up on a substrate (courtesy of
Prof. Osman Basaran, Purdue University)
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dant on the rate of evaporation, contact wetting angles and composition of
the fluid [24,25].

5.5.2 Importance of the Substrate and its Surface

From a pin–printing perspective the ideal substrate surface is flat and its
coating is uniform. The most prevalent substrate for spotting DNA is still the
microscope slide coated with either an amino–silane or aldehyde group. The
process of attaching organosilanes with various functional groups to glass has
been known for over 30 years and can be easily duplicated in any lab. Pro-
ducing such surfaces in high volume and with reproducible and stable contact
angles, however, remains an art, a fact that is reflected in the high ‘value add’
that the surface coating brings to a basic glass slide. Other than the contact
angle, the most relevant surface characteristic for the fluid deposition process
is the thickness and pore–size of its coating. In fact, recent developments have
increased the amount of material that can be transferred to the surface by
introducing a 3–dimensional nature, providing more surface area and even
giving the surface the wicking effect of a membrane [27–29]. This in itself may
have a significant effect on the variability in spot size and drop volume, but
is especially critical for contact deposition, since the impact of the pin may
damage or alter the surface and its wicking characteristics.

The detailed physico–chemical properties of the substrate surface and how
that impacts the amount and the mechanism by which the biological material
is bound in the arraying process has been the subject of two of the preceding
chapters and will not be further discussed here. Also note that the optical
characteristics of the glass and its coating are equally important for the de-
tection process, since most current assay formats rely on optical read-out (see
Chaps. 8 and 11).

5.5.3 Software and Data–Tracking

Software control is a critical component of contact printing systems. They
provide the user with an interface to manage the operation and to fine–tune
critical variables and system parameters such as array spacing, number of
pre-print spots, Z–motion control, dwell time, wash and dry sequences. More
expanded configurations also include sample tracking software that allows the
source well coordinates to be related to its spot location within the printed
array on the destination substrate. Integration of sample tracking software
with a data management system enables a scientist to rapidly design array
experiments as well as de-convolute and link experimental results back to
the printing process for optimization. A large number of software packages,
either system specific or generic, are available from different vendors, and have
integrated quality control features that can monitor the printing process and
alert the user to deviations from operational specifications.
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5.6 Example of a High Throughput Pin–Printing System
for Manufacturing of 2D Arrays –
the Corning GENII System

A remarkable new technology for high speed printing of high density arrays
was recently developed by Corning, Inc. Recognizing the opportunities in this
field for a company with high quality engineering and manufacturing exper-
tise, researchers at the Corning research facilities in Avon, France and in
Corning, NY modified an existing proprietary technology that was originally
developed for printing of colored dots onto the back of TV screens with 6
sigma reproducibility. The basic components and operating principle of this
technology are shown in Fig. 5.4. Relying on an extrusion technology devel-
oped for producing catalytic converters for the automotive industry, a ceramic
preform is fabricated, consisting of a honeycomb like structure that contains
approximately 2000 circular channels of ∼ 1 mm diameter. This structure
is then locally reheated and redrawn (b), whereby the integrety of all chan-
nels is maintained. A precursor printhead (c) is cut from the conical section,
and, after polishing both ends, the internal channel surfaces as well as the
end surfaces are treated. The final print–head (d) has a funnel-like structure
where the channels at the narrow bottom end have an internal diameter of
less than 200 µm. For each printhead, a unique pin–plate (f) is etched from
silicon to contain an array of ∼ 100 µm diameter pins (g) to fit the bottom
end of the print–head. Pin–plate and printhead are then assembled into a me-
chanical device that can move the pin–plate into or out of the channels with
high precision. A computer controlled robot station is then employed to load
approximately 6 µl of DNA solution from pre-formatted microplates into each
channel (typically only the center 1100 to 1200 channels are used). Capillary
forces move each fluid to the bottom end of the printhead and maintain them
near the end surface, where they can come in contact with the inserted pin–
plate. Once loaded, the completely assembled print–head is mounted onto a
manufacturing bench that provides for the precise movement of a glass slide
(h) between the print–head and the pin–plate, when the latter is in the down
position. In a synchronised motion the pin–plate moves up to pick up a few
picoliters of fluid from each channel with the tip of each pin, retracts to allow
for a slide to move into position, and then moves up again to make contact
with the slide. The completely assembled GENII manufacturing system holds
an array of 10 printheads with a continuous path for the glass slides for the
printing of up to 10 subarrays per slide, i.e. over 10,000 spots per slide in
about 1 minute.

In addition to high speed, this system has the advantage of high repro-
ducibility, since thousands of slides can be made in a single print–run without
having to reload any DNA solutions. Comparative studies at Corning between
a robotic quill–type pin printing system and the GenII system have shown
that judged by the quality of hybridization data, the GenII system delivered
equal or better arrays. When combined with a quality slide surface, such as
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Fig. 5.4. Corning’s GENII High Speed Array Printing System. (a) Extruded pre-
form, (b) sintered and redrawn preform, (c) Print head cut from redrawn preform,
(d) finished printhead, (e) top-view of printhead revealing honey comb structure,
(f) pin–plate, (g) scanning EM of pinplate, (h) glass slide (Images Courtesy of
Corning, Inc.)

the Corning GAPSTM slides [30], and a high sensitivity assay system (see
Chap. 11) the arrays manufactured by the GENII system produced 3 logs of
dynamic range and CV’s of < 9% for the same spots between multiple slides
that were sampled from different manufacturing runs.

As discussed in Chap. 11, a quality control for array performance typically
includes a so called self–self hybridization, whereby RNA from the same source
is labelled separately with a green (Cy3) and a red fluorophor (Cy5) by reverse
transcription, and the resulting cDNAs are mixed and hybridized to the array.
The results of such a test with RNA extracted from breast cancer cells is shown
in Fig. 5.5. The image reveals spots of similar color composition but varying
intensity. This is expected and is quantitatively demonstrated in the graph.
The composite color of each spot should be the same, since the red/green ratio
for each spot should be similar. The total intensity however, should correlate
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Fig. 5.5. Self–self hybridization of Cy3 and Cy5 labelled total RNA from MDA
breast cancer cells on a Corning 4K cancer array. The composite image combining
both colors of one of the 4 sub-arrays is shown on the left. Empty spots are from
channels that were either not used or filled with a DNA free solution to control for
channel cross-contamination. A correlation analysis of all spots in the array is shown
on the right

with the amount of mRNA present in the RNA sample for a given gene, which
can vary by up to 4 logs. A good array should be able to reflect this variation
in gene expression and reveal at least 2.5–3 logs of dynamic range.

5.7 Conclusion

The successful development of the microarray platform required a merging of
the latest technologies in chemistry and biology with those from physics and
engineering. At the basis was the classical robot equipped with novel pin–
tools to enable the significant growth and popularity of this new technology.
Whether DNA, protein, lipids, whole cells or small molecules, the pin–printer
has provided a platform from which new miniaturized assay chemistries, sur-
face treatments and detection systems could be developed. While definitely
not the most economic mode of printing large quantities of high density ar-
rays, it is still one of the most accessible technologies to researchers all over
the world to perform array-based experiments with relatively low capital in-
vestment.

Believing that an efficient printing system is the key to success in high
density arraying, as many as twenty different companies emerged early on
to develop and commercialize array–printing instrumentation, varying from
manual tools and desktop spotters all the way to sophisticated clean room
sized industrial printing presses. Given the typical cost of several hundred
U.S. dollars for a commercial expression microarray, for example, there ap-
pears to be a significant ‘home–brew’ arraying market. Yet, the recent wave
of consolidations, buy–outs and even business closures of printer (as well as
array) manufacturers may suggest otherwise. Given that the microarray field
is still growing, it will be interesting to see whether the array printer will
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follow the path of the thermocycler with a place in every molecular biology
lab, or that of the DNA synthesizer, a tool that has largely disappeared from
the average biochemistry lab, since home–brew oligo synthesis is no longer
cost-effective.
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Dan V. Nicolau, Linnette Demers, and David S. Ginger

6.1 Introduction

The field of microarray technology progressed, in the most general terms, along
three directions: increase of the number of tests (biomolecules or cells) on the
same chip; increase of the number of tested biomolecules on the same unit area
(i.e. density); and increase in the sophistication of the biochips, with many
alternative designs being proposed. The first two trends walk in the steps of the
evolution of microchips proper, i.e. larger chips and higher density on the chip,
but the last similarity (i.e. ‘smarter’ design) should be analyzed in more detail.
While semiconductor technology imposed very early in its history a ‘champion’
device, i.e. bipolar and later CMOS transistor, microarray technology does not
have yet a ‘champion’. It follows that microarray technology is still to reach
its maturity, with all the benefits (e.g. effervescent innovation) and drawbacks
(e.g. difficult standardization) that arise from this still-emergent stage.

However, seen from another angle, microarray technology is much closer to
a ‘technology crisis’. It has been argued for decades, and proven wrong every
time, that semiconductor technology will come to a halt due to the inability
of lithography to print smaller features at the pace asked by the unforgiving
Moore’s Law [1], i.e. halving of the printed critical size on the chip every 18
months. Apart from the apparently endless capacity of microlithography to
push the resolution limits, fundamentally the crisis has been always far away.
Microelectronics and – nowadays – nanoelectronics ‘operate’ with electrons
(which are much smaller than 1 nm), while the most advanced lithography is
asked to print features of many tens of nanometers. Even if we consider the
quantum effects, the present lithography can print features that are at least
ten times larger than the critical technological barrier. On the other hand,
individual DNAs and proteins, the smallest ‘building elements’ of microar-
rays, are several to several tens of nanometers in size. Consequently advanced
lithography is already capable of printing features that are on the same order
of magnitude, if not smaller than, the ‘modules’ to be printed! Furthermore,
for cell and tissue arrays, patterning resolution is a non-issue.
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Then, why do we need nanoarrays? Firstly, the decrease of the ‘feature size’
does increase the capability of the microarrays via the decrease of the cost
(less volume of analyte required per probed biomolecule) and via the efficiency
and reliability (increase of the number of the probed biomolecules and/or tests
on the same chip). This amplification of capability regarding the decrease of
the sample volume and hence associated costs, which is further explored in a
later section, is presented in Fig. 6.1. But the development of nanoarrays also
allows much more, that is the fabrication of arrays with different complexity
and functionality. For instance, the probing of single biomolecules, which is
conceivably possible with nanoarray technologies, will address the present
potential problem of probing the bioactivity of biomolecules collectively in
‘lumps’, rather than individually as it happens in actual natural biomolecular
recognition.

Secondly, the capability of addressing single biomolecules allows the con-
ceptualization of totally different micro/nanoarrays. For instance instead
of ‘passive’, ‘one–use’ arrays, where biomolecules are probed (similar to a
‘read’ function) once, one can think of ‘active’, ‘multiple–use’ arrays, where
biomolecules perform repetitive functions, e.g. ‘computation’. Another layer
of complexity can be added if we progress from ‘static’ arrays, where the
biomolecules reside and are probed on one location, to ‘dynamic’ arrays with
biomolecules that move either laterally or circularly in order to perform repet-
itive tasks e.g. sensing, power generation and again computation.

Fig. 6.1. Evolution of the sample volume versus multiplexing density (courtesy of
Uwe Muller)
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6.2 Passive Nano–scale Arrays

Typically, robotically-spotted microarrays contain spots of 100 microns, with
up to 10,000 different cDNA sites on a chip. In situ synthesis, using 20 µm2

spots is currently capable of producing up to 400,000 distinct oligonucleotides
on a chip [2]. A reduction in feature size from 20–200 µm to microns or sub–
microns would vastly increase the amount of genetic information that could
be screened simultaneously under certain conditions on one chip. This type
of scaling, with appropriate readout system, could enable SNP analysis via
tiling arrays of the entire human genome on a single 2 × 2 cm array [3]. In
general, achieving such high resolution with directly patterned oligonucleotide
probes would enable the study of binding and detection in arrays that are up
to 10,000 times more complex, in the same area, than is presently possible.
A decrease in feature size will also lead to assays wherein a fixed number
of targets are screened with correspondingly smaller requirements of sample
volume. Importantly, patterning at this scale will not only require, but greatly
facilitate the development of high throughput, high resolution screening tools.

In principle, there are two major strategies for the fabrication of nanoar-
rays, which are common to the micro/nanolithography for both microchips
and microarrays. First, one can alter the properties of an area e.g. with light,
creating different chemical functionalities or hydrophobicities locally. Subse-
quently, this ‘island’ is used for further fabrication, e.g. immobilization of the
target biomolecule. It has been shown (discussion in Chap. 3) that this fabri-
cation strategy has certain fundamental limitations in terms of the achievable
resolution. Second, one can deposit locally the chemical species (e.g. target
biomolecules in solution) by mechanical means directly on the surface with e.g.
a nano–sized ‘pencil’ – a strategy similar to several ‘new generation lithogra-
phies’ [4]. The deposition by mechanical means can also be performed in a
non-contact manner using technologies developed on the back of ink jet printer
technology.

Current methods for preparing microarrays vary with the specific appli-
cation, and include contact and non-contact methods of spotting oligonu-
cleotides or cDNA, or a combination of photolithography and in situ syn-
thesis for oligonucleotides. However, without major investment in high end
projections systems, conventional lithography techniques cannot fabricate fea-
tures in the 150–200 nm range, due to the diffraction of light. Extreme UV
lithography and other next–generation photolithography strategies may offer
the required resolution, but at ever increasing mask and fabrication facility
costs, and operating under increasingly harsh conditions that may not be
compatible with biological materials. Specifically, it will eventually become
economically prohibitive to scale down microarray spots with conventional
photolithography. As a comparison, the estimated cost of conventional mi-
croelectronics fabrication facilities will reach 200 billion dollars by 2015 [5].
Thus, there has been a significant effort on the behalf of the research and
industrial communities to develop strategies to replace conventional robotic
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spotting and photolithographic methods for generating sub–100 nm biologi-
cal nanoarrays. For instance, microcontact printing, developed at Harvard, is
a direct–printing method that uses photolithographically generated masters
to generate elastomer stamps which can be ‘inked’ with molecules and used
to directly transfer the molecules in the form of a pattern to a substrate [2].
This technique is useful for forming large area patterns of organic or biological
materials in a massively parallel fashion with pattern resolutions approaching
100 nm. However, this parallel technique is limited in its capabilities for gen-
erating multiple, chemically diverse, high resolution patterns in alignment on
a surface.

The patterning strategies for biological arrays that rely on direct deposi-
tion avoid the indirect, resist or optical mask-based approaches. For instance,
inkjet or other dispensing technologies capable of depositing nanoliter sized
droplets of material are now employed to form array spots on the order of
hundreds of microns. Advanced technologies of this type, such as that of
Picoliter Inc. that uses acoustic droplet ejection technology, are capable of
delivering picoliter volumes in a non-contact fashion, yielding spot sizes on
the order of tens of microns. Still, true nanoscale patterning demands de-
position volumes several orders of magnitude smaller than what is currently
possible. In addition to the challenge of direct nanoscale delivery of biologi-
cal molecules, ultra-precise nanoscale lateral positioning technologies must be
developed and exploited, screening approaches for nanoscale bio-assays must
be considered, as well as methods for increasing throughput and reliability
for printing large numbers of distinct biological species. Recently, a number
of compelling examples have emerged from the scanning probe microscopy
community that address some or potentially all of these challenges.

6.2.1 Fabrication of Nanoarrays with sub–100 nm Resolution

Combinatorial Nano–surfaces Fabricated via Micro–ablation

Biomolecules, in particular proteins, strongly interact with the surfaces they
are immobilized on. Nano–structures would have both the ability to probe
large biomolecules individually, because they have comparable dimensions
with the probed biomolecules, and also to make this probing largely par-
allel because nanostructures are amenable to large area densities. In general
microfabrication is incapable of producing nanostructures, but recently [6]
laser micro–ablation has been used for the fabrication of structures that are
micron–sized laterally but nano–sized vertically. The micro–wells are fabri-
cated via the localized laser ablation of a protein-blocked thin (tens of nm)
metal (e.g. gold) layer deposited on a transparent polymeric (e.g. PMMA)
film. The micro–ablation of gold induces local chemical and physical changes
in the top surface of the polymer as well as a higher specific surface, which
cooperate to achieve a higher and more reproducible surface concentration
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of proteins in micro–wells. The fabrication method can use a sequence of lo-
cal ablation and ‘flood’ coverage with protein solution, or the ablation of the
whole micro–assay followed by the ‘spatially-addressable’ deposition of dif-
ferent protein solutions with a pico–liter pipette (Fig. 6.2). It was observed
that the micro–assays comprising line-shaped micro–structures offer a higher
reproducibility and the opportunity to encode the information (e.g. type of
protein, concentration) through a combination of vertical lines in a ‘bar code’,
‘informationally-addressable’ mode and not in a spatially-addressable mode
like in the classical microarrays. It has been found that the ‘combinatorial’
nature of the inner surface of the channels (Fig. 6.3) allows for the increased
adsorption of molecularly different proteins, from 3 to 10 times more than
the adsorption on similar flat surfaces, with a higher amplification of smaller,
globular proteins.

hυυυυ

Glass substrate

ablatable
layer, e.g. Au

transparent, protein 
adsorbing polymer layer 

protecting protein 
layer, e.g. BSA

Protein
solution
dropletPicoliter pipette

Micro/nano-hole

Fig. 6.2. Procedure for the fabrication of microwells and deposition of protein
solution droplets
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Fig. 6.3. AFM topographical (top left, brighter areas indicate elevated regions) and
lateral force (top right) image of a channel fabricated via the ablation of a 30 nm Au
layer on top of PMMA. The middle region (I) is the most hydrophobic, whereas the
outer region (III) is the most hydrophilic. The lateral dimensions are much larger
than the vertical dimensions. The vertical bars represent the largest dimension of
the largest (IgG) and smallest (lysozyme) protein studied, respectively

Patterning Biomolecules via Nanografting

One method of ultra-high resolution patterning of biomolecules uses the probe
tip of an Atomic Force Microscope (AFM) as an extremely sharp stylus to
literally scrape away a swath of molecules on a resist-coated surface. In this ap-
proach, ‘Nanografting’, the freshly patterned surface is flooded with a pattern-
ing molecule which selectively binds to the exposed areas. Variations on this
approach have been developed by Gang-Yu Liu’s group and others as relatively
facile methods for fabrication of one molecule thick patterns of biomolecules
such as oligonucleotides and proteins with line patterns less than 100 nm, and
down to 10 nm on select substrates [7–9]. In a typical experiment, alkanethiol
resists are deposited as self-assembled monolayers on ultra flat gold surfaces.
A solution of oligonucleotides modified by alkanethiol tags bathes the sub-
strate during patterning such that the molecules assemble into the gaps made
by the path of the AFM tip in the resist layer (Fig. 6.4). A similar strategy
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has been employed for patterning protein molecules with exposed cysteine
residues. In its present form, nanografting is a serial technique, thus inher-
ently slow and limited in its application to miniaturization of bioarrays. In
addition, the basic requirement of a monolayer resist limits the choice of sub-
strate to those that can be well passivated with resists which are in turn easily
removed. Furthermore, the etching/backfilling process may not be amenable
to a parallel process because of the difficulty of selectively filling in etched
features with different molecules (e.g. different DNA sequences) on the sub–
100 nm scale. Finally, the method is essentially a negative tone lithography,
inappropriate for multiple patterning, which is required for an array-like ap-
plication. Direct–printing nanolithography techniques such as those described
below will be useful for overcoming such limitations. However, nanografting
is a potentially useful technique for specialized applications that require high

Fig. 6.4. (A)–(C) Schematic representation of general nanografting method for
patterning biomolecules on gold surfaces. (D) AFM image of 3 DNA lines on gen-
erated on Au via nanografting, and (E), a line scan through the features in (d)
showing height of individual DNA molecules in the pattern (Reprinted with permis-
sion from [8]. Copyright 1997 American Chemical Society Publications)
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resolution patterns of a single type of molecule, for instance to examine effects
of nanoscale confinement of oligonucleotide or protein molecules, investigate
new readout methods for miniaturized bioanalysis, and for preliminary re-
search in the area of bioelectronic circuits.

Direct Nanopipet Deposition

The ability to generate multicomponent arrays of biomolecules requires de-
velopment of techniques for directly depositing materials on surfaces. In one
example of efforts in this direction, Klenerman et al. used a modified version
of Scanning Probe Microscopy called scanning ion–conductance microscopy
to directly deposit biomolecules such as biotinylated DNA onto streptavidin-
coated glass surfaces and protein G onto positively charged glass surfaces [10].
In these experiments, nanopipets with inner diameters of 100–150 nm in an
electrolyte solution as reservoirs for charged biomolecules which flow out of
the tip with application of the appropriate bias (Fig. 6.5). The spatial resolu-
tion of the patterning methodology is limited to several microns due to lateral
diffusion of the molecules in solution en route to the surface. However, this
technique may be particularly useful for generating and studying gradients of
biomolecules on a surface because the number of molecules delivered from the
tip per unit time is a function of the applied voltage [10]. To use to its full
potential and in order to be implemented for the fabrication of nanoarrays,
however, the method would require major parallelism of the tips.

Dip Pen NanolithographyTM

Recently a new SPM-based direct–write nanopatterning technique, ‘Dip Pen
NanolithographyTM’ (DPNTM) was reported by Mirkin and coworkers from
Northwestern University [11–15]. Based upon a conventional AFM, DPNTM

combines resolutions comparable and in some cases superior to those of elec-
tron beam lithography (15 nm linewidths) with the broad chemical compati-
bility obtained by operating under ambient conditions. In a typical DPNTM

experiment, a conventional AFM probe tip is coated with a molecule or ‘ink’
to be patterned by dipping the tip in a solution of the molecules. By con-
tacting the tip with the surface molecules are deposited via a water meniscus
that condenses at the tip–substrate contact. With this diffusion-based process
longer tip–substrate dwell times lead to larger pattern spot areas [11,15]. Due
to its direct deposition nature, the DPNTM process has been shown to be
very general, both with respect to the molecules that may be transferred from
the AFM tip to a surface (small organic surfactants, charged macromolecules
such as conjugated polymers and proteins, sol–gel forming materials, and even
nanoparticles) [11,16–19] and the substrate (metals, e.g. gold; insulators, e.g.
silicon oxide; and semiconductors, e.g. GaAs). The main requirement for trans-
port is that there is some interaction, covalent or physical between the ink
and the surface. For instance, alkanethiols form a coordination bond with a
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Fig. 6.5. (A) Schematic of nanopipet strategy for deposition of biomolecules, (B)
Fluorescence microscopy of biotin-modified DNA on streptavidin-coated glass. (C)
Line scan showing spot profile of bottom row in B. (D) DNA patterns with increas-
ing surface concentrations on glass, and (E) Fluorescence micrograph of protein G
on a positively-charged glass surface (Reprinted with permission from [10]. Copy-
right 2002 Academic Press Inc Elsevier Science)

gold surface [20, 21]. While there are techniques that can be used to produce
extremely fine structures on a surface (such as electron–beam or focused ion
beam lithography), the challenge for the fabrication of nanoarrays lies in gen-
erating complex patterns composed of different materials, placed in precise
locations relative to each other [22]. With DPNTM, one can exploit the abil-
ity to write and read high resolution chemical patterns with the same tool.
Thus, multiple chemical or biological patterns can be generated using DPNTM

with precise (∼ 5 nm) alignment registration. Among patterning techniques
that can operate at sub–micron and sub–100 nm dimensions, such as e–beam
lithography or contact stamping methods, DPNTM is the only technology that
can directly deposit biological molecules under ambient conditions with ultra-
high precision and registration. Moreover, these molecules can be deposited in
either ambient or inert environments without exposing them to ionizing UV
or electron–beam radiation. Also, several different kinds of molecules can be
deposited without exposing the patterned molecules to harsh solvents or chem-
ical etchants, and without risking cross–contamination. The desired chemistry
is carried out exactly, and only, where it is desired (Fig. 6.6).

Preliminary experiments suggest that DNA patterning via DPNTM is not
only possible, but can be highly controllable in terms of pattern size/shape,
and that the immobilized DNA is functional and accessible to specific bind-
ing of labelled targets [18]. Initial studies of direct transfer of DNA from an
AFM tip to both metal and insulator substrates identified several key com-
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Fig. 6.6. Schematic of the DPNTM process for direct deposition of biological
molecules

ponents which modulate DNA patterning, including precise control of the
ambient humidity and careful functionalization and inking of the AFM tips.
In addition to tip–coating and humidity, a judicious choice of ink–substrate
combination can facilitate the DPNTM process. For example, hexanethiol-
modified oligonucleotides were used to directly pattern gold substrates with
features ranging from 50 nm to several micrometers in size. For nanoar-
rays on oxidized silicon wafers or glass surfaces, acrylamide modified oligonu-
cleotides are deposited directly via DPNTM onto activated (mercapto–propyl–
trimethoxylsilane, MPTMS) substrates where subsequent reaction (under am-
bient temperature, 45% relative humidity) forms a covalent link to the surface.
Similar chemistry has been developed for glass and quartz substrates. Non-
specific binding of target oligonucleotide was minimized by passivating the
unpatterned regions of the substrate by reaction with buffered acrylic acid
monomer at pH 10. The feature size of individual DNA spots is controllable
over a range of several orders of magnitude via the tip–surface dwell time,
as observed with other DPNTM systems [11]. For example, 100 nm spots can
be deposited in times less than 1 second. Moreover, the rate of patterning
is controllable by tuning the relative humidity of the patterning chamber.
For example, the diameter of a spot created by holding the AFM tip for
10 seconds changes from less than 50 nm to 1 µm with a relative humidity
increase from 30% to 80%. The selectively and function of patterned oligonu-
cleotides was verified by hybridization of complementary fluorophore-labelled
DNA or oligonucleotide derivatised gold nanoparticle probes of different sizes.
For example, a 2-component DNA pattern consisting of micron scale features
was characterized first by epi–fluorescence microscopy of bound fluorophore-
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tagged complements, then by AFM topography measurements of two different
sizes of DNA-modified gold nanoparticles (Fig. 6.7). Importantly, only fluores-
cence corresponding to the complementary target and the patterned area was
detected, and the AFM topography images show that the gold particles react
only with the correct oligonucleotide spot. In these preliminary experiments,
spot shape, size, and emission intensity is extremely uniform, within individ-
ual features, and from spot to spot. With this technique, DNA spots with
diameters as small as 50 nm were prepared, i.e. 10,000 times smaller (in terms
of area density) than those in conventional microarrays. With the resolution
demonstrated herein, arrays with ∼ 100,000 oligonucleotide spots can be gen-
erated in an area the size of a typical AFM scanner (100 × 100 µm), making
it possible to investigate scanned probe methods of microarray readout.

The DPNTM technique has recently been extended to deposition of pro-
teins. In particular there have been reports of direct patterning of thiolated
collagen and collagen-like peptides onto gold surfaces [17], human chorionic
gonadotropin antibody onto 3 glycidoxy–propyl–trimethoxysilane modified
glass surfaces [23], as well as a number of immunoproteins, enzymes, and
viruses [24–26]. Significant effort has been directed towards the characteri-
zation of the resulting protein nanostructures with regard to their activity.
Although DPNTM is a gentle lithographic technique, surface interactions and
covalent or non-covalent attachment chemistry could potentially serve to dena-
ture some classes of proteins. Researchers in the Mirkin group at Northwestern
University have begun studying the complex issues involved in preserving the
biological activity of immunoproteins such as IgG during a DPNTM exper-
iment [24]. The use of additives such as glycerin to the protein patterning
solution was found to enhance patterning by diminishing the negative effects
of drying the deposited proteins. For instance, Lim et al. used the DPNTM

technique to deposit human IgG and rabbit IgG nanostructures on oxidized
silicon surfaces through covalent attachment to carbonyl groups on the sur-
face (Fig. 6.8a). The activity and identity of the immobilized proteins was
confirmed by binding fluorescently-tagged antibodies specific for the two dif-
ferent nanopatterns [24]. The resulting two-color fluorescence images revealed
specific biological activity and predicted cross–reactivity for the two patterns
(Fig. 6.8b and c).

6.2.2 Strategies for Increased Throughput
for Ultra-High Density Nanoarrays

In order to generate biological nanoarrays with significant improvements in
complexity over those prepared by standard photolithographic or robotic spot-
ting methods with adequate throughput, it is critical to develop nanopat-
terning technologies that operate in a massively parallel fashion. The com-
mon tools for generating microarrays deposit or assemble in situ hundreds of
thousands of different probe features using photolithographic masks, or spot
biomolecules directly using four or many pin configurations. The most signifi-
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Fig. 6.7. Epi–fluorescent (A) and AFM topography (B) and (C) images of two
different sizes of DNA-modified gold nanoparticles

Fig. 6.8. Protein nanostructures deposited by DPNTM. (A) Tapping mode . AFM
image of high resolution IgG pattern on silicon oxide (line scan shows height of
individual molecules in the pattern. Epi–fluorescence of (B) Rabbit IgG DPNTM

pattern with Alexa 594-labelled anti-rabbit IgG probe, (C) Human IgG pattern with
Alexa 488-labelled anti-human IgG probe. Note the faint spots indicating cross–
reactivity for (B) and (C) (Reprinted with permission from [24]. Copyright 2003
Wiley-V C H Verlag GMBH)
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cant barrier to using the scanned probe nanolithography techniques described
up to this point for arraying applications stems from the serial or ‘single
pen’ nature of the techniques. Recognizing this limitation, several important
advances have been made by researchers at IBM [27] and also at Stanford
University [28–30] in the direction of parallel scanning probe methods. In
particular, researchers at IBM have fabricated devices wherein 32 × 32 arrays
of individually addressable and actuated cantilevers have been etched into a
chip in an area of 3 mm × 3 mm [27]. Individual tips on this device are used to
read and write ‘bits’ in a 100 × 100 micron area of a polymer film via thermally
induced nanoindentation for ultra-high density data storage applications. In
addition, Quate and co-workers at Stanford have developed a number of 1–D
and 2–D probe arrays for both imaging and lithographic applications [28–30].
These results indicate that the MEMS technology expertise is available for
designing and fabricating pen arrays suitable for deposition rather than in-
dentation. The next challenge is to interface these engineering advances with
direct write lithography methods such as DPNTM. In order to increase the
throughput and area accessible to scanning-probe techniques, several groups
around the world are pursing the development of parallel-probe cantilever ar-
rays. A number of academic groups, as well as NanoInk Inc. are implementing
similar MEMS based parallel-probe strategies designed specifically with the
constraints of DPNTM applications in mind.

The simplest implementation of parallel-pen DPNTM is thus a passive
probe array. In this case, the pens are not actuated independently but are
simultaneously brought into contact with the surface and scanned together,
allowing the duplication of a single pattern a number of times equal to the
number of probes in the array. An example of preliminary efforts in this di-
rection was reported by Hong and coworkers [12]. More recently, the micro-
fabrication facility at NanoInk Inc. has produced cantilever arrays composed
of more than 1.2 million pens on a single 4 inch wafer (Fig. 6.9a). Since active
feedback is applied to only a single cantilever in the array, and the others
are allowed to track the topography passively, specific constraints on the reg-
istration between the array and the surface, as well as the flexibility of the
cantilevers must be met [31]. This ongoing work could eventually produce
nanoarrays of more than 300 billion spots on a 4 inch wafer (50 nm diameter
spots separated by 100 nm).

Independent control of each probe tip is another strategy with a differ-
ent set of applications. Individual tip actuation can be accomplished using
piezoelectric, capacitive, or thermoelectric actuation. In the first generation
of active parallel-probe DPNTM arrays, researchers have used thermoelectric
actuation: resistive heating of a multilayer cantilever results in differential ex-
pansion of the components, leading to bending of the probe (Fig. 6.9b). Using
this approach, a range of complex patterns can be generated at high speed
because the contact between each tip and the writing surface is independently
controlled. For instance, a 10–pen array can be used to write the numerals 0–9
simultaneously. The final challenge of complete MEMS integration of DPNTM
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technology is the automation of tip coating and ink delivery. For certain ap-
plications it appears that custom microfluidic systems will ultimately be used
to control the inking of individual cantilevers in a parallel probe–array. The
realization of such systems will depend on the development and adaptation of
a number of technologies. Large-scale integration of microfluidic technologies
is still challenging, and arrays of 1000 individually addressable wells represent
the current state of the art [32]. Thus, to meet the inking needs of parallel
probe arrays (with an ultimate goal of being able to deliver a different ink
to each probe in a large pen array), arrays of addressable ink wells must also
be developed. Indeed it is clear that ultra-high density nanoarrays will re-

Fig. 6.9. (A) A 4” wafer containing more than 1.2 million silicon nitride DPNTM

pens (inset is an SEM at 500× showing individual cantilevers and writing tips.)
(Courtesy of NanoInk, Inc.) (B) SEM of active DPNTM probes equipped with
thermoelectric actuation technology (courtesy of Chang Liu, University of Urbana–
Champaign)
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quire incredibly complex sample handling. The synthesis and purification of
large numbers of oligonucleotides for instance is daunting and may become
prohibitive as the number of distinct probe features increases. An alternative
strategy for fabrication of such high density nanoarrays may eventually exploit
an in situ synthesis approach, whereby monomers are delivered sequentially
by probe tips, building the probe molecules at each feature from the chip up
in a strategy similar to that currently used by Affymetrix.

6.2.3 Strategies for Nanoarray Detection and Analysis

New technologies for generating nanoarrays with sub–100 nm sized features of-
fer an opportunity for investigation and development of new detection method-
ologies that can operate below the diffraction limit of light.

While present-day detection methods may be inadequate for screening
such high density arrays, miniaturization on the scale accessible with DPNTM

will allow the development of screening methods that are suitable for such
nanoscale structures. There are many scientific opportunities in this regard:
when a feature composed of receptors is miniaturized to the scale of the bi-
ological analytes or their attached labels, almost every mechanical, electrical
and chemical property of the receptor feature is changed upon reaction with
the analyte. These properties, including size, shape, electrical conductivity,
and hydrophilicity, can all be monitored in situ with an AFM or with on-chip
electronic circuitry. In the long term, it may even be possible to direct the
attachment of proteins and virus particles in specific orientations to study
reactivity as a function of structural configuration. One promising strategy
for detecting analyte binding to nanoarrays is the use of labelled nanoparticle
probes. Nanoparticles can be prepared from a host of different materials in
different sizes and shapes and can be functionalized with biological recognition
molecules such as antibodies or oligonucleotides [33–37]. Some of the parti-
cles have been shown to bind specifically to surface-immobilized receptors or
complementary nucleic acids where they are detected using optical or elec-
trical readout. This strategy is proving to be a particularly useful method of
identifying and possibly quantifying binding in microarray assays due to the
striking properties of the nanoparticles [18, 25]. For example, in addition to
height change measurements after particle binding, there are already examples
of electrical detection of DNA targets using DNA-modified gold nanoparticles
between microelectrodes [36], as well as reports of detection strategies that
make use of the strong resonant scattering [38, 39], optical absorbance [40],
or fluorescent properties of certain metal or inorganic nanoparticles [41]. In
general such strategies are amenable to spatially-resolved characterization of
nanoarrays on surfaces through the wide variety of tools accessed by scanning
probe microscopy, from topography, to friction, magnetic force, and even near
field scanning optical configurations. This approach has been recently used in
conjunction with topographical AFM to detect the selective binding of dif-
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ferent sized DNA-modified nanoparticles to two component nanoarrays as in
Fig. 6.7b. [18,25,42].

Furthermore, there is also the opportunity for label-free screening of
nanoarrays using SPM imaging. For instance, Fig. 6.10 shows how such a
DPNTM-fabricated 2-component protein array could potentially be used as a
label free protein screening tool. Arrays of rabbit IgG and lysozyme proteins
are deposited onto a gold substrate via DPNTM. Reacting the nanoarrays with
rabbit anti-IgG leads to a 1:1 binding of the antibody–antigen IgG pairs, re-
sulting in a doubling of the feature height of the IgG rows, which is observed
in the micrographs. Perhaps more significantly, the control array (lysozyme
in alternating rows) shows no change in feature height, indicating that the
coupling retains its specificity. Although the orientation of the surface-bound
IgG protein is not controlled in this experiment, a sufficient fraction of the
population apparently provides the solution-borne antibodies with access to
the relevant binding domains of the protein [25].

Fig. 6.10. Label-less protein detection using Tapping Mode AFM. Alternating
rows of rabbit IgG and lysozyme nanostructures were exposed to anti-rabbit IgG.
(A),(B): Line scans of IgG row and lysozyme row after anti-rabbit IgG treatment
showing selective height increase at the IgG and no change at the lysozyme sites
(Reprinted with permission from [25]. Copyright 2003 Academic Press Inc Elsevier
Science)
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Clearly, the practicality of screening nanoarrays using scanned probe tech-
nology is currently limited by the slow imaging speed. A single 10 × 10 micron
AFM image can take up to 20 minutes to acquire and conventional AFM at
its fastest only acquires several frames a minute. However, SPM technology is
advancing to address this particular issue. For example, Infinitesima’s novel
technology combines a resonant scanned probe system with near-field optical
detection to produce images in ten milliseconds or less, nearly video rate. With
all the other advantages of conventional SPM it is ideally suited to following
dynamic processes in situ and in almost any environmental conditions.

The path towards miniaturization will not proceed without requiring ob-
stacles to be overcome along the way. However, it is widely thought that the
potential rewards clearly justify the effort. One potential difficulty comes from
cross–reactivity and non-specific binding of analyte or other species to the ar-
ray spots. Although non-specific binding is a problem for any surface-based
assay, it is likely to become more problematic as screening goes nanoscale:
on a nanoscale receptor spot it would be possible for a few non-specifically-
bound particles to completely overwhelm the intended signal. Fortunately,
going nanoscale offers new possibilities to alleviate the non specific binding.
On one hand, for a small sacrifice in information density, redundancy and
‘error checking’ could be built into any array. On the other hand, control-
ling (and screening) the chemical environment with nanoscale precision could
offer the opportunity both to reduce the frequency of non-specific binding
events, and to more readily identify them when they do occur. Finally, with
direct techniques such as DPNTM, cross–contamination of the patterned array
features is entirely eliminated.

6.3 Computational Nanoarrays

The function of ‘classical’ bio–arrays, be they micro– or nano–, is to provide
information regarding the biomolecular recognition through the docking of
probe biomolecules on target biomolecules (or cells) spatially encoded on the
surface of the array. But molecular recognition may be just the first of a
concatenation of stages that represent a process of computation, in which case
the last configuration of the microarray represents the ‘solution’. Although
these functional arrays are not nanoarrays in the sense of lateral or vertical
resolution as described in the previous section, they perform their function
truly at the nano–level.

DNA computing is a new method of physical computing which is based
on the molecular recognition of complementary biomolecules (DNA) and the
massive parallelism that can be achieved through cycles of DNA synthesis,
PCR, ligation, electrophoresis and use of restricting enzymes. This new com-
puting method appears to be particularly suited to problems that cannot be
solved by even the most advance traditional electronic computers that operate
sequentially. Traditionally these are called NP problems, referring to the ex-
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ponential (i.e. Nondeterministic Polynomial) time required to reach a solution
for a linear increase of the size of the problem.

Adleman [43] was the first to describe a DNA-based method which solves
the Hamilton path problem (e.g. finding an airline path that passes several
cities optimally visiting each just once) in polynomial–time. The trade–off in
Adleman’s experiment was to use a large number of ‘computers’ (i.e. DNA
molecules) which perform operations in a massively parallel manner against
time (number and type of physical procedural steps). The nodes and the
pair between nodes were encoded in DNA strands, which self–assemble in
all possible arrangements following Watson–Crick complementarity. Some of
these dsDNA may contain possible solutions, which can be selected, amplified
and detected using classical molecular biology techniques.

After the initial proof of concept carried out by Adleman [43], DNA com-
puting received a lot of attention due to its potential for problem-solving
efficiency, data storage capacity, energy efficient computation and new math-
ematical outlook on computation. Essentially, the basic operations of the DNA
computing are: Amplify; Merge; Detect; Sequence-separate; Length-separate;
and Position-separate. Using this basic mathematical apparatus, many algo-
rithms have been proposed to solve specific problems using DNA computing,
among others, the satisfiability problem [44], the maximal clique problem [45],
the graph coloring problem [46], with many other (e.g. breaking the Data En-
cryption Scheme, Travelling Salesman Problem, decide graph connectivity,
‘knapsack’ problem) being possible.

The critical factor on which the success of DNA computing in solution–
phase depends is the capacity to achieve very small error rates for various
biochemical operations. Because the grand idea behind DNA computing is to
perform massively parallel operations, it follows that an efficient computation
relies on an as complete as possible search of the possible solutions space (DNA
strands). Classically, this can be achieved by a high ratio of DNA strands
available per number of candidate solutions. As the complexity of the prob-
lem (expressed in terms of the dimensions of the input) increases, this ratio
decreases for a given initial amount of DNA, i.e. the average number of strands
encoding one candidate solution becomes smaller. This places demands on the
maximum acceptable error rate or, equivalently, on the minimum amount of
DNA needed. Thus, DNA computing as defined suffers from a ‘scalability’
problem. This has prompted the search for means to better control the error
rates in DNA computing operations (e.g. PCR, hybridization). One avenue
for improving experimental control during DNA computing experiments is to
immobilize the DNA strands on a surface before manipulation.

Microarray technology helped move the concept of manipulation of DNA
molecules for DNA computing from solution-based to surface-based processes.
For instance, Smith et al. [47] proposed a new surface-based DNA computa-
tion (Fig. 6.11). Firstly, ssDNA molecules that correspond to ‘all’ possible
solutions to a problem (‘make’ function) are synthesized and covalently im-
mobilized (‘attach’ function) on a surface. Then, subsets of the surface-bound
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Fig. 6.11. Schematic of DNA computation at surfaces (Reprinted with permission
from [47]. Copyright 1998 Mary Ann Liebert Inc Publishers)

combinatorial ssDNA library are recognized by hybridization to their com-
plements (‘mark’ operation), making these parts double stranded. An enzyme
(e.g. exonuclease) destroys the non-hybridized oligonucleotides (‘destroy’ func-
tion). Finally, the previously hybridized oligonucleotides are regenerated (‘un-
mark’ operation). All strands that do not represent the solution are removed
via the repetition of the ‘mark’, ‘destroy’ and ‘unmark’ operations, leaving
only the ‘solution’ bound on the surface. Finally, the solution is read through
sequence of decoupling from the surface, PCR and further hybridization to a
designed microarray (Fig. 6.12). Frutos et al [48] developed the method fur-
ther, proposing the use of enzymatic ligation reactions of DNA ‘words’ on
surfaces for DNA computing.

This method of computation has been used by Liu et al. [49] for solving
a simple case of the 3–SAT problem, which is considered to be the hardest
of all NP problems. The solution of the 3–SAT problem has to satisfy a set
of logical clauses, each composed of three true or false variables, connected
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Fig. 6.12. Fluorescence profile (right) with the surface-bound oligonucleotide lo-
cations (left) for a DNA computing on surface chip (Reprinted with permission
from [47]. Copyright 1998 Mary Ann Liebert Inc Publishers)

by ‘or’ logical operators. The problem has been solved in a reasonable time
by coding the variables in binary strings which have been in turn coded in
ssDNA strings. For n variables, 2n unique ‘answer’ (or ‘Watson’) strands exist,
e.g. TGCGG = 001, complemented by unique ‘Crick’ strands. The solution
is accepted if it satisfies all the logical clauses of a 3–SAT formula. If ssDNA
strands representing all candidate solutions are immobilized on a gold surface,
the addition of Crick strands will create a combination of ss– and dsDNA. The
non-solution ssDNA, which do not satisfy the first clause encoded in the added
Crick strands, are destroyed by enzymes leaving still–possible solutions locked
in the dsDNA strands, which are subsequently melted – and the process starts
again for the next clause. The last remaining strand is the solution which
is decoded in a microarray format. The synthesis of DNA strands aside, the
computation proceeds in 3k + 1 steps for the exploration of all 2n possibilities
(k is the number of clauses). This procedure is much more efficient than the
best conventional computer algorithm [50], which scales as 1.33n (n = number
of variables). To put things in perspective, a 3–SAT problem with 30 clauses
and 50 variables would be solved classically in about 1.6 million steps, but
the method described above would solve it in 91 steps [51].

From a mathematical point of view, surface-based DNA computing is a
competitor to solution–phase DNA computing. It is known [51] that surface-
based DNA chemistry supports general circuit computation on many inputs
in parallel efficiently and that the number of parallel operations needed to de-
cide the satisfiability of a Boolean circuit is proportional to the size of the cir-
cuit. Both solution phase and surface-based DNA computation present advan-
tages and disadvantages. Surface-based DNA computing is more molecularly–
efficient, because less strands are lost at each step and subsequently, there
are less pressures on the needed initial representation redundancy, due to the
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immobilization of the oligos at the surface. Other advantages include ease of
purification and the ability to use more advanced biochemical techniques, in
particular those developed for microarrays. However, these gains come at the
price of a massively reduced physical density (from 3D storage to 2D storage).
Additionally, the number of operations per second is limited by the slower en-
zyme kinetics and lower hybridization efficiency. Finally, the surface-based
method does not eliminate scaling problems since discrimination of single-
base mismatches becomes more difficult as the strand length increases and
the operations are not error-free. The most serious of these limitations is the
loss of information density. One must either increase the surface area (e.g. by
using microbeads instead of a planar surface) or attempt to employ a local
three–dimensional surface chemistry.

6.4 Dynamic Nanoarrays

Another characteristic of the ‘classical’ micro/nanoarrays is their single-use.
Once their function, be that simple molecular recognition or biomolecular
computation, is fulfilled and the information is passed further to appropriate
information processing systems, the product –the microarray– becomes ob-
solete and therefore micro/nanoarrays are essentially single-use devices (with
the notable exception of Nanogen’s approach derived from biosensors). More
advanced devices would be designed to use molecular recognition for, rather
than being, their function, which would be then continuous rather than one–
off. These future devices, which would operate in a highly parallel arrange-
ment, possibly in a microarray format, would comprise moving elements that
are propelled by external means, or preferably self-propelled. The first option,
i.e. external powered dynamic devices, has been launched by microfluidics
and manipulation of magnetic beads. However, it is the self-propelled dy-
namic devices that offer the highest expectations of technological revolutions.
Fortunately, Nature offers several working models of molecular motors, many
tested in primitive hybrid dynamic nano–devices.

Protein molecular motors, which work either as a pair in tandem, i.e.
linear motors, or single, i.e. rotary motors, transform chemical energy, through
the hydrolysis of adenosin–triphosphate (ATP), into mechanical energy or
movement. Molecular motors, which are ubiquitous proteins, are responsible
for biological functions as diverse as cell movement and division, transport of
vesicles and muscle function.

Two experimental techniques, motility assays and single molecule visual-
ization, manipulation and measurement, resulted in important advances in the
understanding and quantification of the functions of molecular motors. Motil-
ity assays, which were pioneered some 15 years ago, are essentially primitive
nano–devices operating in a ‘distributed’ microarray format, which allow the
probing of the functions of molecular motors in a ‘black box’ manner. On the
other hand, single molecule techniques allow the measurement of fundamen-
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tal parameters, e.g. forces, and are therefore useful for the design of future
nanodevices based on molecular motors.

Rotary Motors

Protein molecular motors perform their function through either rotary or
linear motion. Although it has been demonstrated that actin filaments also
perform a rotary motion along their axis when sliding atop of myosin func-
tionalized surfaces [52], there are two motors that operate in a truly rotary
mode, i.e. the bacterial flagellum motor and the ATP synthase enzyme. The
latter appears to be the smallest (approximately 12 nm, [53]), the most effi-
cient (generating some 100 pN nm with almost 100% efficiency [52]), and the
quickest (unloaded rotational velocity of approximately 17 r.p.s, [54]) rotary
motor. All of these advantages make this system quite attractive for its use in
hybrid nanodevices. ATP synthase is a large enzyme, which synthesizes ATP
in the mitochondria. Similar enzymes can be found in other organisms, e.g.
plant chloroplasts and bacterial cell membranes, with the latter being specifi-
cally appropriate for robust hybrid nanodevices. The structure of the protein
comprises the actual engine (F1 unit) mounted on a ‘pedestal’ (F0 unit) as in
Fig. 6.13 [55,56].

Actin filament

Streptavidin

His-tag

αααα3333ββββ3333γγγγ    complex

Coverslip coated with Ni-NTA 
Fig. 6.13. Architecture of the F1 ATPase rotary motor anchored on a surface at
the non-working end [56]
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Montemagno and co-workers’ crucial work [57] provided the proof of prin-
ciple for the building of a hybrid nanodevice based on a rotary motor. Their
hybrid nanodevice powered by a rotary molecular motor consisted of three
major elements: (i) a microarray of a nano-sized nickel posts, fabricated by e–
beam lithography; (ii) a thermostable form of Ni-selective F1–ATPase which
selectively attach on the Ni nano–posts; and (iii) Ni nanopropellers (Ni rods)
with functionalized surfaces that allow specific attachment of the lever of the
motor. The design, the fabrication concept and the microarray organization
of the hybrid nanodevice are presented in Fig. 6.14. Despite the low fabri-
cation yield (only 5 out of 400 propellers rotated) no backward steps have
been observed, possibly due to the high ATP concentration. Also the device
showed a 2.5 hours long endurance cycle. Subsequent work [58, 59] discussed
the many engineering issues produced by the difficult interfacing between in-
organic nano-engineered objects and very delicate proteins.

Fig. 6.14. Hybrid dynamic device in a microarray architecture. (A) Top view of
the pole; (B) Molecular engineering of the rotary motor for anchoring on the surface
and attachment of the Ni nanorod; (C) Top view of an array of Ni rods mounted on
rotary motors; (D) Side view of a rotary motor mounted on a pole (Reprinted with
permission from [57]. Copyright 2000 American Association for the Advancement of
Science)
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Fig. 6.15. Modes of operation of motility assays for linear molecular motors
(Reprinted with permission from [60]. Copyright 2001 Academic Press Inc Elsevier
Science)

Linear Motors

Apparently, linear motors have been studied more intensively than rotary
ones because of the directed motion which can be used for transport of car-
gos. Linear motors are comprised of two protiens operating in tandem, i.e. the
filament (F–actin or microtubules, MTs) and the motor (myosin, or kinesin,
respectively). As mentioned before, motility assays are effectively primitive
hybrid dynamic nanodevices, which can have two generic architectures: (i) a
gliding geometry with the surface functionalized with the motor protein and
the filament/MT sliding atop, possibly carrying a fluorescent tag; or (ii) an
inverted, or bead, geometry with the filaments/MTs immobilized on the sur-
face and the motor proteins, which are immobilized on cargo beads, ‘walking’
on tracks. Fig. 6.15 [60] presents the two motility assay geometries for the
kinesin/MT system. Motility assays, which have been proposed for almost 2
decades for both actin–myosin [61] and kinesin–MT [62] systems, are still the
technological paradigm of hybrid dynamic nano–devices based on molecular
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motors due to their extreme ease of use and low cost. More advanced devices,
however, will need to incorporate ‘smarter’ features.

The success of the future dynamic nanodevices based on linear molecular
motors will depend on successful resolution of several technological problems:
(i) confinement of the movement of motile elements exclusively on fabricated
paths; (ii) enforcement of unidirectional polarity of the movement; (iii) en-
durance of the devices; and (iv) appropriate applications and designs. The first
technological barrier has been addressed in many studies in the last decade,
in both motility assay architectures. The gliding motility assay architecture
has been used more extensively due to easier fabrication, e.g. movement of
actin or MT on motor-functionalized tracks [63–66] and channels [67–69].
The bead architecture has more operational potential because the unipolar-
ity of the movement is naturally achieved through the built-in directionality
information in the filaments/MTs. Fig. 6.16 presents a color encoded trajec-
tory of actin filaments with movement confined in myosin-functionalized chan-
nels [67]. However, because the filaments/MTs have to be unipolarly aligned
– another difficult technological problem, the bead architecture is less success-
ful, with the notable exception of a very early study at NRL [70]. The more
difficult problem of unidirectional movement has been also recently addressed
through the use of strong electric fields outside the flow cell [71] which enforce
the movement of actin filaments in a preferential direction, and the use of ar-
row shaped channels [72] to favor the movement of MTs in one direction due
to their relative rigidity. The third technological hurdle (device endurance) is
very much modulated by the stability of the motor proteins, which are reput-
edly prone to denaturation following minute changes in carefully optimized
buffer media. Many operational aspects of hypothetical biomolecular dynamic
devices based on linear molecular motors have been recently comprehensively
reviewed [60].

Possible Applications of Hybrid Dynamic Nano–Devices
in a Micro/Nanoarray Format

Whatever their future use, hybrid nano–devices based on rotary or linear
molecular motors are likely to operate in largely parallel manner, with many
individual ‘clusters’ of nano–devices organized in a microarray architecture.
While the devices based on rotary motors have been already presented in a
simple and explicit microarray format, the devices based on linear motors
would raise interesting design issues. The possible applications for future dy-
namic nanodevices will use their natural functions, i.e. power generation and
cargo transport, as their primary purposes or for different purpose, e.g. sensing
and computation.

Power generation would be the most obvious application with both rotary
and linear motors being in principle capable of inducing electric currents if
a complex between the motile element and a metallic micro-sized object (a
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rod or bead) is moving in the vicinity of an electric current capturing de-
vice (e.g. a metallic wire loop). Many elements of the devices proposed by
Montemagno’s team prompt to this application (but not exclusively) with the
rotary motor based devices already being organized in micro– and nanoar-
ray formats (Fig. 6.13). An engineering study [73] tested the hypothesis of
obtaining a reasonable electric current from an array of nano–electric genera-
tors, i.e. beads moved by actin–myosin system in microfabricated structures.
It was found that, in an ideal situation, although the generated electric field is
approximately a few tens of pV per bead, a purposefully designed array would
amplify this to several nV – enough for micro-level local needs, e.g. powering
electronic circuits.

A number of devices performing mechanical functions have been recently
proposed by a group at University of Washington. A light-powered nano–
assembly line uses molecular shuttles, which exploit UV-induced release of
caged ATP combined with enzymatic ATP degradation, and which carry car-
gos along engineered paths [74]. Also a forcemeter capable of measuring the
strength of biological receptor/ligand pairs i.e. pN forces, has been demon-
strated [75]. The device is assembled from nanoscale building blocks, using
a cantilevered MT as a beam of known stiffness, loaded by a second MT
transported by kinesin.

Fig. 6.16. Confinement of the movement of actin filaments in channels (left) and
color-coded trajectories of actin filaments (right: red and purple – start and end of
sequence). (Adapted from [67]. Copyright 2002 Kluwer Academic Publishers)
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Imaging devices are another possible application. Vogel’s group proposed
an imaging device based on the kinesin–MT system [76]. Information about
surface properties such as topography is obtained by repeated acquisition of
an optical signal from a large number of microscopic, self-propelled probes
moving on random paths across a surface. Nicolau et al. [65] observed that
the fluorescence of rhodamine-labelled actin filaments decreases when the fila-
ments pass across hydrophilic (myosin-poor) surfaces. This system can be then
used for the readout of encoded surface properties with nanometer precision.

Molecular motors based devices can be also used, in principle, for biosens-
ing applications. If biomolecular recognition can induce a dramatic change
in the movement characteristics of motile elements, e.g. motor functionalized
beads, or antibody decorated filaments, then a very sensitive biosensing device
is available. The detection of the movement characteristics can be detected
by a giant magneto resistance (GMR) detector and integrated on a chip if
the beads are magnetic. The sensitivity of such a device is also its draw-
back, especially in the context of the sensitivity of protein molecular motors
to minute changes in environmental conditions. However, the major benefit
of such biosensing molecular motors-based devices lies in the motility of the
‘molecular sensor’ which allows for improved process kinetics by adding a
moving component to the otherwise diffusion-limited tangent–probe binding
process. This is especially important for detection of sensors aimed at highly
toxic or pathogenic agents, where speed of detection is critical.

Finally, molecular motors based devices can be used for computation, in
a similar, algorithmically–speaking, fashion as DNA computing. It has been
recently proposed [77] that motile elements can explore in a highly paral-
lel manner graphs that encode a mathematical problem. The most intuitive
example would be to solve the travelling salesman problem in a maze that
represents at a small scale the air paths in Adleman’s experiment.

6.5 Conclusion

We hope we have shown in this chapter that nanoarray technology opens
many new fields for microarray industry in many ways. In the immediate to
short term, static nanoarrays open the possibility of probing biomolecular
recognition on an enormous scale and also at the single molecule level. DNA
computation microarrays are possibly the best technological avenue for DNA
computing, which in itself is a tremendous development. New possibilities,
unforeseen at the moment, would be opened by the development of dynamic
nanodevices working in a microarray architecture.
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The Use of Microfluidic Techniques
in Microarray Applications

Piotr Grodzinski, Robin H. Liu, Ralf Lenigk, and Yingjie Liu

7.1 Introduction

The area of hybridization arrays enjoyed unprecedented growth in the last
decade [1,2]. These arrays, allowing for a highly parallel analysis of a multitude
of single-stranded DNA fragments, found use in many different areas, ranging
from microscale sequencing and cDNA expression microarrays for analysis
of gene expression [3, 4] to drug discovery and development [5] and single
nucleotide polymorphism (SNP) analysis [6].

Conventional DNA microarray chips are still hampered, however, by nu-
merous imperfections. They usually use sizable sample volumes of ∼ 200 µl,
which prohibits evolution towards further chip miniaturization. Current on-
chip hybridization assays take several hours to be completed, since the ma-
jority of them rely solely on diffusion to control the reaction kinetics. Finally,
most of the available array chips are not equipped with on-chip sample prepa-
ration provision, therefore requiring elaborate robot-based sample prepara-
tion using traditional bench techniques. Slow reaction kinetics and lack of
integrated sample preparation prohibits further penetration of the microarray
technology into diagnostic applications.

The recent, rapid developments in chip micro-fabrication technologies and
microfluidics provide potential for elevating many of current deficiencies of
microarray techniques. Microfluidic chips (also called “lab chips”) contain in-
terconnected fluidic microchannel networks, reaction chambers, mixers, and
valves, and can carry out conventional biochemical measurements with in-
creased speed and reliability [7]. They have the capacity to improve reaction
kinetics with the use of target stirring or mixing techniques, thereby allow-
ing expansion to high throughput analysis. Also, with the incorporation of
micro–Total Analysis Systems (µTAS) on the chip, they have the potential to
integrate front-end sample preparation with back-end hybridization detection
stages.

In this chapter, we will discuss chip technologies developed at Motorola
Labs and address the use of microfluidics in conjunction with microarray
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hybridization detection techniques. We will cover three general areas pertinent
to 1) multi-sample analysis in ‘biochannel’ devices, 2) improvement of reaction
kinetics using acoustic microstreaming target mixing and target oscillation
in the biochannel, and 3) integration of on-chip PCR amplification to bring
sample preparation and hybridization detection into a single chip.

7.2 Biochannel Hybridization Arrays

Conventional DNA hybridization assays rely solely on the diffusion of tar-
get to surface-bound probes. This diffusion limitation of the reaction leads
to hybridization times on the order of 3 to 12 hours, depending on the size
and concentration of the target and on the hybridization conditions. While
amplification of genetic material has become faster with the development of
rapid micro-system PCR cycling methods [8–10], detection is still hampered
by the slow process of DNA hybridization. It has been recognized that mix-
ing is important to achieve maximum rates of hybridization [11] and various
methods have been devised to accelerate this process. They include electronic
enhancement of DNA hybridization [12, 13], dynamic DNA hybridization us-
ing paramagnetic beads [14,15], rotation of the whole device [16], and the use
of a micro porous three–dimensional biochip with the hybridization solution
being pumped continuously through it [17].

While ultra-high density arrays are powerful tools for expression analysis
studies, highly parallel low or medium density arrays will be useful in many
other applications such as clinical diagnostics and pharmacogenomic applica-
tions based on genotyping and SNP scoring. Therefore, the ability to perform
massively parallel assays with only a few micro–liters of sample/reagent per
assay would provide substantial time and cost savings, and hence is highly
desirable. The ‘biochannel’ approach presented here addresses these points: it
enables the simultaneous analysis of a multitude of samples at a time, requires
only small sample volumes, improves hybridization kinetics, and provides ease
of integration with other micro-fluidic device components. Fig. 7.1 depicts the
‘working space’ for biochannel devices, plotted as number of samples versus
number of targets analyzed within one chip. Biochannel structures offer dis-
tinct advantages for analysis of a large number of different samples in the
array environment, with a low to medium density of detection probes.

Two different sets of chips have been prepared: 1) plastic, multi-channel
arrays for multi-sample analysis with optical detection schemes [18–20] and
2) hybrid arrays for single sample analysis used for studies of reaction kinetics
with electrochemical detection schemes [20].

7.2.1 Biochannel Devices with Optical Detection

The first generation of multi-channel arrays was built using microfabricated
PDMS networks containing channels which were ∼ 200 µm wide, ∼ 50 µm
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Fig. 7.1. Operational space for biochannel devices

deep, and few centimeters long [18,19]. These channel networks, fabricated us-
ing a molding process [21,22], were then aligned and bonded to CodeLinkTM

glass-based microarray slides (developed by Motorola Life Sciences, currently
part of Amersham Biosciences operation) to form a closed channel array. The
flat glass slide was coated for the immobilization of oligonucleotides (Sur-
Modics, Eden Prairie, MN) and spotted with DNA oligonucleotide probes
(100 µm diameter). A selective oxygen plasma surface treatment and bond-
ing/alignment technique was developed to obtain a robust but reversible bond-
ing between the PDMS and microarray glass chip. Although this fabrication
approach was easy to implement, its yield was low due to channel–to–channel
cross–talk. Accurate alignment of the chip and the channel network were also
difficult.

Fig. 7.2. Evolution of the fabrication process for biochannel devices, (a) oligo
probes are spotted on the flat surface and overlaid with PDMS channel network,
(b) oligo probes are spotted into the channels directly and overlaid with flat cover
piece
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In order to avoid the above deficiencies, we have modified the fabrication
procedure and used hot embossing to create channel networks in polycar-
bonate (1 × 3 inch format) first. The evolution of the fabrication method is
depicted in Fig. 7.2. The surface of the channels was functionalized for the
immobilization of oligonucleotides with a photo-reactive bi-functional linker
molecule that formed a covalent bond with the plastic substrate, the other
end carrying a succinimide group which readily reacts with amino-terminated
oligonucleotides. Oligonucleotide probes (Operon Technologies, Alameda, CA)
were spotted into these channels using contact printing (‘Spotbot’, Telechem,
Sunnyvale, CA). To demonstrate the ability of the biochannel device to si-
multaneously analyze several samples at once, a detection assay for surrogates
(due to safety concerns) of pathogenic bacteria strains (E. coli, S. epidermidis,
E. faecalis and S. salivarius) was performed (Table 7.1). Unique sequences for
identification of the organisms were found and primer sets were developed to
allow specific amplification. Several probes were evaluated for each ampli-
con and those with the best performance were selected (results not shown).
After immobilization of the oligonucleotide probes, the channels were sealed
using tape into which inlet and outlet ports had been cut using a computer
controlled CO2 laser tool (Universal Laser Systems, Scottsdale, AZ).

Table 7.1. Nosocomial etiologic agent surrogate genetic targets

Agent Surrogate Strain Genetic Relevant Amplicon
Targets Characteristics size

Staphylococcus Staphylococcus ATCC ArgABC AA uptake 371
aureus epidermidis 14990

Enterococcus Enterococcus ATCC DnaE DNA 195
faecalis faecalis 19433 replication

Streptococcus Streptococcus ATCC 9758 Dal D-Ala Ligase 293
Group B salivarius

Escherichia Escherichia DH5α(pBS) bla AmpR 627
coli coli K12

To generate the samples, an aliquot of 10,000 bacteria cells was asymmet-
rically amplified using a ratio of 1:100 of forward to fluorescent (Texas Red R©)
reverse primer. The PCR mixture contained 0.005 µM forward and 0.5 µM re-
verse primer, 400 µM dNTP, 80 mM KCl, 16 mM Tris–HCL (pH 8.3), 2.5 mM
MgCl2, and 0.05 U/µl Taq polymerase. Cycling parameters were: 35 cycles
(94◦C for 60 seconds, 55◦C for 60 seconds, 72◦C for 60 seconds), ending with
72◦C for 6 minutes to extend all unfinished DNA strands. One PCR ampli-
fication product was introduced in each channel, and after a washing step
the tape cover was removed and the bottom of the channels scanned in a
commercial laser scanner (GeneScan 4000, Axon, Union City, CA).
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The results of the hybridization in biochannel devices with single-stranded
amplicon are shown in Fig. 7.3, which presents the fluorescent scanner image
of two adjacent channels that have been hybridized with samples obtained
by PCR amplification of E. coli and E. faecalis samples. Probes for each of
the pathogenic bacteria surrogate strains were printed in duplicate, with all
channels being treated identically. The mainly single-stranded amplification
product of the PCR was hybridized directly to the channel network, without
the addition of hybridization buffer. The salinity was only one–tenth of con-
ventional hybridization solutions, which have a salinity of at least 0.5 M. Al-
though slow hybridization would be expected under these low-salt conditions,
the salinity was sufficient to produce intense, specific hybridization signals in
only 30 minutes.

Fig. 7.3. Fluorescent scanner image of two biochannel device channels after hy-
bridization. The left channel has been hybridized to amplicon obtained with a PCR
from E. faecalis, the right channel with E. coli amplicon

7.2.2 Biochannel Devices for Electrochemical Detection –
Reaction Kinetics Studies

In order to evaluate the kinetics of hybridization in the biochannel devices,
we chose to use electrochemistry-based single-nucleotide polymorphism (SNP)
detection arrays (eSensorTM) from Motorola Life Sciences [24]. The use of a
homogenous assay allowed for continuous measurement of DNA hybridization.
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The channel network made of double-sided tape was placed over eSensorTM

array chips. To accelerate hybridization, a pump was integrated into the de-
vice. The pump consisted of a thin-film heater evaporated onto the plastic
cover of the chip, in contact with an air–pocket. Cyclical heating and cooling
of this air volume resulted in pumping of the hybridization solution inside the
channel to overcome the diffusion-limited reaction.

ESensorTM chips for the experiments were provided by Motorola (Motorola
Life Sciences, Pasadena, CA). The chips had 16 electrodes, with electrodes 1–4
and 13–16 containing identical probes and the remaining electrodes contain-
ing negative controls. The channels were made in 200 µm thick double-sided
adhesive tape with a Teflon R© core (Fralock, Canoga Park, CA). The tape was
patterned by a computer-controlled CO2 laser tool. The channel was covered
by a 500 µm thick polycarbonate slide, into which inlet and outlet holes had
been drilled. The heater for the integrated air pump was made by vacuum–
evaporation of a platinum–film onto the polycarbonate piece. Contact to the
heater coil was made by clamping wires onto the metal film. A conventional
low-voltage power supply was used to manually operate the heater.

An assay for the detection of single-nucleotide polymorphisms in HFE–H
gene was used as the model assay. To generate the samples, 100 ng of human
genomic DNA (Clontech, Palo Alto, CA) was asymmetrically amplified using
a set of three primers with a final concentration of 0.5 µM each primer, 400 µM
dNTP, 50 mM KCl, 10 mM Tris–HCL (pH 8.3), 2 mM MgCl2, 0.05 U/µl Taq
polymerase, and 100 µg/ml bovine serum albumin. Cycling parameters were:
95◦C (3 minutes) to denature human DNA, followed by 40 cycles (94◦C for
45 seconds, 58◦C for 55 seconds, 72◦C for 60 seconds), and ending with 72◦C
for 6 minutes to extend all unfinished DNA strands. The PCR–product was
mixed with signaling probes in hybridization buffer (Motorola Life Sciences,
Pasadena, CA) in a ratio of 1:2. The hybridization cocktail was manually
filled into the channel. For the devices containing an integrated pump, the
pump was switched on and off in regular time intervals of 3 minutes. The
diffusion-controlled experiments were carried out in commercial eSensorTM

cartridges (Motorola Life Sciences, Pasadena, CA) with an internal volume of
65 µl. All hybridizations were performed at room temperature, with devices
placed horizontally. The signals were read using a Hydra R©600 instrument
(Motorola Life Sciences, Pasadena, CA) using eSensorTM software (Motorola
Life Sciences, Pasadena, CA); the AC voltammetry technique to gather the
electrochemical signal is described in more detail elsewhere [24].

Figure 7.4 shows fabricated eSensorTM biochannel devices inside electrical
connectors. Figure 7.4a depicts the device used for diffusion controlled exper-
iments, and Fig. 7.4b shows the device with an integrated electrical heating
coil, consisting of a metal–film evaporated onto the area of polycarbonate
cover in contact with an air–pocket inside the channel. The total channel vol-
ume is 25 µl. When voltage is applied to the heater, the air pocket expands,
pushing the hybridization solution through the channel and into a reservoir.
Care must be taken to prevent the liquid from being pushed too far, which
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Fig. 7.4. ESensorTM chip covered with biochannel microfluidic channels (a) and
biochannel with integrated air-pump (b) to allow for oscillation of the hybridization
mixture

Fig. 7.5. Comparison of hybridization kinetics in biochannel with integrated pump
and diffusion-controlled hybridization chamber
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would expose the electrodes to air. By repeatedly switching the power on
and off, fluid oscillation can be achieved. Due to the slow actuation process
of the pump, the chosen oscillation frequency was 0.167 Hz for one expan-
sion/contraction cycle, corresponding to a mass–flow rate of 0.4 µl / sec. The
results for the genotyping experiment using target obtained by PCR ampli-
fication of human genomic DNA are shown in Fig. 7.5. All values are mean
values from 4 electrodes in the same device. Because of the homogenous na-
ture of the assay, results were obtained at different time points to monitor
hybridization kinetics. In the diffusion-controlled device, the signal increased
linearly, and equilibrium was not achieved within the time–frame of the ex-
periment. The rates of hybridization in the pumped biochannel devices were
much higher, reaching steady–state after 4 hours. Using the rate definition
adopted from reference [24], which compares the time required to achieve half
of the saturation (maximum) signal, we conclude that the hybridization pro-
cess is accelerated ∼ 6–fold in biochannel devices as compared to diffusion
driven chips. Moreover, in the pumped devices, the first measurement point
taken immediately after filling the device already shows a signal of 10 nA,
corresponding to a S/N value of over 20, already sufficient to determine the
genotype with a high level of confidence. This large signal at the first time–
point is likely to be due to the passing of target molecules in close proximity
to the surface-bound probe molecules during the loading process, with subse-
quent rapid hybridization.

7.2.3 Simulation of Hybridization Biochannel Reactors

Hybridization assays in a given reactor depend on a number of parameters re-
lated to probe and target characteristics (length, concentration, binding rates,
surface immobilization characteristics), and parameters related to physical
reactor design (size, shape, probe patch locations, sample motion, diffusion
lengths etc). Assessing the effects of these different parameters on the hy-
bridization rates using experiments can be a challenging task. With proper
physical inputs, simulations can provide very detailed information on the phys-
ical and chemical aspects of a given reactor, allowing one to predict reaction
performance, assess effects of different physical strategies (e.g. mixing, oscillat-
ing sample) and allow pre-fabrication optimization of a given reactor design.
CFD–ACE+, an advanced multiphysics solver [25], was used to perform cou-
pled flow and chemistry simulation of hybridization reactors. The detailed
set of equations and simulation procedures is given in reference [20]. Here,
we present only the results relevant to assessing a relationship between the
target oscillation within the channel, target concentration, and reaction ki-
netics. These biochannel simulation results are compared with those obtained
for bulk, static (diffusion-controlled) hybridization reactors.

In Fig. 7.6, the normalized surface target concentration histories are plot-
ted for each of the individual reactors. Figures 7.6a, 7.6b and 7.6c show the
hybridization behavior for 10 nM, 1 nM and 0.1 nM sample target concen-
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trations, respectively. A comparison of Fig. 7.6a to Fig. 7.6c reveals that in-
creasing the sample target concentration speeds up the surface reaction in
all of the configurations. At all sample concentrations, the static biochannel
device exhibits the slowest hybridization rates. This result is expected for two
reasons. First, the transport of sample targets to the probes is controlled by
diffusion. Second, and more importantly, the channel configuration limits the
amount of targets that are easily accessible to each of the probe sites. The
bulk reactor, which is also a diffusion-dominated device, shows a better per-
formance, while the device with the oscillating sample provides for the best
hybridization performance. This result is as expected, since convection pro-
vides a faster means of transporting the targets to the surface. One of the
findings from these simulations is that at the highest concentrations, the bulk
reactor hybridization rates approach those for the oscillating biochannel de-
vice. This indicates that at higher target concentrations, the overall rates of
hybridization may be governed more by chemical kinetics at the surface than
by the efficiency of transport of target species to the surface.

Fig. 7.6. Time-variation of the surface-bound target for three different types of
hybridization reactors, (a) at 10 nMol target concentration, (b) at 1 nMol target
concentration, (c) at 0.1 nMol target concentration
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7.3 Chips with Cavitation Microstreaming Mixers –
Kinetics Studies

The biochannel oscillation technique discussed in the previous section was
successfully applied to the improvement of hybridization kinetics. This tech-
nique is limited, however, to low- and medium-density 1–dimensional arrays.
We have also developed a more general mixing technique which can be used
on 2–dimensional arrays of any size. This technique relies on the principle of
cavitation microstreaming [26] and has many advantages over most existing
techniques used for hybridization enhancement, including simple apparatus,
ease of implementation, low power consumption (∼ 2 mW), and low cost.

The mixing enhancement was tested using dye experiments, and the tech-
nique was subsequently used to enhance DNA hybridization in both op-
tical detection-based and electrochemical detection-based DNA microarray
chips [27,28].

7.3.1 Theory of Cavitation Microstreaming

An air bubble in a liquid medium can act as an actuator (i.e., the bubble sur-
face behaves like a vibrating membrane) when it is energized by an acoustic
field. The behavior of a bubble in a sound field is determined largely by its res-
onance characteristics. For frequencies in the range considered here (∼ kHz),
the radius of a bubble at resonant frequency f is given by:

2πaf =
√

3γP0/ρ (7.1)

where a is the bubble radius, γ is the ratio of specific heats for the gas, P0

is the hydrostatic pressure and ρ is the density of the liquid.
When a bubble undergoes vibration within a sound field, the frictional

forces generated at the air/liquid interface induce a bulk fluid flow around the
air bubble, called cavitation microstreaming or acoustic microstreaming [26].
It was found that cavitation microstreaming is orderly at low driving ampli-
tudes when the insonation frequency drives the bubbles at their resonance
frequency for pulsation and when the bubbles are situated on solid bound-
aries. Bubble-induced streaming is strongly dependent on frequency for a
given bubble radius, and on bubble radius for a given frequency. Acoustic
microstreaming arising around a single bubble excited close to its resonance
frequency produces strong liquid circulation flow in the liquid chamber. This
liquid circulation flow can be used to effectively enhance mixing beyond the
diffusion-limited process.

Although cavitation microstreaming has been studied since the 1950s [29,
30], we have not found any report on the use of this phenomenon to enhance
micromixing. One challenge here is to precisely control the size of the air
bubbles. In this work, we have developed an air bubble trapping design using
micromachined air pockets for mixing enhancement.
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7.3.2 Proof–of–concept Chips for Mixing Experiments

Practical embodiment of the chip capable of inducing acoustic microstreaming
within the cavity is depicted in Fig. 7.7. The chamber is constructed by sealing
a conventional DNA microarray glass chip with a polycarbonate cover layer
using a double-sided adhesive tape (3 M, St. Paul, MN). The adhesive tape,
with thickness of 200 µm, serves as a spacing gasket to define the shape and
dimension (16 × 16 mm) of the chamber. The cover layer has a desired number
of air pockets distributed uniformly above the chamber with a pitch of 2 mm.
The air pockets (500 µm in depth and 500 µm in diameter) were machined
using a Prolight milling machine (Light Machines, Manchester, NH) and were
used to trap air bubbles in the reaction solution. A piezoelectric (PZT) disk
(15 mm diameter, APC Inc., Mackeyville, PA) was bonded on the external
surface of the cover layer using a super glue (DuroTM Loctite Corp., Avon,
Ohio).

In order to evaluate mixing efficiency, control experiments were performed
using a colored dye. The chamber contents were irradiated with the sound
generated by the PZT disk driven by a HP functional generator (Hewlett–
Packard Co., Palo Alto, CA). Visual observations were made from above using
a stereoscope. One–half of the chamber was filled with DI water and the
other half with a red dye solution (a mixture of phenolphthalein and sodium
hydroxide solution, both from Aldrich Chemical Co., Milwaukee, WI) in order
to visualize motion of fluid elements in the chamber. The frequency employed
was 5 kHz (square wave) with a peak–to–peak amplitude (Vpp) of 40 V.

The fluidic dye experiments showed that sonic irradiation caused little mo-
tion of the liquid if air bubbles were excluded from the chamber. However, with
air bubbles that have a resonant frequency matching the insonation frequency
induced by the PZT transducer, a gross liquid motion was seen to take place

Fig. 7.7. Schematic showing a chip realization of cavitation microstreaming phe-
nomenon, (A) overview; (B) sideview
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around individual bubbles. Since the top pockets were uniformly distributed
above the chamber, the resulting cavitation microstreaming dominated the
mixing in the whole chamber (16 × 16 × 0.2 mm). Complete mixing was
achieved across the whole chamber within 6 seconds, while diffusion-based
mixing (i.e., without acoustic mixing) in the same chamber took approxi-
mately 8 hours to complete (considering diffusion in lateral direction). Dye
experiments were also performed to investigate the relationship between mix-
ing rate and acoustic parameters. It was found that the use of square waves
resulted in faster mixing then the use of sinusoidal waves at the same Vpp.
Lower voltage amplitudes also resulted in less mixing enhancement. The most
effective mixing enhancement was provided by pulsation of a desired number
of air bubbles having a size and resonant frequency selected in accordance
with the insonation frequency induced by the PZT transducer (7.1). A more
detailed discussion of these dye mixing experiments can be found in refer-
ence [28].

7.3.3 High density DNA Microarray Hybridization

High density DNA microarray hybridization experiments were performed to
evaluate the effect of mixing enhancement on hybridization efficiency and
uniformity as compared to conventional diffusion-based hybridization. A fluo-
rescent detection-based microarray biochip consisting of a high density array
of oligonucleotide probes dispensed on a 1 × 3 inch pre-treated glass slide (de-
veloped by Motorola Life Sciences, currently part of Amersham Biosciences
operation) was used. Two different oligonucleotide probes (NEO and YJEK,
both obtained from Operon Technologies Inc., Alameda, CA) and a posi-
tive control were arranged in a uniform pattern across the entire slide. Both
NEO and YJEK are Cy3-labelled bacterial oligonucleotides. The sequence of
the NEO probe is GCGTTGGCTACCCGTGATATTGCTGAAGAG with a
5′ amine. The sequence of the YJEK probe is TTTGTAGATTAGCACTG-
GAACTGGCACCGC with a 5′ amine. A 1 × 3 inch piece of double-sided
adhesive tape with a thickness of 0.25 mm (3 M, St. Paul, MN) was cut into
four 15 × 12 mm windows and used to bond a polypropylene cover layer to the
glass slide. The tape also served as a spacing gasket to define the shape and
dimension of the chambers on the glass slide. The polypropylene cover layer
contained a number of uniformly distributed air pockets (500 µm in depth and
500 µm in diameter with a pitch of 2 mm) on the side facing the DNA array.
A PZT disk (15 mm diameter) was glued on the outer surface of one chamber,
in which cavitation microstreaming was implemented. Static diffusion-based
hybridization was performed as a control in one of the other three chambers on
the same chip. During hybridization, a fluorescently-labelled oligonucleotide
target solution (45 µL) containing 50% formamide (Sigma Chemical Co., St.
Louis, MI) and 10 nM Cy3 labelled NEO- and YJEK-specific targets (Operon
Technologies Inc., Alameda, CA) was loaded into each detection chamber. The
PZT transducer was driven at 5 kHz (sinusoidal sound wave) and 10 Vpp. The



7 The Use of Microfluidic Techniques in Microarray Applications 131

device was kept in a temperature-controlled chamber at 37 ◦C. Hybridization
was carried out for 2 hours, after which the polypropylene layer was removed
from the array glass slide, which was subsequently washed with TNT solution
(TRIS/Sodium Chloride/Tween, from Sigma Chemical Co., St. Louis, MI) for
30 minutes at 42◦C and rinsed three times with water. The glass slide was
then scanned using a microarray scanner (Axon Instruments, Inc., Union City,
CA).

Cavitation microstreaming was implemented in one of the four chambers
(each 15 × 12 × 0.25 mm) on a fluorescent detection based microarray biochip
consisting of a high density array of two types of oligonucleotide probes (NEO
and YJEK) and a positive control. The continuous repetition of the two probe
oligonucleotides in a uniform pattern across the entire slide allowed for sig-
nal comparisons across the entire array area. This is critical in understand-
ing the signal homogeneity. The resulting fluorescent scanning images are
shown in Fig. 7.8. Fluorescent intensity data for the mixing-enhanced array
and the static hybridization array (diffusion-based) were analyzed. As shown
in Figs. 7.9a and b, the average signal intensity of the mixing array is five
times greater than that of the static hybridization array, and signal unifor-
mity (co-variance) is also greatly improved by implementation of cavitation
microstreaming. These results indicate that hybridization reactions in oligonu-
cleotide array formats can generally be affected by the level of mixing of the
target ligand. Efficient and effective micromixing maximizes delivery of the
sample targets to the array surface, and thus significantly improves hybridiza-
tion efficiency and uniformity.

7.3.4 Hybridization Kinetics Study

An assay for single nucleotide polymorphisms (SNP) associated with hema-
tochromatosis (HFE–H) was performed in an eSensorTM device (Motorola Life
Sciences, Pasadena, CA) equipped for induction of cavitation microstreaming.
The use of the eSensorTM device allowed for continuous measurement of DNA
hybridization signals during the reaction due to the homogenous nature of the
assay, thus allowing hybridization kinetics to be studied [20]. Each device con-
sisted of a plastic cover layer assembled with a printed circuit board (PCB)
chip with 16 detection electrodes. Four electrodes contained identical oligonu-
cleotide probes for HFE–H gene while the remaining electrodes contained
other probes and negative controls. The plastic cover layer contained a 4 × 4
array of air pockets (500 µm in depth and 500 µm in diameter) facing the DNA
probes on the PCB substrate. A PZT disk was glued on the outer surface of
the cover layer to induce cavitation microstreaming during the hybridization.

Target solution preparation and measurement protocols were the same
as those described in section 7.2.2. The hybridization cocktail was loaded
into the eSensor chip with an internal volume of 65 µL. Hybridization was
performed at 35◦C. During the hybridization process, the PZT was driven
at 5 kHz and 10 Vpp (square sound wave). The signals were read using a
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Hydra R©600 instrument (Motorola Life Sciences, Pasadena, CA). For com-
parison purposes, the same hybridization reaction was also performed in a
conventional diffusion-based eSensorTM chip using the same amplicon mix-
ture. Hybridization kinetics as a function of acoustic amplitude (Vpp) were
also studied using amplitudes of 5 Vpp and 40 Vpp, as compared to 10 Vpp,
while maintaining the same frequency of 5 kHz.

Kinetic data from the genotyping experiments using target DNA obtained
by PCR amplification of human genomic DNA were collected by monitoring
the electrochemical signal as a function of time. Figure 7.10 summarizes the
hybridization kinetics results for a mixing-enhanced device and a diffusion-
based device under the same assay conditions. The results show that in the
static (diffusion-based) device, the hybridization signal evolved slowly and in-
creased linearly. Saturation of the hybridization signal was not achieved within
the time frame of the experiment. Moreover, the standard deviation associ-

Fig. 7.8. (a) Fluorescent image of a 4-chamber, high density array, biochip after a
2-hour hybridization reaction. One chamber (15 × 12 × 0.25 mm) undergoes static
hybridization (b), while hybridization in another chamber (15 × 12 × 0.25 mm) is
aided with cavitation microstreaming (c)
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Fig. 7.9. Numerical data gathered from fluorescent images shown in Fig. 7.8. (a)
averaged fluorescent intensity of probes NEO in the mixing-enhanced array vs. static
hybridization array, (b) uniformity of signal intensity of probes NEO for the mixing-
enhanced array vs. static hybridization array (note: 0% CV = fully uniform)

ated with each data point indicates that the static hybridization results in
relatively large electrode–to–electrode variation. For the hybridization assay
coupled with cavitation microstreaming, the signal increased more rapidly,
and showed a much more uniform distribution (small standard deviations)
compared to the pure diffusion-based device. After 40 minutes of hybridiza-
tion, the sample in the mixing-enhanced device reached a saturated current
value. It took approximately 6 hours for the static sample to reach the satu-
rated level (data not shown). If the relative rates of hybridization in the two
devices are calculated as the ratio of the time it takes for the signal to reach



134 P. Grodzinski et al.

one–half of the saturated value [24], it can be seen that hybridization in the
mixing-enhanced device occurs ∼ 5 times faster than in the diffusion-based
device.

Theoretically, the relative rate of hybridization in both devices can also be
estimated from the ratio of the square of the diffusion layer thickness in each
device, since the diffusion time constant is proportional to the square of the
diffusion length [31]. In such a diffusion layer model, it is assumed that con-
vection maintains the concentrations of all species uniform and equal to the
bulk values up to a certain distance from the surface. Within the boundary
layer, no solution movement occurs and mass transfer takes place by diffusion.
The thickness of the diffusion layer on a flat surface in a static hybridiza-
tion is assumed to be 50 µm [24, 28], while the diffusion layer on an acoustic
microstreaming-enhanced surface is estimated to be 20 µm using the steady
oscillation model [32]. This theoretical ratio of 6.25 is in close proximity to
the observed relative rate of hybridization. Moreover, the standard deviation
of each data point in the mixing-enhanced assay is much smaller than that
in the diffusion-based assay, showing that cavitation microstreaming greatly
enhances the uniformity of hybridization across the chip.

A mixing-enhanced hybridization can be treated as a three-step process:
1) transport of targets (via diffusion and/or convection) in the solution to
the diffusion (stagnant) boundary layer; 2) transport (primarily diffusion) of

Fig. 7.10. Hybridization kinetics study performed on static hybridization vs.
mixing-enhanced hybridization (square sound wave, 5 kHz and 10 Vpp) using
eSensorTM chips. Each data point is the mean value obtained from four electrodes
with identical DNA capture probes in the same device
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target within the diffusion boundary layer to the probes on the chip surface;
and 3) reaction of target with probes on the surface. Since the last step is
a chemical process of association and dissociation at the surface on which
extended research has been reported [33,34], we have focused on the first two
steps. Both fluidic and hybridization experiments have demonstrated that
cavitation microstreaming not only provides rapid lateral mass transport of
fluidic elements, but also enhances the vertical mass transport of target DNA
in the solution. The combination of rapid lateral and vertical fluid movements
results in rapid transport of targets in solution to the diffusion boundary layer
and thus allows for continuous replenishment of fresh DNA targets around
probes that have been depleted of complementary targets. As a result, the
hybridization rate is increased. Moreover, the rapid fluid movement associated
with cavitation microstreaming in a shallow hybridization chamber reduces
the thickness of the diffusion boundary layer by 2.5–fold. Targets are therefore
in closer proximity to the immobilized probes on the chip surface, resulting
in faster hybridization due to shorter diffusion lengths.

The rapid lateral fluidic movement, as observed in the fluidic dye experi-
ments, also ensures a homogenous mixture of targets and sufficient fluid ex-
change across the large surface area of the chip, thus allowing for uniform
hybridization signals to be achieved. Uniformity of the hybridization signal is
critical, especially for high density microarrays and/or for detection of low-
abundance targets. Lack of lateral convection can lead to non-homogeneous
array performance and hybridization differences that are independent of dif-
ferences in target concentration. Although the enhancement of hybridization
rates using acoustic microstreaming is not as significant as that in the biochan-
nel [20], flow–through [17], and electronic DNA [12, 13] devices, cavitation
microstreaming has distinct advantages over the above methods, due to the
rapid lateral mass transport that can be achieved, resulting in significantly
enhanced uniformity of hybridization. Moreover, cavitation microstreaming
requires a very simple mixing apparatus, and thus can easily be incorporated
into most existing biochip devices.

7.4 Integrated Microfluidic Reactors
for DNA Amplification and Hybridization

The use of microfabrication technologies has created the potential to integrate
biological sample preparation with DNA analysis in a single Lab–on–a–Chip
device [35, 36]. The prospective goal is to fully integrate sample collection
and pretreatment with the DNA extraction, amplification, and detection into
a single microfluidic platform. The ability to perform all of the steps of the
biological assay, in a single self-contained microchip, promises significant ad-
vantages in terms of speed, cost, sample/reagent consumption, contamination
reduction, efficiency and automation [37,38].
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In recent years, developments in Lab–on–a–Chip technologies have been
substantial. Previously, integrated micro devices with reagent mixing, enzy-
matic reactions, and DNA sizing by electrophoresis were demonstrated [39].
The integration of micro PCR with microchip capillary electrophoresis (CE)
has also been developed [40, 41]. The devices reported by Burns et al. [42]
were capable of metering aqueous reagents, mixing, amplification, enzymatic
digestion, electrophoretic separation, and detection with no external lenses,
heaters, or mechanical pumps. Other integrated devices, demonstrated by Sos-
nowski et al. [43], utilized electrical forces to accomplish such functions as cell
separation, sample transport, hybridization acceleration, and denaturation. In
another report [35], integrated monolithic genetic assay devices have been fab-
ricated in polycarbonate to carry out serial and parallel multistep molecular
operations, including nucleic acid hybridization. Recently, Taylor et al. [44]
reported on devices capable of carrying out automated sample preparation
followed by real time PCR detection of pathogens. Similarly, Wilding, Kricka
and Fortina [45] have developed a prototype of an integrated semi-disposable
microchip analyzer. The system, which is currently under further testing, is
capable of cell separation and isolation, PCR amplification, and amplicate
detection.

The overall performance of an integrated device does not depend only on
that of its individual functional units, but also on that of the functional in-
tegration. As a result, microvalves have become critical components for the
further development of Lab–on–a–Chip technology. Some very ingenious mi-
crovalves have been designed and built as alternatives to silicon based mi-
crovalves [46,47]. Electrokinetic valves have been successfully used for sample
injection in microchip CE, on-chip fluid mixing, and dilution [36, 48]. Hy-
drophobic passive valves have been implemented in microfabricated centrifu-
gal microfluidic systems [49]. Systems containing on–off valves and switching
valves have been built in elastomeric materials by soft lithography [50]. Poly-
mer monoliths containing grafted thermally responsive polymers have been
thermally controlled to block or allow flow in micrometer size structures [51].
Various designs of hydrogel valves, which operate on the principle of hydro-
gel volume change with external stimuli, have enabled the fabrication of an
organic microfluidic system [52]. Because of the unique valving requirements
(high pressure, biocompatibility, and device complexity) for the integration
of PCR and hybridization functionality, none of these valves could be imple-
mented into our monolithic integrated devices.

7.4.1 Integrated Chip Design and Fabrication

Here [53], we discuss plastic, disposable devices capable of carrying out PCR
amplification, hybridization, and hybridization wash assays. These microfludic
devices were fabricated into polycarbonate plastic using CO2 laser machin-
ing. Reagent transport through the device was provided by syringe pumps,
which were docked onto the device. Peltier thermal electrical devices powered
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the heating and cooling functionality of the device. Oligonucleotide probes
were deposited inside plastic hybridization channels using surface attachment
chemistry and spotting techniques previously discussed in section 7.2.1. Novel
Pluronics phase change valves accomplished the integration of such functional
units as PCR amplification, hybridization and hybridization wash on the same
device. An air permeable hydrophobic membrane valve was implemented into
the device to allow for the flow of solution into the sealed hybridization cham-
ber. All of the reagents needed for the assay were loaded into the device before
the assay. Genomic DNA from the bacteria Escherichia coli K–12 (E. coli)
and Enterococcus faecalis (E. faecalis) were used to amplify the E. coli K–12
MG1655 gene (221 bp) and the E. faecalis DNAE gene (195 bp) by single
or multiplex asymmetrical PCR (A–PCR) reactions. The single strand ampli-
cons were hybridized to the detection probes inside the hybridization channel.
The performance of each individual functional unit and that of the integrated
system were tested.

7.4.2 Pluronics Phase Change Valves

Microvalves are critical to the successful integration of PCR amplification
with DNA hybridization assays. Suitable microvalves have to meet a number of
requirements. First, the valves must be able to withhold the pressure generated
during the PCR reaction, caused by degassing and air expansion at elevated
temperature. If the valve fails, the PCR sample will be pushed out of the PCR
chamber, resulting in failed PCR reaction. The amount of pressure required
to prevent degassing has been estimated by Chiou et. al. [54] to be about
3.1 psi. The evaluation was performed using solubility data for air in water
and Henry’s law. The presence of an air gap between the PCR chamber and the
valves will cause additional internal pressure build–up. Heating of this air gap
will generate an additional 3.7 psi pressure at 94◦C (using the ideal gas law),
therefore the valve must be able to withhold at least 6.8 psi total pressure to
ensure the successful confinement of the PCR sample during thermal cycling.
Second, because valves will be in direct contact with PCR solution, the valve
material must not inhibit the PCR reaction. Third, the valve needs to be
easily opened after the PCR reaction to allow PCR solution to flow into the
hybridization channel.

Pluronics F127, a commercially available surfactant, is composed of un-
charged (EO)106(PO)70(EO)106 triblock copolymers. Solutions of Pluronics
within a concentration range of 18–30% are low viscosity liquids (< 2 poise)
at low temperature (0–5◦C), but form self-supporting cubic liquid crystalline
gels at room temperature [53]. Therefore, Pluronics solutions at the proper
concentration can be used as one-shot, phase change valves. These one shot
valves are initially closed and become permanently opened once activated by
a lowering of the valve temperature below the Pluronics gel transition tem-
perature. We have found that the presence of Pluronics molecules does not
inhibit PCR reactions, and a 9 mm × 0.25 mm × 0.25 mm valve made of 30%
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Pluronics in a polycarbonate channel can hold 20 psi pressure, well above
the 6.8 psi generated during the PCR reaction. The advantages of Pluronics
temperature transition valves are their simplicity of implementation and op-
eration. Although in solid gel form, Pluronics gels are not cross–linked and
can be easily injected into microfluidic structure to form one-shot valves using
a preloaded syringe at room temperature.

7.4.3 Assay in an Integrated Reactor

Two genetic targets were asymmetrically amplified in the assays: E. coli K–
12 MG1655 gene (221 bp) and E. faecalis DNAE gene (195 bp). The A–
PCR reaction mixture contained 10 mM Tris–HCl (pH 8.3), 50 mM KCl,
1.5 mM MgCl2, 0.001% gelatin, 250 µg/mL bovine serum albumin, 125 µM
each deoxynucleotide triphosphate, 1.2 µM reverse primer, 12 nM forward
primer, 25 units/mL AmpliTaq, DNA polymerase (Perkin–Elmer), and E.
faecalis or E. coli genomic DNA (50 pg/mL). The primer set used to amplify
a 221 bp segment of E.coli gene target was 5′AAC GGC CAT CAA CAT
CGA ATA CAT3′ (forward) and 5′[cy3] GGC GTT ATC CCC AGT TTT
TAG TGA3′ (reverse). The probe used for hybridization was AAG CGA CAG
TTC GGC TTC GTG NH2 3′. The primer set used to amplify E. faecalis
gene was 5′GCC AGA TTT TTC GTT CGC TCA T3′ (forward) and 5′[Cy3]
AAA TCG GCA ACT TCT CGC TCA G (reverse). The probe used for
hybridization is CGG AAG AAA GCT CTG AGC G NH2 3′. The probe for
negative control was AGC TCA CGT GCC TGC AGA AG NH2 3′. All the
oligo probes and PCR primers were ordered from Operon Technologies Inc.
(Alameda, CA).

The integrated device is shown in Fig. 7.11. The device contains a PCR
chamber (38 µL), a hybridization channel (7 µL), a syringe coupled to a
hybridization wash solution channel (20 µL), a waste channel coupled to a
waste syringe, four Pluronics trapping reservoirs, one hydrophobic membrane
valve, four Pluronics valves, seven reagent introduction holes, and three ex-
ternal syringe pump interface reservoirs. The dimensions of the device are
5.4 mm × 8.6 mm × 0.75 mm, and resemble that of a miniature credit card.
The PCR chamber volume (38 µL) is large relative to the current hybridiza-
tion channel volume (7 µL). But this volume can be utilized in a longer hy-
bridization channel with a higher density array. The hybridization channel was
designed to accommodate efficient dispensing of probes, using a SpotBotTM

Personal Microarrayer. With this spacing, all 4 pins of the microarrayer were
utilized, with no need for device position adjustment. It took the SpotBotTM

about ten minutes to dispense 120 probes into the four channels. Pluron-
ics valves were installed before any reagent solution was introduced into the
device. The two Pluronics valves adjacent to the PCR chamber enclose the
PCR solution during the reaction. The first Pluronics valve (V1) isolates the
PCR chamber from the external pump, and the second Pluronics valve (V2) is
located between the PCR chamber and the hybridization channel. The third
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Pluronics valve (V3) is placed between the hybridization channel and the wash
solution channel. The fourth Pluronics valve (V4) isolates the hybridization
channel from the waste chamber. PCR mixture and hybridization wash solu-
tion were introduced into their corresponding chambers on the device prior
to permanent sealing of all reagent access holes by application of 1 layer of
adhesive tape and 1 layer of parafilm.

During PCR thermal cycling, only the PCR chamber portion of the de-
vice was sandwiched between Peltier thermal electric heating units. After
PCR thermal cycling, the two Pluronics valves adjacent to the PCR chamber
were cooled to 5◦C with a Peltier thermal electrical device, and the syringe

Fig. 7.11. Monolithic, integrated DNA assay device. Legend: Serpentine PCR chan-
nel (PCR), hybridization channel (HC), Pluronics valves (V1–4), Pluronic traps (T),
Hydrophobic air permeable membrane (M), PCR reagent loading holes (SL), Sam-
ple driving syringe pump P1, waste withdrawing syringe pump (P2), wash syringe
pump (P3)
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pump (P1) was then used to push the Pluronics valve solution and PCR am-
plification solution toward the DNA hybridization channel. When Pluronics
solution entered the Pluronics traps, located outside of the Peltier cooler zone,
the Pluronics solution resolidified into a solid gel state and did not travel any
further. This prevented the Pluronics gel from blocking the connecting chan-
nel to the hybridization chamber. The amplified PCR sample solution was
then continuously pushed into the hybridization channel. The air permeable
hydrophobic membrane vent at the end of the hybridization channel allowed
air from the channel to flow out of the device, while sealing target solution
that flowed into the channel. Because of the small dimension of the fluidic
channel, target DNA molecules were confined in close proximity to the cap-
ture probes. Assuming a target diffusion coefficient of 1.7 × 10−7 cm2/s, it
was estimated that it would take only about 30 minutes for a 200 base target
to reach capture probes from the top of the channel by diffusion. We deter-
mined experimentally that one hour reaction time is sufficient for detection
of hybridization event. Further improvement of hybridization efficiency could
be realized when in-channel target solution oscillation is implemented in the
future design [20]. The Peltier device, underneath the hybridization chamber,
was maintained at 50◦C during the one-hour hybridization reaction. After hy-
bridization, valve three (V3) and valve four (V4) were opened by activation
of the syringe pumps, P2 and P3. Since the pressure–holding requirement for
V3 and V4 is not as high as for V1 and V2, V3 and V4 were designed to hold
less pressure and allow activation by syringe pumps alone. The first 10 µL of
the wash solution was pushed into the hybridization channel, while the waste
syringe withdrew the target solution. The next 10 µL of the wash solution
was left in the hybridization channel, to incubate for 20 minutes. The wash
solution was manually removed by the waste syringe before scanning. We at-
tribute the successful integration of multiple functions on a monolithic device
to the implementation of the Pluronics valves. Plastic devices containing only
fluidic channel structures are very inexpensive when produced in large quan-
tities by injection molding. However, the cost of the device will increase if
an additional complicated fabrication process is needed for addition of me-
chanical valves. The implementation of Pluronics phase change valves does
not require additional fabrication steps and thus is desirable for low cost,
disposable chip solutions. Since the device is preloaded with all of the nec-
essary reagents needed for the assay, potential contamination from human
interference is eliminated, and automation is made possible.

Three different types of probes (E. coli, E. faecalis, and control) were dis-
pensed in four horizontal sections of the serpentine hybridization channel. The
probe layout was identical in each of the four horizontal sections. Two sets of
a 1 × 5 array of each type of probe was located in each horizontal channel
section, with a total of eight sets in the entire serpentine hybridization chan-
nel. Assymetrical PCR protocol was used to produce single stranded DNA
targets. Depending on which target DNA template molecules were present in
the PCR chamber, the corresponding probe sites were detectable by fluores-
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cence after successful hybridization. Figure 7.12a is the fluorescent image of
the hybridization chamber, using the E. coli 221 bp gene as amplification tar-
get. Hybridization reactions occurred at the sites of E. coli probes. Two sets
of hybridization sites were enlarged for better view. The fluorescent signals of
corresponding probes in the same array were very uniform. Interestingly, the
fluorescent background inside the fluidic channel is lower than that from the
surrounding ridges. One possible explanation is that thermal bonding causes
increased roughness at the bonding interface and therefore causes an increase
in scattered light during scanning. These integrated devices were also tested

Fig. 7.12. PCR hybridization results from monolithic integrated device, (a) E. coli
221 bp hybridization after amplification. Portions of the biochannel were enlarged
for better viewing, (b) Fluorescent image of portion of biochannel after E. fae am-
plification and hybridization, (c) Fluorescent image of portion of biochannel after
multiplex (E. fae and E. Coli) amplification and hybridization
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for E. faecalis gene (195 bp) amplification and detection, and for multiplex
PCR (E. coli and E. faecalis) amplification and detection. All amplification
and hybridization reactions were successful, as shown in Fig. 7.12(b,c).

7.5 Summary and Conclusions

Microarray hybridization technologies have become indispensable tools in
the studies of gene mapping, gene expression, and single nucleotide poly-
morphisms. The microarray field has enjoyed tremendous progress in the
last decade, resulting in successful commercialization of several chip ap-
proaches [1,2,12,13,17,24]. However there is still significant room for improve-
ments, particularly in the areas of assay kinetics, on-chip sample preparation
and further functional integration. These improvements will not only increase
analysis throughput and reduce analysis cost, but will enable broadening of
the practical applications to such areas as doctor’s office diagnostics, field
environmental monitoring, and rapid biothreat recognition. A clever combi-
nation of existing microarray techniques and newly developing microfluidic
chips promise powerful analytical solutions where high parallelism of sens-
ing is complimented with high throughput, rapid assay kinetics and compact,
portable instrumentation.
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Labels and Detection Methods

James J. Storhoff, Sudhakar S. Marla, Viswanadham Garimella, and
Chad A. Mirkin

8.1 Introduction

The sequencing of the human genome [1,2] along with other organisms is fu-
elling the development of new tools for the highly parallel analysis of genomic
information. Microarray technology has emerged as a robust methodology for
quantitatively analyzing a large number of nucleic acid sequences in parallel,
as shown in Fig. 8.1 [3,4]. High density oligonucleotide [5] or cDNA microar-
rays have been utilized for measuring the abundance of mRNA transcripts,
which is typically referred to as gene expression analysis [6, 7]. Differential
gene expression analysis is used to determine which genes are up-regulated
or down-regulated during specific cellular processes or in response to environ-
mental stimuli [8]. Cellular responses triggered during specific disease states,
or by exposure to drugs, toxins, or other molecules of interest have been stud-
ied [9, 10]. Such arrays are currently being developed for diagnosis of specific
diseases such as cancer [11] as well as for identifying novel mechanisms of drug
action [10]. In addition, microarrays have found applications in identifying
single nucleotide polymorphisms (SNPs) or other genetic variations [7,12–15].
The detection of SNPs associated with genetic disorders has led to the devel-
opment of diagnostic microarrays for diseases such as cystic fibrosis [16]. For
pharmacogenomic applications, SNP arrays are used to identify key mutations
in genes that encode for enzymes responsible for drug metabolism [17].

The major factors that have limited the utility of microarrays in the re-
search and diagnostic applications described above are the amount of target
needed, detection specificity, as well as cost and reliability of detection equip-
ment and assays. A critical determinant of these parameters is the labelling
and detection methodology. While the current gold standard is fluorescence
technology, the emphasis on higher sensitivity, specificity, and cost-effective
detection instrumentation has spurred the development of a number of new la-
belling and detection methodologies. Recent reports have demonstrated that
fluorophore-labelled dendrimers, up-converting phosphor reporters, electro-
chemical detection techniques and semiconductor or metal nanoparticle labels
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Fig. 8.1. Oligonucleotide microarrays are generated on glass slides via robot de-
position ( < 10,000 oligonucleotide/cm2) or in situ photolithographic synthesis ( >
250,000 oligonucleotide/cm2 possible). Labelling and detection of nucleic acid tar-
gets on arrays typically is achieved by using the following procedure. First, target
RNA or DNA is extracted from the sample and amplified to generate more copies.
During the amplification process, a reporter group (e.g. fluorophore) is incorporated
into the target for detection. The labelled targets are subsequently hybridized to a
microarray containing the specific gene sequences of interest. The amount of target
bound to each location on the microarray is quantified by detecting the attached
label with the appropriate instrument

can positively impact sensitivity, specificity, cost and complexity of detection
instrumentation. The development of such technologies will not only improve
current microarray applications, but also point to new opportunities for mi-
croarrays. These emerging labelling and detection methodologies will be the
focus of this chapter with particular emphasis on metal nanoparticle probes.
The important considerations that will be used to evaluate each microarray
label and detection methodology are sensitivity, specificity, dynamic range,
cost, and number of distinguishable labels.

8.2 Fluorophore Labelling and Detection Methods

Fluorophore labelling has become the technology of choice for detection on
microarrays in both gene expression and SNP analysis [7, 18, 19]. In a fluo-
rescence experiment, photons absorbed by a dye molecule illuminated at a
specific wavelength are re-emitted (in part) as radiation at a lower frequency
that is measured with a photodetector. A multitude of fluorophore dyes with
spectrally unique signatures have been developed for high sensitivity biological
labelling studies. The fluorophore labels most commonly used for microarray



8 Labels and Detection Methods 149

analysis are Cyanine 3 (Cy3) and Cyanine 5 (Cy5). These fluorophores exhibit
efficient quantum yields, moderate photostability, unique excitation and emis-
sion spectra which enable multiplexing, and can be efficiently incorporated en-
zymatically into biomolecules via reverse transcription, ligation, or PCR. The
sensitivity and dynamic range of fluorophore labelling is dependent on the de-
tection system. Individual fluorophores have been detected on surfaces using
highly sophisticated optical detection equipment [33]. However, the utilization
of such detection instrumentation is not practical for microarray analysis. In-
stead, fluorescence scanners that utilize red and green lasers for Cy3/Cy5
excitation and a photo multiplier tube (PMT) for quantitation of specific flu-
orophore signals were developed for this purpose [34]. These scanners reliably
detect < 1 attomole of fluorophore on a 100 µm diameter spot which translates
to a detection limit of < 75 fluorophores/µm2. The reported dynamic range
of quantifiable fluorescence signal was over 3 orders of magnitude using this
detection methodology. Today, other types of fluorophore microarray scanners
that utilize different methods of illumination and detection have been devel-
oped and are commercially available [35]. Recent fluorescence detection data
collected with commercially available instrumentation suggest that Cy3 probe
densities of ∼ 5 Cy3 molecules/µm2 are detectable (Table 8.1) [25]. Instru-
ment manufacturer specifications for a variety of scanners indicate detection
limits of < 1 fluorophore/µm2 [20]. These values represent the lower limit
of a detection system based upon fluorescence. The actual detection limit of
an assay is typically limited by the background resulting from any autoflu-
orescence associated with the solid support and non-specific binding of the
fluorophore-labelled biomolecule targets.

A detailed description of fluorescence-based labelling for gene expression
applications is provided in Chap. 11, and the application to SNP genotyping
and genomic analysis is provided in Chaps. 10 and 12, respectively. For all
of these applications, a detection label that provides higher sensitivity than
fluorescence would enable analysis of smaller target quantities, and for some

Table 8.1. Detection and assay sensitivity for selected probe technologies

Technology Probe Assay sensitivity
detection Assay description Detection limits
sensitivity (amount/copies)
(probes
/µm2)

Fluorescence/ T = Target
Phosphorescence D = Detection

Fluorescently-labelled 5 T: Spiked transcripts 2.8 × 107 copies
dyes [20] D: Laser scanning (580 fM)

Continued on next page
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Technology Probe Assay sensitivity
detection Assay description Detection limits
sensitivity (amount/copies)
(probes
/µm2)

Fluorescently– – T: Total RNA 2.5 µg
labelled DNA D: Laser scanning
dendrimers [21]

Up-converting Single T: Labelled DNA 1 ng/µL
phosphors [22] particle fragment

D: Modified fluorescence (∼ 1 × 109

microscope copies/µL)*

Electrochemical

Electrochemical – T: 74 base DNA strand 50nM
sensor Motorola [23] D: Electron transfer (3 × 1010 copies/µL)*

Nanoparticles

Quantum dots [24] – T: Single-stranded DNA 10 nM
D: Fluor. microscope (6 × 109 copies/µL)*

DNA-modified gold Single T: Total genomic 6 × 106 copies
probes with silver particle DNA/PCR products (200 fM) (gen. DNA)
amplification (0.0025) D: Evanescent wave- 3000 copies
(Nanosphere) [25] based scatter (100 aM) (PCR)

measurements

Resonant Light Single T: Spiked transcripts 8 × 106 copies
Scattering particle D: CCD-based system (170 fM)
(Genicon) [26,27] (0.005)

Streptavidin-coated 5 T: PCR products 6 × 107 copies
gold nanoparticles D: Laser illuminated (∼1 pM)
with silver scatter
amplification (AAT)
[28]

High resolution – T: Single-stranded DNA 3.2 × 106 copies
surface plasmon D: SPR spectrometer (54 fM)
resonance [29]

Gold nanoparticle– 0.5–20 T: Single-stranded DNA 10 pM
enhanced SPR [30] D: Scanning angle SPR (6 × 106 copies/µL)*

SERS probes [31] – T: Single-stranded DNA 20 fM
D: Raman spectroscopy (1.2 × 104 copies/µL)*

Gold nanoparticle- – T: Single-stranded DNA 500 fM
based electrical D: Conductivity (3 × 105 copies/µL)*
detection [32]

*NOTE: copies/mL are reported for assays where reaction volumes were
unavailable.
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applications, eliminate the need for target amplification steps such as PCR.
This is a major driver for the development of new labels since it has the
potential to lower the cost and complexity of such assays, while increasing
data reliability. In addition, the development of a labelling methodology that
provides a larger number of distinguishable ‘colors’ for analysis is highly de-
sirable since it would increase multiplexing capabilities for such applications.
Two color Cy3/Cy5 labelling methodology is commonly used for gene expres-
sion analysis [6,7], and up to four uniquely colored fluorophore dyes have been
used in multiplex SNP genotyping applications [36]. It is important to note
that the complexity of the microarray scanner increases with the number of
fluorophore dyes since each dye requires a different excitation wavelength. Ul-
timately, a multicolor, high sensitivity labelling methodology that utilizes low
cost and complexity instrumentation is desired for microarray-based applica-
tions.

8.3 Enhanced Fluorescence-Based Assays

8.3.1 DNA Dendrimer Technology

One pathway for achieving higher detection sensitivity is to increase the num-
ber of labels associated with each cDNA or target nucleic acid bound to a
microarray. A number of research groups have explored using branched- or
dendrimer-based nucleic acid structures to increase the label density per nu-
cleic acid target [37–40]. For microarray labelling, Genisphere has developed
fluorophore labelled nucleic acid dendrimers which are referred to as 3DNA
probes [21]. The 3DNA probes are prepared by hybridizing and crosslink-
ing complementary oligonucleotide building blocks to form a ‘core’ dendritic
structure. Cy3 or Cy5 labelled oligonucleotides are subsequently hybridized

Fig. 8.2. Schematic illustration of cDNA detection on microarrays using fluorophore
labelled dendrimers. Note that dendrimers typically contain ∼ 250 fluorophores
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and crosslinked to the core dendrimers so that each 3DNA probe contains on
average ∼ 250 fluorophore dyes. For gene expression monitoring, cDNAs are
coded with a single universal sequence tag during transcription which is recog-
nized by a 3DNA probe containing the universal code complement in a second
labelling step, Fig. 8.2. The 3DNA probe yields 250 fluorophores/cDNA target
compared to ∼ 12 fluorophores/cDNA target through direct incorporation of
fluorophore labelled dNTPs [6]. This corresponds to a ∼ 20 fold increase in
the number of fluorophores/cDNA probe over direct enzymatic incorporation.
For comparison of experimental detection limits, 1–50 µg of total RNA was
transcribed and labelled with both methods. After hybridization to cDNA ar-
rays, the average specific signal for each gene was measured [21]. The specific
signal obtained with the 3DNA dendrimer probe using 2.5 µg of total RNA
was equivalent to the specific signal obtained with direct Cy3 incorporation
using 40 µg of total RNA. This amounts to a ∼ 16–fold increase in detec-
tion sensitivity which correlates well with the number of fluorophores bound
per probe. In addition, it was noted that the 3DNA probe signal was sta-
ble to repetitive scanning whereas the Cy3 labelled cDNA signal significantly
degraded over time, demonstrating that this labelling technology is more ro-
bust. In summary, the use of significantly less RNA starting material, the
higher stability of the label compared with conventional fluorophores, and the
ready integration of the labels with existing fluorescence microarray scanners
make the 3DNA dendrimer labelling technology attractive for gene expression
analysis.

8.3.2 Semiconductor Quantum Dots

Semiconductor quantum dots (QDs) have emerged as a new class of fluo-
rophore labels [41–43]. These new labels comprise nanometer sized particles
of group II–VI or III–V atoms from the periodic table of elements such as
CdSe or InAs that are smaller than the exciton Bohr radius (typically 1–
10 nm in size) [44–46]. As a result, the QDs exhibit quantum confinement
effects resulting in optical properties that are significantly different than the
corresponding bulk material or the atoms that comprise the particle [47]. The
fluorescence emission of the particles may be tuned from blue to the near
infrared by controlling particle size and chemical composition, which alters
the band gap of the particles, as shown in Fig. 8.3. Narrow fluorescence emis-
sion bandwidths (25–30 nm FWHM for CdSe QDs) have been observed which
makes it possible to generate many spectrally unique QDs for multiplexing
applications [45]. Importantly, the particles exhibit broad light absorption
that occurs from the ultraviolet through the lowest energy band gap, and as
a result, multicolored QDs may be excited by a single UV light source. QDs
have exhibited quantum yields of 40–50%, which are slightly lower than the
quantum yields for commercial organic fluorophores. This is compensated by
the high molar extinction coefficients of such particles at 105–106 M−1 cm−1,
which is 10–100 times larger than that for typical organic fluorophores. In
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Fig. 8.3. Size- and material-dependant fluorescence emission spectra of several
surfactant-coated semiconductor nanocrystals. (Reprinted with permission from
Professor Paul Alivisatos at UC Berkeley)

one study, it was estimated that single ZnS-capped CdSe QDs are ∼ 20 times
brighter than rhodamine 6G organic dye molecules [43]. The QDs are also
highly stable against photo–bleaching.

These fluorescence properties are suitable for many biological applications
such as cellular imaging [48] and fluorescent in situ hybridization (FISH) [49]
where stable fluorophores are desired, and microarray labelling where multiple
colored probes are possible using a single excitation source [24]. However, a
limitation of QD technology to date has been the difficulty in functionalizing
the particles with biomolecules for robust labelling in such applications [24].
As a result, only a few examples of direct QD labelling for biological appli-
cations have been reported. An innovative approach designed to utilize the
unique fluorescent properties of QDs for optical coding of biomolecules was
recently reported by Nie and coworkers [50]. In this approach, 1.2 µm poly-
meric microbeads are optically encoded by embedding different colored QDs
at defined ratios for use in ‘liquid arrays’, where a biomolecule attached to the
surface of the microbead is barcoded by the unique signal from a single QD
or a group of different QDs in a well-defined ratio. Beads encoded with or-
ganic fluorophores were previously reported for liquid array applications [51].
However, major benefits of QDs for barcoding include a single UV excitation
source for bead detection, and the potential for many more unique colors. The
number of codes in this approach is defined by the number of unique colors
and intensities, such that n intensities and m colors generate nm − 1 codes.
The authors suggest that six spectrally unique QDs at 6 intensity levels is
feasible, generating approximately 10,000 recognizable QD codes [50]. Exper-
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imentally, polymeric beads were loaded with differing amounts of a single color
QD, and the fluorescence intensity was quantified from individual beads us-
ing wavelength resolved fluorescence spectroscopy. Using a single color bead,
the fluorescence intensity scales linearly with the number of QDs/bead from
loadings of 640 to ∼ 50,000 QDs/bead, with 10 distinct intensity levels at
3 standard deviations. In a model system, three DNA labelled beads with
unique QD barcodes were used to detect complementary DNA sequences in a
multiplex detection assay. The fluorescence intensities from each bead and the
fluorophore labelled target were measured using single bead spectroscopy. In
a more recent report, 5 SNPs were simultaneously genotyped from a single so-
lution using QD encoded microbeads in conjunction with flow cytometry [52].

Alivisatos and coworkers have demonstrated that direct QD labelling for
conventional microarray based applications is feasible [24]. Four separate gold
substrates were derivatized with four unique DNA sequences for study, along
with four spectrally unique QDs, each derivatized with the complement of one
of the surface bound targets. In these studies, an argon ion laser was used for
excitation, and the fluorescence emission was captured with a CCD camera
through a 60× objective. Sequence specific hybridization of each color QD was
demonstrated by exposing each substrate to a mixture of the four QDs, which
predominantly resulted in hybridization of only the perfectly complementary
QD. The surface density required for detectable signal was not reported, but
10–100 nM concentrations of the QDs are needed to produce detectable sig-
nal. The low sensitivity probably stems from poor functionalization or unop-
timized assays given that the high quantum yields of QDs should yield signal
intensities that are at least comparable to organic dye labels. Therefore, fur-
ther work in labelling will likely significantly improve detection capabilities of
QDs for microarray applications. An additional focus area is the preparation
of QDs made of more environmentally benign materials than CdSe which is
toxic. The benefits of more robust and reliable multicolor detection with sim-
plified instrumentation are attractive if this can be achieved. Quantum Dot
Corporation and others are currently marketing semiconductor quantum dot
probes for a variety of biological labelling applications.

8.4 Phosphor Reporters

Autofluorescence background on microarray substrates negatively impacts the
sensitivity of fluorophore labelling. A novel approach devised to eliminate aut-
ofluorescence utilizes up-converting phosphor labels that absorb two photons
of lower frequency light in the infrared region and emit a single photon at a
higher frequency in the visible region [22,53–55]. Up-converting phosphor (UP)
labels typically comprise submicron-sized yttriumYoxysulfide particles (0.2–
0.4 µm diameter) that are doped with lanthanide ions such as Ytterbium and
Erbium for excitation and emission [55]. Phosphorescence from the lanthanide
ions persists for > 10−8 seconds after excitation while organic fluorophores
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emit light for < 10−9 seconds after illumination; thus, phosphorescence is
distinguishable from autofluorescence using time resolved fluorescence spec-
troscopy [56,57]. Up-converting phosphor labels with different emission colors
are generated by using the same absorber ion with different lanthanide ions for
emission. For example, the Ytterbium/Erbium excitation/emission pair emits
green light while the Ytterbium/Thulium pair emits blue light. UP materials
also are characterized by narrow emission bandwidths (25–50 nm), which has
enabled the development of over six spectrally unique emission colors [22].
Additionally, infrared excitation is advantageous for microarrays since other
assay components (e.g. substrates) do not absorb infrared light resulting in
lower overall background. A detection limit of ∼ 12 UP particles in a 30–
40 mm2 well was achieved using infrared laser excitation and detection with
a photomultiplier tube [22]. Therefore, the theoretical detection limit of a few
UP labels per microarray spot is orders of magnitude better than molecular
Cy3 fluorophores with detection limits of ∼ 1–5 fluors/µm2 (Table 8.1).

In an actual microarray labelling experiment, the specific and non-specific
binding properties of the UP particles to the array surface and kinetics of
binding play a role in determining assay sensitivity. In a recent study con-
ducted by Tanke and coworkers, arrays containing a serial dilution of human
elongation factor (HEF) probes (∼ 1000 base–pair) were hybridized to a bi-
otin labelled (HEF) target, followed by staining with Cy5-labelled avidin, and
subsequent labelling with an UP particle for comparison [22] (Fig. 8.4). The
limit of detection (LOD) for Cy5 was ∼ 4 ng/µL using a laser-based microar-
ray scanner, while the LOD of the UP labels was ∼ 1 ng/µL recorded with a
fluorescence microscope modified for infrared excitation. Therefore, the assay
sensitivity was increased 4–fold when compared to conventional fluorescence
detection. The phosphor luminescence was found to correlate linearly with
probe and target concentration over a concentration range of ∼ 3 orders of
magnitude, which was comparable to Cy5 labelling.

Phosphor technology offers a greater number of ‘colors’ for labelling (cur-
rently 6) than fluorescence with single source infrared excitation [22]. For
microarrays, this translates to a greater potential for multiplexing with sim-
plified and lower cost detection instrumentation. Despite the sensitive UP
probe detection capabilities, the assay sensitivity is currently in the same
range as molecular fluorophore probes. This is likely due to the large parti-
cle size, which results in poor diffusion, steric hindrance, and large van der
Waals forces between surface and substrate. The use of smaller particles and
improved conjugation methods offers a potential route to higher sensitivity
detection. More recently, glass microbarcodes with lanthanide ion emitters
were reported for multiplexed DNA detection assays [58]. The combination
of single source excitation and multiple colors is also extremely attractive for
barcoding applications.
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8.5 Electrochemical Detection

Electrochemical and electronic detection have received significant interest as
a viable means for microarray labelling since inexpensive and robust instru-
mentation may be used for detection [23,59,60]. In addition, such sensors can
function in complex sample environments such as blood where optical sensing
is difficult. Electrochemical sensors are used in point–of–care diagnostic appli-
cations such as glucose testing, where inexpensive electronic circuitry rapidly
quantifies glucose levels in blood samples [61]. The biggest drawback of elec-
trochemical detection is low sensitivity. For molecules such as glucose that are
present at micromolar concentrations in vivo, sensitivity is not an issue [61].
However, genetic targets such as nucleic acids are typically present at signif-
icantly lower concentrations presenting a significant challenge for this tech-
nology. Electrochemical detection platforms that utilized redox active probes,

Fig. 8.4. (a) Schematic outline of the experiment. (b) Model low complexity mi-
croarray hybridization with biotin HEF–DNA detected with avidin–Cy5 and laser
scanning (right panel) and subsequent detection with Bio–PEG UPT (left panel)
(Reprinted with permissions from [22]. Copyright 2001 Macmillian Magazines Lim-
ited)
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redox active intercalators, or the inherent redox active properties of DNA have
been developed for nucleic acid analysis on microarrays.

The first platform, which has been under development at Motorola’s Clin-
ical Microsensors division, utilizes ferrocene labelled nucleic acid probes in a
low density array format that is geared towards clinical diagnostic applica-
tions [23, 62]. Electrochemical detection of ferrocene labelled probes, which
contain FeII/FeIII redox centers, is achieved in a sandwich hybridization assay
format on gold electrodes (Fig. 8.5). Disposable low density arrays of gold elec-
trodes (∼ 250–500 µm diameter) are fabricated via conventional printed circuit
board technology, and individual electrodes are derivatized with a monolayer
that contains specific thiol modified oligonucleotide sequences for target cap-
ture. When target is bound to capture strands on the electrode surface, a
reporter nucleic acid probe containing multiple ferrocene moieties hybridizes
to the target/capture complex. When a given potential is applied to the elec-
trode, electron transfer occurs between the ferrocene labels and the gold elec-
trode. The current generated by the ferrocene labels is used to quantify the
amount of nucleic acid present. It should be noted that only ferrocene labels
hybridized to the surface generate signal so that hybridization and detection
may be performed in a single solution without the removal of excess probes.

Fig. 8.5. (a) Schematic illustration of electrochemical detection of nucleic acids on
gold substrates. (b) Scheme depicting electrochemical oxidation of ferrocene groups
at an electrode surface

Using this approach, 50 nM solutions of single stranded nucleic acid target
are detectable in a sandwich hybridization assay, but double stranded targets
of similar concentration yield almost no signal [23]. As a result, asymmetric
PCR is used to generate high concentrations of single stranded nucleic acid for
detection. Genotyping of the C282Y mutation of the Hfe gene was achieved
using asymmetric PCR by comparing signal intensities from wild type and
mutant capture probes. Asymmetric RT–PCR also demonstrated that gene
expression monitoring of a small number of genes (5 in the reported example)
is feasible with this approach, although the dynamic range was not reported.
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The most important attributes of this detection approach are the simple
and in-expensive electronic detection system and electrode chips, and the
integration of hybridization and detection into a single step. Additionally,
multiple reporter groups have been developed by tuning the redox potential
of the ferrocene moiety. A disadvantage of this approach is the relatively
low sensitivity compared to fluorescence detection and the inability to detect
double stranded DNA targets (Table 8.1).

The second electrochemical detection platform utilizes the electron trans-
fer properties of nucleic acids for detection, eliminating the need for nucleic
acid probes labelled with redox active groups [59, 60]. Thorp and coworkers
developed a label free electrochemical detection strategy that utilizes me-
diated electron transfer from guanine in target nucleic acids bound to an
electrode [60]. The amount of peak current correlates with the number of
guanine residues in the target. Detection limits of ∼ 26 molecules/µm2 were
reported for a 1497 bp PCR amplicon deposited directly onto an Indium
Tin Oxide (ITO) electrode [63]. In a proof–of–concept study for gene expres-
sion, RT–PCR amplified RAK gene products from six breast tissue samples
were quantified via fluorescence and then measured via electrochemical detec-
tion [64]. Overexpression in the breast cancer samples was correctly identified
by measuring the peak current associated with each PCR amplicon on indi-
vidual ITO electrodes. ITO microelectrode arrays with gene specific capture
sequences have been applied to low density gene expression applications [65].
The benefits are label-free detection in addition to the inexpensive detection
hardware, but low detection sensitivity is still a disadvantage when compared
to fluorophore labelling.

Alternatively, Barton and coworkers have utilized redox active interca-
lators to signal the presence of specific nucleic acid sequences [59, 66]. The
approach uses an electrocatalytic signal amplification strategy involving the
intercalators coupled to [Fe(CN)6]3−. This technique has been used success-
fully in SNP discrimination by measuring the electrochemical signal at the
electrodes containing matched and mismatched probes. The electrochemical
response from the mismatched hybrids is diminished owing to the disrupted
electron transfer between the electrode and the intercalator, allowing the iden-
tification of the perfectly matched hybrid. In addition, electrocatalytic signal
amplification strategies offer the potential to improve detection sensitivity by
generating more electrochemical signal per target. GeneOhm Sciences, Inc. is
currently developing this technology for SNP analysis.



8 Labels and Detection Methods 159

8.6 Metal Nanoparticle Labels and Metal Thin Films
for Microarrays

8.6.1 Introduction to Metal Nanoparticle
Based Detection Methodologies

Gold nanoparticles have been utilized as labels for cellular imaging [67] as
well as detection of proteins [68, 69] and nucleic acids [70], but it was not
until recently that nanoparticle labelling was applied to biomolecule detec-
tion on microarrays [71]. Recent interest in metal nanoparticles as labels has
been fuelled by the development of reliable preparation methods [72] and ro-
bust functionalization techniques with nucleic acids or proteins [69,73]. Metal
nanoparticles exhibit unique optical, catalytic, and electronic properties owing
to their size, and therefore, can be used in a variety of detection schemes based
on different modes of signal transduction. An explosion of research in this area
has led to a number of different approaches that may be utilized for detect-
ing such particles in both optical and electrical detection formats. Reported
detection formats include colorimetric changes [73,74], silver enhanced imag-
ing [28, 71], surface plasmon resonance imaging [30, 75], light scatter [76, 77],
surface enhanced Raman spectroscopy [31], photo–thermal imaging [78], elec-
trical detection [32], and scanning electrochemical microscopy [79].

The preparation and properties of colloidal gold particles were studied in
the early 1800s by Faraday [80]. Reproducible methods have now been de-
veloped for preparing highly monodisperse 1–100 nm diameter gold particles
which are available through commercial sources. Although gold is the easiest
metal to prepare in nanoparticle form, the synthesis of other metal particles
such as silver have now been realized. The method used for functionalizing
the nanoparticles with biomolecules for detection is critical, as it dictates the
binding properties of the resulting label, as well as the application of the
labels for detection. Both direct and indirect nanoparticle labelling strate-
gies have been developed for nucleic acid detection on microarrays (Fig. 8.6).
For indirect nucleic acid labelling, metal nanoparticles are functionalized with
antibodies such as antibiotin or streptavidin which passively adsorb to the sur-
face (Fig. 8.6a). For detection, haptens are incorporated into the nucleic acid
target and bound to the microarray, followed by labelling with the complemen-
tary antibody-labelled gold nanoparticle in a separate step. The advantage of
this method is that a single particle may be used for detection of all nucleic
acid sequences. Disadvantages include compromised sensitivity due to passive
adsorption, and the requirement of incorporating a label into the target se-
quence of interest. Direct nanoparticle probe labelling was pioneered by Mirkin
and coworkers [73]. In this approach, oligonucleotides are covalently anchored
to the nanoparticle surface using thiol linkers (Fig. 8.6b). For detection, the
DNA-modified gold nanoparticle probes are hybridized to nucleic acid targets
in a sandwich assay format. The probes exhibit high stability toward thermal
fluctuations as well as elevated concentrations of salt [73] and are typically
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used directly in the assay for detection. Multiple oligonucleotides attached to
each nanoparticle confer unique properties to the probes when compared to
molecular fluorophores (Fig. 8.7) [81]. These include an elevated melting tem-
perature (Tm) and an unusually sharp melting transition, which provides for
enhanced sequence discrimination and enables higher stringency hybridiza-
tions. In addition, this approach does not require the incorporation of labels
into the target, which simplifies direct detection of nucleic acid sequences. A
potential disadvantage is that multiple probes may be required for analysis
of multiple sequences, although universal nucleic acid labelling strategies are
well established and feasible. Experimental data for each of these labelling
approaches will be described in the ensuing sections on detection methodolo-
gies.

8.6.2 Scatter-Based Detection of Metal Nanoparticle Probes
on Microarrays

Gold and silver nanoparticles are characterized by a plasmon resonance ab-
sorption band that gives rise to intensely colored solutions. The absorption
band is due to electrons confined at the particle surface that collectively oscil-
late at a specific frequency, which is commonly referred to as the surface plas-
mon resonance frequency. According to Mie theory, the plasmon frequency is
defined by particle composition, size, shape, and the dielectric medium, which
determines the maximal absorption wavelengths, and therefore, the resulting
color of the particle solutions. For example, the plasmon band of a 20 nm Ag

Fig. 8.6. Nucleic acid detection on microarrays using metal nanoparticles. (a) Anti-
body modified gold nanoparticle labels. (b) DNA-modified gold nanoparticle probes
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particle is centered at 395 nm resulting in a yellow solution, while a 20 nm Au
particle absorbs at 520 nm resulting in a red solution [82]. The plasmon bands
are typically broad (50–100 nm bandwidths for 50 nm diameter particles), and
absorption extends from the plasmon band to higher energy into the UV. The
extinction coefficient of the plasmon bands of gold and silver nanoparticles
scales with particle volume and is extremely large at 108–1011 M−1 cm−1 for
15–100 nm diameter particles [83]. As a result, the particles can be visualized
by absorbance in solution at nanomolar to picomolar concentrations. Silver
amplification techniques have been developed to enhance visualization of gold
particles at lower concentrations for immunochemistry applications [84].

A more sensitive method for detecting larger metal nanoparticles (> 30
nm diameter) is to monitor scattering. When illuminated with white light,
metal nanoparticles in the 20–120 nm diameter size range scatter light of a
specific color at the surface plasmon resonance frequency (Fig. 8.8) [26,83,85].
This has been referred to as resonance light scattering (RLS) or plasmon res-
onance scattering by various groups. The light scattering scales with particle
volume as observed for absorbance, but the scattered light is detectable at
much lower concentrations than the absorbed light. For example, light scat-
tered by a solution of 80 nm diameter gold particles is detectable down to

Fig. 8.7. (a) Melting analysis of Cy3 labelled probes in a sandwich hybridization
assay. (b) Melting analysis of DNA-modified gold nanoparticle probes in same assay
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5 fM concentration [86] which is roughly 1000–fold lower concentration than
detectable by absorbance. In a direct comparison with fluorescence, a single
60 nm diameter gold particle emitted roughly the same amount of light as
5 × 105 fluorescein molecules [86]. The enhanced detection sensitivity of this
approach is attractive for microarray labelling applications. Additionally, the
metal particles produce a stable signal and do not photobleach or quench upon
prolonged illumination as observed for fluorophore labels.

DNA-Modified Gold Nanoparticle Probes

Mirkin and co-workers were the first to report the use of nanoparticle labels
for microarrays [71]. The initial method employed 15 nm diameter gold parti-
cles labeled with oligonucleotides in a sandwich assay format (see Fig. 8.6b).
These probes are visible at high surface coverages on glass and provide suffi-
cient sensitivity to allow detection of targets in the nanomolar concentration
range [87]. A simple and elegant method was devised to improve their optical
detection by using these gold nanoparticle probes to promote the reduction
of Ag (I) to silver metal (Fig. 8.9) [71]. Briefly, after the sandwich hybridiza-
tion assay, catalytic reduction of silver onto the gold nanoparticle surface was
promoted by the reducing agent hydroquinone, which intensified the visual
signal. Signal quantitation was accomplished using grayscale intensity from
an ordinary flatbed scanner. A greater than 105–fold sensitivity improvement
was achieved by silver enhancement with a reported detection limit of 50 fM
nucleic acid target. This limit of detection was ∼ 2 orders of magnitude better
than the 5 pM detection limit achieved under the same conditions with Cy3
labelling and fluorescence-based confocal scanning. In addition, the dynamic
range of the assay spanned ∼ 2 orders of magnitude with a single silver de-

Fig. 8.8. Scatter of metal nanoparticle, based on particle size, shape and composi-
tion of matter. All particles were aqueous suspensions. (Reprinted with permission
from [85]. Copyright 2001 American Association for the Advancement of Science)
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velopment, but could be extended to 6 orders of magnitude by using three
consecutive silver development steps.

The selectivity of the oligonucleotide functionalized nanoparticle probes
was compared initially to a corresponding fluorescence-based system in a sand-
wich assay [71]. Detection of nanoparticle probes by flatbed scanner was ap-
proximately four fold better than detection of Cy3 fluorocescence by confocal
scanning with regard to discriminating the A:T match from the difficult to
resolve G:T wobble pair, with signal ratios of 10:1 and 2.6:1 respectively. In
addition, the nanoparticle probe system also demonstrated a much sharper
melting transition and higher melting temperature (see Fig. 8.7), which may
be attributed to the multiple equivalent sites made available to the target
by the nanoparticle probe [81]. More recently, it has been demonstrated that
the selectivity factor in the case of DNA-modified gold nanoparticle probes
in conjunction with electrical-based detection could be increased to 500,000:1
with a salt-based stringency wash at room temperature.

Nanosphere Inc. is currently developing the silver-amplified gold probe
technology originally reported by Mirkin and coworkers [71] for diagnostic
applications. A major distinction of Nanosphere’s work is the development
of a scattering-based detection system for the silver amplified gold nanopar-
ticles [25]. The detection system illuminates the glass slide with a planar
waveguide and captures the scatter of the silver amplified gold particles with
a CMOS detector. A single image of the entire slide is recorded by this op-
tical configuration, which eliminates the need for moving parts and image
stitching. The detection limit of the silver amplified nanoparticle probes was
determined by spotting a serial dilution of the respective probes on standard
glass slides. After silver amplification of the nanoparticle probes a scatter sig-
nal from < 0.0025 probes/µm2 could be detected with 95% confidence above
background using the Nanosphere detection system. This is roughly 2–3 orders
of magnitude better than detection of Cy3 molecules, Table 8.1. In addition,
the dynamic range recorded with the new detection system covers greater than
3 orders of magnitude, which is an order of magnitude improvement over the
flatbed scanner discussed previously.

An assay sensitivity of 100 aM (3000 total copies) was demonstrated on a
Factor V Leiden gene SNP array (1691 G → A), Fig. 8.10. This assay sensitiv-
ity is greater than 3 orders of magnitude better than other nanoparticle-based

Fig. 8.9. Illustration of silver amplification of gold nanoparticle probes which leads
to signal enhancement
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detection systems that utilize larger metal particles labelled with antibodies
(Table 8.1). In addition, the high melting temperature and sharp melting
transitions of the DNA-modified nanoparticle probes have enabled single base
mismatch discrimination, even at 100 aM detection levels. Direct detection
in human genomic DNA also requires high specificity since the complexity is
extremely high at 1 × 109 bp [88]. DNA-modified nanoparticle probes per-
mit operation at high stringencies owing to the sharp melting transitions.
For initial testing, the MTHFR gene sequence was targeted in a sandwich
hybridization format using a single step hybridization reaction (Fig. 8.11).
Remarkably, the MTHFR gene was directly detected from a 20 µg sample of
human genomic DNA (6 × 106 copies) using the DNA-modified gold probes
in conjunction with silver amplification [25]. Assays for discriminating SNPs
in unamplified genomic DNA are currently under development. In addition,
mecA gene detection in Staphylococcus genomic DNA samples has been used
to determine methicillin resistance status with DNA-modified gold nanopar-
ticle probes [25].

This work demonstrated the potential of DNA-modified gold probes in
conjunction with silver amplification for microarray-based applications. In ad-
dition to a detection sensitivity of 103 copies, the DNA-modified gold probes
provide enhanced specificity, which has enabled improved SNP discrimination
and sequence identification in complex genomic DNA samples. The combi-
nation of increased specificity and sensitivity is unique to the Nanosphere
labelling and detection methodology and is leading to the development of
nucleic acid diagnostic assays for infectious diseases and SNPs that do not re-
quire target amplification or complexity reduction. Additionally, the low com-
plexity and cost of the detection instrumentation is well suited for diagnostic
applications and also separates Nanosphere’s detection platform from other
nanoparticle labelling strategies that utilize more complex instrumentation.
The main limitation of this system is that the silver amplification method-
ology yields a single color format when scatter based detection is utilized.
For applications requiring more than a single color, larger DNA-modified gold
nanoparticle probes (50–100 nm diameter) have been developed in conjunc-
tion with scatter-based detection for two color labelling [76]. In this detection

Fig. 8.10. Detection of a single nucleotide mismatch in a 250 base pair PCR am-
plicon of the factor VLeiden gene. Panel shows a serial dilution of amplicon in an
overnight hybridization reaction. The assay detection limit is 100 aM



8 Labels and Detection Methods 165

methodology, two different probe colors are achieved by controlling particle
size, shape, and chemical composition, which determines the color of scattered
light in the absence of silver amplification [76,85].

Antibody-Functionalized Metal Nanoparticles

Yguerabide and coworkers and Genicon Sciences Corporation first reported
the use of antibody labelled metal nanoparticles with resonant light scatter-
ing (RLS) detection for microarray applications [86]. Light scattered from 60
nm diameter gold particles deposited onto glass microarray surfaces was de-
tectable at 0.005 particles/µm2 using white light illumination and CCD based
imaging (Table 8.1) [86]. This detection sensitivity is 2–3 orders of magnitude
better than the corresponding 1–5 Cy 3 molecules/µm2 using a standard flu-
orescence microarray scanner.

Bao et al. have reported the use of 80 nm diameter metal nanoparticles
conjugated with anitibiotin (RLS labels) for gene expression [77]. A human
gene cDNA array consisting of ∼ 2000 genes was employed to test the sensi-
tivity and specificity of the RLS labels in comparison with Cy3. cDNA probes
prepared from human poly(A) RNA were co-labelled with biotin and Cy3
and hybridized to the human gene array. The Cy3 fluorescence signal for each
expressed gene was quantified using a confocal fluorescence scanner, followed
by incubation with the RLS labels and detection using a CCD-based imaging
system. Both labelling technologies detected nearly 100% of the genes when
the cDNA arrays were challenged with 500 ng of target, but the RLS labels
outperformed the Cy3 at lower target dilutions, allowing detection of 10–300
times as many genes when challenged with 1–5 ng of target. By comparison,
approximately 20 times the amount of target was required for Cy3 labelling
to detect an equivalent number of genes. Comparable reproducibility was ob-
served when 100 ng of the co-labelled target was hybridized to two separate
slides using the procedure described above, and the net hybridization signals
for each label were evaluated. The data from this experiment also indicated
comparable dynamic range for the two labels at > 2 orders of magnitude.
A strong correlation in differential gene expression levels was observed for
leukemia samples using single color fluorescence or RLS labelling verifying

Fig. 8.11. Detection of a specific gene from a human genomic DNA sample us-
ing an oligonuceotide array and DNA-modified gold nanoparticle probes with silver
amplification
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the signal specificity. A more recent report by Genicon Sciences assessed the
dynamic range and limit of detection in gene expression studies using known
amounts of specific cDNA transcripts that were spiked into complex cDNA
samples [107]. The reported lower limit of detection (LLOD) was 8.2 × 106

copies (∼ 170 fM, 80 uL) with a 3.3 log dynamic range. By comparison, a
Cy3 label had an LLOD of 2.8 × 107 copies (∼ 580 fM, 80 uL) with a 3.2 log
dynamic range. It should be noted that although a single color was reported
in this study, two color nanoparticle labelling is now available using silver and
gold particles [27].

In an approach similar to Genicon, Schultz and coworkers have utilized
large silver nanoparticles referred to as plasmon resonant particles (PRPs)
and resonant scatter based detection for microarray labelling [89]. The 40–
100 nm diameter silver particles are prepared by solution-based reduction of
silver onto small gold particle seeds (∼ 5 nm diameter). The PRPs scatter
light based on the position of the surface plasmon band as observed for gold
particles [90]. In this study, 55 ± 17 nm diameter particles which exhibit max-
imum scatter at ∼ 430 nm were utilized. The particles were derivatized with
mouse anti-biotin antibodies for detection of biotin labelled targets, Fig. 8.6a.
For detection, the slide is illuminated in dark field using a halogen lamp, and
a high resolution image of each microarray spot is captured using a CCD cam-
era through a 10× or 100× dark-field/bright-field objective lens on an optical
microscope [89]. Individual plasmon resonant particles provide a scattering
signal that is distinguishable from other sources of scatter, thereby enabling
particle counting to be used for measuring the amount of total signal from each
microarray spot. This unique detection methodology was applied on a small
model array containing positive and negative control capture sequences. A bi-
otin labelled 30–mer target was hybridized to the array overnight followed by
overnight incubation with the antibiotin labelled silver particles. A detection
limit of 1×106 target copies (830 fM, 2 uL) was achieved, which was ∼ 10–fold
better than obtained by measuring average scatter intensity (1 × 107 copies)
using this illuminaton/detection technique. The improvement in sensitivity is
attributed to the elimination of background pixels that decrease the average
scattering signal on microarray spots that are not completely coated with par-
ticles. This labelling technology is under development at Seashell Corporation
for microarray applications [89].

The above cited literature clearly demonstrates that RLS labels hold
promise as high sensitivity labelling systems for gene expression. However,
the 3–4 fold increase in assay sensitivity observed with spiked transcripts
was significantly less than the expected 2–3 orders of magnitude improve-
ment predicted based on the theoretical RLS detection limit of 0.005 RLS
particles/µm2. This significant disparity is likely attributed to the large size
of the gold particles required, which presents steric and kinetic limits to the
number of particles bound to each cDNA probe. In addition, the passive ad-
sorption of the antibiotin antibodies to the nanoparticle surface may be prone
to desorption [77]. Particle counting may be used to increase sensitivity in
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such detection systems, but this strategy requires the use of slower and more
complex instrumentation [89]. While the use of smaller metal nanoparticles
for labelling can enhance hybridization kinetics and relieve steric issues, this
approach will result in lower scattering intensity. Alexandre et al. in collab-
oration with Advanced Array Technology (AAT) have employed streptavidin
coated ∼ 10 nm gold nanoparticles in conjunction with silver amplification for
nucleic acid analysis on microarrays [28, 91]. In a direct comparison, this ap-
proach yielded detection limits (0.1 fmol, ∼ 6×107 copies) equivalent to a Cy3
labelled target. These detection limits in comparison to the DNA-modified
nanoparticle probes (Table 8.1) indicate that in addition to the smaller size
of the nanoparticles, the functionalization strategy, antibody or DNA, must
play an important role in determining assay sensitivity.

In summary, scatter-based nanoparticle detection enables single particle
detection capabilities. Therefore, the major determinant of assay sensitivity in
these detection strategies is background, target binding affinity, particle bind-
ing kinetics and sterics. A detection limit of ∼ 100 aM (3000 target copies) has
been achieved using Nanosphere’s oligonucleotide-modified gold nanoparticle
(15 nm diameter)–silver amplification technology in conjunction with simple
optical detection instrumentation for nucleic acid detection. Antibody-labelled
gold or silver particles (> 60 nm diameter) without silver amplification have
achieved fM to pM detection limits (∼ 106–107 target copies) in nucleic acid
detection assays. The higher sensitivity achieved with the Nanosphere strat-
egy is likely a combination of the small particle size which increases binding
kinetics and limits sterics, the use of covalent DNA particle modification which
enhances target binding affinity, and the use of silver amplification which re-
sults in a higher signal per nanoparticle probe due to increased particle size.
More importantly, the assay sensitivity achieved with the Nanosphere tech-
nology is roughly 3 orders magnitude more sensitive than a comparable assay
with fluorescently-labelled dyes (Table 8.1) which has enabled direct detection
of genomic DNA samples.

8.6.3 Surface Plasmon Resonance Detection

Surface plasmon resonance (SPR) spectroscopy is a detection methodology
that enables measurement of changes in thickness and/or index of refraction of
organic or biomolecular thin films at noble metal surfaces (Au, Ag, or Cu) [75].
This technology has been reviewed extensively [75,92,93], therefore discussion
will be limited to recent advancements in using SPR with microarrays. Sur-
face plasmons are generated by conduction electrons at the metal surface that
collectively oscillate at a specific frequency. The surface plasmon resonance
frequency is sensitive to the metal/dielectric medium interface such that the
adsorption of biomolecules at the surface interface results in changes in the
SPR which can be measured by scanning angle SPR, SPR wavelength shift, or
SPR imaging [75]. The scanning angle SPR technique is the most commonly
employed method, and instruments are commercially available through Bia-
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core and others. This method utilizes a single wavelength such as a HeNe laser
for excitation, and measures the percent reflectance change at the surface of a
gold thin film (∼ 50 nm thick) as a function of incident angle. Theoretical Fres-
nel calculations are used to model changes in reflectivity at gold surfaces [75].
Figure 8.12 shows theoretical SPR changes for the adsorption of a 5 nm film of
refractive index 1.45 onto a gold thin film. Recent reports have demonstrated
that SPR imaging is a powerful technique for monitoring biomolecule inter-
actions on microarrays [94, 95]. SPR has been used for in situ, label-free, op-
tical detection of antibody–antigen binding, DNA hybridization, and protein
DNA interactions [96,97]. Sensitivity limits achieved by using this technology
are in the nanomolar range for DNA detection. Recent improvements in in-
strumentation and signal amplification strategies have significantly improved
the limits of detection. Zhou and coworkers have developed higher resolution
SPR spectrometers to enhance detection sensitivity [29]. With commercially
available instrumentation, SPR angle shifts are measurable to ∼ 0.001 de-
grees. The high resolution SPR spectrometer measures angle shifts down to
10−4–10−5 degrees. In a model DNA assay, a 30–mer oligonucleotide capture
probe was immobilized on a gold thin film, and the hybridization of a 47 base
single stranded target oligonucleotide was monitored in real time using the
high resolution SPR spectrometer. A detection limit of 54 fM was achieved in
∼ 5 minutes utilizing this detection methodology.

Nanoparticle amplified surface plasmon resonance (SPR) utilizes gold
nanoparticle labels to enhance detection sensitivity, with a > 1000 fold im-
provement in nucleic acid detection [30]. The sensitivity enhancement is due to
an enhanced shift in SPR reflectivity as a combined result of greatly increased
surface mass, high dielectric constant of the gold particles, and electromag-
netic coupling between the gold nanoparticles and the gold film. To measure
detection sensitivity as a function of particle size, particles were spotted onto
a surface as a dilution series, and the corresponding SPR signal was mea-
sured [98]. Using 12 nm gold particles, surface densities of 20 particles/µm2

were detectable with a signal to noise ratio of 10, which could be improved
40–fold to 0.5 particles/µm2 by using larger 45 nm gold particles. This de-
tection limit is roughly equivalent to Cy3 detection (Table 8.1). In a model
DNA array, a gold thin film (48 nm thick) and DNA modified gold probes
(12 nm diameter) were utilized to detect a 24 base oligonuceotide target in
a sandwich hybridization assay with a reported detection limit of ∼ 10 pM
(≤ 8 oligonucleotides/µm2) [30]. Although currently not as sensitive as Cy3
labelling (Table 8.1), the sensitivity of nanoparticle-amplified SPR should
improve significantly through the use of larger probes which offer greater de-
tectability, or in combination with the aforementioned high resolution SPR
spectrometer.

This work provides a sound basis for future SPR-based microarray la-
belling applications. The potential for rapid, label-free biomolecule detection
is intriguing. The high lateral spatial resolution (∼ 10 µm) is conducive to
arrays and miniaturization. In addition, recent advancements in sensitivity



8 Labels and Detection Methods 169

Fig. 8.12. Calculated Surface plasmon resonance (SPR) curves at 830-nm excitation
for a (solid line) three layer system composed of an SF–10 glass prism (n= 1.711),
a 45.0 nm-thick Au film (n= 0.165 + 5.205i), and an infinite layer of water (n=
1.327) and (dashed line) a four layer system composed of an SF–10 glass prism (n=
1.711), a 45.0 nm-thick Au film (n= 0.165 + 5.205i), a 5.0 nm-biopolymer film (n=
1.45), and an infinite layer of water (n= 1.327). (With permission from [75] and
the Annual Review of Physical Chemistry, Volume 51, Copyright 2000, by annual
reviews, www.annualreviews.org)

using nanoparticle amplification or higher resolution SPR spectrometers sig-
nificantly enhance the capabilities of this detection methodology for DNA mi-
croarrays. Furthermore, recent reports have demonstrated that real time SPR
measurements can be performed on ensembles or even single metal nanoparti-
cles for biomolecule detection applications offering prospects for even further
miniaturization and increased sensitivity [95,99].

8.6.4 Surface-Enhanced Raman Scattering

Numerous reports have demonstrated that metal surfaces with nanometer
scale roughness may be used to amplify Raman scattering signals of ad-
sorbed molecules [100–102]. This technique is commonly referred to as sur-
face enhanced Raman spectroscopy (SERS). Raman scattering enhancement
factors of up to 108 have been reported for molecules adsorbed onto rough-
ened metal surfaces [103]. Additionally, Raman scattering signals from single
rhodamine 6G dye molecules adsorbed onto silver nanoparticles have been de-
tected demonstrating that Raman enhancement factors on the order of 1014–
1015, and thus detection of single molecules, is achievable [104]. Graham and
coworkers first reported a SERS platform for nucleic acid sequence detec-
tion that utilized silver nanoparticles tagged with Raman active dye labelled
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nucleic acids [105]. Using a modification of the silver amplification methodol-
ogy for microarrays outlined in Fig. 8.9, Mirkin and co-workers have recently
developed a SERS-based detection system for microarray analysis. Raman
dye labelled oligonucleotide probes attached to 15 nm diameter Au particles
are designed to label specific nucleic acid sequences in a sandwich hybridiza-
tion assay format (Fig. 8.13). At nucleic acid target concentrations less than
1 nM, the gold probes hybridized to the glass surface are spectroscopically
silent since isolated spherical gold probes are not adequate SERS promoters.
Catalytic reduction of silver onto the gold probe surface enhances the Raman
scattering signal of the attached dye labels. For SERS detection on microar-
rays, spots on the glass slide are illuminated with 633 nm laser excitation, and
the Raman scattering signal from each spot is measured. Using a Cy3 labelled
oligonucleotide as a Raman tag on the nanoparticle probe, a detection limit
of 20 fM was achieved for the hybridization of a 30 base oligonucleotide tar-
get on an arrayed glass slide. One advantage of this approach over previously
reported scatter-based detection approaches is the reduction of background
signal since silver particles and slide defects do not significantly contribute to
the Raman scattering signal.

The multiple vibrational signatures for each dye create a spectroscopic
finger–print for the DNA sequence present. The vibrational signatures are
characterized by narrow emission bandwidths of 15–30 cm−1 which has en-
abled the development of multiple dyes with different spectroscopic signatures
for barcoding or multicolor detection applications. For applications such as ex-
pression profiling, a specific vibrational mode for each dye may be chosen for
multicolor detection. In initial studies performed by Mirkin, DNA modified
gold probes were designed to identify six different pathogens in a sandwich
hybridization format. Each gold probe was encoded with a unique Raman dye
for detection. All of the Raman tagged probes specifically hybridized at the ap-
propriate array locations and were correctly identified by their unique Raman
spectra. By monitoring a specific vibrational mode of two spectrally unique
dyes, two color signal ratioing on a single microarray spot was demonstrated
by spiking in known ratios of single base mismatched targets. The Raman
scattering signal ratios of the two dyes correlated well with the input target
ratio providing a proof–of–concept demonstration of two color detection.

For microarrays, this detection methodology offers the high sensitivity and
high selectivity of the silver amplified DNA modified gold nanoparticles with
the added benefits of multicolor detection and signal ratioing capabilities. In
addition, a single excitation source may be used for a variety of Raman dyes in
this SERS approach, simplifying detection instrumentation and accelerating
analysis. It is also important to note that background may be minimized in
this detection system since only Raman active components produce signal,
eliminating background scattering signal due to surface defects or silver in
scatter-based detection systems.
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Fig. 8.13. Scheme showing Raman spectroscopic detection using nanoparticle
probes with silver amplification. (Reprinted with permission from [31]. Copyright
2002 American Association for the Advancement of Science)

8.6.5 Electrical-Based Detection of Metal Nanoparticles

Conductivity measurements of metal nanoparticle aggregates [106] and silver
amplified gold nanoparticles [107] have demonstrated that electrical properties
of metal nanoparticles offer a viable route to biomolecule detection. Recently,
Mirkin and coworkers reported the development of an oligonucleotide array-
based electrical detection format that utilizes DNA-modified gold nanopar-
ticle probes for nucleic acid detection, Fig. 8.14 [32]. Oligonucleotide probe
sequences were deposited in a 20 micron gap between pairs of gold micro-
electrodes on glass supports, and used to capture nucleic acid targets in a
sandwich hybridization with DNA-modified gold probes in the electrode gap.
Silver amplification of the gold particles created a conductivity bridge between
the electrodes, which results in a measurable change in conductivity.
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Initial testing was performed on a model SNP array. Capture sequences
containing the four possible base permutations (A, C, G, and T) at the SNP
site were deposited in between four electrode pairs. An assay was performed
by hybridization of a 10 nM oligonucleotide target solution to the electrode
array, followed by gold nanoparticle labelling and silver development. After a
salt stringency wash, the resistance at the perfectly matched oligonucleotide
probe decreased to 500 Ω, while the 3 mismatched oligonucleotide probes
show resistances greater than 200 MΩ. Therefore, the match:mismatch signal
ratio in this detection format translates to greater than 500,000:1. An unopti-
mized lower limit of detection of 500 fM target was achieved via this detection
approach.

This electrical detection format combines the benefits of robust and inex-
pensive electronic detection hardware with the high sensitivity and specificity
of gold nanoparticle probes. In addition, the use of salt based stringency offers
a method for performing hybridization assays without the need for tempera-
ture control. In principle, the sensitivity of this system can be substantially
increased by reducing electrode gap size, which will minimize the number of
probe particles required to obtain a measurable signal. These combined at-
tributes are well suited for clinical diagnostics and potentially point–of–care
diagnostic applications. In order to achieve this, the system will need to be
tested with genomic DNA or RNA samples in more complex sample environ-
ments. This detection format is also highly scalable since larger microelectrode
arrays can be fabricated using conventional lithographic techniques.

8.7 Conclusions

The various microarray labelling and detection methodologies discussed offer
specific advantages in sensitivity, specificity, dynamic range, cost, or number
of distinguishable labels when compared to traditional organic fluorophore
labelling and detection. Therefore, the ideal labelling and detection strategy
is highly dependent on the specific needs of the microarray application. For
high sensitivity gene expression applications, Genisphere’s 3DNA dendrimer
technology and RLS nanoparticle labels exhibit superior sensitivity to con-
ventional direct Cy3 labelling in a two color labelling format. With both tech-

Fig. 8.14. Scheme showing electrical detection of nucleic acids using silver amplifi-
cation of gold nanoparticle probes. (Reprinted with permission from [31]. Copyright
2002 American Association for the Advancement of Science)
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nologies, it has been demonstrated that up to 10–fold less RNA is required for
detection [21,77]. Up-converting phosphor labels demonstrate marginally bet-
ter sensitivity than Cy3 labelling in gene expression applications to date [22].
Even greater detection sensitivity is attainable through further optimization
of these nascent labelling and detection strategies.

Certain nanoparticle and phosphor-based labelling methodologies offer a
larger number of distinguishable colors than conventional organic dyes, com-
bined with simplified and lower cost instrumentation (e.g. single source exci-
tation). The potential for enhanced multiplexing capability is especially im-
portant for liquid-based array and barcoding applications. Quantum dots (i.e.
semiconductor nanoparticles) offer at least 6 distinguishable colors with a sin-
gle excitation source, using particles of different size and composition [42],
providing the potential for thousands of unique codes through combination of
various colors and intensities, all with higher photostability [50]. One draw-
back of this labelling methodology is the toxicity of CdSe particles, which
requires careful handling and disposal. Phosphor technology also offers the po-
tential for more colors (six spectrally unique colors reported) with the added
benefits of single source infrared excitation and longer decay times, which min-
imizes background fluorescence [55]. Finally, nanoparticle probe-based SERS
labels offer the greatest potential for multiplexing combined with high sensi-
tivity [31].

The electrochemical detection platform [23, 59, 60] offers one of the most
robust and lowest cost detection strategies, yet, sensitivity limitations in cur-
rent assays necessitates the use of target amplification, thereby increasing
assay complexity and cost. For applications in clinical diagnostics such as
SNP detection and infectious disease identification, the elimination of target
amplification represents a holy grail, since it would increase assay reliability,
significantly reduce cost and assay complexity, and save time. Assuming that a
drop of blood is a reasonable target source, sensitivities of < 106 target copies
are required for detection of single copy targets in total human genomic DNA
in microarray type applications without target amplification. Detection limits
of ∼ 100 aM (3000 target copies) have been achieved using Nanosphere’s DNA-
modified gold nanoparticle (15 nm diameter) technology in conjunction with
simple optical detection instrumentation for nucleic acid detection. However,
for hybridization based detection of SNPs or mutational sequence changes of
just a few bp, specificity is even more critical than sensitivity in the absence
of complexity reduction [88]. Here too the higher specificity of DNA-modified
gold probes conferred by the sharp melting transitions has enabled detection
of gene sequences within unamplified human genomic DNA samples using
oligonucleotide microarrays [25]. It is envisioned that strategies such as this
will result in broad-based genetic disease diagnostics, with equal potential for
infectious disease identification. However, in the latter case a single life cell
can be detected by conventional microbiological procedures (‘gold standard’),
making the necessity of a short culture period likely for some bacterial diag-
nostic applications where < 103 copies of the organism are present. Finally,
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point–of–care diagnostic applications will require not only high sensitivity and
specificity, but also simple, rapid, and robust detection assays. Gold nanopar-
ticle probe-based electrical detection systems that lend themselves to assay
miniaturization and planar device integration have demonstrated that these
goals may be achievable in the not too distant future.
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Marker-free Detection on Microarrays

Matthias Vaupel, Andreas Eing, Karl-Otto Greulich, Jan Roegener,
Peter Schellenberg, Hans Martin. Striebel, and Heinrich F. Arlinghaus

9.1 Introduction

The binding of oligomers or DNA are usually detected by fluorescence. To
this end at least one binding partner is labelled with a fluorescence marker.
This detection method cannot be used for protein reactions since biological
and chemical properties of proteins are often changed by a bound marker.
Marker-free observation of a protein reaction is favorable. We discuss imaging
ellipsometry, as well as imaging surface plasmon resonance (SPR) and com-
pare the results of both methods with scanning probe microscopy (SPM) and
detection using fluorescence markers.

Intrinsic ultraviolet (UV) fluorescence is presented as an alternative method
to classical two dimensional gel electrophoresis.

Time–of–flight secondary ion mass spectrometry (TOF–SIMS) is investi-
gated in comparison to ultraviolet matrix-assisted laser desorption / ionization
mass spectrometry (MALDI–MS) for read-out of peptide nucleic acid (PNA)
microarray chips. All presented marker-free detection methods are intended
for the development of a marker-free microarray reader for cancer detecting
protein biochips [1].

9.2 Imaging Ellipsometry
and Imaging Surface Plasmon Resonance on Biochips

9.2.1 Imaging Null Ellipsometry

Ellipsometry is a non-destructive, label-free optical method for determining
thickness and optical properties of thin films [2]. It measures the change in
polarization of the light reflected by the surface of the film. Fast ellipsometry
methods, single or multi-wavelength, have been adopted for monitoring film
growth in situ, allowing the precise control of film deposition processes [3].
Commercial imaging ellipsometers, e.g. I–Elli2000 and EP3 from Nanofilm
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Technologie operate on the principle of null ellipsometry (Fig. 9.1b). The
laser beam is elliptically polarized after passing through a linear polarizer (P)
and a quarter-wave plate (Compensator, C). The elliptically polarized light
is then reflected off the sample (S) through a second polarizer (analyzer, A)
and imaged by a CCD camera through a long working distance objective. In
this configuration (PCSA), the angles of P and C with respect to the plane
of incidence are chosen in such a way that the elliptically polarized light is
completely linearly polarized after it is reflected off the sample. The null or
minimum of intensity is detected when A is perpendicular with respect to the
polarization axis of the reflected light. The angles of P, C and A at the null of
intensity determine the ellipsometric parameters Delta and Psi. The tangent
of the angle Psi is the ratio of the reflection coefficients of both polarization
components (p and s, perpendicular and parallel to the plane of incidence),
while Delta is the relative phase shift of these polarization components upon

(a)

(b)

Fig. 9.1. Set-up of the imaging ellipsometers I–Elli2000 and EP3 from Nanofilm
Technologie (a) and the propagation of the polarization through a null ellipsometer
(b)



9 Marker-free Detection on Microarrays 183

reflection. Reduction of the measured Delta and Psi with computerized optical
modelling leads to a deduction of the optical properties of the sample (complex
refractive indices) and the film thickness.

Imaging ellipsometry (Fig. 9.1) combines ellipsometry with microscopy.
Spots on the sample, which have different optical properties, e.g. film thick-
ness, have different reflection coefficients and thus different angles of P, C, and
A of null intensity. The ellipsometric image of the sample shows null intensity
only in spots with the same optical properties. Other spots appear brighter.
The contrast in an image is typically such that a 10 pm high step on the sam-
ple is observable. The lateral resolution of an image is typically 1 µm, which
is given by the numerical aperture of the objective.

9.2.2 Imaging Surface Plasmon Resonance

Conventional surface plasmon resonance (SPR) technology is a very sensitive
method to measure the adsorption kinetics of ligands on immobilized sub-
stances. It can be used to detect the binding of antibodies to their antigens or
the binding of proteins to their reaction partners. In an SPR–cell, e.g. from
Nanofilm Technologie, a polarized beam propagates in glass and is reflected
from a thin gold film (Fig. 9.2) whose reflection coefficient is highly sensitive
on the optical properties of a thin reaction layer on the gold. The reflection
coefficient of p–polarization has a minimum at the resonance angle of the
SPR. The resonance angle is shifted proportional to the mass of a substance
adsorbing on the surface [4].

An ellipsometer measures the ellipsometric parameters Psi and Delta in-
stead of just the reflection coefficient of p–polarization as it is done in classical
SPR–devices, e.g. from Biacore. The tangent of Psi is proportional to the re-

Fig. 9.2. Sketch of an SPR–cell with the incoming and outgoing light beam and
the angle of incidence φ
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flection coefficient of p–polarization. Thus the parameter Psi is analogous to
the reflected intensity in classical SPR whereas the phase shift Delta provides
additional information exceeding classical SPR.

Sensitivity regarding thickness or mass, respectively, is proportional to the
derivative (slope) of the measured parameter. At the resonance angle of SPR
the slope of Psi (δ Psi / δφ) is limited, where the slope of Delta (δ Delta / δφ) is
unlimited (Fig. 9.3). Thus a measurement of Delta can be much more sensitive
than a measurement of Psi or classical SPR. The sensitivity of the classical
SPR approach (δ Psi / δφ) on the other hand is solely determined by the
physico–chemical properties of the layer system and cannot be increased.

9.2.3 Quality Control on Micro Arrays

All spots of immobilized biological macromolecules on a biochip should have
a homogeneous shape and the same size and a defined mass. If these require-
ments are fulfilled, the amount of material that can hybridize is quantified
correctly and the results are reliable. Ideally, one displays the quality of the
spots before a hybridization process to avoid the loss of expensive probes on
less than optimal biochips. Many techniques for quality control either need
very time consuming staining processes or destroy the biochips. With imaging
ellipsometry one can check the shape and the size of all spots without staining
or before the hybridization takes place, and evaluate the results afterwards.
As an example, a non-hybridized oligonucleotide spot is displayed in Fig. 9.4.

In another example we have observed non-specific binding of DNA with
the imaging ellipsometer. Ellipsometric thickness maps and scanning probe
microscopic (e.g. AFM, SFM, STM) maps have usually comparable thickness
resolution. Ellipsometric thickness maps have two advantages: much larger
field of view (up to some cm) and much faster recording time (30 sec). But
only scanning microscopes offer lateral resolution below the wavelength of
light.

Thickness and Mass Quantification

A monolayer of bovine serum albumin with a molecular weight of 67 kDa typi-
cally has a surface capacity of ∼ 3 ng/mm2 and a thickness between 2 to 3 nm
depending on the surface density (18000–27000 molecules/µm2) [3]. Thus ap-
proximately 1 nm thickness is measured with an ellipsometer at 1 ng/mm2

surface density. Typical detection limits representing the smallest detectable
relative thickness change are 40 pm (Organic on Glass), 10 pm (Organic on
Gold or on Silicon), < 0.03 pm (!)(Organic on Gold–SPR–sensor measured
with ellipsometry, Fig. 9.5). An electro–optic tunable Gold–SPR–sensor array
is under development [1] in order to further decrease the detection limit to-
wards the range of 1 fm or 1 fg/mm2 which is the sensitivity of fluorescence
readers. This sensitivity enables single molecule detection.
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(a)

(b)

Fig. 9.3. The slope of Psi corresponds to the slope of the reflection coefficient of p–
polarization in classical SPR. The slope of Delta becomes infinite if the minimum of
Psi approaches zero. This is the case if the wavelength and the gold–layer thickness
are suitable

The surface capacity of immobilized oligonucleotides (fragments of single
stranded DNA) is in the range of 70 000 molecules/µm2 [5–7]. Thus, depending
on the strand length, the thickness of such a layer is 0.8 nm (20–mer oligo),
1.9 nm (50–mer oligo) and 5.8 nm (150–mer oligo). Assuming a hybridization
yield of 33% [6] the medium thickness increase due to the binding of the
complementary oligonucleotides is 0.3 nm (20–mer oligo), 0.6 nm (50–mer
oligo) and 1.9 nm (150–mer oligo).
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Fig. 9.4. Images of a spot of immobilized non-hybridized 50–mer oligonucleotides
produced by Advalytix AG (Brunnthal, Germany). The spot diameter is 150 µm.
(a) Ellipsometric contrast, (b) thickness–map [z in nm and x/y in pixel] and (c)
the corresponding 3D–profile

Fig. 9.5. Reaction kinetics of avidin binding on biotin spots with different concen-
trations, sample kindly provided by Graffinity, Heidelberg, Germany
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Protein Spots and the Influence of the Spotting Procedure
on the Spot–Shape

Figure 9.6 represents an example of protein spots with the typical ‘donut
shape’ which results from the applied spotting or printing–technique. This
kind of non-perfect spotting is still a problem. The influence of additives in the
spotting solution on the shape or the homogeneity of the resulting protein spot
can be evaluated and give versatile information about the optimal spotting
conditions right after the spotting process (Fig. 9.6). Time consuming and
expensive steps to visualize the spots, e.g. binding of fluorescent substances,
are not required.

The imaging ellipsometer can characterize the homogeneity of the surface–
layer, e.g. a streptavidin–layer (Fig. 9.7), which is rather non-homogeneous
in comparison with the dextran layer in Fig. 9.6. Homogeneity is a quality

(a) (b)

(c) (d)

Fig. 9.6. Images of protein–spots on gold (diameter 200 µm) without (a, b) and
with an additive in the spotting solution (c, d). (Ellipsometric contrast images (a
and c) and the corresponding 3D–profile of the thickness (b and d))
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Fig. 9.7. Ellipsometric contrast image of a protein spot (diameter 200 µm) on a
streptavidin–surface

Fig. 9.8. Linear regression of the ellipsometric parameter Delta with the relative
fluorescence intensity of hybridized DNA spots. The DNA for the hybridization has
been labelled with Cy 5. The measurement of the control spot is defined as the
reference in both techniques. Error bars represent standard deviation of a minimum
of 15 spots. The standard deviation of the linear regression is much smaller. (Samples
and data kindly supplied by PicoRapid Technologie GmbH, Bremen, Germany)
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criterion of the surface because it determines the amount of the substance
that can bind to the surface.

Comparison of Hybridized DNA Spots Visualized
with Fluorescence and Imaging Ellipsometry

In the conventional evaluation of microarrays the fluorescence signal of a con-
trol spot is compared to test spots where hybridization takes place. At the
control, no hybridization occurs because the oligonucleotides are not comple-
mentary. For simplicity, we assume that the fluorescence intensity is propor-
tional to the amount that binds to the spot.

To determine whether ellipsometry is comparable to fluorescence, identical
DNA spots have been evaluated with both methods. With the ellipsometer,
the parameter Delta yields the signal. The difference in Delta between the
control spot and the diverse hybridized test–spots is displayed versus the
relative fluorescence intensity of the identical spots (Fig. 9.8). It is observed
that the shift in Delta is proportional to the relative fluorescence intensity.

The proportionality between the fluorescence signal and the ellipsometric
parameter demonstrates that both methods yield equivalent results, but the
fluorescence signal cannot be transferred into the amount of bound material
directly. In contrast, the layer thickness can be calculated from the ellipsomet-
ric parameter Delta. The layer thickness is related to the mass of adsorbed
material, which can be transferred into molecules per area.

In Situ Reaction Kinetics

Imaging ellipsometry can display simultaneously all reaction channels fitting
in the field of view. An array with 2500 spots (100 µm diameter) on a 1 cm2

field of view could be observed with the large area EP3EP3 from Nanofilm
Technologie. With this imaging ellipsometer, 8 spots with different biotin con-
centrations (Fig. 9.9) on a gold–SPR–sensor before and after binding of avidin
were recorded. To this end the beam at 594 nm from the ellipsometer was cou-
pled through a prism into the glass slide (refractive index n = 1.7) (Fig. 9.9),
which was coated with a 35 nm thick gold film and spotted with biotin. Wave-
length and refractive index of glass were chosen in order to minimize Psi at
the resonance angle of the SPR and to optimize the sensitivity. The record-
ing of the phase shift Delta of spots with different biotin concentrations as a
function of time is shown in Fig. 9.5. While 4% biotin concentration yields
900 pg/mm2 (almost half of a monolayer), the smallest concentration of 0.03%
yields (40 ± 3) pg/mm2. The 3 pg/mm2 noise is caused by chemical fluctu-
ations on the sensor surface and refractive index fluctuations in the solution,
where the repeatability (relative error bar) of such an imaging ellipsometer is
up to 100 times more precise.
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9.3 Intrinsic UV Fluorescence for Chip Analysis
of Rare Proteins

9.3.1 Introduction

Disease phenotypes are governed mainly by proteins, but less directly by DNA.
Therefore protein chip analysis promises to be more efficient. Usually, protein
chips carry commercially available antibodies, enzymes or regulatory proteins.
At most a few thousand human proteins are readily available, but 30,000–
40,000 different proteins can be expected from the human genome sequence.
The majority of human proteins have still to be produced, for example by
gene technology. They will often be available only in small quantity. In order
to use such proteins on protein chips, methods for low-amount– but high-
yield–preparation are required. Chemical modification such as fluorescence
labelling is, in that sense, counterproductive and should thus be avoided.
Imaging ellipsometry, surface plasmon resonance and mass spectrometry are
suitable label free methods. This trio of techniques is complemented by the
use of intrinsic protein UV fluorescence originating from the aromatic amino
acids tryptophan and tyrosine. Fluorescence detection is one of the most sen-
sitive techniques to probe molecules, with detection limits often down to the
single molecule level. It is therefore straightforward to use intrinsic fluores-
cence methods to test ligand binding to protein chips. Of 1,026,890 proteins
with molecular masses larger than 10 kD found in the data base NCBlnr 9.23,
more than 99% contain at least one tryptophan or tyrosine and hence are
detectable by UV fluorescence.

Fig. 9.9. Biotin spots (0.6 mm diameter) with different biotin concentrations on
gold–SPR–sensor before and after binding of avidin (1 µM solution in HEPES–
buffer pH 7.4), Thickness maps recorded with large area I–Elli2000 from Nanofilm
Technologie, sample kindly provided by Graffinity, Heidelberg, Germany
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9.3.2 Materials and Methods

UV Protein Fluorescence to Detect Proteins and Protein –
Ligand Binding

Detecting UV fluorescence on protein microarrays is a new approach. In con-
trast to DNA, proteins excited in the UV at 280–290 nm reveal consider-
able intrinsic fluorescence. Particularly tyrosine (molar absorption coefficient
ε = 1200 Mol−1 cm−1, fluorescence yield Φ = 0.065) and tryptophan (ε = 5600
Mol−1 cm−1, Φ = 0.16 - 0.21) contribute to the total intrinsic fluorescence.
Although extrinsic fluorescence dyes with 50 000–100 000 Mol−1 cm−1 and
yields up to 0.8 are better suited in this respect, intrinsic fluorescence is suf-
ficiently strong for analysis [8]. A first step in utilizing intrinsic protein fluo-
rescence in chip technology is the mere detection of protein spots by steady
state illumination. More informative will be the detection of protein–protein
binding, since this allows the finding of potential partners of a protein in a
signalling cascade, which may be upset in a disease process. In some favorable
circumstances, protein–protein binding may be detected by spectral shifts.
For example, when tryptophan, originally exposed to solvent, becomes buried
in the interior of a newly formed protein pair, its fluorescence maximum shifts
from 355 nm to 330 nm [9,10].

More generally applicable are fluorescence lifetimes, which are sensitive
to interactions between the probe molecules on the chip substrate and target
proteins. In a trivial case, distinct lifetimes of the two proteins may just be
averaged upon binding. More sophisticated is the Foerster mechanism that
alters lifetimes by energy transfer to neighboring amino acids or to other
chromophores. The energy transfer rate is reduced due to the proximity of
acceptors upon binding to other proteins, or is adjusted due to changes of the
protein folding structure. Furthermore, changes in the dynamics of the protein
solvent cage as a result of folding can also lead to an alteration in the internal
conversion rate, which modifies fluorescence lifetime. Note that these mech-
anisms also modulate fluorescence quantum yield and therefore fluorescence
intensity. However, one has to work with very well defined quantities to detect
these changes, which is difficult to achieve. On the other hand, fluorescence
lifetime is a very robust parameter, not influenced by concentration. There are
still difficulties to overcome when utilizing fluorescence decay time measure-
ments to probe binding to a chip. Typically, several tyrosines and tryptophans
are present in a protein, each with its specific fluorescence lifetime or even an
inhomogeneous distribution of lifetimes [11,12]. Similarly, not all amino acids
are influenced equally by modifications of the protein environment. Due to
this effect the change in lifetime may be small and has to be measured with
high accuracy.

In the present work the frequency tripled output from a self mode-locked
Ti:Sa laser was used for excitation. The time resolved fluorescence was de-
tected by time correlated single photon counting (TCSPC) with a time reso-
lution of 50 ps. Alternatively, a streak camera may be used, thereby improving
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time resolution to about 2 ps and reducing measuring times. The background
fluorescence from the substrate has to be low and/or with very different decay
time constants compared to the spot. With either set–up, one spot location on
the chip is probed at a time, and the chip has to be moved after each measure-
ment to a new spot position, which is rather time consuming. Alternatively,
the whole chip may be probed at once with a set–up including a gated UV-
sensitive CCD–detector with gating windows of about 200 ps. Although this
is the method of choice for automated processes, it has worse time resolution
and requires a rather large change of the fluorescence lifetime of the system.

Attaching Proteins to a Surface: Finding the Right Turn

Unlike DNA molecules with their comparatively uniform structures and out-
lined sets of established methods for their successful surface immobilization,
proteins require much more custom tailored surface immobilization tech-
niques, simply because of their highly distinct properties.

In order to retain native shape and functionality of immobilized proteins,
surface chemistry has become an important aspect of protein array develop-
ment. In this regard, glass plays a central role as a basic support, and as
a starting point for subsequent chemical derivatization. In order to combine
glass supports and proven protein immobilization chemistries, coating these
supports with suitable materials is a practical option [13]. Depending on the
intended detection physics, different coating materials may be applied [14].
Artificial polymers have the advantage of being made up from a chemical ma-
trix that may be modified to some extent in order to adapt to special protein
immobilization needs. The artificial polymer used most often as a coating ma-
terial is polyacrylamide. Other artificial polymer coating materials are based
on derivatives of polymethacrylate.

Natural polymers, like agarose or cellulose, combine a number of properties
that provide an advantageous environment for immobilized proteins in their
native states. On the one hand, both materials may be dissolved in appropri-
ate solvents (agarose in hot water, cellulose in dimethylsulfoxide), and spread
over glass supports to yield thin, non-fluorescing layers once the solvent has
evaporated. These layers are able to retain water in considerable amounts,
which makes them ideally suited to enclose proteins in an environment pre-
serving native protein structures. On the other hand, agarose and cellulose
are chemically versatile materials. Particularly agarose can be converted into
matrices containing high densities of aldehyde functions by careful oxidation
with sodium periodate [15]. Matrices carrying high densities of aldehyde func-
tions may then be used to immobilize polymer layers on aminated glass slides,
as well as to immobilize proteins via the amino groups on the surface of the
protein. Therefore, sandwich-like structures may be generated, featuring glass
slides as a basic support, which is covered by a biopolymer layer that in turn
has proteins immobilized on its surface.
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Native Protein Binding Techniques

Depending on their surface characteristics, binding proteins on surfaces may
occur in three ways: covalently, electrostatically, and by affinity. These mech-
anisms have been discussed in detail in Chaps. 2 and 3. Binding by affinity
interactions requires ligands with high specificity towards the protein to be
immobilized. This may be accomplished best with antibodies and their re-
spective antigens, or special protein–ligand pairs like biotin and avidin [16].
In many cases, the anchoring ligands are proteins themselves, transferring the
need of protein immobilization to just another protein species.

Dependent on the chemical structures of protein surfaces, there are a few
basic methods for covalent protein binding [17]. As the majority of proteins
are water soluble, they feature patterns of acidic or basic amino acid side
chains on their surfaces which provide points of attack for immobilization
reagents. Acid side chains, usually provided by amino acids like glutamic or
aspartic acid, may be coupled to primary amino functions via EDC [1–ethyl–3–
(–3–dimetylaminopropyl)carbodiimide]. Amine side chains provided by amino
acids like arginine, asparagine, or glutamine may be coupled to aldehyde–
function bearing substrates directly by amine–aldehyde chemistry.

Proteins exposing free thiol functions, generated for example by reduc-
ing antibodies with DTT (dithiothreitol), may be immobilized either on gold
surfaces, or other thiol binding functions.

9.3.3 Results

In order to provide substrates suitable for the study of protein–protein inter-
action on their surfaces by UV-based detection methods, supports of protein
arrays need to reveal low fluorescence background. Plastic supports are there-
fore not recommendable since even UV transparent materials still reveal some
fluorescence when excited at 280 nm. Glass or, even better, fused silica sup-
ports are suited best. Surfaces should provide an environment for protein
immobilization that is optimally suited to binding proteins in their native
states. This requirement may be accomplished by coating glass supports with
layers of natural polymers.

For study of protein–protein interactions, two binding processes have to be
considered: first, immobilization of a probe protein on the support, and second,
subsequent docking of a suspected ligand protein to the probe protein without
non-specific binding to the areas not covered by immobilized probe proteins.
Blocking of areas not covered by protein spots may be a solution, performed by
saturation of active binding sites with neutral proteins like BSA, but this very
likely interferes with the UV–detection process for protein–protein interaction.
Non-fluorescing blocking agents are desirable for this purpose.

Another possibility may be the design of immobilization chemistries that
selectively bind probe proteins but not sample proteins.
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Fig. 9.10. ATF = aminotransferase; CEL = cellulase; GDH = glutamatedehydro-
genase; IgG = Immunoglobuline G; LDH = lactatedehydrogenase; LYS = lysozyme;
PEP = pepsin; TRY = trypsin. (a) Surface made up from oxidized agarose; proteins
are bound to aldehyde functions via aldehyde–amine chemistry; surplus aldehyde
functions at areas not covered by immobilized probe proteins were then saturated
by small amine reactants, in this case tris buffer. Spot diameters are 1000 µm, spot
detection occurred at 493 nm (excitation), and 517 nm (emission) after staining with
FLUOS. (b) Cation exchange surface, generated by reacting a coating of oxidized
agarose with glycine. Proteins are bound by electrostatic interaction. (c) Array of
immobilized IgG; proteins are bound to amino functions on a commercially avail-
able support (SCIENION AG, Berlin). Spot diameters of (b) and (c) are 300 µm;
detection at (b) and (c) occurred at 280 nm (excitation), and 300–375 nm (emission)
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Fig. 9.11. Two–dimensional polyacrylamide gel electrophoresis (2D–PAGE). Spot
pattern of EA.hy 926 epithelial cells whole cell lysate. Size 6 × 7 cm2. (A) UV
detection, inverse contrast representation. Exposure was 35 mJ/cm2. (B) Silver
stain on identically prepared gel (Reprinted with permission from [18]. Copyright
2003 Academic Press Inc Elsevier Science)

In order to detect a change in fluorescence lifetime by the mechanisms
discussed above, there may be several possibilities for the realization of a
working chip for protein analysis. Figure 9.10 shows three differently designed
supports for protein immobilization, intended to selectively bind certain pro-
tein species, whereas others are not bound. Comparison shows that LDH and
trypsin are bound solely on surface 9.10a, but not on 9.10b.

An interesting side aspect is that UV fluorescence can also be used in
2D gels, an alternative proteomic technique. Fig. 9.11 shows that detecting
intrinsic protein fluorescence in 2D gels has a sensitivity comparable to silver
staining or staining with fluorescent dyes in the visible range.

This was unexpected, since the brightness of intrinsic fluorescence is only
a fraction compared to that of fluorescent dyes. This possibly provides an
alternative to previous staining methods, where selective staining of proteins
without producing background signals is a problem.

An additional strategy that may be applied to separate fluorescence signals
of bound proteins from those of their ligands is electrophoresis on spots prior
to fluorescence detection. This may be performed by covering the chip with a
polyacrylamide gel, breaking antigen–antibody binding by low pH or increased
temperature, and then moving the proteins by electrophoresis to the side.
Previously bound antigens are now in some distance to the spot and can be
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detected there without fluorescence background from antibodies. This may
give additional information about antigen binding and mobility.

Fluorescence lifetime measurements were performed by utilizing the fre-
quency tripled output of a Ti:Sa laser tuned to 280 nm. The system consists of
a Spectra Physics Tsunami Laser, a pulse picker to increase the pulse to pulse
spacing to 250 ns, and a third harmonic generator from GWU. A TCSPC
device (SPC–300, Edinburgh Instruments) was used for signal scanning.

We tested binding of the protein kinesin to microtubules, a process impor-
tant for cellular motion. Kinesin performs vesicle transport along microtubules
and is involved in a number of physiological processes and diseases [19]. Fig-
ure 9.12a shows fluorescence decay curves of surface-attached microtubules as
probe with and without binding of kinesin as target. Figure 9.12b shows the
reverse case with kinesin as immobilized probe and microtubules as target.
The fluorescence decay rate of microtubules is slower than that of kinesin.
Influences of binding partners to fluorescence decay times on the array are
clearly visible.

Fig. 9.12. (a) Fluorescence decay curve for microtubules immobilized on the chip
surface (slow decay), and after binding of kinesin to the microtubules (fast decay).
The decay rate is faster upon binding of kinesin, since the isolated kinesin has a
shorter fluorescence lifetime, which causes the observed faster overall decay. (b) De-
cay curve for the immobilized kinesin (fast decay), and after binding of microtubules
to the kinesin probe (slow decay)
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9.3.4 Discussion

The fabrication of protein microarrays is challenging, because due to the gen-
erally high variations between proteins and their binding needs, every single
protein has to be checked for its own optimal immobilization conditions. This
will be a time and resource consuming task, particularly if protein arrays with
many proteins in their native states are under consideration.

Additional difficulties have to be overcome if non-modifying protein de-
tection methods are to be applied. A new non-modifying detection method is
intrinsic UV–detection.

Apparently this saves material and costs. Furthermore, omitting of stain-
ing speeds up the whole procedure, an important aspect with regard to phar-
maceutical screening purposes. Also, working with unaltered proteins reduces
errors caused by the staining process. This includes malfunctions due to dyes
and tags or false quantification due to variations in staining yield. Detection
of intrinsic fluorescence is faster and cheaper than mass spectrometry. Sample
handling and reproducibility is comparative to standard fluorescence detec-
tion procedures. Its great advantages derive from economic material use, short
analysis times, and handling of samples in native, non-modified states.

9.4 Genetic Diagnostics with Unlabelled DNA

In recent years, nucleic acid chip technology has been a subject of growing
interest for clinical diagnostics as well as for sequencing DNA and cDNAs, for
partial sequencing of clones, for single nucleotide polymorphism (SNPs) stud-
ies, and for identification of expressed genes. Nucleic acid chips are based on
the method of sequencing by hybridization, where unknown DNA fragments
are hybridized to complementary nucleic acid sequences, which are immobi-
lized on a solid surface in an array format. The main variables in this process
are the attachment of the nucleic acid sequences to a solid surface, the condi-
tions for hybridization, and the detection of the hybridized DNA sequences.

Currently, various techniques are used to detect hybridized DNAs/RNAs,
many described in other chapters of this book. Most of them use PCR for
amplification, and labelling procedures such as fluorescent, colorimetric or ra-
dioactive tags for detection. Also, a number of approaches have been made us-
ing stable isotope as tags [20,21]. Indirect methods such as ultraviolet matrix-
assisted laser desorption / ionization mass spectrometry (MALDI–MS) [22–26]
limit the size of the DNA samples examined to around 50 to 80 bases.

These disadvantages can be avoided by using peptide nucleic acid (PNA)
microarray chips [27–36]. With this microarray chip, label-free and PCR-free
DNA diagnostics should become possible [3, 37–42]. PNA is a synthesized
DNA analog in which both the phosphate and the deoxyribose of the DNA
backbone are replaced by polypeptides (see Fig. 9.13). These DNA analogs
possess the ability to hybridize with complementary DNA or RNA sequences.
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Thus, PNA–chips can be used in the same way as DNA chips. Two major
advantages of PNA over DNA are the neutral backbone and the increased
strength of the PNA/DNA pairing. The lack of charge repulsion also im-
proves the hybridization properties of DNA/PNA duplexes as compared to
DNA/DNA duplexes; the increased binding strength usually leads to a higher
sequence discrimination for PNA–DNA hybrids compared to DNA–DNA hy-
brids, which is particularly important for SNP studies [43–48]. In contrast to
the DNA backbone, which contains phosphates, the PNA backbone is free of
phosphates; therefore, a technique that identifies the presence of these phos-
phates in a molecular surface layer would allow the use of even unmodified
genomic DNA for hybridization on a microarray chip, rather than using ampli-
fied DNA fragments labelled with radioisotopes, stable isotopes, or fluorescent
probes.

The detection of unlabelled DNA fragments hybridized to complementary
PNAs via the detection of negative phosphate ions (PO−

2 and PO−
3 ) or phos-

phate sugar compound fragments can be achieved in a very efficient way with
time–of–flight secondary ion mass spectrometry (TOF–SIMS). In comparison
to MALDI–MS, where a laser is used to desorb molecules [49,50], TOF–SIMS
analysis utilizes a technique in which the sample is bombarded with a fo-

Fig. 9.13. Structure of deoxyribonucleic acid (DNA) and peptide nucleic acid
(PNA)
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cused, energetic ion beam that sputters atoms, clusters or large molecules (up
to 10,000 amu) off the surface [51–54]. Most of these originate from the top
monolayer. The ionized sputtered secondary particles can be directly detected
with a time–of–flight mass spectrometer (TOF–MS).

Two types of ion source are particularly suited for TOF–SIMS. The first
one produces positive noble gas ions (usually argon or xenon) either by elec-
tron impact (EI) or in a plasma created by a discharge. The ions are then ex-
tracted from the source region, accelerated to the chosen energy and focused
in an electrostatic ion optical column. More recently it has been shown that
the use of primary polyatomic ions such as SF+

5 , created in EI sources, could
enhance the molecular secondary ion yield by several magnitudes [38,55].

The second type of ion gun produces positive ions from a liquid metal
(gallium, indium or gold) [56]. Because the ion production occurs in a very
small volume, gallium liquid metal ion sources have a very high brightness.
As a result, the ion beam may be focused to a fine spot, resulting in a spot
size of 0.2 µm at 8–10 keV or about 20 nm at 30 keV, while being pulsed at
frequencies of up to 50 kHz and rastered at the same time.

All ion gun optical columns provide deflection plates for scanning the ion
beam over areas adjustable from many square millimeters to a few square
micrometers. They have been adapted for pulsing by the introduction of de-
flection plates, which rapidly sweep the beam across an aperture. Applying
an ion beam bunching technique, ion pulses of less than 1 ns width can be
produced.

In a TOF mass analyzer (Fig. 9.14), all sputtered ions are accelerated
with an extraction voltage of U0 to a given potential, so that all ions possess
the same kinetic energy. The ions are then allowed to drift through a field-
free drift path of a given length L before striking the detector. According to
the equation (mL2)/(2t2) = qU0, light ions travel the fixed distance through
the flight tube more rapidly than identically charged heavy ions. Thus, the
measurement of the time, t, of ions with mass–to–charge ratio, m/q, provides a
simple means of mass analysis with t2 = (mL2)/(2qU0) ∝ m/q. Because a very
well defined start time is required for the flight time measurement, the primary
ion gun has to be operated in a pulsed mode in order to be able to deliver
discrete primary–ion packages [57]. Electric fields (e.g., ion mirrors [58,59] or
electrical sectors [60, 61]) are used in the drift path in order to compensate
for different incident energies and angular distributions of the secondary ions.
For good mass resolution, the flight path must be sufficiently long (1–1.5 m),
and very sophisticated high frequency pulsing and counting systems must
be employed to time the flight of the ion to within a sub–nanosecond. One
great advantage of TOF–MS is its ability to provide simultaneous detection
of all masses of the same polarity. Charge compensation for insulator analysis
is possible using pulsed low-energy electrons, which are introduced during
the time interval between ion pulses. With such a TOF–SIMS instrument,
the useful mass range is extended beyond 10,000 amu; the mass resolution,
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m/∆m, is ≈ 10, 000 with simultaneous detection of all masses; and within
each image, all masses can be detected.

In our development of PNA microarrays, thiols such as alkanethiols or
dithiobissuccinimidyl propionate (DTSP) [37, 41, 51] have proven to be the
molecules of choice in the formation of self-assembled monolayers (SAMs) [62],
which are the basis for PNA immobilization. This has been confirmed during
our study of SAMs with TOF–SIMS, as they are simple to handle and can
easily be detected on gold- or silver-coated glass slides or Si–wafers.

We investigated different methods in the construction of these PNA mi-
croarrays. One method used to immobilize PNA on a gold surface is to build
up a thiol–SAM, where the thiol contains a functional end–group. This func-
tional end–group can be a carboxylic acid or an amino group. Next, the PNA
is attached to this SAM by using a coupling reagent, which can either link an
–NH2 group to a –COOH group [63,64] or two –NH2 groups together. Exam-
ples of such coupling reagents are EDC (1–ethyl–3–(3–dimethylaminopropyl)–
carbodiimide hydrochloride) and DSC (disuccinimidyl carbonate). The second
method uses PNA synthesized with a thiol linker, which can be readily immo-
bilized or spotted onto a gold surface. In a second step, the surface is covered
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Fig. 9.14. Conceptional diagram of a TOF–SIMS instrument; (1) electron impact
ion gun (Ar+ or Xe+); (2) liquid metal ion gun (Ga+); (3) sample holder; (4)
secondary ion optics; (5) reflectron; (6) detector
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with a layer of other thiol molecules, preferably with a shorter chain length
than the linker molecule of the synthesized PNA. These thiols that are used
for saturating the surface contain a negatively charged end–group (e.g. a car-
boxylic acid) in order to prevent DNA, which is also negatively charged, from
associating and non-specifically binding to the gold surface.

TOF–SIMS was used to characterize and optimize the various immobiliza-
tion processes, which depend on a variety of parameters such as immobiliza-
tion time and concentration. These must be iteratively optimized in order to
achieve good hybridization conditions. Preliminary investigations of DNA and
PNA fragments immobilized on silanized surfaces have shown that negative
mass spectra can be used to identify DNA and PNA fragments [37,42].

Figure 9.15 depicts parts of negative TOF–SIMS spectra obtained from
immobilized DNA and PNA layers. The figure on the left shows the signal
obtained from the DNA layer. Besides the deprotonated (M–H)− signals of
the bases cytosine, thymine, adenine and guanine, there are two prominent
phosphate peaks visible, PO−

2 and PO−
3 . The figure on the right shows a

negative spectrum for immobilized PNA. Again, the deprotonated (M–H)−

signals of the bases cytosine and thymine are visible. Note, however, that the
two major DNA-specific phosphate peaks are very small in comparison to the
DNA spectrum and are mainly due to contaminants. Some ion peaks caused
by contaminants such as bromine are also observed. However, these do not
cause any interference because they can be simply separated out by using
a mass spectrometer with high mass resolution. A comparison between the
PNA and the DNA spectrum demonstrates that the masses corresponding to
PO−

2 , PO−
3 provide the best way for detecting the presence of DNA; they can

be used to precisely distinguish between DNA and PNA.

Fig. 9.15. Negative TOF–SIMS spectra (50 to 155 amu) obtained from immobilized
PNA and DNA layers. DNA sequence: 5′–ACATGCTGCTAGC–3′; PNA sequence:
5′–TTTTCCCTCTCTC–3′.
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Fig. 9.16. Negative TOF–SIMS spectra (60 to 130 amu) obtained from hybridiza-
tion experiments in which complementary and non-complementary DNA sequences
were hybridized to a PNA sequence

After optimizing the immobilization steps, hybridization experiments were
carried out. Partially complementary DNA sequences were removed from the
microarray by appropriate washing techniques. Figure 9.16 shows mass spectra
of such a hybridization experiment. As expected, the hybridized DNA can be
unambiguously distinguished from the PNA by the dominant peaks of PO−

3

and (Ade–H)−. Adenine can be used as an identifier for positive hybridization
in this example because the sequences were selected in such a way that adenine
occurs only in the complementary and non-complementary DNA sequences
but not in the immobilized PNA sequence. A further major peak visible in the
spectra is the deprotonated base signal (Thy-H)− of the PNA sequence, which
has similar concentrations in both spectra. Interferences due to some minor
ion peaks occurring at approximately the same mass as PO−

3 and (Ade–H)−

are separated out by the high mass resolution of m/∆m > 7000. Integration
over the PO−

3 and (Ade–H)− peaks resulted in a discrimination ratio of more
than 10 between complementary and non-complementary DNAs. The best
ratio observed in hybridization experiments was 200:1.

Figure 9.17 shows an image obtained from a PNA microarray that was
produced by Hoheisel et al., DKFZ, Heidelberg. Two different PNA sequences
with different concentrations and three different types of spacer were immo-
bilized directly onto a gold surface using robotic spotting techniques [36].
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Fig. 9.17. TOF–SIMS image (159 amu) and a line scan obtained from a PNA mi-
croarray chip hybridized with unlabelled DNA using three different types of spacer.
The position where the line scan was taken is marked by an arrow. PNA sequences:
left side: 5′–AGCTTACGGATCA–3′; right side: 5′–TTCTCCCTCTCTC–3′. PNA
concentration changes from darker (highest concentration) to lighter (lowest con-
centration) colored dots: 160 µM, 140 µM, 120 µM, 100 µM, 80 µM, 60 µM, 40 µM,
20 µM, 10 µM, 5 µM; substrate size: 20 × 20 mm2; spot size diameter: 360 µm

Unlabelled DNA, which was complementary to one of these sequences, was
hybridized to this chip. The TOF–SIMS analysis shows that hybridized unla-
belled DNA could be detected with good discrimination at the complementary
PNA positions. The highest signal could be obtained at those PNA positions
that had the longest spacer length. Also, the line scan shows that at these po-
sitions, no significant changes between the eight highest PNA immobilization
concentrations were observed. Note that only a small fraction of a monolayer
was needed for analysis using an Ar+ ion beam with a spot size of 30 µm
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in diameter. Additional experiments showed that it is even possible to detect
DNA in an area of less than 100 nm in diameter using a focussed Ga+ ion
beam, corresponding to attomole sensitivity.

The data clearly show that TOF–SIMS is a powerful technique for identi-
fying unambiguously hybridized unlabelled DNA on PNA microarray chips by
detecting the phosphate or phosphate-containing compounds present in DNA.
It is also very suitable for studying the complexity of the immobilization and
hybridization process. Employing unlabelled DNA has several advantages over
using fluorescent and radioactive labelling procedures, such as higher signal–
to–noise ratio, higher sensitivity, absence of a labelling or amplification pro-
cedure, and direct analysis of hybridized genomic DNA. Particularly, the in-
crease in the number of phosphates with increasing sequence length will be
advantageous for sequencing genomic DNA. In future experiments, the spot
size will be reduced to smaller than 10 × 10 µm2, the repetition rate will be
increased up to 200 kHz, and the sensitivity will be further improved by using
polyatomic primary ions such as SF+

5 or gold cluster ions [38]. With these
experimental improvements, analysis time of only a few minutes for 10,000
immobilized PNA spots should become possible for genetic diagnostics.
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52. Benninghoven A, Rüdennauer FG, Werner HW, 1987. Secondary Ion Mass Spec-
trometry, Wiley, New York

53. see articles in the Proceeding of Secondary Ion Mass Spectrometry SIMS II –
SIMS XIII

54. Vickerman JC, Briggs D, 2001. TOF–SIMS, Surface Analysis by Mass Spec-
trometry, IM Publication, Charlton, UK

55. Stapel D, Brox O, Benninghoven A, 1999. Appl. Surf. Sci. 140, 156–67
56. Prewett PD, Jefferies DK, 1980. J. Phys. D 13, 1747–1755
57. Niehuis E, Heller T, Feld H, Benninghoven A, 1987. J. Vac. Sci. Technol. A 5,

1243
58. Karataev VI, Mamyrin BA, Shmikk DV, 1972. Sov. Phys. Techn. Phys. 16, 1177
59. Schueler BW, 1992. Microsc. Microanal. Microstruct. 3, 119
60. Iltgen K, Bendel C, Niehuis E, Benninghoven A, 1997. J. Vac. Sci. Technol. A

15, 460
61. Sakurai T, Matsuo T, Matsuda H, 1985. Int. J. Mass. Spectrom. Ion Phys. 63,

273
62. Schreiber F, 2000. Structure and growth of self–assembling monolayers, Progress

in Surface Science 65, 151–256
63. Huang E, Zhou F, Deng L, 2000. Studies of surface coverage and orientation of

DNA molecules immobilized onto preformed alkanethiol self–assemled monolay-
ers, Langmuir 16, 3272–3280

64. Kröger, K., Jung, A., Barzen, C., Gaulitz, G., 2002, Versatile biosensor surface
based on peptide nucleic acid with label free and total internal reflection fluores-
cence detection for quantification of endocrine disruptors, Analytical Chimica
Acta, 469(1), 37–48



Part II

DNA Microarrays



10

Analysis of DNA Sequence Variation
in the Microarray Format

Ulrika Liljedahl, Mona Fredriksson, and Ann-Christine Syvänen

10.1 Introduction

Single nucleotide polymorphisms (SNPs) are sequence positions, where more
than one nucleotide is observed when DNA sequences of multiple individu-
als within a population or between populations are compared. SNPs are the
most frequent type of genetic variation in the human genome, and they oc-
cur at one out of every thousand to two thousand nucleotides. Following the
completion of the draft sequence of the human genome [1, 2], it has become
feasible to compare DNA sequences from multiple individuals and popula-
tions both experimentally and in silico, to identify large sets of SNPs. Today
more than four million SNPs are included in public databases, and a large
fraction of these SNPs have been assigned to a defined position in the genome
(www.ncbi.nlm.nih.gov/SNP). The number of SNPs with known allele fre-
quencies in various populations is also growing rapidly.

Depending on their genomic locations, the phenotypic consequences of the
SNPs differ. SNPs in coding regions of genes may alter the amino acid sequence
of the encoded proteins, thus affecting their structure and function, and con-
sequently their physiological role. SNPs located in the regulatory regions of a
gene may affect the binding of transcription factors, thereby influencing the
expression level of the gene. Most of the SNPs are located in non-coding re-
gions of the genome, where they have no known impact on the phenotype of an
individual. These SNPs are useful as genetic markers in forensic identification,
in tissue typing, for population genetic studies and evolutionary studies. SNPs
(point mutations) causing monogenic disorders have been routinely analyzed
for diagnostics and identification of disease carriers for more than a decade. In
pharmacogenetics, SNPs in genes for drug metabolizing enzymes are analyzed
to assess an individual’s response to drug treatment [3]. As molecules other
than drug metabolizing enzymes, such as drug receptors or transporters, are
becoming targets for pharmacogenetic analysis [4], this field is a rapid growing
area of SNP typing today. SNPs in candidate genes are often used as markers
in association studies aiming at identifying genes predisposing to multifacto-
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rial disorders. The hope that SNPs may be useful as markers in genome–wide
association or linkage studies to identify these genes, has stimulated efforts to
increase throughput and decrease the cost of methods for SNP genotyping.

Most of the currently used genotyping methods depend on amplification of
the genomic region of interest by the polymerase chain reaction (PCR) [5–7] to
provide sufficient sensitivity and specificity to detect a SNP among the 3 × 109

base pairs of DNA that constitute the human genome. However, today PCR
is the major bottle–neck for high throughput genotyping of previously known
SNPs at different locations of the genome due to the difficulty of performing
multiplex amplification [8]. In applications where complete genes or exons are
resequenced to detect previously unknown mutations, the problem of design-
ing multiplex PCR is avoided to some extent.

The microarray format is attractive for analyzing previously known SNPs
as well as for resequencing because of the potential of increasing the through-
put of the assay by simultaneous and highly parallel analysis of multiple se-
quence variants. The cost for the reagents is also reduced owing to the minia-
turized format of the microarrays. The microarray format was first designed
for expression profiling, where typically very large numbers of mRNA species
are analyzed in a relatively small number of samples [9]. The standard micro-
scope slide format used for expression profiling, where one sample is analyzed

Fig. 10.1. ‘Array–of–arrays’ conformation. A standard microscope slide is divided
into 80 subarrays with a diameter identical to that of a 384–well microtiter plate
reaction well (left image). Up to 14 × 13 = 182 oligonucleotide spots can be printed
per subarray at a center–to–center distance of 200 µm. If more SNPs are to be
analyzed the ‘array–of–arrays’ format can be converted to a format with subarrays
with the same diameter as a reaction well of a 96–well microtiter plate. In this case
14 separate subarrays fit per slide and 24 × 24 = 576 oligonucleotide spots can be
printed in each subarray (right image)
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per slide, is not practical for SNP genotyping studies, where a large number
of samples are to be analyzed for each set of SNPs.

To circumvent this problem an ‘array–of–arrays’ conformation, that al-
lows parallel analysis of up to 80 samples for each set of SNPs on a single
microscope slide [4, 10, 11], has been devised (Fig. 10.1). Each microarray is
divided into multiple separate reaction wells by a silicon rubber grid that is
placed on the microscope slide (Fig. 10.2). A similar ‘array–of–arrays’ con-
cept is also utilized in a 384–well–microtiter plate format instead of using a
microscope slide (SNPstream UHT, Orchid Biosciences [12]). The ‘array–of–
arrays’ format was originally devised for genotyping by allele-specific primer
extension [10], but the format can equally well be used with all other reaction
principles for SNP–typing.

10.2 Principles of Genotyping

Most of the techniques used for analysis of genetic variation are based on
either hybridization with short allele specific oligonucleotide (ASO) probes
or on the action of DNA modifying enzymes such as DNA–polymerases and
ligases to determine the sequence variation.

Fig. 10.2. The microarray reaction rack. A custom made aluminium reaction rack
that holds three microarray slides is used as an incubation chamber in the microar-
ray based minisequencing reactions. A silicone grid is used to separate the different
samples on the microarray. Reusable silicon rubber grids are moulded on an inverted
384– or 96–well microtiter plate using PDMS (polydimethyl siloxane, e.g. Elastosil
RT 625A and B, Wacker–Chemie) according to the manufacturer’s instruction, fol-
lowed by cutting the grid to match the size of the slides
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10.2.1 Hybridization

In hybridization with ASO–probes, the destabilising effect of a single nu-
cleotide mismatch between an oligonucleotide probe and its target sequence
is utilized to distinguish between sequence variants (Fig. 10.3a). The reaction
conditions are optimized with respect to ionic strength and temperature to
provide maximal discrimination between the two sequence variants. However,
the stability of the oligonucleotide–target hybrid is also affected by the se-
quence flanking the SNP–position, as well as by the secondary structure of
the template. Therefore there is no single set of reaction conditions that would
provide optimal specificity for all SNPs in multiplexed hybridization assays.

Multiplex analysis using ASOs on microarrays is used in the Affymetrix
GeneChip R© assay, where the difficulty in assay design is circumvented by using
arrays with tens of different allele-specific oligonucleotides for each SNP to be
analyzed [13] and by accepting a reduced success rate [14]. Other attempts to
circumvent the specificity problem of multiplexed ASO–assays is to employ
temperature gradients [15] or electric field gradients (e.g. Nanogen) [16] to
the microarrays. In these methods optimal discrimination between match and
mismatch is achieved at a specific point of the gradient.

Peptide nucleic acids (PNA) or locked nucleic acids (LNA) can also be used
to increase the power of ASO hybridization. Due to their chemical structure,
PNA and LNA have strong affinities for complementary DNA, which allows
for the use of shorter probes than the natural ASO–probes to improve the
discrimination between the SNP alleles [17,18].

10.2.2 Oligonucleotide Ligation

In the oligonucleotide ligation assay (OLA) [19], the ability of a DNA ligase
to discriminate between a match and a mismatch hybridization at the ligation
point is utilized. An allele-specific probe and a ligation probe are hybridized
to a target sequence, and in the case of a perfect match between the allele-
specific probe and the target, the junction between the two probes is closed
by ligation which facilitates the detection (Fig. 10.3b). OLA has been adopted
to the microarray format with one of the ligation probes immobilized [20] or
with immobilized single stem loop probes [21]. It is also possible to perform
the ligation reaction in solution followed by capturing of the products on
microarrays [22] or microparticles [23] by hybridization to generic tag or zip–
code oligonucleotides.

Padlock probes are circularisable oligonucleotide ligation probes with spe-
cific target recognition sequences in their 5′ and 3′ ends and a connecting
sequence between the target specific regions [24]. When hybridized to its tar-
get sequence the two ends of the probe are brought adjacent to each other,
and the junction is ligated when there is a perfect match. Proof of principle
of highly multiplex padlock probe ligation using ‘molecular inversion probes’
in solution has recently been shown [25]. In this assay the circularized probes
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are detected by PCR with tagged primers followed by capture on microar-
rays. Another novel, highly multiplexed ligation assay is used in a bead array
format [26].

Fig. 10.3. Reaction principles for SNP genotyping. Detection of the A–allele in an A
to G transition is shown; the G–allele would be detected analogously. (a) Hybridiza-
tion with allele-specific oligonucleotides (ASO). Two ASO probes are required for
each SNP to be analyzed, and a nucleotide near the middle position of the probe is
complementary to the allelic variant of the SNP. The reaction conditions are set to
allow only perfect matches to be stable and detectable. (b) In the oligonucleotide
ligation assay (OLA) a ligation probe and an allele-specific probe are used for de-
tection of the allelic variant of the SNP. When there is a perfect match between the
allele-specific probe and the target sequence, the junction between the two probes
can be closed with a ligase. (c) Minisequencing single nucleotide primer extension.
A minisequencing primer that anneals immediately adjacent to the SNP–position
will be extended with a nucleotide complementary to the nucleotide at the variable
site by the action of a DNA polymerase. (d) Allele-specific primer extension. A
primer with an allele-specific 3′–end anneals to the target sequence. Only in case
of a perfect match between the primer and the target sequence, the primer will be
extended
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10.2.3 DNA Polymerase Assisted Methods

In minisequencing, also denoted single nucleotide primer extension (SNE) and
single base extension (SBE), a DNA polymerase is used to extend a detec-
tion primer, that anneals immediately adjacent to the site of the SNP, with
a labelled nucleotide analogue [27, 28] (Fig. 10.3c). In the microarray for-
mat of minisequencing, also denoted arrayed primer extension (APEX), the
SNP-specific detection primers are attached covalently to the surface of acti-
vated microscope slides through their 5′–end, and their 3′–ends are extended
with labelled ddNTPs that are complementary to the nucleotide at the SNP
site [4,29–33] (Fig. 10.4a). The primer extension reaction allows specific geno-
typing of most SNPs at similar reaction conditions using only a single primer
per SNP, which are important features in the multiplexed assays in a mi-
croarray format. In a side–by–side comparison with ASO hybridization in
the same microarray format, the minisequencing reaction provided ten–fold
higher power of discrimination between heterozygous and homozygous geno-
types than hybridization with ASO probes [29].

Fig. 10.4. Reaction principles for primer extension on microarrays. Detection of
a heterozygous sample is presented. In direct minisequencing on microarrays (a)
one minisequencing primer for each SNP is immobilised, and multiplex PCR prod-
ucts, fluorescently labelled ddNTPs and a DNA polymerase are added. The primer
extension is allowed to proceed on the surface of the array, followed by fluores-
cence scanning with a laser scanner. For the allele-specific primer extension (b)
two oligonucleotides with the 3′–nucleotide complementary to the two possible nu-
cleotides of each SNP are immobilized on the array. In the presence of a perfectly
matched target sequence the allele-specific oligonucleotide becomes extended by a
DNA–polymerase. In the tag array based minisequencing (c) cyclic single nucleotide
primer extension reactions are carried out in solution in the presence of fluorescently
labelled dideoxynucleotides with the minisequencing primers carrying an extra tag–
sequence in their 5′–end. Generic arrays of oligonucleotides that are complementary
to the tag–sequences are used to capture the product on the microarray after the
cyclic minisequencing reactions
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DNA polymerases may also be utilized for SNP genotyping by allele-
specific primer extension in the microarray format (Fig. 10.3d). In this case
two immobilized primers with 3′–ends complementary to either of the nu-
cleotides of the SNP are used [10] (Fig. 10.4b). In this approach, primer ex-
tension will only occur when there is a perfect match in the 3′–end of the
primer. The allele-specific primer extension reaction is more dependent on
the reaction conditions than minisequencing, but its specificity has been in-
creased by analyzing RNA templates in conjunction with reverse transcriptase
reactions in the presence of trehalose [10] which has allowed accurate genotyp-
ing in a large study where 140,000 genotypes where produced [34]. Another
approach for increasing the specificity of allele-specific primer extension is to
include apyrase in the reaction to prevent the slower mismatched extension
reaction [35].

In an alternative format of the minisequencing system, multiplex cyclic
primer extension reactions are performed in solution with primers tailed with
5′–tag sequences. The products of the minisequencing reaction are then cap-
tured to complementary tag sequences immobilized on the microarray by hy-
bridization (Fig. 10.4c). This flexible genotyping strategy that was first de-
scribed for microspheres [36,37], has been used in conjunction with both low-
density [38] and high density [39] microarrays. In the latter application, the
high density GeneChip R© platform was combined with genotyping by single
nucleotide primer extension.

The tag–array assays are more flexible to design compared to the minise-
quencing approach with immobilized extension primers, since the array is
generic and thus can be used for many different sets of SNPs. The ‘array–of–
arrays’ format is particularly well suited for genotyping by the flexible tag–
array approach [11]. Additionally, the cyclic extension reaction also serves to
increase the signal strength. The accuracy of the primer extension reactions
in solution allows multiplex quantification of variant alleles present as a small
minority (2–5%) of a sample [11].

In the following section two important features of the microarray based
assays, namely production of microarrays and labelling strategies will be dis-
cussed in more detail.

10.3 Performing the Assays in Practice

10.3.1 Production of Microarrays

The manufacturing of microarrays can be performed through in situ synthesis
of oligonucleotides on the surface of the microarray, or by chemical immobi-
lization of presynthesised oligonucleotides. The material used for microarrays
must have low autofluorescence and high binding capacity of oligonucleotides.
Glass meets these criteria, and in addition it is non-porous, which allow the
use of small reaction volumes, and it is durable to both heat and chemicals.
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In situ synthesis of oligonucleotides at high density on a glass surface using
light directed photolithography has been developed by Affymetrix [40]. These
GeneChip R© arrays are used for expression analysis and for genotyping using
ASO–probes. The photolithographic synthesis proceeds in the 3′–5′ direction,
which makes the GeneChip R© arrays impossible to use in direct primer exten-
sion assays, where a free 3′–end is needed for the polymerase to extend. A
proposed strategy for avoiding this limitation is to perform the in situ syn-
thesis in 3′–5′–direction with a subsequent inversion of the oligonucleotide on
the surface [41]. Direct in situ synthesis on glass surfaces in the 5′–3′– di-
rection using 5′–phosphoramidites has also been proposed [42]. However, the
most frequently used method for producing microarrays for primer extension
is to attach presynthesised oligonucleotides on the glass surface. Covalent at-
tachment is preferred over passive adsorption since it can be better controlled
than in situ synthesis. Covalent attachment also allows for better accessibil-
ity for the oligonucleotide in the proceeding genotyping reaction, and allows
the use of more stringent washing protocols than arrays prepared by adsorp-
tion [43–45].

We have previously compared six chemical reactions for immobilization of
oligonucleotides on a surface for application in the microarray based minise-
quencing method [32]. Both commercially and in–house coated slides were
evaluated to identify the slide with the best binding capacity and most fa-
vorable performance in the minisequencing reaction with respect to back-
ground fluorescence prior to and after the reaction, as well as signal inten-
sities and power of genotype discrimination. We found the CodeLinkTM Ac-
tivated Slides from Amersham Biosciences (previously denoted CodeLinkTM

Activated Slides, Motorola and 3DLinkTM Activated Slides, SurModics) to
have the highest binding capacity of oligonucleotides relative to the in–house
coated isothiocyanate slides that served as reference. Although the mercap-
tosilane slides (Orchid Biosciences [46]) binding disulfide-modified oligonu-
cleotides have lower binding capacity than the CodeLinkTM slides, the slides
performed equally well in the minisequencing reaction because of their lower
background fluorescence.

10.3.2 Labelling Strategies

In principle any detection strategy, such as radioactivity, colorimetry and flu-
orescence may be used in the microarray format, but fluorescence is the far
most frequently used principle today. The Affymetrix GeneChip R© system em-
ploys an indirect fluorescence detection strategy, in which the target sequence
is first labelled using a biotin–conjugated nucleotide, which is visualized in
a subsequent staining reaction with a fluorescent streptavidin–phycoerythrin
conjugate [13,47]. Many different fluorophores are available for direct labelling,
followed by detection using fluorescence microscopes, CCD cameras or fluores-
cence scanners with photomultiplier tubes. In OLA two allele-specific fluores-
cently labelled oligonucleotides are required for each SNP [22]. An advantage
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Fig. 10.5. Fluorescence scan image of cyclic minisequencing products captured
on a generic microarray carrying complementary tag sequences for detection of 55
SNPs in duplicate. The minisequencing reactions were performed with the four
ddNTPs labelled with different fluorophores (Texas Red–ddATP, Tamra–ddCTP,
R110–ddGTP, Cy5–ddUTP) and detected with a four color laser scanner (equipped
with the excitation lasers: Blue Argon 488 nm, Green HeNe 543.5 nm, Yellow HeNe
594 nm and Red HeNe 632.8 nm) according to the protocol provided in Table 10.3.2
The rainbow color scale corresponds to the different signal intensities with blue as
low and white as saturated signal

of primer extension assisted reactions over OLA is that an unlabelled oligonu-
cleotide primer becomes labelled in the actual detection reaction, which re-
duces the cost of the assay.

In allele-specific primer extension, dNTPs labelled with a single fluo-
rophore are used [10,35], while multiple fluorophores are available and can be
used in a variety of minisequencing single nucleotide primer extension assay
designs. The same fluorophore may be used on all four nucleotides, in which
case four separate reactions are performed for each sample [4, 32]. Three dif-

Fig. 10.6. Steps of the tag–array based minisequencing procedure. The steps are
explained in detail in the protocol provided in Table 10.3.2
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ferent fluorophores [38] are in principle sufficient to analyst all possible SNPs
in a single reaction if both DNA strands are utilized. The use of four different
fluorophores, one for each of the four dideoxynucleotides, is the most conve-
nient approach [11, 31, 48]. The utilization of multiple fluorophores requires
that they have distinct non-overlapping wavelengths to limit the ‘cross–talk’
between their emission spectra. Figure 10.5 shows four fluorescence scans at
different wavelengths for one sample genotyped for 55 SNPs. The efficiency
and sequence specificity of the DNA polymerase is affected both by the ddNTP
and the fluorophore, but most of all by the sequence context of the SNP [11].
Figure 10.6 outlines the steps of the procedure for performing multiplexed
genotyping by minisequencing using tag–arrays. An experimental protocol is
provided in Table 10.3.2.

Table 10.1. Protocol for minisequencing in the tag–array format using four fluo-
rophores

Step of the Procedure Notes

1. Design of PCR primers There is no publicly available
The primers should have similar Tm software for design of PCR–
and low self complementarity to reduce primers for multiplex reactions.
primer dimer formations.

2. Design of minisequencing primers A Tm of 55–60◦C ensures
Minisequencing primers are 20–27 specificity in the following cyclic
nucleotides in length and have similar primer extension reaction. The tag
Tm. In their 5′–end a 20 nucelotide sequence should be selected not
tag sequence (Affymetrix GeneChipR© to favor formation of secondary
Tag Collection) is incorporated. structures (i.e. hairpin loops).

3. Preparation of microarrays Different types of slides with a
The complementary tag sequences contain variety of chemical reaction types
a 15 T–residue spacer and an amino–group are available. We use CodeLinkTM

in the 3′–end to enable chemical activated slides since they per–
immobilization. A 25 µM solution of the formed best in a comparison for
oligonucleotide in 150 mM sodium phosphate our application [32].
buffer pH 8.5 is printed on CodeLinkTM The oligonucleotides are
activated slides (Amersham Biosciences) printed in duplicate spots on the

according to the manufacturer’s protocol. microarray.

4. Multiplex PCR amplification Multiplex PCR of more than
Typical reaction conditions are U/µl ten fragments has proven difficult
of a thermostable DNA polymerase, to reproduce in multiple samples
1.5–4 mM MgCl2, 0.2 mM dNTP, [10,33]
220 ng DNA and 0.14 µM primers in The pooled PCR products can
5–50 µl reaction volumes in 96– or be used directly or they can
384–well micro–titer plates. be concentrated by ethanol pre–

Continued on next page
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Step of the Procedure Notes

PCR program: 94◦C for 10 minutes, cipitation or by spin dialysis with
then 94◦C for 0.5–1 minute, 55–68◦C CentriconR© devices (Millipore
(depending on the Tm of the primers) Corporation) to increase the
for 0.5–1 minute, 72◦C for 1.5 minutes amount of amplicons.
for 35 cycles and a final extension at
72◦C for 7 minutes The multiplex PCR
products from each sample are pooled.

5. Clean–up of PCR products Exonuclease I degrades the ex–
Seven µl of pooled PCR product is cess of PCR primers and shrimp
treated with 0.5 U/µl Exonuclease I and alkaline phosphatase inactivates
0.1 U/µl shrimp alkaline phosphatase the dNTPs. The MgCl2 concentra–
(USB Corporation) in 4–8 mM MgCl2, tion has to be optimized and ad–
50 mM Tris–HCl, pH 9.5, in a 10.5 µl justed according to the amount
volume at 37◦C for 30–60 minutes The added with the PCR product.
enzymes are inactivated at 99◦C for 15
minutes

6. Cyclic minisequencing reaction Avoid exposing the fluoropho–
The reaction mixture contains 10.5 µl of res to light to prevent bleaching.
enzyme-treated PCR product, 5.0 mM The fluorophores should have dis–
of each tagged minisequencing primers, tinct and non-overlapping emis–
0.09–0.27 µM of fluorescent ddNTPs sion spectras. It may be advanta–
(TexasRed–ddATP, TAMRA–ddCTP, geous to use Cy5–ddUTP at a
R110–ddGTP, Cy5–ddUTP (Perkin higher concentration than the
Elmer Life Sciences)), 0.017% Triton– other ddNTPs. The control tem–
X–100, 50 mM Tris–HCl pH 9.5, 0.07 plates are four synthetic oligonu–
U/µl of ThermoSequenaseTMDNA cleotides mimicking a four allelic
Polymerase (Amersham Biosciences) SNP for which the primer will be
and 1 nM of control templates in a 15 extended with A, C, G or T
µl volume. The reaction is repeated for respectively. Up to 99 cycles can
33 cycles of 95◦C and 55◦C for 20 be performed.
seconds each.

7. Capture on microarrays To avoid drying of the reac–
The slides are preheated to 42◦C in a tion wells, which can lead to
custom–made aluminium reaction rack high background fluorescence, a
(Fig. 10.2). Fifteen µl of minisequencing wet tissue paper is placed on the
reaction product, 0.4 nM of TAMRA- plexiglass lid and covered with
labelled control oligonucleotide in 22µl saran–wrap and aluminium foil.
of 6× SSC, are added to each reaction The control oligonucleotide is a
well on the microscope slide. After fluorescently labelled, synthetic
hybridization for 2–3 hours at 42◦C, sequence that hybridize to its
the slides are briefly rinsed with 4× complementary sequence on the
SSC at room temperature and washed slide. 1 × SSC: 150 mM sodium
twice for 5 minutes with 2× SSC, chloride, 15 mM sodium
0.1% SDS at 42◦C and twice for 1 citrate pH 7.0.
minute with 0.2× SSC at room temp.
The slides are dried by centrifugation
for 5 minutes at 500 rpm.

Continued on next page
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Step of the Procedure Notes

8. Fluorescence scanning Figure 10.5 shows fluorescence
Fluorescence signals on the slides are detected images of a microarray scanned
using a four color laser scanner (e.g. at four different wavelengths
ScanArrayR© 5000, Perkin Elmer LifeSciences). after hybridization of a
The signal intensities are measured with the cyclic minisequencing product.
analysis software of the scanner (QuantArrayR©).

9. Genotype assignment A software for genotype as–
The mean value of the signals from the duplicate signment for SNPs is the
spots is corrected for the average background SNPsnapper software, available
in the reaction well. Genotypes are assigned at:
by calculating the ratio between the signal http://www.bioinfo.helsinki.fi/
intensity from one of the alleles divided by SNPSnapper/
the sum of the signals from both alleles
using a Microsoft ExcelTMmacro.

10.4 Conclusion

During the past few years much effort has been targeted at developing
technology for analyzing DNA sequence variation in the microarray format.
Microarray-based methods have also been applied in a number of clinical, ge-
nomic and evolutionary studies. Table 10.2 provides some examples of these
applications. So far the studies have been of modest size, but with the possi-
bility of a high level of multiplexing to bring down the costs of the microarray-
based assays, we can foresee studies on a much larger scale that will increase
our understanding of the role of DNA sequence variation in health and disease.

Table 10.2. Examples of applications of microarray-based analysis of DNA sequence
variants

Application Reaction Comment Ref.
principle

Comparative sequencing ASO–hybridization Introduction of [49]
microarray concept

Cystic fibrosis Affymetrix First use of GeneChip R© [50]
mutations GeneChipR© for genotyping

Recessive disease muta– Minisequencing Proof of principle for [29]
tions in Finland primer extension primer extension on arrays

Mutation detection in ASO–hybridization Strategy for multiplex [13]
the ATM gene GeneChipR© PCR design

Risk factors for myocar– Minisequencing 33P–detection [51]
dial infarction primer extension

Continued on next page
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Application Reaction Comment Ref.
principle

Map of 2,200 SNPs ASO–hybridization First ‘large scale’ SNP [52]
GeneChipR© effort

Ancestral alleles of ASO–hybridization Large study 99,000 [53]
human SNPs GeneChipR© genotypes

Detection of minority Oligonucleotide Zip–code approach [22]
K–ras mutations ligation

Panel of 142 human Tag–array single High density GeneChip R© [39]
SNPs base extension tag–arrays

Hemochromotosis and Single nucleotide Two color fluorescence [30]
connexin mutations primer extension detection

Panel of 76 human Tag–array single Low density tag–arrays [38]
SNPs base extension

Detection of β– Arrayed primer Four color fluorescence [31]
thalassemia mutations extension detection

SNPs in the human mu Allele-specific Gelpad microchips [54]
opioid receptor gene single nucleotide

primer extension

Population frequencies of Allele-specific Large study 140,000 [34]
recessive mutations primer extension genotypes

Y–chromosomal SNPs in Minisequencing Detection by 33P and [33]
Finno–Ugric population primer extension single color fluorescence

Linkage disequilibrium Arrayed primer Analysis of 900 SNP– [55]
map of chromosome 22 extension markers in 50 Estonian

samples

Quantitative analysis of Tag–array minise– Four color fluorescence [11]
interferon–related SNPs quencing single detection

nucleotide primer
extension

Genome wide mapping ASO–hybridization Genotyping of 1200 [56]
of allelic imbalances GeneChip R© SNPs

Resequencing exon 7 Arrayed primer Four color fluorescence [48]
of the p53 gene extension detection

Pharmacogenetics of Minisequencing Single color fluorescence [4]
hypertension. primer extension detection. 74 SNPs
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High Sensitivity Expression Profiling

Ramesh Ramakrishnan, Paul Bao, and Uwe R. Müller

11.1 Introduction

DNA microarrays were originally conceived to provide a new means for rapid
sequence analysis [1–3] but it was soon recognized that they presented a
powerful new tool to determine the relative transcript abundance of multi-
ple genes [4, 5]. Expression microarrays have been shown to provide valuable
insights in the areas of target discovery [6], mechanism of drug action [7–9],
genes and pathways involved in various cellular responses and pathophysiolo-
gies [10–12], exon mapping [13], chemosensitivity [14, 15] and tumor classi-
fication [16, 17]. Clinically, expression microarrays have been used in studies
utilizing gene expression signatures to distinguish primary breast cancers from
multifocal disease [18] and to predict disease outcome, surpassing currently
used clinical and histopathological methods [19–22].

The probes used for expression array fabrication can be made from clones
of genes, PCR amplicons, or oligonucleotides [6, 23–26], and various methods
for their attachment and linkage to the array surface have emerged (Chaps. 2
and 3). While cDNA probes and PCR amplicons are typically arrayed in a
buffer that contains both strands, oligonucleotide probes are single-stranded
and complementary to the mRNA or cDNA target sequences, respectively.

The primary target for expression analysis is mRNA, but it is typically
converted to cDNA prior to use for two reasons: first, DNA is much more
stable and therefore more easily handled and stored; second cDNA synthesis
provides a convenient method to produce labelled targets by incorporation
of fluorescent or hapten labelled nucleotides during the reverse transcription
reaction. When the target material is limiting, various methods can be em-
ployed to either enhance the signal, or to amplify the mRNA (see below).
As reviewed in Chap. 8, the standard labelling system consists in direct in-
corporation of fluorescent nucleotides using a two color labelling scheme, but
indirect labelling via incorporation of haptens provides for alternate and po-
tentially higher sensitivity detection schemes (Chap. 8 and below). The type
of labels used and the exact conditions for labelling and hybridization are crit-
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ically important and have a profound impact on the sensitivity of the system.
For most slide based arrays, hybridization is carried out under a coverslip in a
humidity chamber, followed by washing and staining, if indirect labelling sys-
tems are used. However, for enhanced hybridization rates and more consistent
performance, automated hybridization chambers and complete hybridization
systems have been developed.

Although all array based expression systems are based on a determination
of relative transcript abundance by comparing the copy number in a specific
sample to that in a reference, there are two different approaches involving
either labelling both samples with the same ‘color’ and hybridizing to separate
arrays, or labelling both samples with different ‘colors’, and hybridizing them
competitively to the same array. The latter was first pioneered by Kallioniemi
et al. by comparing genomic DNA from different sources [27]. The advantage is
that differences between the two arrays that can affect either the hybridization
(e.g. spot morphologies, probe amounts) or the detection (e.g. shading) are
eliminated, typically resulting in improved CVs (coefficients of variation) for
color ratios as compared to the CVs of raw hybridization signals [24]. However,
the two color approach also has disadvantages including varying incorporation
rates of different fluorophors, the need for more reference sample in multiple
experiments, spectral overlap between dyes, more expensive imaging systems,
and, in case of multiple haptens, more complex signal amplification protocols.

Many methods for improvements and optimizations have emerged during
the past decade, most, of course, to improve manufacturability, specificity
and/or sensitivity. This is where some significant differences in the type of
probe used for manufacturing the array have appeared. In fact, while most
data suggest that equivalent results are obtained between oligo and cDNA
arrays [24,25,28], some data suggest otherwise [29,30].

Because oligo and cDNA arrays each have a set of advantages and disad-
vantages, we have combined our experiences to describe in this chapter high
sensitivity expression systems achieved with either format, using as examples
the Motorola CodeLinkTM (now Amersham CodeLinkTM) oligonucleotide ar-
ray and the Corning CMTTM cDNA-based expression arrays (no longer com-
mercially available, but see Chap. 5).

11.2 Oligonucleotide Expression Arrays

11.2.1 Array Design

The use of oligonucleotides instead of clones or PCR amplified DNA sequences
as probes for expression arrays has significant advantages since they can be
designed to hybridize specifically to any gene in the sample, provided sequence
information is available. The ease with which oligonucleotides can be synthe-
sized reduces complexity in the manufacturing and quality control areas, since
it eliminates the need for clone tracking and handling, PCR amplification and
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sequence verification. Further, the specificity associated with oligonucleotide
arrays enables the study and analysis of splice variants [31] and the ability to
differentiate closely related members of gene families.

Typical arrays fabricated with oligo probes of 20–30 nucleotides in length
have sensitivity limitations, but this limitation can be minimized by extending
the length to 50 bases or more [25]. However, depending on the method of
array fabrication, this may result in other disadvantages. For example, for in
situ synthesis [32–34] the lower coupling efficiencies on the array can limit pu-
rity with significant impact on specificity and sensitivity. This typically limits
the probe length to about 25 bases. In addition, in situ synthesis does not
allow an independent confirmation of the fidelity of synthesis. On the other
hand, synthesis of oligonucleotides prior to deposition on the array incurs a
significant cost not just in synthesis, but also in purification and sequence
confirmation, which increases proportionally with oligo size. In addition, this
approach requires covalent attachment of the oligos to the array surface. How-
ever, several innovative solutions in chemistry and systems engineering have
been proposed to address these obstacles [35,36].

Covalent attachment of prefabricated oligonucleotides circumvents some of
the constraints imposed by earlier in situ synthesis methods and allows new
elements to be added without redesigning the entire microarray. The emphasis
here shifts to the ability to reproducibly attach probes. One approach includes
fabrication of arrays by photochemical as well as chemical attachment [37].
Incorporation of specific functional moieties at the 5′ end of oligonucleotides
can serve as a pseudo–purification step. Since only full-length oligonucleotides
will receive the attachment group and attach to the matrix efficiently, non-
specific adsorption of the oligonucleotide can be virtually eliminated.

Longer oligonucleotides (60–mer to 70–mer) exhibit chemical characteris-
tics similar to cDNAs in that they can be attached directly (non-covalently)
to slide surfaces without the need for any specialized attachment chemistry.
However, for maximum attachment, a UV–crosslinking step is advisable and
improves sensitivity (personal observations), though probes retained on a glass
surface in this manner may not exhibit the same degree of conformational
flexibility or accessibility as do those retained via end attachment [38]. Al-
ternatively, oligonucleotides can be modified by incorporation of biotin or
haptens at either end, and they can then be anchored efficiently on surfaces
coated with streptavidin or anti-hapten antibodes, respectively. The disad-
vantage of such an attachment scheme is that the biological interaction must
remain intact throughout the assay, imposing constraints upon subsequent
hybridization and array processing.

For applications in expression analysis, the oligonucleotide probes are gen-
erally designed towards the 3′ end of a RNA transcript, primarily to reduce the
effects of transcript degradation [26]. Probe design is also guided by priming
and amplification schemes (random hexamer versus oligo–dT), which impact
the regions of the transcript represented in the cDNA or cRNA sample. Al-
though a set of heuristics has been proposed for probe design [39], there is
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as yet no definitive algorithm that can select a set of hundreds of probe se-
quences with maximum hybridization efficiency under isothermal conditions.
In order to tackle this problem, rapid probe prototyping as well as the use of
multiple probes per transcript in expression arrays offer a pragmatic solution.
Basic studies on heteroduplex formation as it pertains to microarrays are now
underway [40] and analogies to antisense oligonucleotides (whose efficacy de-
pends on hybridization and transcript cleavage) may provide better solutions
in the future [41].

Given that k2, the second order rate constant for hybridization, is propor-
tional to the square root of the length of the shortest strand participating in
duplex formation [42], it is not surprising that larger oligonucleotides show
improved hybridization kinetics. A recent study has demonstrated the util-
ity of 60–mer fabricated in situ for expression analysis and has shown good
sensitivity under various hybridization conditions. However, two 60–mer have
to differ by at least 18 nucleotides in order to achieve sufficient specificity,
though this depends very much on the exact location of each mismatch and
the relative content of deoxycytidine in the oligo sequence [24]. It appears

Fig. 11.1. The biotinylated probe chip: linearity of the detection process. Slides
were processed with streptavidin–alexa 647 and scanned at PMT voltages of 500
(diamonds, R2 = 0.997), 600 (squares, R2 = 0.997), and 700 (triangles, R2 = 0.995).
Each data point represents the average of sixteen replicates per slide
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Fig. 11.2. Slides were processed with Streptavidin–Alexa 647 (R2 = 0.9961),
Strepta–vidin–Cy3 (R2 = 0.997), or Streptavidin–phycoerythrin (R2 = 0.9978) and
scanned at a PMT voltage of 600. IOD = integrated optical density

now that most manufacturers prepare 30 to 75–mer oligonucleotide arrays for
expression applications.

Labelling of cDNA and cRNA can be done by several methods, as dis-
cussed below, but for the development of the Motorola CodeLinkTMarray
system an indirect labelling system was chosen. The reason is that biotin in-
corporation has many advantages to direct labelling, including the fact that
biotin-labelled nucleotides are efficient substrates for many DNA and RNA
polymerases, resulting in better yields than incorporation of cyanine dyes (un-
published observations). Moreover, cDNAs or cRNAs containing biotinylated
nucleotides have denaturation, reassociation, and hybridization parameters
similar to those of their unlabelled counter–parts [43].

In order to test the biotin labelling system, the biotinylated probe chip
was developed by the Motorola group as an analytical tool to monitor the
linearity, variability, and sensitivity of the detection process [44]. This chip
contains unlabelled oligonucleotide probes mixed with biotinylated probes of
the same length in increasing ratios ranging from 0.000122% to 4%, with the
final probe concentration per spot kept constant. This enables the assessment
of fluorescence detection independent of hybridization, since the presence of
biotinylated probes can be simply monitored using Streptavidin–Alexa 647.
As shown in Fig. 11.1, the dose response of Streptavidin–Alexa 647 binding is
linear (R2 > 0.99) for three logs of biotinylated probe concentrations (0.004%
to 4%), without observing saturation, and with very low variability. Further-
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more, the ability to detect even very low probe concentrations suggests that
this detection method may be sufficiently sensitive to detect low expressers.

Since a variety of indirect detection methods are used in current commer-
cial products [26, 45], the performance of streptavidin–Alexa 647 was com-
pared to streptavidin–Cy3 and streptavidin–phycoerythrin on these biotin
chips. Excellent linearity was found for all these methods, although the signal
intensities were lower with streptavidin–phycoerythrin with the protocols and
slides used (Fig. 11.2). Based on these findings, a single-color approach based
on streptavidin–Alexa 647 was subsequently employed in the CodeLinkTM

assay system.

Fig. 11.3. Threshold determination. The negative control threshold can be used to
define the lower limits of detection. (a) Graph shows mean IOD for negative control
probes used to calculate the threshold. Each slide has 216 negative control probes
(54 probes in 4× redundancy). Threshold was calculated using 20% trimmed mean
for each slide (10% of the highest signals and 10% of the lowest signals were removed
from the probes population) and the remaining probes were used to calculate the
threshold. 9.44% of the untrimmed population of the negative control probes is above
the threshold. The line indicates the threshold as calculated by the mean and three
standard deviations. (b) The negative control values are constant in six different
samples. The mean (asterisks) and median (circles) negative control values were
calculated from six tissues (each tissue was hybridized in duplicate)
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11.2.2 Use of a Threshold to Define Lower Limits
of Detection and Nonspecific Binding

Specificity during and after the hybridization reaction can be monitored effi-
ciently through the use of negative controls, i.e. probes which do not cross–
hybridize to the complex message for which the array was designed. For the
CodeLinkTM product a negative control probe set was developed, consist-
ing of approximately 55 bacterial sequences that were designed, FASTA veri-
fied, and empirically shown not to cross–hybridize to human transcripts. The
threshold was determined by calculating the mean negative control value and
adding three standard deviations (99.7% confidence). An example is shown in
Fig. 11.3a using in vitro synthesized complementary RNA (cRNA) from hu-
man liver as target, where 9.44% of the untrimmed population of the negative
control probes were found to be above the threshold. Using 6 different tis-
sues in multiple hybridizations, it was shown that the same set of probes was
trimmed each time by this process, pointing to some of the potential short-
comings in either oligo design or sequence accuracy. Nevertheless, the data
indicate that, if used appropriately, this set of bacterial probes can be uni-
versally applied to indicate the cross–hybridization threshold since the mean
and median signal intensities do not change significantly between a variety of
tissues (Fig. 11.3b).

11.2.3 Sensitivity Measurements Using Oligonucleotide Arrays

One of the most common methods to evaluate sensitivity of an oligonucleotide-
based expression microarray is the use of spiking experiments with exoge-
nous bacterial transcripts that are complementary to a set of positive control
probes on the array. These elements would have to be different from those
which serve as the negative control elements and which are used to generate
the negative control threshold. Results from a representative experiment are
shown in Fig. 11.4, where defined amounts of 6 different in situ synthesized
transcripts were spiked into the complex human message prior to reverse tran-
scription and labelling. After hybridization, the fluorescence was determined
at the cognate bacterial probe spots and plotted against the mass of spiked
transcript. Each array contains 3 different probes per bacterial control gene,
and each probe is represented 4 times across the slide. Figure 11.4 shows the
data for one of the six transcripts (araB) for each of the 3 different probe
spots. The amount of mRNA used for spiking was chosen to represent a mass
ratio ranging from 1:6,000 to 1:6,000,000 spiked mRNA:total RNA. Assuming
that 5% of the total RNA population is polyA+ RNA [25], this is equivalent
to a mass ratio range of 1:300 to 1:300,000 spiked mRNA to polyA+ RNA.
As expected, different probes show different signal to threshold ratios (due
to different affinities) at the same spike level. However, all probes displayed
a signal above threshold at the 1:300,000 spike level. This is equivalent to
1 copy per cell according to [45–47], and exceeds that sensitivity according
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Fig. 11.4. Sensitivity and dynamic range. Nine exogenous bacterial transcripts were
spiked into the complex mRNA from human liver, each at increasing concentrations
(bacterial RNA: total human liver RNA as 1:6,000; 1:20,000; 1:60,000; 1:600,000;
1:3,000,000; 1:6,000,000. The signal: threshold ratio was determined by dividing
the fluorescence for each bacterial positive control probe by the negative control
threshold. The data for the araB transcripts is shown, with three bacterial control
probes designed to hybridize to each transcript

to [24, 48]. On further diluting target to achieve a mass ratio of 1:15,000,000
of transcript per 5 µg of total RNA (Fig. 11.5), the signal–to–threshold ratios
of the araB probes were still found to be significantly above background.

The relative intensity values obtained in these spiking experiments can be
used to normalize and compare the results of different arrays. For that purpose
the signal intensity is divided by the negative control threshold previously
described.

By spiking at increasing mass ratios, it was possible to determine not
only the absolute sensitivity but also the dynamic range of the assays. A
linear transcript concentration-dependent dose response was obtained over
two orders of magnitude reaching a signal saturation near the highest spike
concentration (equivalent to a 1:300 mass ratio). Similar data were obtained
for the other bacterial probes and transcripts (not shown).

Once a target is present in the hybridization reaction, its ability to be
captured by the microarray is a function of the hybridization efficiency, which
in many cases is limited by two–dimensional and three–dimensional diffu-
sion [49]. In order to enhance passive diffusion, the cRNA was already frag-
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Fig. 11.5. Sensitivity and dynamic range extended. Exogenous bacterial transcripts
to the araB gene were spiked into the complex mRNA from human liver, at in-
creasing concentrations (bacterial RNA: total human liver RNA as 1:3,000,000,
1:6,000,000, 1:9,000,000, and 1:15,000,000. The signal: threshold ratio was deter-
mined by dividing the fluorescence for each bacterial positive control probe by the
negative control threshold. Three bacterial control probes were designed to hybridize
to each transcript

Fig. 11.6. The effect of mixing during hybridization. (a) The average signal in-
tensities with (x axis) and without (y axis) mixing were plotted for all probes (∼
9300). The bowing shows the enhanced signal intensities with mixing. (b) Signal
intensities from 24 positive bacterial control probes (x axis) when their complemen-
tary transcripts were spiked into the total RNA at a mass ratio of 1:2,000,000. The
first bar in each pair represents the signal intensity obtained with mixing and the
second bar in each pair represents the signal intensity obtained without mixing
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mented before adding to the hybridization reaction. To examine the effect of
diffusion limitation, an experiment was performed to demonstrate the effect of
vigorous shaking and mixing during the hybridization. Figure 11.6a shows an
average 3.1 ± 5.6 fold increase in signal intensity along the entire signal range
for ∼ 9500 probes when mixing was employed. Figure 11.6b shows the increase
in signal intensity due to mixing for 24 positive bacterial control probes (x
axis) when their complementary transcripts were spiked into the total RNA
at a mass ratio of 1:2,000,000. An average increase of 4.2 ± 1.4 was found.

11.2.4 Specificity of Oligonucleotide Arrays

The specificity of this oligo array hybridization platform was examined by
introducing one or more mismatches in the center of each of five different
oligonucleotide probes, each designed to hybridize to different human tran-
scripts. One (1×), two (2×), three (3×), or four (4×) adjacent mismatches
were introduced into the middle of a probe and the fluorescence associated
with the perfect match was compared with that of each type of mismatch. Fig-
ure 11.7 shows the data obtained after hybridization with human liver cRNA.
Each probe was represented four times per array, with the red horizontal line
representing the threshold fluorescence as defined above. As expected, each

Fig. 11.7. Specificity of the CodeLinkTM Expression Bioarray platform. Specificity
was determined by introducing one (1×), two (2×), three (3×), or four (4×) adjacent
mismatches into the middle of a probe and determining fluorescence associated with
the perfect match (no mismatch) and each of its mismatch probes. This analysis was
performed for five probe sets after hybridization with cRNA generated from human
liver total RNA. Each mismatch probe has four repeats across the slide. The line
represents threshold
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probe type within a set gave significantly different signal intensities (IOD),
demonstrating the effect of probe sequence on hybridization efficiency. In fact,
one of these probes (Z19585) did not give a signal above threshold and was
eliminated from the analysis. However, the variability between the 4 repeats
of the same probe was minimal, as indicated by the relatively small standard
deviations. Analysis of the mismatched probes revealed that their signal was
reduced. Though each of the 4 hybridization competent single (1×) mismatch
probes gave signals above background, their signals were reduced by a factor
ranging from about 2 to 22 fold, presumably due to the effects of flanking
sequences. Two of the 2× and 3× mismatch probes, respectively, also gave
signals at or above threshold, but with significant further reductions. Similar
results have been obtained with cRNA target generated from other tissues
such as human skeletal muscle and placenta. Since the oligos used here were
30 nucleotides long, these data suggest that under the appropriate condi-
tions and with optimum oligo sequence design, 5% sequence variations can
be distinguished. This ability to distinguish a small number of mismatches
between highly homologous genes or exons provides an important advantage
over cDNA and 60–mer oligonucleotide arrays.

11.2.5 Validation of Relative Transcript Levels
with Real Time Quantitative Reverse Transcription PCR Assays

As a preliminary validation that the oligo array platform generated precise
but also accurate answers, differential expression ratios from this platform
were compared to those obtained using quantitative reverse transcription PCR
(Taqman) assays for a set of 54 genes, using the same RNA sample as target
source. Although the actual sequence of the oligonucleotide on the array was
not identical to that of the Taqman probe, in the majority of cases the probes
did overlap. For the entire data set of 54 genes, there was a good correlation
(correlation coefficient of 0.76) between the changes reported by each system
(Fig. 11.8).

11.3 cDNA-based Expression Arrays

11.3.1 Array Design and Manufacture

Most of the advantages and disadvantages of oligo versus cDNA arrays have
already been discussed above and only a few points will be highlighted here.
The development of microarrays using PCR amplified cDNAs as probes was
enabled by the availability of a significant number of known genes in cloned
format from several sources. Most of these were derived either as partial or
full-length clones or expressed sequence tags (EST) by reverse transcription
from mRNA, but they can also be cloned directly from the genome [50]. Ei-
ther way, confirmation of clone purity and sequence integrity is critical and
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Fig. 11.8. Correlation of differential expression ratios with Taqman. The log2 of
the differential expression ratio obtained with Taqman when heart and brain were
compared was plotted on the y-axis versus the log2 of the ratio obtained with the
CodeLinkTM Expression Bioarray platform using the same RNAs on the x-axis. The
correlation coefficient (R = 0.76) was based on all 54 genes

presents a major cost in the manufacturing process for commercial manufac-
turers. Equally important are the choice of the array support and the attach-
ment chemistry, as they can have a significant impact on array performance
(see also Chaps. 2 and 3). First, the density and conformation of the probe
will affect the hybridization kinetics, and while for oligos some of these param-
eters have been defined [51], there is limited information available for cDNA
arrays. Instead, the optimum probe concentration in the printing solution
has typically been determined empirically [52], and in our hands printing of
double-stranded PCR products at a concentration of 0.25 µg/µl (50% DMSO,
50 mM citrate buffer) resulted in arrays with good sensitivity and dynamic
range, as discussed below (see also Chap. 5). A second reason for carefully
choosing the right surface is the signal enhancements that can be achieved
either through optical effects [53–55] or better hybridization kinetics as a re-
sult of a 3D or flow–through chip [56–58]. But perhaps most important is the
use of a surface designed for minimum non-specific target binding and mini-
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mum autofluorescence (if fluorescently labelled target is used). It was shown
by Shena et al. that reducing slide background through modification of the at-
tachment chemistry can improve the sensitivity by a factor of 10 [5]. However,
we have noticed that adsorption of organic molecules from the environment
upon storage of arrays can dramatically increase autofluorescence and render
them useless. In many cases treatment of the array with sodium borohydride
before hybridization can offer an easy remedy [59]. This process will do little
to improve the autofluorescence of the glass itself, unless the glass has been
treated to adsorb or reflect any unwanted photons from within or the un-
derside of the slide [53]. In order to insure that the array has a minimum of
background autofluorescence, we recommend using a high quality glass sub-
strate (e.g. GAPSTMslides, Corning) and scanning all arrays at a high voltage
setting prior to use. Assuming that a quality array (for a description of quality
parameters see [52]) has been fabricated, the tasks turn to target preparation
and labelling.

11.3.2 Target Preparation and Labelling

Many studies have focused on the preparation and labelling of cDNA from
either total RNA or isolated poly(A)+ mRNA, since the effect of target con-
centration, label type and density on sensitivity is obvious. However, there are
various definitions and descriptions of sensitivity. Given the variety of arrays,
labels and detection modes, the reported amounts of non-amplified target re-
quired per hybridization varies up to 100–fold between different publications,
ranging from a few to more than 100 µg total RNA [60,61] or 200 ng to a few
µg of purified poly (A)+ mRNA [52,62]. A better way to express sensitivity is
to define the minimum amount of a specific target needed per hybridization
to give a detectable signal over noise, as originally described by Schena et
al. [4]. This can be accomplished by spiking specific amounts of one or more
types of a synthetic mRNA into the target RNA before reverse transcrip-
tion as described above for oligo arrays. By these criteria, arrays with longer
probes (cDNA or > 50–mer oligos) have been shown to be more sensitive than
short oligo arrays (25–mer) [63], which is not unexpected. Without any target
or signal amplification, the sensitivities for cDNA arrays have been reported
to be around 2 pg (0.006 fmol) of a unique Cy3 or Cy5 labelled mRNA per
spot and per hybridization [52] compared to 20 pg (∼ 0.06 fmol) for 60–mer
oligos [24, 63], and ≥ 0.3 fmol for 30–mer oligo arrays [63]. However, Cy5 is
typically somewhat less sensitive [63,64].

Assuming approximately 10 pg total RNA [60,65] and 100,000 transcripts
per eukaryotic cell [24], mRNA represents approximately 0.5% of the total
RNA. Thus, based on the above cited sensitivity limits detection of 1 copy of
a given transcript per cell would require on the order of 40 µg of total RNA
or 200 ng purified mRNA. Since for many applications, such as fine-needle
aspirates, this much material can not be obtained, signal or target amplifi-
cation procedures may offer a suitable solution. Incorporation of biotinylated
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nucleotides during the RT step, followed by fluorescently labelled streptavidin
is commonly used, as described above. Efficient incorporation of aminated
random primers and/or aminoallyl nucleotides during cDNA synthesis, and
subsequent chemical conversion of the primary amine groups to fluorescent
moieties has provided > 10 fold improvements in signal strength [66] and
reduced the required amount of material to as little as 1 µg total RNA [67].

Better amplification can be achieved by incorporating a T7 primer dur-
ing the cDNA synthesis, followed by transcription using the cDNA as tem-
plate [68,69]. The resulting amplification is linear, reaching amplification levels
of several orders of magnitude without significant distortion of transcript ra-
tios [68,70,71]. Our own data suggest a 5800 fold amplification, starting with
the total RNA from as few as 10,000 HepG2 cells (∼ 11 pg/cell) and resulting
in 312 pg/cell of aRNA (assuming 0.5% of total RNA is mRNA) [72]. An even
more powerful target amplification can be achieved by combining reverse tran-
scription with PCR allowing expression analysis of single cells [73]. However,
the non-linear PCR step may distort the transcript ratios [74].

11.3.3 Hybridization and Detection

Clearly, any target or signal amplification procedures add some complexity
to the assay process, and a high sensitivity 2-color assay format with a sim-
ple reverse transcription reaction and direct incorporation of label is very
desirable. We have developed a protocol that allows detection of single copy
mRNAs starting with 2–5 µg of total RNA (i.e. ∼ 500,000 human cells) with-
out the need for any signal or target amplification. This was only possible
because of the combination of quality slides and cDNA arrays, reduction of
autofluorescence by treatment with sodium borohydride [59], and the opti-
mized labelling and hybridization protocol shown in the Appendix. In fact,
prior to discovering the benefits of the sodium borohydride treatment more
than 10 times that amount of target was needed to get similar results with
the same arrays [75].

When using this protocol to test various tissues on Corning CMTTM4K
Cancer arrays (containing ∼ 2000 cancer related genes in duplicate) we typ-
ically found that virtually all genes represented on the array were expressed
in the tissues analyzed. As shown in Fig. 11.9, more than 95% of the probe
spots have a net Signal/Noise (S/N) ratio for Cy5 of 5 or larger (slide A),
whereby this ratio for the negative control probes (bacterial genes) ranged
between 1.4 and 1.8 (not shown). The Cy3 net S/N ratio is somewhat lower
and 4% less genes are detectable. This is because of the differences in the
average background for these two fluorophore, which was on the order of 176
RFU for Cy5 and 383 RFU for Cy3 in our experimental set–up.

Of course, the amount of target hybridizing to the probe is not only a func-
tion of the target concentration, but also of solution stringency. By lowering
the salt concentration from 2.25× SSC to 1.25× SSC (slide B), up to 20% fewer
genes become detectable, depending on the net S/N ratio that one chooses
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Fig. 11.9. Expression analysis of vitamin D3 treated MCF breast cancer cells. The
image on the left shows one of 4 arrays comprising the 4K array after hybridizing
a mixture of Cy3 labelled cDNA from untreated cells and Cy5 labelled cDNA from
vitamin D3 treated cells (5 µg each). The red spot in the last column reveals a
50-fold upregulation of the gene 24 Hydroxylase. The graph on the right shows the
accumulative percentage of probe spots vs their Net Signal/Noise for two separate
slides hybridized under different stringencies [779]. Slide A: 2.25× SSC; slide B:
1.25× SSC; Net Signal = total signal of a spot reduced by local background

for identifying a spot. Thus, it is critical to tune the hybridization conditions
in order to achieve maximum sensitivity with minimum cross–hybridization.
Since the negative control spots in our example show no significant target
binding (net S/N ∼ 1), the lower stringency is adequate and allows detection
of very low abundant transcripts. Of course, transcripts with significant se-
quence similarity can not be distinguished under these conditions, which is
a previously mentioned drawback of cDNA arrays. It is therefore crucial to
confirm expression results of a given array system with other methodologies
for quantitation of mRNAs. The system we had chosen in this example was
the comparison of vitamin D3 treated and untreated MCF breast cancer cells.
These had been studied extensively by several laboratories and the 50–fold
upregulation of the 24 Hydroxylase gene, for example, was expected. Several
of the ∼ 70 genes that were found to be either up- or down-regulated by our
array analysis were then checked with real-time PCR, with generally good
qualitative agreement between these techniques [76]. This in itself does not
prove that the positive signals on all spots are real, especially for signals that
are barely above background. If sufficient arrays and sample are available, a
dose response test can help to differentiate between real and false positive sig-
nals, since net signal strength should scale with target concentration [75,77].
Alternatively, one can boost the net S/N ratio by improving the hybridiza-
tion kinetics. For most coverslip type hybridizations the reaction is diffusion
limited and can be improved 3–5 fold by actively moving the hybridization
fluid, as shown above and also in several other reports [77,78]. This is particu-



244 Ramesh Ramakrishnan et al.

larly important if volume displacers are used, such as polydextrans [79], which
increase the effective target concentration but also the fluid viscosity [77].

Since at least 50% of the genes present in a genome are expected to be
expressed at less than 1 copy per cell and most of the others are present
in fewer than 10 copies, sensitivity will remain the key issue for this type
of analysis. With a push toward smaller sample sizes and ideally single cell
analysis, stochasticity in gene expression will become the ultimate limit [80],
requiring multiplexing of samples and arrays to overcome these statistical
hurdles. Finally, miniaturization and automation will provide some additional
solutions, as discussed in Chaps. 6 and 7.

11.4 Appendix

Assay Protocol for Expression Microarrays The following protocol is based
on methods worked out by the Biochemistry research group at Corning, Inc.
[50,59,75–77] and includes recent improvements.

1. Reagents
• 5× FSS buffer: 250 mM Tris–HCl, 375 mM KCl, 15 mM MgCl2
• dNTP mix: 10 mM each of dGTP, dATP, and dTTP, 1 mM of dCTP
• RevT solution: 8 µl 5× FSS buffer, 4 µl 0.1 M DTT, 2 µl dNTP mix

and 1 µl of 1 mM dCTP–Cy3 or 1 mM dCTP–Cy5, and 2 µl of reverse
transcriptase

• Universal Hybridization Kit (Cat. No. 40026, Corning Incorporated),
consisting in: Universal Wash Reagent A, Universal Wash Reagent B,
Universal Pre-Soak Solution, Sodium Borohydride Pre-Soak Tablets,
Universal Pre-Hybridization Solution, and Universal Hybridization
Buffer
Wash Soln 1: 50 ml Wash Reagent A, 447.5 ml water, 2.5 ml Wash
Reagent B
Wash Soln 2: 75 ml Wash Reagent A, 1425 ml water
Wash Soln 3: 300 ml Wash Soln 2, 1200 ml water

2. Labelling of total human RNA
• mix 1–5 µg of purified total human RNA, 3 µg of random hexamers

(1 ug/ul) and nuclease free water; final volume 23 µl
• incubate for 5 minutes at 70◦C, quick chill on ice and spin down
• add 17 µl of RevT solution, mix well and incubate for 2 hours, 42◦C
• add 1 µl (2 U/µl) RNase H and 0.25 µl RNase A (30 µg/µl); incubate

15 minutes, 37◦C
• purify cDNAs with Qiagen’s PCR purification kit and reduce the vol-

ume by evaporation to about 5–8 µl
3. Autofluorescence reduction and prewash:

• incubate slides in Universal Pre-Soak Solution with 1 tablet of NaBH4

at 42◦C, 20–30 minutes, then transfer successively to Wash Solution 2
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(RT, 10 sec), Universal Pre-Hybridization Solution (42◦C, 15 minutes),
Wash Solution 2 (RT, 1 minute), Wash Solution 3 (RT, 30 sec)

• dry slides by low speed spin (1000 rpm) at RT, 1 minute
4. Hybridization

• dissolve labelled cDNA in 60 µl Universal Hybridization buffer
• denature the target mixture at 95◦C for 3 minutes, then spin for 20 sec

at RT
• place onto the array, cover with 24 × 60 mm cover–slip (avoid bubbles!)
• incubate in a high humidity hybridization chamber at 42◦C, 14–20

hours
5. Post hybridization processing

• immerse slides in Wash Solution 1 (2 minutes), remove coverslip, then
incubate for 5 minutes, all at 42◦C

• transfer slides successively to Wash Solution 1 (5 minutes, 42◦C), Wash
Solution 2 (10 minutes, RT), wash solution 3 (2 minutes, RT), wash
solution 3 (2 minutes, RT)

• dry slides by low speed spin (1000 rpm) for 1 minute at RT; store in
the dark
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Applications of Matrix-CGH (Array-CGH)
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Swen Wessendorf, and Peter Lichtera

12.1 Introduction

One of the major scientific achievements of the past decade was the rapid
development of genomic research, resulting in the comprehensive sequence
information of the human genome. This information has provided the basis
for the identification of a vast number of novel genomic aberrations in tumors
and hereditary diseases.

Cancer etiology and development is associated with hereditary or acquired
genomic alterations. Among these, genomic imbalances play a prominent role
with deletions indicating the localization of tumor suppressor genes (e.g.
NF2, P53 or ATM) or amplifications frequently affecting protooncogenes (e.g.
MYC). Such aberrations may lead to an inactivation or, by a so–called “dosage
effect”, activation of genes relevant to the initiation and progression of tumor
cells. Genomic imbalances also play an important role in the field of clinical
genetics. Many human mental retardation syndromes, congenital malforma-
tions and miscarriages are caused by defined copy number gains or losses of
various chromosomal regions, whole chromosomes, or by small subtelomeric
chromosome rearrangements [1–5]. Besides the most frequent aneuploidies of
human chromosomes, such as Patau syndrome (trisomy of chromosome 13),
Edward syndrome (trisomy of chromosome 18) or Down syndrome (trisomy of
chromosome 21), a number of congenital diseases are associated with smaller
imbalances, mostly microdeletions: e.g. Prader–Willi syndrome (15q12), An-
gelman syndrome (15q12), Williams syndrome (7q11.2), or DiGeorge syn-
drome (22q11.21). Identification of chromosomal imbalances has significantly
contributed to the detection of genes playing a pathogenic role and the elucida-
tion of molecular mechanisms responsible for defined phenotypes in malignant
or congenital diseases.

Our current understanding of chromosomal alterations is mainly based on
chromosome banding analysis, visualization of targeted genomic regions by
fluorescence in situ hybridization (FISH) to metaphase chromosomes or inter-
phase cell nuclei, or traditional comparative genomic hybridization (CGH).
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In the last decade, CGH was extensively applied to the investigation of re-
current imbalances in hematological malignancies and solid tumors. CGH
to metaphase chromosomes is a molecular cytogenetic technique that allows
genome–wide screening for imbalanced chromosomal regions independent of
the need to prepare metaphase chromosomes from the specimen to be inves-
tigated. This is of particular importance in the analysis of tumor cells, as in
many instances dividing cells are difficult or even impossible to obtain. Thus,
CGH circumvents the limitations of conventional karyotype analysis includ-
ing mandatory short-term culturing of the tumor cells which might induce
additional chromosomal aberrations. In principle, equal amounts of differen-
tially labelled genomic test (e.g. tumor) and control DNA are used as probes
for fluorescence in situ hybridization (FISH) onto chromosomes of normal
metaphase cells immobilized on glass slides. The comparison of the obtained
hybridization–signal intensities of both DNA probes represents an average of
all imbalances present in the sample genome [6–10].

CGH allows genome–wide localization of chromosomal imbalances with-
out prior knowledge of specific regions of interest, and has been used to study
a large variety of solid tumors and hematological malignancies [11–16]. Such
studies have revealed a wealth of novel genomic aberrations, contributed to the
identification of novel genes, and provided the basis for improved cancer clas-
sification schemes. Conventional CGH, however, has not become a diagnostic
tool in clinical settings, since the method is technically demanding, difficult
to automate and has limited spatial resolution. Due to the degree of DNA
condensation of metaphase chromosomes, resolution of CGH is restricted to
approximately 3–10 Mb for low copy number gains and losses [17–19] and
2 Mb (a product of the degree of repetition and the size of the amplicon) for
high level amplifications [8, 20].

To circumvent these problems, it was mandatory to replace the metaphase
chromosomes as targets for comparative in situ hybridization. A chip-based
technique, termed “matrix–CGH” or “array–CGH”, was developed [21] allow-
ing analyses at a much higher resolution and providing a basis for extensive
automation. For this approach, the chromosome targets are substituted by
well-defined genomic DNA fragments (e.g. specific for chromosomal regions
or genes) cloned in various types of vectors (e.g. BACs, PACs, cosmids, plas-
mids). These fragments are immobilized on glass surfaces in order to generate
a microarray where each clone is represented on a distinct position of the
matrix. When the technique was first reported [21] most of the steps of the
procedure were performed manually. This approach has been extended and
modified with regard to automation and array size [22–24]. Rapid and repro-
ducible positioning of large numbers of DNA fragments is achieved using ink
jet, split pin or capillary-based robotic printing systems. This allows high res-
olution genomic screening of thousands of defined DNA targets immobilized
on glass slides in a single experiment. The spatial resolution of matrix–CGH
is highly superior to that of chromosomal CGH. Resolution is limited mainly
by the size of the spotted DNA fragments, and by the fact that hybridization
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signal strength decreases with decreasing fragment size and complexity. Using
BAC or PAC clones as targets, single–copy number changes can be detected
with a resolution similar to that of interphase FISH in a single hybridization
experiment. Analysis of multiple genomic regions by inter-phase FISH, in con-
trast, would require either multiple hybridization experiments or a complex
multicolor FISH approach applied to a series of cell nuclei. High level ampli-
fications down to a size of several kb can be detected by using cDNA arrays
as hybridization targets [25,26].

Matrix–CGH analysis is based on a co-hybridization of differentially
fluorescent-labelled genomic test and control DNA. Following hybridization,
the signal intensities of both fluorochromes are measured for each target se-
quence and the respective normalized signal ratios are calculated. The ob-
tained genomic profile indicates gains or losses of chromosomal regions like
low copy number losses, such as deletions, low copy number gains, such as
trisomies, or high level amplifications. A representative example is shown in
Figs. 12.1 and 12.2. One should keep in mind that comparative genomic hy-
bridization does not allow the identification of balanced chromosome aberra-
tions such as balanced translocations or inversions. While matrix–CGH is ded-
icated to the detection of net genomic imbalances, genomic DNA arrays could
also contribute to the fine mapping of breakpoints in rearranged chromosomes.
Provided a marker chromosome is prepared by flow sorting or micromanipu-
lation techniques and the chromosome-derived labelled DNA is hybridized to
a comprehensive genomic array, breakpoints could be pinpointed to a single
fragment immobilized on the chip depending on the chip design [27].

12.2 Technical Aspects

Different DNA targets have been tested for use in matrix–CGH. The most
common are genomic DNA fragments cloned in different vector types (BAC,
PAC, cosmid) [21, 22, 24]. These spanning DNA inserts (up to 300 kbp) are
prepared from bacterial cultures and sheared by sonification to a fragment
length of 500–5000 kbp [22, 24], or generated by applying PCR-based ampli-
fication procedures [23, 28]. One disadvantage of the preparation from large
bacterial cultures is that it is laborious and expensive and has to be repeated
whenever the DNA supply has been exhausted. To overcome these problems,
methods of whole–genome amplification, such as degenerate–oligonucleotide–
primed–PCR (DOP–PCR, [29]) PCR and single-cell comparative genomic hy-
bridization (SCOMP); [30]), have been applied to PCR–amplify BAC and
PAC clone DNA [23, 27]. For these methods, DNA is prepared on a small
scale, and the PCR products, once obtained, can be repeatedly re-amplified
producing a large supply of target DNA. Furthermore, use of PCR-amplified
BAC and PAC sequence pools has the advantage of allowing the simultane-
ous preparation of thousands of DNA fragments ready to be immobilized on a
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Fig. 12.1. Matrix–CGH chip co-hybridized with Cy3-labelled HL60–tumor DNA
and Cy5-labelled male–control DNA. Clones are spotted in replicas of eight. Red
and green spot color indicates losses and gains in HL60 relative to control DNA,
respectively

microarray [27]. Alternatively, cDNA arrays have been used in some genomic
profiling studies [25,26].

These protocols are compatible with commercially available printing de-
vices equipped with split–pins, capillaries or ink jet systems. Printing of e.g.
one nanoliter of DNA solution yields homogeneous spots of 70–150 µm in
diameter. For large-scale microarrays the split–pin or capillary technology is
superior due to a much higher printing speed. Technical parameters affecting
spot density, spot quality (temperature, humidity) and immobilization effi-
ciency (glass surface, chemical fixation) are equivalent to those used in other
current DNA microarray protocols.

Concerning the source of DNA to be investigated, best matrix–CGH results
are obtained with fresh or frozen tissue or cell samples. However, many clin-
ical specimens are formalin-fixed and paraffin embedded. From such samples
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only partially degraded genomic DNA can be prepared. While it is possible
to perform matrix–CGH from such archived collections, the success of these
studies is highly dependent on the quality of the fixative (buffered formalin
is required) and the duration of the fixation. As this information is often not
available, the success rate of studies on archived material can be quite limited.

For labelling of genomic DNA probes, a number of different protocols are
used, e.g. incorporation of dye-labelled nucleotides by nick–translation, uni-
versal PCR or random primer extension. Apart from labelling of very small
DNA amounts, e.g. from microdissected tumor samples with universal PCR
reactions, random labelling currently is the most widely used protocol for
matrix–CGH. In comparison to expression profiling by DNA microarrays,
matrix–CGH has a much higher demand with respect to sensitivity and sig-
nal linearity. This is due to the necessity to measure subtle ratio differences
for the detection of monoallelic gains or losses of < 0.5 (0.5 for a deletion
and 1.5 for a trisomy compared to 1.0 for a balanced state). Therefore tiny
variations in signal intensities have to be detected with high accuracy. Ad-
ditionally, in contrast to constitutional diseases, ratio differences in primary
tumor specimens are diminished according to the sample’s content of ‘con-
taminating’ stromal tissue (fibrocytes, leukocytes, vessel endothelial cells) or
adjacent non-malignant cells exhibiting a normal diploid karyotype. For reli-
able genomic profiling, the proportion of cells to be analyzed, e.g. the content
of tumor cells, should be at least 50%.

Fig. 12.2. Matrix–CGH profile of the tumor cell line HL60. BAC and PAC clones
are arranged in chromosomal order along the X-axis. Linear normalized ratios of
HL60 and male–control DNA fluorescence signals are shown on the Y-axis. All the
genomic imbalances characteristic of HL60 are detected
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As in expression analyses, the raw fluorescence ratios of matrix–CGH im-
ages have to be normalized to compensate for unequal incorporation rates of
the fluorescence dyes and other biases. Normalization can either be performed
globally, using all clones of the array, or by selecting clones corresponding
to genomic regions that likely are in a diploid or ‘balanced’ state. During
the development of matrix–CGH it became clear that a robust normalization
procedure is needed, since the ratio values of some target fragments seem to
depend on parameters which are not fully understood. With the development
of new types of arrays, this problem has become more evident. Especially
when screening tumor cell genomes this becomes an issue, since it is a pri-
ori not known whether a specific sequence used for normalization is actually
part of a genomic imbalance. To overcome this problem, normalization of an
experiment should be based on the median ratio of a large number of DNA
clones (> 100), which are more or less linearly distributed across the whole
human genome.

Technical issues that still need to be resolved include the development of
protocols for quantitative amplification of small amounts of DNA extracted
from small numbers of cells. Efforts have been made to use DOP–PCR for
matrix–CGH of microdissected paraffin-embedded cells [31], and SCOMP has
been successfully used for chromosomal CGH. Recently, a new method, hyper-
branched strand displacement amplification [32], was tested for matrix–CGH.
The authors found that using 1000 or more cells of starting material, gene–
dosage alterations of threefold or more could be detected [33]. Technical de-
mands also depend on whether the experiments are part of a research study or
whether matrix–CGH is applied as a diagnostic tool. In the latter case, sensi-
tivity and specificity of the results should be as high as possible (e.g. � 95%).
As a means of increasing the sensitivity, we have established a protocol using
8 replica spots for each DNA fragment with exclusion of the most extreme
ratio values [34].

12.3 Applications

Automated genomic profiling by matrix–CGH can be envisioned for two major
applications:

• As a scientific research tool applying whole genome chips
• Arrays consisting of contiguously mapping DNA fragments
• Arrays testing for specific genes or candidate regions
• In clinical applications allowing rapid and automated diagnosis based on

arrays dedicated to the detection of disease specific imbalances

High resolution genomic DNA chips covering the genome will allow high
resolution screenings aimed at the detection of previously unknown quantita-
tive genomic alterations. Currently, such chips consist of arrays of fragments
mapping at defined intervals [23], but in the near future whole genome chips,
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carrying, e.g., a complete tiling path of fragments of the human genome, will
become available. The identified aberrations will allow the identification of
critical chromosomal regions or might even pinpoint critical genes, e.g. tumor
suppressor genes or oncogenes. Aberrant chromosomal regions can be further
narrowed to microdeletions or single imbalanced DNA fragments by subse-
quent molecular analysis with specialized arrays consisting of contiguously
mapping genomic DNA fragments (‘contigs’). Depending on the size of the
imbalanced chromosomal region and the desired physical resolution, BACs,
PACs, cosmids or sets of cDNAs of adjacent genes are used. Whenever disease-
relevant chromosomal regions have been identified by any method, contig chips
are a suitable starting point for studies aiming at the identification of disease
genes. The feasibility of this approach has been recently demonstrated in 116
patients with hereditary neurofibromatosis type 2. In this study, the chro-
mosomal region 22q12 was analyzed with defined contigs uncovering small
deletions as small as 40 kbp in size [35]. Thus, matrix–CGH allows bridging
of the gap between imbalances approximately 10 Mbp in size, assessed, e.g.
by cytogenetic methods, and smaller imbalances only some 100 kbp in length.

A further approach utilizes various designs of so-called onco chips, which
test for the copy number of genes, selected on the basis of their function (e.g.
carcino–genesis) or location (e.g. in tumor-associated imbalanced regions). In
a recent study, such a chip was used to identify previously undetected, hid-
den chromosomal amplifications in high grade non-Hodgkin lymphoma that
correlate with the mRNA expression level of candidate genes located in the
respective amplicons [36]. Based on this and other studies [37, 38], and in
analogy to the novel findings that had been detected with traditional CGH, it

Fig. 12.3. Comparison of matrix–CGH and chromosomal CGH values. Adapted
from Wessendorf et al. 2002. Examples are shown for tumor cell lines COLO320–HSR
(continuous amplification of 8q24, grey bars) and HL60 (discontinuous amplification
of 8q24, black bars). Although the scoring of the ratio values of the two methods is
highly concordant, the absolute ratio values of the amplified regions are distributed
over a much higher range for array signals, indicating the superior dynamics of
matrix–CGH
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can be assumed that matrix–CGH will help to uncover numerous amplicons
too small to be seen when using conventional methods. Furthermore, due to
the method’s high resolution, detection of discontinuous amplifications will
even become possible (Fig. 12.3). Once the number of candidate genes has
been limited by fine–mapping of amplicons, subsequent molecular analyses
will lead to the identification of new disease-related genes, in particular onco
genes. The significance of the identified amplicon can easily be verified by
FISH to tissue microarrays [39], which are a convenient tool to rapidly as-
sess the frequency of the respective amplification in a large series of tumors.
Pathogenically significant gene amplifications can also provide interference
points for new therapeutic targets. The Her2/neu amplification in breast car-
cinomas and other tumors serves as a paradigmatic example. Amplification of
this gene, which codes for a membrane-bound receptor, is associated with tu-
mor progression. Patients carrying this amplification benefit from treatment
with a modified antibody (Herceptin) directed against the receptor. Efforts
needed to prove the pathogenic role of a candidate gene, however, should not
be underestimated. Even with today’s advanced technologies, comprehensive
functional characterization, including analysis of DNA sequence, RNA and
protein expression levels, posttranslational modifications, molecular interac-
tions in biological pathways, and more, remains a formidable challenge.

Another interesting application of matrix–CGH is the detailed compari-
son of related tumor samples from an individual patient. This approach is of
particular interest to the monitoring of tumor development and progression
at different time points including comparison between primary tumors and
derived metastases, transformation of tumors towards higher malignancies or
analysis of relapse. Information about when and where chromosomal imbal-
ances occur or recur in one individual will potentially aid the discovery of
genes relevant to tumor initiation, aggressiveness, metastatic potential, and
treatment resistance (e.g. [40, 41]).

In the recent past, the accumulation of complex molecular data has greatly
contributed to improvements in tumor classification schemes. Assessment of
genomic imbalances at an unprecedented resolution will likely also contribute
to further refinements in tumor classification. In this context, two recent
matrix–CGH studies are of particular interest. It could be shown that profiling
of genomic imbalances allows reliable diagnosis of renal cell carcinoma [42].
A study comparing the genomic profile of dedifferentiated and pleomorphic
liposarcomas uncovered a highly distinct pattern of both tumor entities [43].
Interestingly, this distinction was unequivocal using the genomic profile, but
was less apparent from the expression profiles obtained from the same tumor
series. Thus, depending on the diagnostic question and the tumor type, ex-
pression studies are not always superior in their diagnostic potential. This
is an important consideration for practical reasons as well, since DNA typ-
ically is much more stable than RNA and therefore much better suited for
application in routine diagnostics.
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While matrix–CGH is now broadly accepted as a research tool, it is of-
ten debated to what degree it will really become part of routine diagnostics.
Matrix–CGH could be used for the diagnosis of well-characterized recurrent
chromosomal aberrations, which predict a homogeneous clinical course. In
such a setting, the diagnosis could support treatment decisions and contribute
to a further individualization of anticancer therapies. The identification of
distinct clinical subgroups with different prognostic outcome is certainly most
advanced in hematological malignancies. For example, cytogenetic methods,
such as chromosome banding and FISH, are used to define subgroups in pa-
tients with chronic lymphocytic or acute leukemias according to their survival
probabilities. The impact of such diagnostic data is evident in acute myeloid
leukemias, where patients are already treated with either risk-adapted con-
ventional chemotherapy or myeloablative peripheral stem cell transplantation
according to their cytogenetic risk profile. Thus, genomic profiles provide im-
portant information for a tailored treatment, i.e. each patient receiving the
best therapy available when comparing treatment tolerance and individual
genetic risk.

Finally, it will be important to reliably diagnose the pattern of genomic
alterations with prognostic impact. Disease specific matrix–CGH chips will
simplify the identification of relevant chromosomal aberrations, since they
allow an automated diagnostic procedure. We have developed such a chip
optimized to detect alterations in chronic lymphocytic leukemia of B–cell
type. This disease is characterized by a highly variable clinical course. Re-
current chromosomal imbalances were shown to provide strongly significant
prognostic markers with deletions including chromosome arms 17p or 11q be-
ing associated with rapid disease progression and shorter overall survival of
patients [44]. As therapy decisions based on these biological findings appear to
become an option that is being tested in clinical trials, we developed a DNA
microarray dedicated to meet the clinical needs. Testing of this chip revealed
an unprecedented diagnostic specificity and sensitivity [34].

Besides oncological applications, CGH to microarrays will also become
an important tool in clinical genetics. In families with unexplained mental
retardation or dysmorphic features, as yet unknown microdeletions or cryptic
rearrangements associated with small imbalances of genomic material seem to
play a major role. Thus, prenatal and postnatal diagnostics in these families
would greatly benefit from a method screening for such alterations at a high
resolution, such as matrix–CGH with a genome–wide chip design. In case
of mental retardation with negative cytogenetic results, a specialized chip
covering all telomeric regions could be of particular importance [45], since
more than 5% of cases with mental retardation seem to be associated with
cryptic telomeric translocations including small genomic imbalances [46].

In addition to the many applications that are currently pursued, genomic
microarrays will likely find new uses in other areas as well. For example,
it can be envisioned that genomic DNA chips will be applied to study the
extent of genomic duplications and deletions that have occurred during evo-
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lution and that seem to exist as polymorphisms within populations [47]. More-
over, new technical developments are likely to further increase the potential
of genomic DNA arrays. For instance, a combination of immunoprecipitation
and hybridization to genomic microarrays could facilitate the assignment of
DNA/protein binding sites [48]. Certainly, CGH to microarrays is still in its
early phase and the spectrum of applications will likely increase further in the
future.
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13

Analysis of Gene Regulatory Circuits

Zirong Li

13.1 Introduction

The gene regulatory circuitry controls the gene expression programs and per-
mits a cell to grow, differentiate, and maintain normal functions within the
tissues and organs [1]. It consists of two components: the transcription factors
that bind to DNA and regulate expression of neighboring genes, and the cis-
regulatory elements that are bound by transcription factors. Typically, a gene
has a promoter that can be recognized by multiple transcription factors, and
specific expression of the gene is determined by a combination of these factors
that bind to the promoter [2, 3]. Simultaneous binding of multiple transcrip-
tion factors to the promoter is usually required to turn the gene on or off.
Once bound to the target genes, the transcription factors recruit chromatin
modification complexes or the transcription machinery to activate or repress
gene expression [4].

Malfunction of the gene regulatory circuitry is a major cause of human
diseases. More than 50 transcription factors have now been linked to genetic
lesions that occur in human cancers. In order to understand the molecular
basis of cancer, it is necessary to identify the set of genes directly controlled
by these regulators. The analysis of the gene regulatory network is not only of
substantial medical importance, but also a central problem in biology. Identifi-
cation of the complete set of target genes for a transcription factor is essential
to decode the gene expression programs that produce living cells.

With the availability of complete genome sequences for many organisms
and advances in DNA microarray technologies, a method has recently been
developed to directly examine the interactions between transcription factors
and their target sites in the genome [5, 6]. This technique, known as genome
wide location analysis, combines a conventional chromatin immunoprecipi-
tation protocol with microarray technologies to determine the genomic re-
gions that a DNA binding protein recognizes in vivo. It contains four steps:
chromatin immunoprecipitation (ChIP), ligation-mediated PCR (LM–PCR),
hybridization and microarray analysis (Fig. 13.1).
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Fig. 13.1. A schematic diagram of the genome wide location analysis

Chromatin immunoprecipitation (ChIP) is a method widely used to study
in vivo protein–DNA interactions [7,8]. Traditionally, this approach has been
used to confirm whether a transcription factor is binding to a particular DNA
sequence in vivo. Using this method, living cells are first treated with formalde-
hyde, and then broken apart. The chromosomes are sheared by sonication, and
the cross-linked chromatin DNA fragments are immunoprecipitated using a
specific antibody against the transcription factor. The enrichment of a par-
ticular sequence in the immunoprecipitates is tested by PCR with a pair of
gene-specific primers and visualized using gel electrophoresis.

To identify the genomic regions enriched through the ChIP procedure, the
immunoprecipitated DNA is amplified through ligation-mediated PCR. Then
the DNA is labelled with fluorescent dyes and hybridized to DNA microarrays
representing genomic regions of an organism. As a control, the genomic DNA
prior to immunoprecipitation is processed in parallel, labelled using a different
fluorescent dye and hybridized to the same array. The spots that show a
significantly stronger signal in the IP-enriched DNA channel would indicate
that the corresponding genomic regions are bound by the transcription factor
in vivo.
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The genome wide location analysis is emerging as a powerful approach to
analyze the genetic regulatory network in cells. It has been successfully used
to identify target genes for a number of yeast and mammalian transcription
factors [5, 6, 9–11]. For example, the method was first used to characterize
the yeast Gal4 protein, a transcription regulator of the galactose metabolism
pathway. All of the previously known Gal4 targets were identified, and three
novel targets were found and confirmed by independent methods [5]. In an-
other study, Simon [10] used the genome wide location analysis to investigate
nine transcription factors that play a role during the yeast cell cycle progres-
sion. The results revealed a genetic regulatory network that appears to control
the sequential activation of cyclins and other cell cycle regulators. Interest-
ingly, each of these nine transcription factors was found to be a transcriptional
target for this network.

Most recently, more than 100 known yeast transcription regulators were
characterized using the genome wide location analysis and their targets iden-
tified [12]. The target genes for these regulators, which account for nearly
all the known yeast transcription factors, were experimentally mapped. The
information led to the discovery of six types of regulatory circuitry motifs,
which appear to be the basic unit of genetic regulatory networks. This work
represents the first comprehensive description of a genetic regulatory network
in an organism [12].

The genome wide location analysis has also proved useful to study mam-
malian transcription factors [11, 13]. One of the main challenges in applying
genome wide location analysis to mammalian cells is the availability of DNA
microarrays that represent the whole genome. Because the human cells con-
tain more than three billion base pairs per haploid genome, the cost to man-
ufacture DNA microarrays to cover the entire genome is currently very high.
Alternatives to the whole genome arrays have been developed. For example,
Ren [11] developed DNA microarrays that represent human gene promoters,
based on the assumption that these are the most important regulatory re-
gions in the genome [11]. These arrays have been used to identify the target
genes for E2F, regulators of mammalian DNA replication and cell cycle [11].
Most known E2F targets were identified in this study. In another approach,
genomic DNA libraries enriched for CpG islands were used to make DNA
microarrays [13]. Since most human genes have CpG islands in their promot-
ers, such arrays can also be used to identify potential target genes for human
transcription factors.

In this chapter, a genome wide location analysis protocol is described. The
application of this protocol to the human E2F factor is also demonstrated.
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13.2 An Experimental Protocol
for Genome Wide Location Analysis

This section describes a detailed protocol for genome wide location analysis.
The protocol has been used to analyze the in vivo DNA binding sites for
human transcription factors. With minor modifications, this protocol can also
be used to study DNA binding proteins in other cell types or organisms.

13.2.1 Materials

• Distilled water (dH2O)
• 5 × 108 WI38 cells, of human lung fibroblast origin
• DNA microarrays containing DNA fragments corresponding to human

gene promoters
• Rabbit polyclonal antibodies against the transcription factor of interest
• Sheep anti-rabbit IgG conjugated dynabeads (Dynal, Cat# 112.04)
• Crosslinking solution (11% formaldehyde, 0.1 M NaCl, 1 mM Na–EDTA,

0.5 mM Na–EGTA, 50 mM Hepes, pH 8.0)
• 2.5 M glycine solution
• PBS (137 mM NaCl, 2.7 mM KCl, 10 mM Na2HPO4, 2 mM KH2PO4)
• Lysis Buffer 1 (0.05 M Hepes–KOH, pH 7.5, 0.14 M NaCl, 1 µM EDTA,

10% glycerol, 0.5% NP–40, 0.25%, Triton X–100, protease inhibitor cock-
tail (Roche Applied Science, CAT# 1836170) added prior to use)

• Lysis Buffer 2 (0.2 M NaCl, 1 µM EDTA, 0.5 µM EGTA, 10 µM Tris, pH 8,
protease inhibitor cocktail (Roche Applied Science, CAT# 1836170) added
just prior to use)

• Lysis Buffer 3 (1 µM EDTA, 0.5 µM EGTA, 10 µM Tris–HCl, pH 8, pro-
tease inhibitor cocktail (Roche Applied Science, CAT# 1836170) added
just prior to use)

• RIPA buffer (50 mM Hepes, pH 7.6, 1 mM EDTA, 0.7% DOC, 1% NP–40,
0.5 M LiCl, protease inhibitor cocktail (Roche Applied Science, CAT#
1836170) added prior to use)

• Elution buffer (50 mM Tris, pH 8, 10 mM EDTA, 1% SDS)
• Proteinase K stock solution (20 mg/ml proteinase K (Sigma), 50 mM Tris–

HCl, pH 8.0, 1.5 mM Calcium Acetate)
• TE (10 mM Tris–HCl, pH 8.0, 1 mM EDTA, pH 8.0)
• Proteinase K solution (2% glycogen, 5% proteinase K stock solution, TE)
• Linker oligo (oJW102: GCGGTGACCCGGGAGATCTGAATTC; oJW103:

GAATTCAGATC; these two oligos are dissolved in dH2O and annealed
to make a 15 µM solution in 0.25 M Tris–HCl, pH 8.0)

• Hybridization buffer 1 (2.2 × SSC, 0.22% SDS)
• Hybridization buffer 2 (70% formamide, 3 × SSC, 14.3% dextran sulfate)
• Pre-hybridization buffer (2 × SSC, 0.05% SDS, 0.2% BSA)
• Wash buffer 1 (2 × SSC, 0.1% SDS)
• Wash buffer 2 (0.2 × SSC, 0.1%SDS)
• Wash buffer 3 (0.2 × SSC)
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13.2.2 Procedures

Chromatin Immunoprecipitation

Formaldehyde Cross–linking of Cells. The cells grown in plastic dishes
are first re-suspended and transferred as 40 ml aliquots into 50 ml tubes. The
tubes are placed on ice for 10 minutes, then 1/10 volume, i.e. 4 ml, crosslinking
solution is added directly to each tube. The cross–linking reaction is allowed to
continue for 10 minutes before being stopped by the addition of 1/20 volume,
i.e. 2.2 ml, of 2.5 M glycine solution to each tube. The fixed cells in each
tube are harvested by centrifugation at 2000 g for 10 minutes at 4◦C. The
cell pellets are re-suspended and pooled together with a total of 50 ml cold
PBS. These cells are centrifuged again at 2000 g for 5 minutes at 4◦C, and
the supernatant is removed. After repeating the washing cycle once more, the
final cell pellet is snap frozen in liquid nitrogen and stored at –80◦C.

Extraction and Fragmentation of Chromatin. The frozen cell pellet from
the previous step is re-suspended in 30 ml of Lysis Buffer 1 and incubated for
10 minutes at 4◦C on a rocking platform. The cell mixture is then centrifuged
at 2000 g for 10 minutes at 4◦C. After removing the supernatant, the cell pellet
is re-suspended in 24 ml Lysis Buffer 2 and mixed gently at room temperature
for 10 minutes on a rocking platform. The cells are then centrifuged at 2000 g
for 10 minutes at 4◦C. The cell pellet is finally re-suspended in 10 ml of Lysis
Buffer 3.

To obtain small chromatin fragments from the above cell extracts, physical
shearing forces generated by a sonicator are used. The cell mixture from the
previous step is divided into 5 ml aliquots and placed in 15 ml tubes. These
tubes are then placed on ice. Cells are continuously sonicated for 25 seconds
using a Branson Sonifier 450 with power setting at 5. The sonication is followed
by at least 1 minute of incubation on ice to avoid accumulation of heat. The
cell mixture is sonicated and chilled for a total of eight cycles (Note that the
number of sonication cycles varies with different cell types and cross–linking
conditions). Efficiency of sonication can be checked by taking 10 µl of cell
extract out for gel analysis after each cycle, with the optimal chromatin DNA
around 500–1000 bp. After sonication, the chromatin samples are pooled to-
gether, adjusted to 0.5% Sarkosyl (sodium lauryl sarcosine) and gently mixed
for 10 minutes at room temperature on a rocking platform. The chromatin
solution is then transferred to a centrifuge tube and spun for 10 minutes at
10,000 g to remove cell debris. The supernatant is collected for chromatin
immunoprecipitation, or stored at –80◦C as 1 ml aliquots.

Immunoprecipitation of Chromatin. The chromatin immunoprecipita-
tion is performed using anti-rabbit IgG-conjugated magnetic beads (Dynal)
that are coupled to the polyclonal antibodies. To prepare this material, mag-
netic beads (100 µl) are centrifuged at 2000 g for 3 minutes at 4◦C. After
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removing the supernatant, the beads are re-suspended in 5 ml cold PBS con-
taining 5 mg/ml Bovin Serum Albumin (BSA, Sigma Cat# A–7906) made
immediately before use. This washing cycle is repeated a total of 3 times, and
the magnetic beads are re-suspended in 5 ml of cold PBS with BSA. 10 µg
rabbit polyclonal antibody is added to the beads mixture and mixed overnight
on a rotating platform at 4◦C. The following day, the magnetic beads are col-
lected by centrifugation at 2000 g for 5 minutes, washed 3 times with 5 ml cold
PBS with 5 mg/ml BSA and re-suspended in 100 µl cold PBS with 5 mg/ml
BSA.

The soluble chromatin solution from Step 2 is first adjusted to 0.1% Triton
X–100, 0.1% sodium deoxycholate, and 1 mM PMSF. To 1 ml of this mixture,
100 µl of magnetic beads pre-coupled with the antibody are then added. The
mixture is incubated at 4◦C overnight in a rotating platform. The following
day, the magnetic beads are collected using a magnet MPC–E from Dynal, and
the supernatant removed by aspiration. The beads are re-suspended in 1 ml
RIPA buffer. After incubation on a rotating platform at 4◦C for 3 minutes,
the magnetic beads are collected with MPC–E again. This washing process is
repeated 5 times followed by a wash with 1 ml TE. The beads are collected
by centrifugation at 2000 g for 3 minutes and re-suspended in 50 µl elution
buffer. To elute the precipitated chromatin, the beads are incubated at 65◦C
for 10 minutes with constant agitation, then 40 µl of supernatant are collected
after a 30 second centrifugation at 2000 g. The eluted chromatin is mixed with
120 µl of TE (1% SDS) and incubated at 65◦C overnight to reverse the cross–
links.

Purification of Immunoprecipitated DNA. To purify the immunoprecip-
itated DNA, 120 µl Proteinase K solution is added to the chromatin solution.
The mixture is incubated for 2 hours at 37◦C to allow digestion of proteins
in the precipitates. The sample is then extracted twice with phenol (Sigma,
cat# P–4557), once with 24:1 chloroform/isoamyl alcohol (Sigma cat# C–
0549). The sample is adjusted to 200 mM NaCl. 2 volumes of ethanol are
added to the mixture, which is then incubated for 15 minutes at –80◦C or
on dry ice. The DNA is then precipitated by centrifugation at 14,000 rpm at
4◦C in a micro–centrifuge. The DNA pellet is washed with 70% ethanol and
re-suspended in 30 µl TE containing 10 µg DNase-free RNase A (Sigma, cat#
6513) and incubated for 2 hours at 37◦C. After the incubation, the DNA is
purified with Qiagen PCR kit (Qiagen, cat# 28106) and re-suspended in 50 µl
elution buffer included with the kit.

As a control, DNA from an aliquot of chromatin solution is reverse
crosslinked and purified in a similar fashion. At this step, PCR reactions using
specific primers to amplify certain known target regions can be performed to
check whether the chromatin immunoprecipitation is successful. A detailed
description of such tests can be found in other publications [8].
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Ligation-mediated PCR

Blunting Reaction. The immunoprecipitated DNA obtained from the pre-
vious steps usually needs to be amplified and labelled for DNA microarray
analysis. To achieve this, a ligation-mediated PCR (LM–PCR) method is used.
First, the DNA is treated with T4 DNA polymerase to form blunt ends. The
reaction is assembled as follows:

40 µl immunoprecipitated DNA (or 20 ng of control input DNA)
11 µl (10×) T4 DNA pol buffer (NE Biolabs cat # 007–203)
0.5 µl BSA (10 mg/ml) (NE Biolabs cat # 007–BSA)
0.5 µl dNTP mix (20 mM each)
0.2 µl T4 DNA pol (3 U/µl) (NE Biolabs cat # 203L)
add dH2O to a total 112 µl.

The reaction is carried out for 20 minutes at 12◦C. Afterwards, the sam-
ple is adjusted with 1/10 volume of 3 M sodium acetate (pH 5.2), 1 µg of
glycogen (Roche Applied Sciences, cat# 0901393) and is extracted with phe-
nol:chloroform:isoamyl alcohol (25:24:1) (Sigma, cat# P–3803) once, followed
by ethanol precipitation (see above). The final DNA pellet is dissolved in 25 µl
dH2O.

Ligation Reaction. Assemble the following reaction:

25 µl of DNA
8 µl dH20
10 µl 5× ligase buffer (Invitrogne, cat# 46300–018)
6.7 µl annealed linkers (15 µM)
0.5 µl T4 DNA ligase (New England Biolabs, cat# 202L)
50.2 µl Total

The ligation reaction is allowed to continue for over night at 16◦C. On the
next day, the DNA is purified by ethanol precipitation and dissolved in 25 µl
dH2O.

PCR. The ligated DNA sample is used as template in the following poly-
merase chain reaction:

25 µl DNA
4 µl 10× ThermoPol reaction buffer (New England Biolabs, cat# B9004S)
4.75 µl ddH2O
5 µl 10× dNTP mix (2.5 mM each dATP, dTTP, dGTP, dCTP)
1.25 µl oligo oJW102 (40 µM stock)
add dH2O to final volume of 40 µl.

The sample is first incubated at 55◦C for 2 minutes, then 10 µl of an
enzyme mix [8 µl dH2O, 1 µl Taq DNA polymerase (5 U/µl), 1 µl Ther-
malPol reaction buffer, and 0.025 unit of Pfu polymerase (Stratagene, cat #
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600250–51)] is added to the sample. Subsequently, the following PCR cycle is
performed:

step 1: 72◦C for 5 minutes;
step 2: 95◦C for 2 minutes;
step 3: 95◦C for 1 minute;
step 4: 60◦C for 1 minute;
step 5: 72◦C for 1 minute;
step 6: go to step 3 for 22 times;
step 7: 72◦C for 5 minutes;
step 8: 4◦C forever;

Afterwards, the DNA is purified using the Qiaquick PCR purification kit
(Qiagen, cat# 28106) and eluted in 60 µl elution buffer provided with the kit.

DNA Microarray Hybridization

Labelling Immunoprecipitated DNA. To 200 ng of DNA from the pre-
vious step, 20 µl of 2.5× random primer solution (from the BioPrime kit, In-
vitrogen, Cat# 18094–011) and dH2O are added to a final volume of 42.5 µl.
The mixture is boiled for 5 minutes and then immediately placed on ice. To
initiate the labelling reaction, 5 µl of 10× low dCTP mixture (2.5 mM each
for dATP, dTTP and dGTP, and 0.6 mM for dCTP), 1.5 µl of Cy5–dCTP
(Amersham, Cat# PA55021) or Cy3–dCTP (Amersham, Cat# PA53021), 40
unit of Klenow DNA polymerase are added to the mixture. The reaction is
carried out at 37◦C for 2 hours. Finally, the labelled DNA is purified using
the Qiagen PCR kit (Qiagen, Cat# 28106).

DNA Microarray Hybridization. 2.5 µg of Cy5-labelled ChIP DNA,
2.5 µg of Cy3-labelled genomic DNA and 36 µg human Cot–1 DNA (In-
vitrogen, Cat# 15279–011) are mixed together and concentrated by ethanol
precipitation. The DNA pellet is dissolved in 22.4 µl of hybridization buffer 1.
Then 20 µl of hybridization buffer 2 is added to the mixture, and the sample is
incubated first at 95◦C for 5 minutes then 42◦C for 2 minutes. Subsequently,
4 µl of yeast tRNA (Sigma, cat# R9001 at 10 µg/µl) and 3 µl of 2% BSA are
used to adjust the hybridization reaction to 50 µl. This mixture is added to
a DNA microarray slide that has been incubated with the pre-hybridization
solution for 40 minutes at 42◦C. A 25 mm × 60 mm cover slip is then gen-
tly placed on top of the sample, and the hybridization is carried out in a
hybridization chamber (Corning, cat# 07–200–271) at 60◦C overnight in a
water bath.

Washing Microarrays. After the hybridization, the microarray slide is
washed once with washing buffer 1 at 60◦C for 5 minutes, once with washing
buffer 2 for 10 minutes at room temperature, and three times with washing
buffer 3 at room temperature.
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Microarray Analysis and Identification
of in vivo DNA Binding Sites

To collect the microarray data, a microarray scanner (GenePix 4000B, Axon
Instrument) is used to scan the microarray slide. The microarray image is first
analyzed with the image analysis software GenePix pro 3.0 to derive the Cy3
and Cy5 fluorescent intensity and background noise at each spot. Then back-
ground intensity is subtracted from the fluorescent intensity at the spot for
both Cy3 and Cy5. Normally, the signal from Cy3 is normalized to the Cy5
based on median spot intensities for the entire image. The ratio of Cy5 inten-
sity (usually corresponding to ChIP DNA) over Cy3 intensity (corresponding
to input genomic DNA) is calculated, and a P value is calculated using an
error model [14]. The genomic regions that have at least 2 fold Cy5/Cy3 ratio
with P values less than 0.001 are usually considered as significant binding
sites.

13.3 Example: Identifying the Target Genes
of Human E2F4

The E2F4 transcription factor plays an important role in cell cycle progres-
sion. E2F4 is thought to function by regulating genes involved in G1/S tran-
sition, and chromatin immunoprecipitation (ChIP) experiments have shown
that E2F4 binds to genes that are activated at the G1/S boundary [15]. Entry
of E2F4 into the nucleus is restricted in G0 and early G1, and binding of E2F4
to promoters in quiescent cells coincides with recruitment of p130, diminished
acetylation of histone at the promoters, and gene repression. The human pro-
moter microarray we developed recently allows us to systematically identify
the direct E2F4 targets.

13.3.1 Experimental Procedures

Primary human fibroblast (WI38) is synchronized to G0 through serum star-
vation. These G0 cells were fixed by formaldehyde, harvested, and disrupted
by sonication. E2F4 bond chromatin was enriched by chromatin immunopre-
cipitation with E2F4 specific antibody SC–1082 (Santa Cruz Biotechnology).
E2F4 bond DNA was then purified after proteinase K and RNase A treatment,
and amplified by ligation-mediated PCR (LM–PCR). Amplified DNA was sub-
sequently labelled with Cy5–dCTP using the BioPrime Kit (Invitrogen). In
the mean time, input DNA that has not been enriched by chromatin immuno-
precipitation was labelled with Cy3–dCTP. Cy5 and Cy3 labelled DNA were
mixed and hybridized to the human 5K–promoter array in the presence of hu-
man Cot–1 DNA under stringent conditions overnight. The DNA microarray
was washed and scanned using a GenePix 4000 scanner.
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(A)

(B)

Fig. 13.2. Identification of the E2F4 target genes in WI38 cell. (a) A close-up of a
scanned image of the human DNA array that contains promoter regions of ∼ 5000
human genes. The arrow points to a spot where the red intensity is significantly
higher than the green intensity, indicating that the promoter region of that gene
(EXO1) is bound in vivo by E2F4. (b) Scatter plot of Cy3-labelled total genomic
DNA versus Cy5-labelled E2F4 CHIP-enriched DNA. A P-value cutoff of 0.001 is
shown. The red spots represent some previously confirmed E2F4 targets, listed next
to the plot
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13.3.2 Results and Discussion

The result of the E2F4 location analysis experiment is shown in Fig. 13.2. Our
results suggest that the genome wide location analysis procedure is a powerful
method to identify in vivo targets of transcription factors. When using the
criteria: P–value ≤ 0.001, channel intensity ≥ 200 and ratio ≥ 2, we found
143 genes whose promoters were occupied by E2F4 in physiological condi-
tion, indicating that they are putative E2F4 targets. Most of these 143 genes
were confirmed earlier by either chromatin immunopreciptation or Affymetrix
cDNA expression arrays [11, 16]. We also identified some novel E2F4 targets
that fall into several function groups related to cell cycle regulation, DNA
replication, DNA repair, G2/M checkpoints and mitotic regulation.

13.4 Summary

Genome wide location analysis is a general method to identify the in vivo
binding sites for transcription regulators. The recent use of this method to
map the genetic regulatory network in yeast demonstrated that this method
is an essential tool for us to understand the mechanisms of gene regulation
in cells [12]. Applying this approach to mammalian transcription factors is
expected to yield important information about the mechanisms of animal
development and pathology of human diseases.

References

1. Davidson, E. H. (2001). Genomic Regulatory Systems:development and evolution
(San Diego, Academic Press)

2. Tjian, R., and Maniatis, T. (1994). Transcriptional activation: a complex puzzle
with few easy pieces, Cell 77, 5–8

3. Ptashne, M., and Gann, A. (1997). Transcriptional activation by recruitment,
Nature 386, 569–77

4. Orphanides, G., and Reinberg, D. (2002). A Unified Theory of Gene Expression,
Cell 108, 439–451

5. Ren, B., Robert, F., Wyrick, J. J., Aparicio, O., Jennings, E. G., Simon, I.,
Zeitlinger, J., Schreiber, J., Hannett, N., Kanin, E., et al. (2000). Genome–wide
location and function of DNA binding proteins, Science 290, 2306–9

6. Iyer, V. R., Horak, C. E., Scafe, C. S., Botstein, D., Snyder, M., and Brown,
P. O. (2001). Genomic binding sites of the yeast cell–cycle transcription factors
SBF and MBF, Nature 409, 533–8

7. Solomon, M. J., Larsen, P. L., and Varshavsky, A. (1988). Mapping protein–DNA
interactions in vivo with formaldehyde: evidence that histone H4 is retained on
a highly transcribed gene, Cell 53, 937–47

8. Orlando, V. (2000). Mapping chromosomal proteins in vivo by formaldehyde–
crosslinked–chromatin immunoprecipitation, Trends Biochem Sci 25, 99–104



276 Zirong Li

9. Lieb, J. D., Liu, X., Botstein, D., and Brown, P. O. (2001). Promoter–specific
binding of Rap1 revealed by genome–wide maps of protein–DNA association, Nat
Genet 28, 327–34

10. Simon, I., Barnett, J., Hannett, N., Harbison, C. T., Rinaldi, N. J., Volkert, T.
L., Wyrick, J. J., Zeitlinger, J., Gifford, D. K., Jaakkola, T. S., and Young, R.
A. (2001). Serial regulation of transcriptional regulators in the yeast cell cycle,
Cell 106, 697–708

11. Ren, B., Cam, H., Takahashi, Y., Volkert, T., Terragni, J., Young, R. A., and
Dynlacht, B. D. (2002). E2F integrates cell cycle progression with DNA repair,
replication, and G(2)/M checkpoints, Genes Dev 16, 245–56

12. Lee, T. I., Rinaldi, N. J., Robert, F., Odom, D. T., Bar-Joseph, Z., Gerber, G.
K., Hannett, N. M., Harbison, C. T., Thompson, C. M., Simon, I., et al. (2002).
Transcriptional regulatory networks in Saccharomyces cerevisiae, Science 298,
799–804

13. Weinmann, A. S., Yan, P. S., Oberley, M. J., Huang, T. H., and Farnham, P.
J. (2002). Isolating human transcription factor targets by coupling chromatin
immunoprecipitation and CpG island microarray analysis, Genes Dev 16, 235–
44

14. Roberts, C. J., Nelson, B., Marton, M. J., Stoughton, R., Meyer, M. R., Bennett,
H. A., He, Y. D., Dai, H., Walker, W. L., Hughes, T. R., et al. (2000). Signaling
and circuitry of multiple MAPK pathways revealed by a matrix of global gene
expression profiles, Science 287, 873–80

15. Takahashi, Y., Rayman, J. B., and Dynlacht, B. D. (2000). Analysis of promoter
binding by the E2F and pRB families in vivo: distinct E2F proteins mediate
activation and repression, Genes Dev 14, 804–16

16. Iyer, V. R., Eisen, M. B., Ross, D. T., Schuler, G., Moore, T., Lee, J. C., Trent,
J. M., Staudt, L. M., Hudson, J., Jr., Boguski, M. S., et al. (1999). The tran-
scriptional program in the response of human fibroblasts to serum, Science 283,
83–7



Part III

Protein Microarrays



14

Protein, Antibody and Small Molecule
Microarrays

Hendrik Weiner, Jörn Glökler, Claus Hultschig, Konrad Büssow, and
Gerald Walter

14.1 Introduction

New and rapidly spreading infectious and lifestyle diseases, together with
known killers like cancer and heart disease, particularly threaten older popu-
lations and put enormous pressure on our medical capabilities. Today’s drug
arsenal attacks about 400 targets, while the human genome sequence revealed
at least 30,000 genes. The expression of these genes creates a complex puzzle
of millions of products and points of interaction between them. Every one of
these products is a potential drug or target, provided that the corresponding
drug can be shown to be specific and safe in a patient’s organism. And as indi-
vidual patients are different, tests need to be extended to whole populations.
Clearly, this can only be handled using high throughput approaches, looking
at large numbers of genes and their products simultaneously.

The array format enables miniaturized and parallel analysis of large num-
bers of diagnostic markers in complex samples [1,2]. The concept of the arrayed
library [3] allows gene expression analysis and protein interaction screening on
a whole–genome scale. Using automated colony picking and gridding, cDNA
or antibody libraries can be expressed and screened as clone arrays [4, 5]. As
discussed in this chapter, protein microarrays are constructed from recombi-
nantly expressed and purified proteins, using a range of expression systems.
Gene product action can be studied directly if the proteins’ structure and
functionality is maintained. This requires novel systems for high throughput
protein expression that produce sufficient amounts of properly modified and
folded molecules. Large numbers of proteins must be arrayed at high density,
keeping them intact and biologically active. That is most easily achieved if
molecules of the same general structure (e.g. antibodies) are arrayed. Anti-
body arrays are now becoming an important screening tool for a wide range
of molecules in complex mixtures and a robust format for expression profiling
of whole genomes. Alternative systems such as nucleotide aptamers should be
able to mimic certain protein functions, and as nano- and microfluidic arrays,
can make very robust array formats in the future. Differential protein profiles
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have been used as molecular diagnostics for cancer [6] and might soon be ap-
plied to screen high risk populations for tumor markers. In the format of high
throughput arrays, differential protein profiles may eventually arrive at the
doctor’s office and as over–the–counter devices.

14.2 Protein Microarrays

14.2.1 Introduction

A protein microarray is a highly ordered pattern of proteins immobilized
on a pre-treated surface of a small and planar metal, plastic, or glass sup-
port [7–9]. Microarrays, like microprocessors, use parallelism, miniaturization
and automation as three conceptual cornerstones [10]. However, unlike mi-
croprocessors, microarrays are not designed to take input signals and, using
preprogrammed instructions, convert them into meaningful output. Protein
microarray technology enables high throughput analysis of protein functions,
such as interactions between proteins, catalysis, binding to drugs and other
biochemical reactions [11]. The speed, precision, affordability and efficiency
of microarray analysis offer a tremendous experimental advantage over tradi-
tional, rather cumbersome, analytical tools using columns, gels, filters and mi-
croplates. Microarrays lend themselves to a plethora of applications in biomed-
ical research, clinical diagnostics and in the pharmaceutical industry. This
can be inferred from more than 100 protein array-oriented scientific publica-
tions in the past two years [12,13]. Ultimately, a single microarray containing
the complete set (not taking into account covalently modified isoforms) of
20,000–40,000 proteins expressed in human cells would allow comprehensive
assessment of a given protein function. However, as outlined below, such a
proteome–wide microarray is not yet on the horizon.

14.2.2 Protein Production, Purity and Printing

Putting diverse protein repertoires on a microarray requires the simultaneous
and quality-assured production of many recombinant proteins of high purity.
This is a non-trivial exercise that requires an appropriate infrastructure plus
expertise, both of which often do not exist in regular and otherwise well-
equipped molecular laboratories. Usually, recombinant proteins are produced
in a soluble form in Escherichia coli, yeast, mammalian or insect cells. In
vitro translation is an alternative option since most microarray-based appli-
cations require less than 100 µg protein. Current practice in our laboratory
involves a long list of quality control steps for the production and isolation of
recombinant proteins to assure their purity and fidelity. This list includes the
PCR product, vector design, entry clone, expression clone, DNA sequencing
of cloned insert and, eventually, the solubility, size and electrophoretic ho-
mogeneity of the purified protein product. Such attention to quality is most
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often very critical for interpretable results from microarray-based binding ex-
periments. Even if induction can significantly increase the abundance of a
recombinant protein over background, binding to impurities in the protein
preparation, when placed onto an array, can heavily contaminate a true sig-
nal.

After being standardized with respect to homogeneity, purity and con-
centration, the recombinant proteins are ready to be immobilized onto an
array support, most often a standard microscope format. Different support
designs and surface chemistries have been described in preceding Chaps. 1–3.
Established spotting technologies, including needle printing, piezo or solenoid
dispensing have been discussed in Chaps. 4 and 5. Contact printing robots
allow for up to 50,000 different elements on a slide. Nanotechnology and non-
contact printing techniques can further increase the number of elements on an
array (Chap. 6). If robotic spotting is unavailable or if only a small subset of
proteins are to be analyzed, manual spotting can be an appropriate alterna-
tive, e.g. with the apparatus from Schleicher & Schuell or Greiner. The former
allows for almost 800 elements on the slide and is originally designed for the
company’s proprietary slides containing a thin nitrocellulose layer. However,
after minor adjustments, this apparatus is also applicable for printing non-
layered microscope slides. Whenever an isolated protein is being immobilized
it might alter its binding properties with respect to in-solution conditions.
This can be minimized through the use of random immobilization as opposed
to site-specific immobilization that leaves only a certain part of the molecules
accessible for binders. Alternatively, one can immobilize the proteins on a slide
that carries a highly hydrophilic layer of nitrocellulose (‘Fast Slides’, Schle-
icher & Schuell Bioscience) or polyacrylamide (‘Hydrogel’, Perkin Elmer Life
Sciences). The latter are thought to nicely emulate solution like properties.

In summary, the virtues of functional assays with well constructed pro-
tein microarrays include ensured purity, standardized protein amounts and
accessibility, on array replicates, ranking of signals possible and an inclusion
of both positive and negative controls.

14.2.3 Detection of Small or Large Ligands

Numerous detection strategies have evolved over the years to detect and am-
plify signals associated with intermolecular binding events. These will not
be reviewed here. The advent of fluorescent detection in combination with
perfectly flat supports has greatly contributed to the popularity of DNA mi-
croarrays. Because of the almost ubiquitous nature of fluorescent detection
systems, and because many molecular laboratories are already equipped with
the infrastructure for the detection of fluorescent dyes on DNA microarrays,
one might choose to concentrate on labelling proteins with the same or similar
dyes to those employed for differential analysis on DNA microarrays, namely
Cy3/Cy5 dyes (Amersham Biosciences) or Alexa 488/530 dyes (Molecular
Probes). Fluorophore labels on proteins can be detected with a sensitivity
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superior to many other labels. In addition, fluorophore labelled proteins can
easily be quantified, e.g. one can easily detect as low as 1 attomol of a flu-
orophore labelled antigenic protein bound on an antibody immobilized on a
microarray (H. Weiner and K. Büssow, unpubl.). However, fluorophore la-
belling of peptides or small molecules is often not practical due to steric hin-
drance by labels as large or bigger than the molecule being analyzed. Small
molecule binding usually becomes accessible through radiolabels, that can
now be detected with suitable microarray-based readers, e.g. from Fuji or
Zinsser. Steric hindrance in the microenvironment around a binding site can
also be problematic for protein–protein interactions. As a solution, proteins
can be radio-labelled metabolically [14, 15], ex vivo [16] or at a single site
after purification [17]. Such radiolabelling usually prevents the problems asso-
ciated with multisite–labelling (biotinylation, fluorophorylation) or secondary
detection (antibodies). To radiolabel a protein site–specifically, the protein
probe can be constructed as a gluthatione–S–transferase (GST) fusion in that
a phosphorylation site for protein kinase A (PKA) is inserted between the
GST and the protein part of interest. Vectors for the expression of affinity-
tagged fusion proteins that contain a PKA–site are commercially available
(Novagen, Amersham Biosciences). The fusion protein has to be phosphory-
lated by PKA [17] and can then be used as a probe to decorate the microarray.
Label-free approaches including mass spectrometry [18, 19] or surface plas-
mon resonance [20, 21] should be attractive alternatives to detect small or
large molecule binding events, as discussed in Chap. 9. Unfortunately, none of
these approaches are currently applicable to the detection of binding events
on microarrays containing a large set of different proteins.

14.2.4 Caveats

The main challenge for all recombinant techniques is to synthesise properly
folded and conformationally correct recombinant proteins, i.e. to emulate the
structural integrity of the native protein [22]. This can often not be fully
warranted, even if one tries to incorporate co- and post-translational modifi-
cations during the production of the protein, e.g., through its expression in
insect or mammalian cells. Another problematic aspect is surface denaturation
upon spotting, immobilization, storage and assay [18]. Surface denaturation,
at least to some extent, always occurs and is often difficult to control, in par-
ticular if a variety of proteins is to be treated in parallel and under identical
conditions, while each protein requires a particular environment to be fully
active; for details see Chaps. 2 and 3. As a result, a given protein function
detected on a microarray may be a false positive and not physiologically rele-
vant. Any such result should therefore be confirmed using an in-solution assay,
preferably in vivo in an appropriate cellular system.
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14.2.5 Conclusions

Almost every cellular process depends on protein activities that are probably
controlled by highly specific interactions between proteins and between pro-
teins and other molecules [23,24]. It is therefore not surprising that proteomics
is currently being hailed as the next phase of genomic activity [25] and that
therapeutic molecules most often are directed to proteins [26]. Appropriately
designed protein microarrays are likely to find immediate applications in an-
alytical protein biochemistry and can complement or even replace traditional
technologies employed in protein characterization. One of the most promising
features of protein microarrays is their potential to serve as a reliable ‘early
catch’ format to fish out a given protein function that can then be charac-
terized more deeply using classical non-array-based protein techniques. This
feature is reminiscent to the recently developed high density protein arrays
that are constructed from cDNA expression libraries and that are printed
on large membranes [27]. Although very useful for certain functional stud-
ies [28], such protein arrays are often not acceptable because they carry a
redundant set of only unpurified and at least partially denatured recombinant
proteins produced in E. coli. Clearly, the construction of properly designed
protein microarrays often requires hundreds or thousands of different recom-
binant proteins, non-denatured, of sufficient purity and in workable amounts.
As outlined above, the cloning, expression and isolation of such proteins rep-
resents the biggest obstacle in the production of a protein microarray, even if
only a small set of recombinant proteins is to be arrayed.

14.3 Antibody Microarrays

14.3.1 Introduction

What Are Antibody Microarrays?

Antibody arrays constitute a subset of protein arrays, displaying a certain type
of protein in terms of structure and function. Antibodies are here defined as
immunoglobulins or their different fragments, such as Fab’s, or (reduced to
their antigen binding domains) single-chain (sc)Fv’s. It is essential that the
immobilized antibodies retain their native structure in order to bind their
cognate antigen specifically.

Applications

DNA–arrays and PCR have been widely applied to study the transcriptional
level of gene expression and correlate patterns to certain phenotypes. However
many features of gene function can only be assessed after translation, including
modification and intracellular localization of proteins. Even the level of trans-
lation may differ from the transcription level of a gene [29]. If we take a look at
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the diversity of human gene transcripts of currently more than 37,000 [30], the
number of possible post-translational modifications on the resulting proteins
may increase this complexity beyond a million [31]. Functionally, phosphory-
lation states can indicate the status of a protein in the signal transduction
pathway. Glycosylation of extracellular proteins is decreased or altered in
certain types of cancer [32]. Antibodies can detect the three–dimensional con-
formation of a protein, which is most important for the screening of prions in
TSEs (transmissible spongiform diseases) [33]. Antibodies can assess a mul-
titude of other post-translational modifications, emphasizing the demand for
antibody arrays to analyze complex protein samples in an efficient manner
similar to DNA microarrays.

14.3.2 Current Technology

Originally, antibody arrays have been developed in 96 well–microtitre plates,
based on the classical ELISA format. Miniaturization has increased the num-
ber of simultaneously detectable antigens, while still using wells to provide for
separate incubation chambers. To further integrate the complexity of ELISA
experiments, a multiplicity of different antibodies was immobilized in defined
spots on the bottom of these wells, hence creating a micro–ELISA format [34].
In order to apply greater amounts of different antibodies to a surface, mem-
brane filters were used as support for recombinant scFv’s [5] or antibodies to
detect cytokines in patient sera [35].

Microarrays

Early approaches to generate antibody arrays for high throughput screening
used either expensive new materials such as specialized ELISA plates and
machinery adapted to this format, or a relatively high amount of antibodies
and analyte consumed by filter assays. As a consequence, a new format was
introduced for microarrays based upon the already well-established micro-
scope glass slide as a basis. Such slides have been extensively used for cDNA
microarrays, but then adapted to protein microarrays by Mirzabekov, using
gel–pads for the immobilization of protein samples [36]. The robotic equipment
developed for cDNA microarray technology was adapted to the production of
protein arrays, using glass surfaces to covalently anchor proteins. This enabled
the spotting of proteins at a density of 10,000 different samples [11]. Early
antibody microarrays were created using poly–L–lysine surfaces as adopted
from DNA array technology [37]. However, it became apparent that of the
115 antibody–antigen pairs in these experiments, only half of the immobilized
antigens and 20% of the immobilized antibodies remained active.

As antibodies constitute the active part in an immunoassay, special care
must be taken to keep these in a native state on the microarrays. Several stud-
ies have been focused on finding optimal storage conditions and appropriate
surfaces [38, 39]. Of the materials tested, those which covalently immobilism
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antibodies via epoxy–groups in combination with a surface gave the best re-
sults with respect to detection limits and signal to noise ratio. Before such
antibody microarrays are created, it is advisable to check the functionality
of each antibody individually [38]. Indirect immobilization by biotinylation
and streptavidin may improve the performance of antibody arrays up to 10–
fold [40]. However to introduce this modification to all antibodies individually
would make this approach more costly and time–consuming.

Labelling and Detection

Starting from classical radioactive and enzymatic labelling techniques, cova-
lent fluorescent labels have become standard for the detection of analytes in
microarray technology, but see Chaps. 8 and 9 for a detailed review of this
and other labelling or label-free techniques. Isothermal rolling–circle ampli-
fication has been developed to further increase the sensitivity of fluorescent
detection [41]. Preferably, N–succinimide-activated esters of fluorophores such
as Cy3 and Cy5 are used in combination, allowing for easy comparison by in-
ternal control. For antibody microarrays, either the analyte or a secondary
antibody (sandwich assays) must be labelled. However, complex analyte sam-
ples are difficult to label homogeneously, preserving epitopes recognized by the
immobilized antibodies. Even properties like solubility of the modified pro-
teins might be affected. Alternatively, the application of secondary antibodies
matching the primary antibodies on the chip is limited to a small number of
different molecules to be screened before the background exceeds the signal.
Therefore, sandwich assays could not so far be applied to complexities beyond
38 different sets of antibodies [42].

High sensitivity of detection and minute amounts of sample required are
main advantages of microarrays as compared to the classical ELISA. Nanoliter
amounts of sample can be applied and immobilized on the support. Putting
a cover slide on top of the chip surface during incubation can reduce the
amount of analyte. The absolute detection level is dependent on the binding
properties of the applied antibody and the complexity of the analyzed sample,
but may well reach down to 1 pg/mL using the rolling circle amplification
detection [42].

Microwells and Microfluidic Chips

While conventional microarrays only allow the simultaneous screening of two
samples at a time, efforts have been made to introduce true multiplexing (as
in microtitre ELISA) to the microarray technology. This was achieved partly
as described above, by printing small arrays in microtitre wells. However, a
true multiplexing is only achieved if all samples are kept in separate compart-
ments, which can be achieved by the synthesis of microchip surfaces bearing
microwells, or microfluidic chips that have channels etched on the surface by
which all points on the chip can be addressed individually [43].
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14.3.3 Current Deficiencies

Source of Antibodies

A major problem of antibody microarrays is the standardized production of
many different antibodies. As commercially available monoclonal and poly-
clonal antibodies can make an array exceedingly expensive, attempts have
been made to isolate recombinant antibodies by phage display [44], ribosomal
display [45] or even aptamers from nucleic acid libraries [46].

Antibody Performance on Microarrays

Previous studies have demonstrated that there is a widely varying performance
of antibodies on microarrays. Many do not show any activity, decreased speci-
ficity or a lowered affinity [37,38]. Optimizing the surface and applying indirect
immobilization can increase performance. However it would be advantageous
to determine and include additional information regarding the suitability of
a commercially available antibody in a similar manner as currently available
for the application in immunoblotting, indirect ELISA or dot blot. As for an-
tibody fragments in single–chain format derived from phage display libraries,
we have found that stability is often impaired by immobilization. While Fab
fragments are often found to be more stable than scFv’s [47], it remains to be
demonstrated that these are better suited for the microarray format.

Surfaces and Hardware

Although a large portion of the hardware equipment was adopted from cDNA
microarray technology, such as the microscope slide format, fluorescent detec-
tion, microspotting devices and scanners, many of these will have to be opti-
mized to meet the requirements of antibody arrays. Keeping the immobilized
antibodies hydrated and reducing the denaturing contact with the surface
seems to be necessary to retain these in an active state. Introducing microw-
ells to reduce evaporation may be helpful, but also requires alignment of the
handling robots with the surface grid. The same holds true for the microfluidic
chips that need a greater extent of additional hardware and protocols to be
applied.

14.3.4 Conclusions

Despite the technology of antibody microarrays still being in its infancy, rapid
progress has been made. Depending on the application, the diversity and
dimension of such microarrays will be ranging from 100 to 10,000 different
binders. It will be interesting to see whether the recombinant molecules de-
rived from combinatorial libraries are going to replace the currently favored
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antibodies in the future. New detection techniques may obviate the need to la-
bel the analyte or secondary antibody. Direct in vitro synthesis of the binding
molecules on the chip may solve storage and activity problems faced today [48].
In summary, the impact antibody microarrays will have on diagnostics and
drug discovery is yet to be conceived.

14.4 Peptide and Other Synthetic Arrays

14.4.1 Combinatorial Peptide and Non-Peptide Libraries

Structure determination is a powerful approach to molecular interaction anal-
ysis. Techniques such as X–ray crystallography and nuclear magnetic reso-
nance (NMR) offer insights into the spatial arrangement of macromolecules
and their complexes. However, since structure determination of biological
macromolecules is time consuming and cumbersome, empirical combinatorial
methods were developed in parallel to the structure determination methods
to address the important topic of structure/activity relationship [49]. These
methods mimic natural selection, the driving force behind evolution. They rely
on the creation of many different variants of one molecule of interest and the
selection of those variants by certain functional criteria. Both combinatorial
chemistry and combinatorial biology provide suitable strategies for the cre-
ation of and selection from large libraries of diverse but comparable molecules.
In these approaches, a library consisting of many different molecules is cre-
ated and those members with an anticipated property are selected. A variety
of different methods for the creation of and the selection from combinatorial
libraries have been reviewed exhaustively [50–52].

In combinatorial chemistry, combining different building blocks with suit-
able chemical reactions creates large numbers of variants. The resulting in-
dividual compounds are used to study structure activity relationships of one
target molecule systematically. However, the number of compounds that can
be individually synthesized is limited. Progress in solid phase synthesis, orig-
inally introduced by Merrifield [53–55], gave fast and automated access to
individual oligomeric compounds. For the creation of large numbers of indi-
vidual sequences of monomeric building blocks, various techniques of chemical
synthesis have been developed. These fall into two groups, multiple synthesis
and parallel synthesis. A good overview of the different building blocks used
for combinatorial chemistry has been provided by Hogan [56]. In multiple syn-
thesis, mobile support elements are employed. After each reaction cycle, the
segments are separated and regrouped for the next coupling. Examples are
the Tea Bag method [57], the use of segmented cellulose filters [58, 59] and
the one–bead–one–compound approach [60], combined with the mix–and–split
approach [61]. Parallel synthesis uses arrays of fixed reactors. Today, several
thousand syntheses can be run in parallel due to miniaturization and rapid
reagent application. The pin method [62] demonstrated the success of this
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approach in a convincing way. Geyen et al. performed their reactions on a
replicating gadget that was dipped into a microtitre plate filled with reagents
for peptide synthesis according to the anticipated sequence. Parallel synthesis
on flat supports is another elegant and fast strategy of generating microar-
rays of biological macromolecules. Its most prominent examples [62] are the
macroscopic DNA arrays on glass support, first described by Maskos & South-
ern [63], the photolithographic Affymax (later Affymetrix) technique [64], and
the SPOT method [65–67].

The resulting libraries of natural or artificial building blocks can be
screened for active compounds in hybridization or western blotting experi-
ments, while still bound to the solid support used for their synthesis. Their
respective position of synthesis is used for the identification of each binding
partner. Alternatively, library members are transferred into solution, followed
by testing them individually or as pools.

The techniques described above can either be used for synthesis of individ-
ual compounds or pools, by using mixtures of building blocks for the coupling
reactions. This results in libraries of potential ligands in one reactor. An ex-
ample for such a pooling strategy is the ‘mimotope’ approach [68] in which
hexameric peptide sequences binding to a certain target structure are deter-
mined ab initio. This approach involves iterative testing of pools of peptides
at randomized positions and leads to a hexameric peptide sequence with max-
imal binding strength to the target protein. Frank et al. [69] have proposed
a modified version of the ‘mimotope’ approach that circumvents the iterative
screening but allows for direct access to the optimal peptide sequence.

14.4.2 Peptide Libraries to Study Protein–Protein Interactions

Protein–protein interactions are generally believed to be conformationally de-
fined. The contact area between proteins in a complex is often only small
and comprises only a short sequence motif. Typical examples include SH3,
WW, EBVH1, PDZ and armadillo repeat domains of signalling and struc-
tural proteins [70–72]. All these domains bind to short sequence motivs of
certain target proteins. Such binding can be mimicked with short synthetic
peptides that, however, have a much larger conformational freedom than the
respective sequence motive of the target protein.

14.4.3 SPOT Method for the Creation of Peptide Arrays

Among the positionally addressable solid phase synthesis methods, the SPOT
synthesis, developed by Ronald Frank [63], is an easy and flexible method
for simultaneous, parallel chemical synthesis on membrane supports [66, 67].
SPOT synthesis is used for synthesis of different peptides or peptide mix-
tures at clearly defined positions on a modified cellulose membrane. These
peptide arrays were used to study protein–protein and protein–peptide inter-
actions [73]. In a western blot-like manner, the analyte is incubated with the
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array on which potential binding partners were synthesized. The positions of
binding of the analyte are detected with methods adapted from western blots,
and signals can be directly translated into the sequence of the respective pep-
tides.

Epitope mapping of antibodies [63,74–76] was the first application of this
technique. In addition, three different proline-rich repeats of Acta (actin as-
sembly inducing protein A) were identified to be the ligands of VASP (va-
sodilator stimulated phosphoprotein) and other cellular proteins by Niebuhr
et al. [77]. Furthermore, this technique was used to determine the peptide bind-
ing motifs of streptavidin [78], which eventually led to the development of the
StrepTag [79,80]. Protein–DNA [81] and protein–metal interactions [82] were
studied using peptide arrays prepared by the SPOT method. An investigation
of the CaM-regulated activity of the STOP protein in tubulin stabilization has
been described recently [83]. A comprehensive review of applications of the
SPOT method was published by Frank and Schneider-Mergener [84].

For manufacturing peptide arrays using the SPOT method, N–terminally
and side chain-protected amino acids are dissolved in a solvent of low volatil-
ity. This solution is distributed by pipetting to defined positions on a modified
cellulose membrane. Arrays of ninety–six spots of the size of a standard mi-
croplate can be generated manually. For the generation of arrays with more
spots, up to 2,000 on a membrane of 20×20 cm, automated SPOT synthesiz-
ers have been developed in cooperation between Ronald Frank and Abimed
GmbH Langenfeld, Germany. This robot is currently distributed by Intavis
(http://www.intavis.com). In the original approach, the entire cellulose mem-
brane was modified by coupling β–alanine (Fmoc–β–alanine) and removing
the Fmoc protection group after completion of the coupling reaction. Today,
more robust supports suitable for SPOT–synthesis are commercially avail-
able (e.g., AIMS Scientific, http://www.aims-scientific-products.de). A kit for
the SPOT synthesis is available from Sigma Genosys (http://www.sigma-
genosys.com/spot.asp). Technical details of the SPOT synthesis have been
reviewed elsewhere [63,85–87].

14.4.4 Alternative Peptide Array Technology

The throughput of the SPOT synthesis was increased with the introduction
of the BioDisk Synthesizer [88]. In this approach, a rotating disk, made of a
non-porous polymer, is used as support for the synthesis. Inkjet technology
is employed for the delivery of activated protected amino acids and the de-
protection reagents. Centrifugal force is used for the removal of the different
reagents.

Photolithographic synthesis of peptide arrays was first described by Fodor
et al. [64]. The application of this technology to the deprotection of oligonu-
cleotide monomers bound to a suitable solid support resulted in the well-
established Affymetrix oligonucleotide arrays. For the synthesis of such ar-
rays, defined photomasks are used, limiting the flexibility of the approach.
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Pellois et al. [89] described recently the synthesis of peptide arrays relying
on the highly flexible digital micromirror array [90] and conventional peptide
chemistry with in-solution removal of acid–labile protecting groups using pho-
togenerated reagents [91–94]. These arrays were used for mapping an antibody
with natural and non-natural amino–acids.

Alternative arraying technologies are currently developed aiming at an
increased spotting density and production rate of ligands. Various nanodis-
pensing devices for microarrays have been developed recently (e.g., [95]). Laser
printer technology has been used as an alternative approach to prepare pep-
tide arrays on paper [96, 97]. Twenty toners are being developed containing
Fmoc protected amino acids in a solvent that is solid at room temperature.
During standard laser printing, the particles are heated on the paper and the
amino acids are coupled to the paper support. The paper is washed to remove
uncoupled monomers and subsequently N–terminal protection groups. The
next amino acids are coupled to free amino groups of the first immobilized
amino acids in the next printing cycle. Laser printing relies on the induction
of positive charge by laser or LCD light. Negatively charged toner particles
are attracted onto the paper by the positive charges underneath it. Therefore,
it should be possible to replace the paper with a computer chip, while charged
spots on such chips can be electronically ‘switched’.
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Photoaptamer Arrays
for Proteomics Applications

Drew Smith and Chad Greef

15.1 Introduction

In this chapter we describe the use of photoaptamers for protein detection
in microarray format. We begin with a short review of aptamer technology
in general, and a summary description of current methods for high through-
put generation of photoaptamers. This section is followed by a description of
making and using photoaptamer arrays for proteomics analysis.

Aptamers are nucleic acids that fold into complex shapes and have desir-
able properties such as ligand binding or catalysis. Aptamer technology was
foreshadowed by the discovery of catalytic RNA [1,2] and was enabled by the
development of efficient methods for chemical synthesis of DNA [3,4], in vitro
transcription to produce RNA [5], reverse transcription of RNA to DNA [6,7]
and DNA amplification by PCR [8]. These methods, combined with techniques
to select interesting and useful nucleic acids, constitute the basis of SELEX,
the process by which aptamers are generated [9, 10].

The basic principles and practice of SELEX have been described else-
where [11–13]. Briefly, a library of randomized sequences (typically 30–60 nt)
is synthesized. Flanking the randomized region are regions of fixed sequence
that serve as primer binding sites for PCR and for transcription initiation if
an RNA library is to be generated. Much of the power of the SELEX process
is due to the size of the starting libraries that can be generated. A library of
30 nt contains 430 (1018) distinct sequences; in practice, about 1014 sequences
(1 nmol, or 25 µg) are conveniently used – a ‘genome’ orders of magnitude
larger than any biological genome. This library can be used directly for DNA
SELEX, or is transcribed for RNA SELEX. Partitioning more-active from
less-active sequences is the most critical step in a SELEX experiment, and
constitutes much of the art of the process. Since most SELEX experiments
are aimed at obtaining ligand binders, partitioning schemes typically exploit
physical differences between free and ligand-bound aptamers as their basis.
Partitioning methods include filter–binding, electrophoretic and chromato-
graphic mobility shifts, capture by immobilized targets (including cells and
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tissues) and variations of these techniques. Once separated, the enriched pools
are recovered, reverse-transcribed (if RNA) and amplified by PCR to begin
another cycle. SELEX experiments typically require 6–12 cycles to converge
upon a few tens of active sequences.

Aptamers have been developed for use as therapeutic agents [14], as in
vivo imaging agents [15, 16], as intra- and extra-cellular inhibitors of protein
function in vivo and in tissue culture [17–22], as cell–surface labels [23,24], as
probes for target validation and drug design [25–27], as affinity purification
reagents [28], and as diagnostic reagents in microwell [29–33] and microarray
format [34].

The use of aptamers in the latter format is the subject of this chapter.
The use of aptamers in microarray format for protein detection is a natu-
ral extension of both aptamer and microarray technologies. Like antibodies,
aptamers have been discovered for a broad range of target proteins (see the
Aptamer Database http://aptamer.icmb.utexas.edu/index.html), have affini-
ties that are typically nanomolar or better, and show excellent discrimination
between their targets and closely related proteins [35–40]. However, the nature
of aptamers lends itself to microarray applications: nucleic acids, especially
DNA, are chemically stable and resistant to degradation (except by nucleases);
DNA molecules are readily synthesized by automated methods; the incorpora-
tion of modifications for array attachment is simple; and the SELEX process
itself can be automated for high throughput discovery [41–43].

Our approach to microarray detection employs photoaptamers as capture
agents. Photoaptamers are photoactivated crosslinking aptamers [44,45]. The
covalent complex that is generated between aptamer capture agent and target
protein simplifies processing and analysis of the microarray: unbound protein
can be washed away using denaturing conditions, and the captured protein
can be labelled in situ for detection [46,47]. The photocrosslinking reaction is
quite specific and aids in the rejection of non-specific binding, particularly by
proteins with high affinity for DNA [48]. Photocrosslinking activity is imparted
by incorporating BrdU into SELEX libraries. Irradiation at 300 nm or longer
wavelengths generates the 5–uridinyl radical which will react with proximal
electron-rich amino acids, causing covalent complex formation [49–51].

15.2 Overview of Photoaptamer Discovery
and High Throughput Production

The first photoSELEX experiments exploited electrophoretic mobility shifts to
partition crosslinked from free DNA or RNA [44,45]. Although effective, this
method is time–consuming and is difficult to scale. Microbead partitioning can
be adapted to a 96–well format, because suspensions of beads can be easily
mixed and transferred by standard liquid handling equipment. Bead suspen-
sions can then be converted from liquid to solid phase by filtration or magnetic
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partitioning. This versatility has led to the choice of microbeads for SELEX
scale–up and automation at SomaLogic and in the Ellington group [41–43].

We employ three types of partitioning protocols in microbead format: pro-
tein immobilization on beads followed by photo–crosslinking of the SELEX
library to the protein (bead photoSELEX); protein immobilization on beads
followed by binding without crosslinking of the SELEX library to the pro-
tein (bead affinity SELEX); and photocrosslinking of the SELEX library to
the target protein, followed by immobilization of the protein–DNA complexes
on the beads (solution photoSELEX). These three protocols are outlined in
Fig. 15.1.

ssDNA pool + bead:protein ssDNA pool + proteinor,

Irradiate 
(solution photoSELEX)

Bind and irradiate
(bead photoSELEX) 

Bind 
(bead affinity SELEX)

Protein:DNA

Denaturating 
wash 

Capture on tosyl beads
Denaturating wash 

Protease digest to elute 
crosslinked DNA 
Capture on primer beads, 

PCR

Recovered ssDNA

dsDNA pool

Capture on streptavidin beads
Elute sense strand 

Clone, sequence analyze

Bead Protein:DNA

Native wash 
followed by 
denaturating elution 

Fig. 15.1. Automated SELEX schemes. A ssDNA pool is mixed with bead-
immobilized protein (the two left tracks) or with free protein (right track) and
allowed to bind to target protein. For affinity selection, the beads are washed under
native conditions, and sequences with binding activity are recovered by elution un-
der denaturing conditions (bead affinity SELEX). Alternatively, the protein:DNA
complexes on the beads are irradiated to form a covalent bond (bead photoSELEX).
In the third alternative (solution photoSELEX) the soluble protein:DNA complexes
are irradiated to form a covalent bond, and this complex is captured through the
protein moiety on to tosyl-activated beads. The covalently-bound DNA is recovered
by protease digestion. This DNA is then amplified and purified to start a successive
round
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These protocols share many common steps, and differ principally by cova-
lent vs non-covalent binding of DNA to the target protein, and by the respec-
tive order of protein:DNA crosslinking vs protein:bead immobilization in the
process. All of these processes are fully automated in 96–well format with the
exception of moving plates to and from the PCR thermal cycler. The photoSE-
LEX protocols are performed on a Cavro pipetting station modified to handle
a fiber optic tool for the irradiation step. The affinity SELEX protocol can be
performed on the Cavro or, more readily, on a TomTech 96–channel pipetting
robot. A round of photoSELEX using these procedures requires 10–14 hours
for a full 96–well plate. Affinity SELEX requires 6–8 hours per round.

Successful SELEX experiments are typically completed in 6–9 cycles; ad-
ditional cycles rarely improve aptamer pool activity. Because so many SELEX
experiments can be performed in parallel, the task of identifying and synthe-
sizing active sequences generally requires much more time and effort than the
selection process itself. We start by winnowing out those pools that have not
converged from the ∼ 1014 sequences in the starting library to a few tens of
sequences. This convergence is conveniently monitored by assessing the rate
of reannealing of the double-stranded DNA products of the PCR step – a C0t
assay [52]. The PCR sample is denatured by heating to 98◦ in the presence
of the dye SYBR Green I, which fluoresces when bound to double-stranded
DNA. The DNA is cooled to a temperature that allows reannealing of fully
complementary sequences (∼ 87◦), and the gain in fluoresecence over time is
monitored with a CCD camera. Converged pools typically regain full fluores-
cence in < 10 minutes. These pools are carried forward for activity analysis.

Photoaptamer pools can be screened for activity in solution or in microar-
ray format. Because photoaptamers require a stable protein:DNA complex for
photocrosslinking [49], active pools can be identified on the basis of their affin-
ity for their target proteins. This is conveniently done by the nitrocellulose
filter–binding assay, where radiolabelled DNA and excess protein are mixed
and filtered, and the fraction of DNA bound is determined by scintillation
counting or phosphorimaging of the filters [11].

The filter–binding assay yields a quantitative determination of protein–
binding activity, typically expressed as a dissociation constant. A more qual-
itative assessment of activity can be determined in microarray format, as
described below. With few exceptions, there is good agreement between the
results of the two assays. The microarray assay is somewhat more stringent –
pools and aptamers that have strong affinity for their target protein (< 10nM)
show the best activity on microarrays, whereas lower affinity pools often (but
not always) show little or no microarray activity. SELEX pools can be pre-
pared for arraying by PCR with a 5′amino linker primer.
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15.3 Using Photoaptamer Microarrays

Once pools from a SELEX experiment have been determined to have binding
affinity and crosslinking activity to cognate protein they are cloned through a
plasmid vector and individual sequences are determined. Alignment protocols
identify sequence motifs among the different populations, as well as potential
contaminants and spurious outliers. The sequences that are determined to
have the greatest likelihood of representing the binding motif from the SELEX
are chemically synthesized for activity screening by microarray and solution
phase assays.

Chemical synthesis of photoaptamers is performed by standard phospho-
ramidite methods, with procedural modifications that have been optimized
to maximize deprotection and recovery of full-length product. Aptamers are
synthesized with appropriate attachment chemistries added as modified phos-
phoramidites. Product quality is confirmed with extensive HPLC, CGE, and
ICR mass spec analysis. Since DNA synthesis is highly controllable the pro-
duction of aptamers can be considered a very robust, manufacturable process,
amenable to scale–up and quality control.

Synthetic photoaptamers are arrayed by standard contact printing meth-
ods with modifications that optimize loading, spot morphology, and aptamer
activity. An important consideration is that the substrate must be chosen to
minimize non-specific adsorption of DNA, as this will disrupt aptamer ter-
tiary structure, limiting activity. We have found that commercially available
microarray slides that present chemically functionalized polymer coatings al-
low high aptamer loading and activity. After printing, slides are processed by
methods designed to render the remaining functional groups and the polymer
coating inert to interaction with proteins and UPS (see below). Printed slides
can be stored dry for extended periods with no loss of activity.

Photoaptamers arrays are used as discovery tools to screen pools for bind-
ing activity and individual cloned sequences for relative activity and cross–
reactivity, but the ultimate goal is to evaluate protein levels in multiplex
fashion from complex mixtures. In all cases the procedure to run a photoap-
tamer array assay is the same; protein samples are incubated over the array
allowing affinity binding to occur, unbound protein is washed away, bound
protein is photo–crosslinked to cognate aptamer, crosslinked protein is chemi-
cally labelled with a Universal Protein Stain (UPS), and the label is detected.
Individual steps are detailed below:

Protein Binding

Protein samples are prepared in Protein Incubation Buffer (PIB) that matches
as closely as possible the composition of the SELEX discovery buffer, in terms
of buffer composition, salt content, and ionic strength. Carrier DNA is added,
but has not been shown to be absolutely necessary. The photoaptamer arrays
are prepared by equilibration in PIB for 15 minutes prior to introduction of
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the protein mixture. Note that conventional, protein based blocking mixtures
are not necessary. Once the protein mixture is applied to the array the mix-
ture is allowed to incubate at 30◦C for at least 2 hours. For high sensitivity
measurements longer incubation times may improve results. The protein in-
cubation can be performed in either a static mode, in which the solution is
allowed to interact with the array without dynamic movement, or in a flow
mode, where solution is circulated over the array in either a continuous loop
or a reciprocating fashion. For the static mode, simple reaction vessels are
fashioned over the arrays by application of adhesive-backed wells or other
similar devices, while for circulation mode more technically evolved solutions
are required. Both methods yield equivalent results; the advantage of mixing
is a reduction in the incubation time needed to reach maximal binding levels.

Pre-Crosslink Wash, Crosslinking, and Post-Crosslink Wash

At the end of the incubation period the protein solution is replaced with PIB,
allowing removal of unbound protein while retaining cognate protein binding
to aptamers through affinity interaction. The arrays are then exposed to UV
irradiation, causing covalent crosslink formation between BrdU residues on
the aptamers and proximal electron-rich amino acids of the cognate proteins.
Optimal wavelength for the crosslink is 308 nm, which can be introduced by
excimer laser excitation or broad spectrum UV which is filtered to eliminate
sub–300 nm wavelengths. Optimal energy levels have been calibrated on the
laser and empirically determined to be 3 J/cm2, which gives the highest levels
of specific crosslinking.

The specificity imparted to the microarray assay in the crosslinking step
is a key feature of photoaptamer technology. The photoSELEX process se-
lects those aptamers that efficiently crosslink their target protein. Because the
photoactivated complex is short-lived, efficient crosslinking requires close and
stable contacts between BrdU and the target amino–acid, a requirement for
π–bond orbital overlap has been proposed [50]. Although polyanion–binding
proteins may bind to aptamer DNA, the probability that this binding will
result in productive geometry for photocrosslinking is low. We have shown
that the photocrosslinking step can improve aptamer specificity by an order
of magnitude or more over the specificity due to affinity interactions alone [48].
Although these measurements were made in solution, they are consistent with
results obtained on microarrays, both with simple protein mixtures and with
target proteins spiked in to serum [48].

Since the crosslinked aptamer–protein complex is covalently linked to the
substrate it is possible to use extremely rigorous denaturing conditions to
fully remove any remaining proteins from the substrate or non-cognate array
features. Examples of denaturing components of washing solutions include
0.02 M NaOH, 0.1 M AcOH, 1% SDS, 2% TritonX–100, 0.5 M NaCl, 0.02 M
DTT, 8 M Urea, 4 M GuHCl, 50◦C, and sonication. However, since the bind-
ing interaction of aptamers to cognate proteins is extremely specific there is
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generally little to be gained from stringent washes at this point, but elimi-
nating non-specifically adsorbed protein from the substrate minimizes general
background signal.

Signal Generation with Universal Protein Stain (UPS)

Because the only protein molecules present on the array at this point are those
that are covalently crosslinked to their cognate aptamer, a global labelling step
that targets protein-specific chemical moieties is employed. Generally, direct
fluorescence detection provides adequate signal/noise, but alternative meth-
ods and/or signal amplification can boost response for high sensitivity applica-
tions. A number of methods to introduce fluorescent detection molecules have
been used, including lysine-specific activated ester modified dyes, thiol specific
maleimide modified dyes, nitrosylation of tyrosines followed by nitrotyrosine
specific Ab, and biotinylation followed by TSA detection.

Fluorescence signal from photoaptamer arrays is measured by standard mi-
croarray scanning devices, providing raw data as 16–bit TIFF images. Data
processing involves fitting ROI grids to the image via standard image pro-
cessing software methods, extracting mean signal intensity from features, sub-
tracting background signal derived from no–protein controls, and evaluating
resultant values by comparing to standard curves generated through dose
response control experiments. An internal database processes, collates, and
stores data from experiments.

Figure 15.2 shows results from a model multiplex experiment in which a
series of protein mixtures were created such that each mixture contained 14
proteins at different levels, each protein was represented at some level in each
mixture, and the overall protein concentration of each mixture was constant.
The mixtures were each assayed on discrete arrays, and the resultant data
was deconvoluted to generate multiple standard curves from one assay series.
The pseudo–color image shows boxed features corresponding to the endostatin
standard curve series, while the other quadruplicate groupings correspond to
other proteins in the mixtures.

15.4 Discussion

Development of microarray assays capable of rapid multplexed determination
of absolute and relative levels of proteins in complex mixtures will enable
many new capabilities in the fields of research proteomics, drug discovery,
and clinical diagnostics. Multiplexed protein analysis in the microarray format
will allow researchers to explore causal relationships between relative protein
levels in samples and diseased states being studied while consuming far smaller
volumes of precious samples than are required for current methods.

As the number of proteins available for study increases, unique signature
patterns of protein levels in diseased state samples could become apparent,
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Fig. 15.2. Example of Multiplexed Standard Curve. Proteins were mixed
in designed concentration combinations and assayed on photoaptamer arrays.
Quadriplate photoaptamer features for Endostatin are highlighted, showing gradient
in response over a range on concentrations

which will greatly expand the possibilities in early disease diagnosis, disease
metabolism, and drug discovery. It is not difficult to imagine the application
of diagnostic arrays in preventative medicine, in which pre-symptomatic di-
agnosis of many cancers and degenerative diseases will allow more effective
early treatments and greatly improve probabilities of successful outcomes.

Photoaptamer microarrays are a defining methodology in the field of pro-
teomics. The ability to select highly specific binding reagents by directed
methods provides a powerful tool for protein quantitation that has not yet
been available. Further, ease of manufacture and photoaptamer stability al-
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lows a wide range of applications that is unlimited by many of the constraints
traditionally associated with biological reagents. The acquisition of photoap-
tamers is limited only by the availability of individual proteins, and as that
repertoire and inventory increases the possibilities for photoaptamers will fol-
low closely behind.

The obvious ambition for protein microarray technology is to supplant the
laborious technologies now associated with proteomics: to make 2–D gel anal-
ysis and single–analyte ELISAs as obsolete for the study of protein expression
as Northern blots have become for the study of mRNA expression. Microar-
ray technology and its associated instrumentation are already cheaper, faster
and more–robust than the suite of technologies associated with 2–D gel/mass
spectrometry analysis. The acceptance of microarray technology for proteomic
analysis now awaits the introduction of assay platforms that are as sensitive
and comprehensive as the technologies we seek to replace.

The ideal microarray would combine the sensitivity of ELISA technol-
ogy with the comprehensive proteome coverage of 2–D gel/MS technology.
Antibody-based arrays have already shown impressive ELISA-like sensitivity
in small multiplex arrays [53,54]. However, the need to identify and apply sec-
ondary labelling antibodies will soon become an important constraint on the
degree of proteome coverage that can be achieved. Multiplexing with antibod-
ies may fall well short of the coverage provided by 2–D gels. Photoaptamers
start from a narrower technology base than do antibodies, but dispense with
the need for a secondary reagent. As the degree of multiplexing becomes more
critical in the development of protein microarray technology, the advantages
of a format based on a single capture and detection reagent will become more
important.
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Biological Membrane Microarrays
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16.1 Introduction

16.1.1 Importance of Membrane Bound Molecules

The cell membrane, in addition to providing a semipermeable barrier, is host
to some of the most important molecules required for cellular function. These
molecules can be classified from a molecular perspective into proteins (e.g. G
protein-coupled receptors (GPCRs), receptor tyrosine kinases, ion–channels)
and small molecules (e.g. glycolipids such as gangliosides and phosphatidyli-
nositol phosphate (PIP)) [1]. Membrane–bound molecules comprise approxi-
mately 50% of all drug targets; methods to study these molecules in multi-
plexed, miniaturized formats are of significant interest to the pharmaceutical
industry [2].

Protein profiling using protein microarrays will presumably circumvent is-
sues associated with estimating protein abundance from mRNA levels using
DNA microarrays [3–5]. There is an even more significant application for pro-
tein microarrays. Proteins are the molecules against which most drugs are
designed; therefore, protein microarrays are uniquely well suited for directly
determining compound binding and selectivity. In traditional drug discovery,
compound libraries are tested against an identified ‘target’ to generate ‘hits’;
selectivity studies are carried out further downstream, during the progression
of a ‘hit’ to a ‘lead’. One of the primary outcomes of mRNA (or protein)
profiling using DNA (or protein) microarrays will be more rapid identification
of putative targets relative to conventional strategies. Therefore, technolo-
gies that enable target focused screening will become critical for keeping pace
with the increased rate of target identification. Streamlining the process of
drug discovery by bridging primary and secondary screening will be essential
– protein microarrays, which offer selectivity information naturally, are ideally
suited for meeting this challenge.

Protein arrays are difficult to fabricate because of issues related to main-
taining the correctly folded conformations of proteins when immobilized.
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The fabrication of membrane microarrays requires several unique consider-
ations [6,7]. Unlike DNA or conventional protein arrays, fabricating microar-
rays of membranes requires the immobilization of the target and the associ-
ated lipids. Membranes on solid supports are unstable and highly susceptible
to degradation when drawn through water–air interfaces [8]. This instability is
undesirable as microarray based assays require immersion in different block-
ing and washing buffers to minimize non-specific binding. Since individual
molecules are free to diffuse inside biological membranes (‘the fluid mosaic
model’) [1], covalent immobilization of the entire supported membrane (or
the embedded targets) is undesirable for the fabrication of ‘biomimetic’ mem-
brane microarrays. Given these considerations, an ideal surface for membrane
microarrays should seek to maximize the stability of the supported membrane
while enabling lateral diffusion of individual molecules in the membrane. High
stability and lateral fluidity are contradictory in nature; therefore, surfaces
that balance these properties offer a practical compromise. Finally, membrane
proteins contain extramembrane domains that must be correctly folded when
immobilized at a surface; therefore, surfaces that offset the protein from the
surface or those that are porous or deformable must be used [9].

16.1.2 Key Components of the Microarray Assay

A high quality microarray assay depends on optimization of each of the compo-
nents that comprise the assay – the substrate with appropriate surface chem-
istry, high quality biological materials for printing, a reliable robotic printer,
assay reagents, a high resolution fluorescence scanner, and finally, software
for image analysis and informatics. The widespread use of DNA microarrays
has resulted in the commercial availability of printers and fluorescence scan-
ners. Due to their ready availability and ease of operation, we wanted to use
these instruments for fabricating and reading membrane microarrays. How-
ever, previous work on supported membranes had emphasized the need to
keep the supported membrane immersed in buffer (to prevent desorption) [8],
which precluded both conventional pin–printing and scanning of slides using
existing microarray scanners. Previously, membrane arrays were fabricated
by immersion of patterned substrates containing lipid–binding and lipid–non
binding regions in solutions of lipids. Although bioassays can be performed
on such arrays by continuous flow methods, fabrication of arrays containing
different immobilized membranes at different locations would require com-
plicated fluidics [10]. Given these considerations, our research efforts were
aimed at: (a) developing surface chemistries that resulted in supported mem-
branes stable in air; (b) fabricating membrane microarrays by pin printing;
(c) demonstrating the feasibility of printing membranes containing membrane
proteins and ligands; and (d) developing assays for screening of compounds
against membrane microarrays containing proteins or ligands.
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16.1.3 Surface Chemistry

There are two general strategies for immobilization of membranes: (i) co-
valent or affinity-directed (e.g. streptavidin or lectin derivatized surfaces for
biotin and glycosylated lipids (and proteins), respectively); and (ii) passive,
non-covalent. The first approach will not be discussed in this review. There
are currently two different classes of surfaces that enable the passive, non-
covalent immobilization of membranes containing proteins – those present-
ing amphiphilic anchor molecules [11–13] and those presenting polymers that
form deformable, porous surfaces (Fig. 16.1) [7, 14]. Our approach to identi-
fying suitable surfaces involved a combination of rational surface chemistry
and screening. For both approaches, we used 3 metrics to estimate the feasi-
bility of using the surface for membrane microarrays: (i) mechanical stability
of printed lipid spots as determined by the ability of printed lipid spots to
resist desorption when drawn through buffer–air interfaces; (ii) long range
fluidity of the supported lipids as determined by fluorescence recovery after
photo-bleaching (FRAP) experiments [15] and (iii) ‘functional incorporation’
of membrane proteins as determined by biospecific ligand binding to mem-
branes containing GPCRs. The choice of these metrics was based on what we
felt were essential attributes for robust assays on membrane microarrays.

Raguse, Vogel and others have synthesized thiolated anchor lipids contain-
ing oligoethyleneoxide (EG)n moieties that help offset the supported mem-
branes from the surface [11,12]. The synthesis of these thiols is laborious and
our efforts were aimed at fabricating similar surfaces using a common inter-

Fig. 16.1. Idealized representations of surfaces that offset supported membranes
from the surface and enable the incorporation of the extramembrane domains of
membrane bound proteins. (a) Surfaces presenting amphiphilic tethers offset the
membrane by a distance determined by the length of the surface-attached hy-
drophilic tethers. (b) Surfaces that are porous and deformable can also accom-
modate the extramembrane domains of proteins bound to the membrane
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mediate approach [16]. We made self-assembled monolayers (SAMs) of hex-
adecanoic acid that were activated to form interchain anhydride groups [17];
this activated surface was treated with Brij–76–amine to form the desired
functionalized SAMs [13]. Arrays of supported lipids were obtained by im-
mersion of chips containing patterns of Brij-derivatized SAMs in vesicular so-
lutions of phosphatidycholine or by robotic pin printing of the lipids on an un-
patterned Brij–presenting surface [18]. When immersed in buffer, the printed
lipids stayed confined to the printed regions because of the self–limiting ex-
pansion of the lipid microspots [19]. When the lipids used were mixtures of
dipalmitoylphosphatidylcholine (DPPC) and dimyristoylcholine (DMPC), the
lipid microspots resisted desorption when withdrawn through air–water inter-
faces. Lipid microspots comprising egg–phosphatidylcholine (egg–PC) were,
however, not stable on the Brij-derivatized SAMs. DPPC/DMPC lipids are
in the gel phase at room temperature while egg PC is in the fluid phase; we
are currently uncertain whether the phase of the lipid or issues with insertion
of cis-unsaturated lipids in egg–PC causes this decreased stability. The insta-
bility of fluid phase lipid microspots on Brij was a concern and we decided to
turn to a screening approach for evaluating lipid–binding surfaces.

We investigated the properties of lipids on several surfaces and found that
those modified with γ–aminopropylsilane (GAPSTM) had the desired prop-
erties [7, 9]. Specifically, microspots of both DPPC/DMPC and egg–PC re-
mained stably associated with the surface even upon repeated withdrawals
through buffer–air interfaces. Second, FRAP experiments revealed that sup-
ported lipids on GAPSTMexhibited significant long-range lateral fluidity (ap-
proximately 50% was mobile, over the 30 minute course of the experiment).
The GAPSTM surface therefore balances high mechanical stability and lateral
fluidity. Finally, microarrays of GPCRs printed on GAPSTM slides showed
biospecific binding (see below) to ligands. The physical basis for the inter-
action of lipids with GAPSTMis currently unclear – a combination of elec-
trostatic, hydrophobic and surface hydration forces are presumably involved.
Other amine–presenting surfaces, especially poly(ethyleneimine) (PEI), are
also well suited for the fabrication of microarrays The primary difference be-
tween membrane microarrays on GAPSTM and those on PEI is the spot size
– microspots on PEI are approximately 3 times bigger than on GAPSTM for
identical lipid compositions and printing conditions (unpublished results). Is-
raelachvili and co-workers have also demonstrated the formation of supported
membranes on PEI [14].

16.1.4 Pin Printing

Our first experiments for arraying membranes were carried out using a quill
pin printer [13], and since the printing was successful, we have not investigated
alternative printing technologies. We hypothesize that the use of alternative
printers should be feasible, although there may be issues with using thermal



16 Biological Membrane Microarrays 313

ink jet printers that may denature proteins or cause phase transitions of the
membrane.

The quill pin printer (Cartesian Technologies) is efficient and requires min-
imal amounts of materials for printing. A typical print run requires only a
10 µl volume of the membrane solution; each insertion of the pin reproducibly
yields greater than 200 spots and at least 10 insertions of the pin into the
membrane solution are possible before fresh solution needs to be added. Ob-
taining high-quality printing reproducibly has required a considerable amount
of optimization work.

16.2 Biospecific Binding Studies
Using Membrane Microarrays

Our primary objective in developing membrane microarrays is to test their
use for screening compounds against membrane bound targets. To date, our
research has focused on two types of membrane microarrays: (a) GPCR mi-
croarrays [7, 9]; and (b) ganglioside microarrays [20].

16.2.1 GPCR Microarrays

GPCRs are characterized by the presence of seven transmembrane helices, a
glycosylated N–terminus and an intracellular C–terminus [21]. GPCRs medi-
ate signal transduction through the binding of ligands to the extracellular side
of the receptor, which leads to the activation of G proteins associated with
the receptor on the intracellular side. GPCRs are extremely important phar-
macological targets – 25% of the 100 top–selling drugs target GPCRs [22].
There are an estimated 400–700 GPCRs, approximately 200 of which have
known ligands; GPCRs with unknown ligands, termed “orphan receptors”,
are also presumed to be key pharmacological targets. GPCRs can be clas-
sified into three major families: family A (rhodopsin or adrenergic receptor
like family) characterized by short N–terminal tails and conserved amino acid
residues within each transmembrane helix, family B (glucagons or secretin re-
ceptor like family) characterized by longer N–terminal tails and six conserved
cysteine residues, and family C (metabotropic glutamate receptors) charac-
terized by very long N–terminal tails (500–600 residues) folded as separate
ligand binding domains.

GPCRs were obtained as membrane-associated suspensions in buffer from
commercial vendors (Biosignal Packard or Perkin Elmer Life Sciences). Mi-
croarrays were made by printing the receptors on GAPSTM coated slides.
In a typical experiment, each array was incubated with 10 µL of a solution
containing labelled ligands or mixtures of the labelled ligand and unlabelled
compounds for competitive binding assays. After incubation for 1 hour, the
solution was carefully removed with a pipette tip attached to a vacuum pump.
The slides were briefly rinsed with water, dried under a stream of nitrogen,
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Fig. 16.2. Fluorescence images (in false color) of microarrays consisting of (from L
to R) membranes from CHOK1 (i) and HEK 293 (ii) cells, and membranes contain-
ing the NTR1 (iii) and µ opioid (iv) receptors. (a) Image of array upon treatment
with a solution containing cy5–NT (10 nM). (b) Image of array upon treatment with
a solution containing cy5–NT (10 nM) and excess unlabelled neurotensin (10 µM).
(c) Image of array upon treatment with BT–dyn A (2 nM). (d) Image of array
treated with a solution containing BT–dyn A (2 nM) and excess unlabelled dynor-
phin (10 µM). Histograms corresponding to the amounts of binding and inhibition
are shown alongside. RFU = relative fluorescence units

and imaged using a fluorescence scanner. Our experiments were designed to
test: (a) the specificity of binding; (b) the selectivity of binding; and (c) the
dose–dependency of binding and estimations of the binding constant.

16.2.2 Specificity of Binding

Our initial experiments were designed to test whether immobilized GPCRs re-
tained their native specificity. Figure 16.2 shows fluorescence images of an ar-
ray containing the neurotensin receptor (NTR1), the opioid receptor (µ), and
membrane preparations from the cell lines used as negative controls (CHOK1
and HEK293). Figure 16.2(a, b) shows images of the array treated with solu-
tions of fluorescently labelled neurotensin (cy5–NT) and a solution contain-
ing cy5–NT and excess unlabelled neurotensin. Neurotensin is the cognate
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ligand for NTR1 (Kd ∼ 1 nM). Binding of the labelled analog occurs only
to microspots of NTR1; nearly complete inhibition is observed when excess
neurotensin is present in the sample. These data (plotted as a histogram on
the side) demonstrate that binding and inhibition are specific. Figures 16.2c
and 16.2d show images of arrays that were incubated with solutions contain-
ing fluorescent dynorphin (BT–dyn), a labelled analog of dynorphin that is
known to bind to the opioid receptor, and a mixture containing BT–dyn and
excess unlabelled dynorphin. The highest amount of binding of BT–dyn is
observed for the opioid receptor although binding, probably non-specific in
nature, is observed for the other microspots. Strong inhibition is observed
when unlabelled dynorphin is present in excess in the sample [23]. Taken
together, these data suggest that arrayed GPCRs on GAPSTM retain their
native ligand specificity.

16.2.3 Selectivity of Binding

Since arrays offer selectivity information naturally, GPCR arrays of arbitrarily
different structure or ligand binding specificity can be fabricated to provide

Fig. 16.3. (a) Fluorescence images of arrays of the β1, β2, and α2A adrenergic
receptors treated with solutions containing: (i) BT–CGP12177 (5 nM); (ii) a mixture
of BT–CGP12177 (5 nM) and CGP12177 (50 nM); and (iii) a mixture of BT–
CGP12177 (5 nM) and ICI 118551 (10 nM). (b) Histograms of the data showing
the non-selectivity of inhibition between the β1 and β2 receptors when CGP12177
is used as the competitive ligand and the selectivity of inhibition when ICI 118551
is used instead
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information about compound design over an arbitrarily broad or narrow bi-
ological target space. While it is difficult but possible to design an inhibitor
against a known GPCR, it is almost impossible to predict the pharmacolog-
ical effects of that compound against other GPCRs without screening exper-
iments. Choosing the appropriate biological target space over which to scan
is equally important. For example, an antagonist chosen for being selective
for the dopamine D4 receptor relative to the D2 receptor for treatment of
schizophrenia was also found to be moderately potent with respect to the α1
adrenergic receptor [24]. Mutiplexed target screening is clearly essential for
increasing the efficiency of discovering potent drugs without side effects – ex-
pression analysis using DNA or protein microarrays may be valuable in this
regard by highlighting multiple potential targets for a given disease state and
thereby enabling the design of an appropriate GPCR array.

We fabricated arrays of the adrenergic receptor (β1, β2, and α2A) to
test the feasibility of using GPCR microarrays for selectivity screening. Fig-
ure 16.3a shows fluorescence images of these arrays treated with fluorescently
labelled CGP12177 (BT–CGP12177), a known cognate antagonist selective for
β–type adrenergic receptors. Binding occurs only to microspots corresponding
to the β–type receptors. When the array is treated with a mixture containing
BT–CGP12177 and unlabelled CGP12177, inhibition of binding to both the
receptors is observed, which suggests that the compound has no significant
selectivity between the b1 and b2 receptors. Figure 16.3c(iii) shows images of
the array treated with ICI118551 – significant inhibition of binding to only the
β2 receptors are observed. These data suggests that the compound is selective
for the β2 receptor, in accordance with the known affinities of ICI118551 for
the β1 and β2 receptors. Moreover, they demonstrate the potential of using
GPCR microarrays for compound screening.

16.2.4 Dose Dependency of Binding and Estimations
of the Binding Constant

A possible issue with protein microarrays is whether they can be used to
provide information about the binding affinities of compounds. These estima-
tions require measurements of small changes in the signal as a function of
the compound concentration, which can be tricky to measure for an array of
immobilized proteins. Despite the obvious advantages of obtaining compound
affinities in a multiplexed fashion, there are few reports that demonstrate the
use of protein arrays for measuring binding constants. An additional com-
plication is that the affinity of ligands for GPCRs depends on whether the
receptor is complexed to the G–protein [21]. The concern is that there may be
changes in the fraction of GPCR–G protein complexes during immobilization,
which can significantly impact estimations of the binding constant.

Figure 16.4 shows fluorescence images of arrays of the adrenergic receptor
treated with BT–CGP12177 (Figure 16.4A) and mixtures containing BT–
CGP12177 and excess unlabelled CGP12177 (Figure 16.4B). The amount of
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Fig. 16.4. (a) Profile for the binding of BT–CGP12177 to arrays of the β1 adren-
ergic receptor obtained by treating the array with different concentrations of the
labelled ligand (0.25–4 nM). (b) Profile for the amount of non-specific binding of
BT–CGP12177 to arrays of the β1 adrenergic receptor as a function of its con-
centration, estimated by the fluorescence signals observed at each concentration of
BT–CGP12177 in the presence of excess CGP–12177. (c) (i) Plots of the amounts
of total and non-specific binding as a function of the BT–CGP12177 concentration.
(ii) Plot of the amount of specific binding obtained as the difference between the
signals corresponding to total and non-specific binding. (iii) Scatchard analysis for
binding of BT–CGP12177 to arrays of the β1 receptor

specific binding at each concentration of BTCGP12177 is determined by sub-
tracting the fluorescence signal in the presence of excess CGP12177 (Fig-
ure 16.4c). Using Scatchard analysis, we estimate Kd ∼ 1.4 nM. This value
is similar to that obtained using other techniques, which suggests that the
fraction of GPCR–G protein complexes is not significantly changed upon im-
mobilization.

While it is possible that there are discrepancies between the affinities of
compounds obtained using GPCR microarrays and conventional methods, the
data obtained to date on several receptor–ligand systems has shown strong
agreement. Therefore, information about compound potency can be obtained
using GPCR microarrays. Importantly, the ability to make these precise mea-
surements highlights the robustness of the GPCR microarray platform.

16.2.5 Ganglioside Microarrays

Carbohydrates appended to lipids are a key component of the cell membrane
and play a role in vital processes such as cell adhesion and the immune
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response. Carbohydrate presenting lipids also comprise one of the primary
recognition elements of bacterial pathogenesis. Unlike conventional receptor–
ligand interactions, the presentation of carbohydrate ligands in itself has a
significant influence on the recognition event [25, 26]. The high affinity and
specificity of carbohydrate mediated recognition are achieved through multi-
ple simultaneous interactions between multiple copies of proteins with multi-
ple carbohydrate ligands. Non-cell based methods for studying carbohydrate
recognition have to consider the appropriate presentation of the ligand and
its surface density such that it mimics ligand presentation at the cell surface.
Supported membranes that are laterally fluid enable this biomimetic presen-
tation enabling processes such as ligand clustering. Membrane microarrays are
well suited for studying carbohydrate mediated recognition by combining the
multiplexing ability, miniaturization and convenience afforded by microarray
technology with the biomimetic environment provided by supported mem-
branes.

We have demonstrated the fabrication of lipid microarrays containing gan-
gliosides and described their use for detecting bacterial toxins and for the
screening of potential inhibitors [20]. Gangliosides are a class of carbohydrate
derivatized lipids that comprise approximately 5–10% of the lipid composi-
tion of the plasma membrane of neuronal and glial cells. The interaction of the
cholera and tetanus toxins with the GM1 and GT1b gangliosides, respectively,
are two well-studied examples of ganglioside–toxin interactions.

Microarrays of gangliosides were made by printing sonicated dispersions
of dilaurylphosphatidylcholine (DLPC) containing gangliosides (4 mol%). Fig-
ures 16.5a–f show fluorescence images of these arrays treated with solutions
of toxins. When the array is treated with a solution of fluorescently labelled
cholera toxin (FITC–CTx) (Fig. 16.5b) or the tetanus toxin (FITC–TTx)
(Fig. 16.5c), strong fluorescence is observed from microspots containing the
GM1 and GT1b gangliosides, respectively. Specific inhibition of binding of
FITC–CTx to GM1 microspots is observed when the solution contains excess
unlabelled cholera toxin (compare Figs. 16.5d, e, f). This inhibition is dose
dependent and yields an IC50 value of ∼ 20 nM (data not shown).

These studies demonstrate the use of membrane microarrays for the mul-
tiplexed detection of toxins and the screening of potential inhibitors. The
development of membrane microarrays for this application is especially perti-
nent given the recent concerns about biological warfare and the emergence of
bacterial resistance to antibiotics.

16.3 Conclusions

Molecules in the membrane direct events both inside the cell and between
cells, and there is hardly any aspect of cell viability that is not influenced
by recognition events at the cell membrane. It is therefore not surprising
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Fig. 16.5. Fluorescence images of ganglioside microarrays showing binding of la-
belled toxins, and estimations of inhibition using mixtures of the labelled toxins
and potential unlabelled inhibitors. Each array consists of DLPC microspots (top
row), DLPC and GM1 (4 mol%) (middle row), and DLPC and GT1b (bottom row).
(a) Image of array treated with buffer only. (b) Image of array treated with flu-
orescently labelled cholera toxin (FITC–CTx) (1 nM). (c) Image of array treated
with fluorescently labelled tetanus toxin (FITC–TTx) (2 nM). (d) Image of array
treated with a mixture containing FITC–CTx (1 nM) and unlabelled tetanus toxin
(100 nM). (e) Image of array treated with a mixture containing FITC–CTx (1 nM)
and unlabelled bungarotoxin (100 nM). (f) Image of array treated with a mixture
containing FITC–CTx (1 nM) and unlabelled cholera toxin (100 nM)

that membrane bound molecules constitute nearly half of current drug tar-
gets. GPCR and ganglioside microarrays are but two examples of membrane
microarrays; based on our current learnings, fabricating other types of mem-
brane microarrays (e.g. microarrays of receptor tyrosine kinases, ion channels,
etc) should be feasible. Since the user has control of the membrane composi-
tion, membrane arrays of any arbitrary composition can be fabricated, which
may enable, beyond compound screening, studies of fundamental aspects of
biomolecular recognition at surfaces.
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Use of Reporter Systems
for Reverse Transfection Cell Arrays

Brian L. Webb

17.1 Introduction

The ability to transfer exogenous recombinant genes into cultured mammalian
cells has revolutionized the study of gene function and gene regulation [1].
Originally, the ability of viruses to transmit their genetic material across the
plasma membrane of target cells was exploited as the means to shuttle desired
genes into cells. Due to the highly efficient nature of viral infection, highjack-
ing the viral genome with a desired recombinant gene of interest results in
expression of the desired protein in nearly all target cells [2]. However, the
multi–step process required to develop recombinant viruses as well as biosafety
issues led to the development of more convenient means of gene transfer. A
variety of DNA transfection methods were the result. One method involves
the use of diethylaminoethyl (DEAE)–dextran, a positively charged dextran
molecule that interacts with the negatively charged phosphate backbone of
DNA. DNA–DEAE dextran complexes can adsorb onto the cell surface and
can be taken up by endocytosis, leading to the in vivo expression of the tar-
get gene [3]. Another method involves mixing calcium chloride, DNA, and
phosphate buffer to produce small, insoluble particles of calcium phosphate
containing entrapped DNA [4–6]. These DNA–calcium phosphate complexes
settle onto adherent cultured cells and are taken up by phagocytosis. Perhaps
the easiest and thus most popular transfection method to date involves using
cationic lipid reagents [7–9]. Cationic lipids, such as Lipofectamine, form unil-
amellar vesicles in an aqueous environment [10]. Positively charged cationic
lipid vesicles bind to negatively charged DNA, forming liposome–DNA com-
plexes. These complexes can be taken up by mammalian cells by endocytosis.
Thus, conventional transfections are performed by mixing DNA with a trans-
fection reagent to form DNA complexes and then adding these complexes onto
target cells attached to a growth support surface. Optimization of lipid com-
positions have yielded lipid reagents with low toxicity and high transfection
efficiencies in a wide range of eukaryotic cells.
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Expression of exogenous genes using DNA transfection has enabled the
study of gene function in vivo. For example, the function of unknown genes
can be discovered by examining the effect of their overexpression in trans-
fected cells using a variety of cell-based assays. This approach has led to the
identification of many novel drug targets. However, the incredible speed of
gene cloning and sequencing brought about by the genomic revolution has
outpaced conventional gene discovery approaches in the pharmaceutical in-
dustry. One potential answer to this challenge is reverse transfection, a high
throughput gene expression method for examining the function of hundreds
to thousands of genes in parallel.

The notion of performing surface-mediated transfection was first described
by Paulson et al. [11]. As contact between DNA and the target cells is a re-
quirement for successful transfection, Paulson and coworkers suggested im-
mobilizing the DNA particles onto a cell growth surface prior to attaching
the target cells. Subsequent addition and attachment of target cells to the
DNA-loaded surface can lead to higher probability of cell–DNA contact, po-
tentially leading to higher transfection efficiencies. More recently, the appeal
of performing DNA transfections off a solid surface for gene therapy applica-
tions has lead to numerous reports of surface-mediated transfection, on such
surfaces as biodegradable polymers and modified silica nanoparticles [12, 13].
Two groups recognized the potential of merging surface-mediated transfection
technology with DNA microarray technology. Genova Pharmaceuticals filed a
patent application on a method of simultaneously screening large numbers of
genes using surface-mediated transfection of arrayed libraries of cDNAs [14].
Immobilization of individual cDNA clones in unique locations on a surface was
achieved using hybridization to arrayed oligo linkers. Simultaneous transfec-
tion of the arrayed cDNA library would thus generate patches of transfected
cells which could be screened for any desired gene function using cell-based
or biochemical assays.

A more straightforward immobilization approach was described by Zhaudin
and Sabatini, who coined the phrase “reverse transfection” to describe surface-
mediated transfection of cDNAs spotted in an array format on a cell growth
surface by a conventional arrayer [15]. Following treatment with a transfection
reagent, the surface is overlayed with adherent cells, which become transfected
in patches with the various cDNAs. The term “reverse” was used because the
order of addition of the target cells and DNA to the surface is reversed com-
pared to conventional transfection techniques. Although a uniform lawn of
mammalian cells is cultured on the array surface, only those cells that ad-
here to the spots of arrayed DNA become transfected, producing localized
patches of transfected cells each expressing a unique protein. As with the
Genova method, the array of transfected cell clusters produced by reverse
transfection can be used for high throughput analysis of gene function.

Transfection cell arrays can be viewed as specialized protein microarrays,
with several key advantages. First, the proteins to be studied can be expressed
and characterized in their native cellular environment as opposed to being
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isolated proteins immobilized on a surface. Second, proteins which may be
difficult to purify, such as membrane-associated proteins, can be studied using
transfection arrays. And third, the shelf life of transfection arrays following
fabrication is very long, since they are essentially immobilized DNA spots until
subsequent addition of mammalian cells, compared to the uncertain stability
of immobilized purified proteins.

Zhiauddin and Sabatini have published a detailed protocol for producing
transfection arrays, which is available on the internet (http://staffa.wi.mit.edu/
sabatini public/reverse transfection.htm). One limitation of this reverse trans-
fection technology as described by Zhiauddin and Sabatini is the need for
extensive post-transfection processing of the array to detect protein activity,
including fixing and permeabilizing the cells and multiple antibody incuba-
tion steps. At Corning we have investigated the use of reporter constructs
co-transfected along with other genes of interest as a convenient means to
monitor and screen gene function on reverse transfection microarrays. Re-
porter systems are commonly used for conventional transfections as a means
to monitor the activity of transfected proteins. We have demonstrated the
usefulness of reporter systems for assessing the activity of putative signaling
proteins produced by reverse transfection. Thus, the focus of this chapter will
be a description of how to use reporter constructs for reverse transfection mi-
croarray assays. The reverse transfection protocol we use is essentially that
described by Zhiauddin and Sabatini except that it was modified to include
the co-transfection of a reporter plasmid.

17.2 Reporter Systems for Reverse Transfection

Signal transduction is essential for cellular proliferation, differentiation, and
regulation of key cellular activities inside the cell. It is the process by which
extracellular signals are transmitted through the membrane via receptors into
the nucleus to trigger transcriptional responses. Enhancer elements within
promoters are the convergent points for the majority of signal transduction
pathways. AP–1, CRE, SRE, NF–kB and SRF binding elements are exam-
ples of enhancer elements contained within promoters that are responsive to
various signaling pathways [16]. Incorporation of these elements into reporter
systems represents a simple and rapid means for assessment of the in vivo
activation of these pathways. A host of reporters linked to enhancer elements
have been developed, including luciferase, secreted alkaline phosphatase, chlo-
ramphenicol acetyltransferase (CAT), β–galactosidase, and green fluorescent
protein (GFP) [17]. Assays are performed by co-transfection of a reporter with
a gene of interest into a target cell line. Activation of the reporter indicates in-
volvement of the gene of interest in that particular signaling pathway. Thus,
the activity of unknown genes can be screened conveniently using reporter
activation as a read-out.
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Fig. 17.1. MAP kinase signaling pathway. Activation of the
MAP kinase signaling pathway by the oncogene v–src leads to
transcriptional activation of genes containing the SRE enhancer
element in their promoters

We have used GFP linked to the SRE enhancer element as a model system
for studying MAP kinase signaling on cell transfection arrays. MAP kinases
are rapidly phophorylated and activated in response to various extracellular
stimuli, such as certain growth factors [18]. Activation of the MAP kinase Erk
by an upstream signaling cascade ultimately leads to transcriptional activation
of promoters containing an SRE enhancer element, as shown in Fig. 17.1. We
developed an SRE reporter linked to the GFP protein to demonstrate the
usefulness of reporter systems to monitor the activity of MAP kinase signaling
proteins produced by reverse transfection. As GFP–SRE reporter systems
are not commercially available, we cloned the GFP gene into the pSRE–Luc
vector, swapping the GFP gene for the luciferase gene. The resulting pSRE–
GFP plasmid produces GFP protein in response to SRE activation.

The activated mutants of three different genes involved in the MAP ki-
nase signaling pathway known to activate the SRE (v–src, RasV12, and Raf–
CAAX ) were used to test this reporter system. Conventional co-transfection
experiments performed in HEK293 cells indicated specific activation of the
pSRE–GFP reporter by all three of the activated signaling genes (Fig. 17.2).
Activation was assessed by GFP protein expression using fluorescence mi-
croscopy. Very little GFP signal was seen in control cells co-transfected with
a control vector and the pSRE–GFP reporter, indicating low basal SRE acti-
vation in these cells. Strong GFP expression was induced by all of the three
activated genes, demonstrating the utility of the GFP reporter for monitoring
SRE activation.

Fabrication of the reverse transfection arrays was performed essentially
according to the protocol of Zhiauddin and Sabatini [15]. Briefly, plasmid
DNAs at the indicated concentrations were mixed with gelatin (final concen-
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Fig. 17.2. Activation of pSRE–GFP reporter by mutationally-activated MAP ki-
nase pathway signaling proteins. The pSRE–GFP reporter construct was generated
by linking the green fluorescence gene to the SRE enhancer element. Conventional
co-transfection experiments were performed using pSRE–GFP along with DNAs
encoding for three activated mutant signaling proteins, v–src, RasV12, and Raf–
CAAX in HEK293 cells. Following 48 hours, GFP-producing cells were visualized
using fluorescence microscopy

tration of 0.2%). DNA/gelatin solutions were printed in an array format on
Corning GAPSTM slides using a Cartesian PixSys 5500 printer. The printed
slides were dried in a vacuum dessicator for two hours. Effectine transfection
reagent for each slide was prepared by mixing 150 µl EC Buffer, 16 µl En-
hancer, and 25 µl Effectine transfection reagent in a 1.5 ml micro–centrifuge
tube. This solution was added to a CoverWell Incubation Chambers (Grace
BioLabs catalog #PC200) and the slide was pressed down onto the CoverWell
Chamber, sealing the transfection reagent between the slide and the chamber.
Incubation of the array with the transfection reagent between 15–20 minutes
is optimal. Following the incubation, the CoverWell was peeled off the slide,
excess reagent removed from the slide, and the slide was placed in a Quad-
Perm cell culture device. During the Effectine incubation, HEK293 cells were
prepared as follows. HEK293 cells grown in T75 flasks were trypsinized, resus-
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pended in Iscove’s DMEM media containing 10% FBS, 50 units/ml penicillin
and 50 µg/ml streptomycin, and counted using a Coulter Counter. Then, 5–
7.5 ×106 HEK293 cells resuspended in 10 mL media were carefully added to
each well of the QuadriPerm chamber containing an Effectine-treated slide
and incubated at 37◦C. Typically patches of transfected cells can first be de-
tected after 16–24 hours and are assayed after 48–72 hours. To validate the
reverse transfection protocol, a plasmid encoding the GFP gene under the
strong constitutively–expressing CMV promoter (pQBI25–fPA) was printed
on a GAPSTM slide in an array as described above. This plasmid mixed with
gelatin (0.2%) was printed using 3 different sized microarray pins to deter-
mine the optimal pin size for printing reverse transfection arrays. After incu-
bation (36–48 hours) to allow for expression of the GFP protein, the slides
were scanned on a GenePix4000B scanner. As shown in Fig. 17.3, the number
of transfected cells within each ‘patch’ increased as the pin size increased,
with the most uniform patches having the greatest number of successfully
transfected cells occurring with the CMP10B pin (Fig. 17.3a). Using this pin,
patches of 30–50 cells expressing the GFP protein were consistently visible
within 48 hours, indicating successful reverse transfection (Fig. 17.3b shows
a high magnification image of one CMP10B patch). Therefore, the CMP10B
pin was used for all subsequent experiments.

Reverse transfection arrays with plasmids encoding v–src and Raf–CAAX
were produced first in the absence of the SRE reporter and conventional im-
munofluorescence techniques were used to confirm the MAP kinase signaling
activity of these two mutationally activated proteins. Multiple replicate spots
of each of these two DNAs were printed on the array. Following 48 hours
incubation to allow expression of the arrayed genes, the levels of phospho-
tyrosine and phosphorylated Erk within the transfected cells were assayed
using conventional immunofluorescence techniques. To do this, the media was
removed from the cells, the cells were washed 2× with PBS, fixed for 10 min-
utes with 4% formaldehyde, washed 3× with PBS, and permeabilized for
5 minutes with 0.2% Triton X–100. The fixed cells were then blocked with
PBS/10% goat serum for 30 minutes to reduce non-specific antibody bind-
ing. To evaluate the phosphotyrosine levels in the transfected cells, one set
of slides was incubated with a phosphotyrosine specific antibody followed by
a Cy3-labelled goat anti-mouse secondary antibody. As shown in Fig. 17.4a,
the cells in the patches transfected with v–src displayed significantly elevated
levels of phosphotyrosine, consistent with the overexpression of the tyrosine
kinase v–src. A higher magnification fluorescent microscope image of one v–
src transfected cell patch is shown in Fig. 17.4a. Neither the cells transfected
with a control vector nor those transfected with the Raf–CAAX construct
displayed phospho–tyrosine antibody staining above background levels. This
indicates that expression of v–src by reverse transfection produces functional
v–src protein with tyrosine kinase activity.

To determine if the MAP kinase pathway was activated by these over-
expressed signaling proteins (Fig. 17.1), the levels of activated, phosphory-
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Fig. 17.3. Comparison of pin sizes for producing reverse transfection arrays. (a) A
plasmid encoding for GFP under the strong constitutive CMV promoter, pQBI25-
fPA (0.05 µg/µl), was mixed with gelatin (0.2%) and printed on a Corning GAPSTM

slide using either a CMP3, CMP7, or CMP10B pin. Two rows of 14 duplicate spots
were printed using each pin. The slide was treated with Effectine reagent followed
by the addition of HEK293 cells, as described in the text. The cells were fixed and
imaged on a GenePix 4000B scanner after 48 hours. (b) A representative ‘cluster’
of cells expressing GFP protein printed with the CMP10B pin is shown at higher
magnification (40×)

lated Erk were assayed using a phospho–Erk antibody (detected using a Cy3-
labelled goat anti-rabbit secondary antibody). Patches of cells transfected
with v–src displayed high levels of phospho–Erk staining, indicating signifi-
cant activation of the MAP kinase pathway by v–src (Fig. 17.4b). Again, a
higher magnification image of one v–src transfected cell patch stained with
anti-phospho–Erk antibody is shown in Fig. 17.4b. The cell patches trans-
fected with Raf–CAAX also showed elevated levels of phospo–Erk staining
compared to the vector control cells, though the extent was much less than
seen with v–src (Fig. 17.4a). Thus, activation of the MAP kinase pathway by
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Fig. 17.4. Activation of MAP kinase pathway detected on reverse transfection array
using immunostaining. Reverse transfection arrays were produced by printing either
a control vector, v–src, or Raf–CAAX plasmids. Following the reverse transfection
process and incubation to allow for the expression of the proteins, the cells on the
arrays were fixed and stained either with (a) anti-phosphotyrosine antibody or (b)
anti-phospho–Erk antibody. Slides were scanned using a GenePix4000B scanner.
Seven duplicate spots are shown from the array stained with anti-phosphotyrosine
antibody and ten duplicate spots are shown from the array stained with anti-
phospho–Erk antibody. A higher magnification image of a representative cell patch
transfected with v–src taken with a fluorescence microscope is shown to the right of
each panel

both v–src and Raf–CAAX can be detected on a reverse transfection array
using conventional immunostaining.

This system was then used to demonstrate the convenience of using co-
transfections of the pSRE–GFP reporter on reverse transfection cell arrays.
Reverse transfection arrays were printed with a mixture of Raf–CAAX and
pSRE–GFP DNA. The ratio of reporter construct to gene–of–interest con-
struct used for conventional reporter transfection experiments is typically
1:10, ensuring that each cell transfected with a reporter construct also receives
the second gene construct. To illustrate the optimal ratio for reporter trans-
fection arrays, a titration experiment was performed using various amounts
of the reporter construct pSRE–GFP and the construct encoding for Raf–
CAAX (Fig. 17.5). For establishing the position of each cell cluster within the
array, a row of 10 duplicate spots of constitutively expressed CMV–promoter
driven GFP vector (pQBI25–fPA) was printed at the top and the bottom of
the array. In between these border rows were printed spots of mixtures of
pcDNA3–Raf–CAAX vector and pSRE–GFP reporter vector at the indicated
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Fig. 17.5. SRE activation detected using a SRE–GFP reporter co-transfected with
Raf–CAAX on a reverse transfection array. (a) To determine the optimal concentra-
tion of pSRE–GFP reporter and the pcDNA3–Raf–CAAX DNA, a titration exper-
iment was performed using various amounts of each, as indicated. For establishing
the position of each cell cluster within the array, a row of ten duplicate spots of con-
stitutively ex-pressed CMV–promoter driven GFP vector (pCMV–GFP) was printed
at the top and the bottom of the array. Following reverse transfection, the resulting
array was imaged without fixing the cells on a GenePix4000B scanner. Activation
of the SRE by Raf–CAAX was clearly detected by the production of the GFP pro-
tein in transfected cells. (b) A higher magnification image of one patch of cells
co-transfected with 0.10 µg/µL pSRE–GFP and 0.025 µg/µL pcDNA–Raf–CAAX
obtained using a fluorescence microscope is shown

concentrations. Following reverse transfection, the constitutively expressed
GFP vector border spots produced cell clusters of GFP–expressing cells. The
patches of cells co-transfected with pSRE–GFP and the control pcDNA3 vec-
tor displayed very little GFP fluorescent signal, indicating low background
SRE activation. As seen in the conventional transfections, the cell patches
co-transfected with pSRE–GFP and pcDNA3–Raf–CAAX showed elevated
levels of GFP fluorescence compared to the control vector spots. Not surpris-
ing, the intensity of the GFP signal in cells transfected by the SRE-regulated
GFP construct was lower than that observed in the border cell patches trans-
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fected with pCMV–GFP, where the GFP expression is driven by the strong
CMV promoter. In addition, the absolute number of cells co-transfected with
the SRE–GFP reporter was somewhat lower than the number of cells that
were transtected by the single pCMV–GFP plasmid. Nonetheless, the GFP
signal generated by gene-specific activation of the SRE promoter was easily
detectable above the background signal using both laser scanning (Fig. 17.5a)
and fluorescence microscopy (Fig. 17.5b). The highest reporter signal was seen
in the co-transfections using a relatively high pSRE–GFP reporter concentra-
tion compared to conventional transfections (Fig. 17.5b). Thus, the optimal
range of pSRE–GFP and co-transfected gene–of–interest is 0.025–0.10 µg/µL
and 0.01–0.05 µg/µL, respectively. A key advantage of using the GFP reporter
system, as illustrated in Fig. 17.5, is that SRE activation can be assessed
and quantitated in unfixed, unprocessed cells. The reverse transfection array
shown was imaged without fixing the cells. Instead, media was removed and
the array was covered with a coverslip and imaged immediately. A substan-
tial time savings was afforded using this reporter method compared to the
immunofluorescent staining method described in Fig. 17.4.

Thus, this chapter outlines the use of reporter constructs to monitor the
activity of proteins produced by reverse transfection. We have demonstrated
the utility of this technique using a model MAP kinase system. The sim-
plicity and convenience of this reporter co-transfection method for reverse
transfection arrays will be especially appealing for high throughput screening
applications where post-transfection processing would be cumbersome and
prohibitive. This method could be extended to larger reverse transfection ar-
rays used for screening genes of unknown function simply by including the
reporter construct in the gelatin printing solution. In addition, the develop-
ment of other reporter systems that are more quantitative than GFP and are
still suitable for array applications would make reverse transfection reporter
systems even more attractive.

17.3 Reagents and Protocols

• Gelatin, Type B: 225 Bloom (Sigma #G–9391)
• GAPSTM slides (Corning #2549)
• CMP3, CMP7, and CMP10B Micro Spotting Pins (Telechem Interna-

tional, Inc.)
• PixSys 5500 Robotic Arrayer (Cartesian Technologies, Model AD20A5)
• CoverWell Incubation Chambers (Grace BioLabs #PC200)
• QuadriPerm chambers (Sigma)
• Effectine reagent (Qiagen #301425)
• pQBI25–fPA encoding for GFP (Qbiogene)
• pcDNA3–v–src, pcDNA3–Raf–CAAX were kindly provided by Dr. Steve

Martin.
• pcDNA3–HA–KRasV12 was kindly provided by Dr. Steve Taylor.
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• pSRE–Luc (Stratagene)
• Antibodies used for immunofluoresence (Phospho–Tyrosine Monoclonal

Antibody (P–Tyr–100) #9411 and Phospho–p44/42 MAP Kinase (Thr202/
Tyr204) Antibody #9101 ) were from Cell Signaling.

Preparation of gelatin solutions and transfection array slides were per-
formed according to the published protocol of Zhiauddin and Sabatini (http://
staffa.wi.mit.edu/sabatini public/reverse transfection.htm).

We used a PixSys5500 Robotic Arrayer with Telechem’s ArrayIt CMP10B
pins to print the DNA/gelatin solutions. The size of the printed DNA spots
using this pin was approximately 250 µm and the spots were printed 600 µm
apart.
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Whole Cell Microarrays

Ravi Kapur

18.1 Introduction

The post-genomic revolution is changing the face of drug discovery into a cell
centric focus. It is predicted that cell-based screening in biopharmaceuticals
will increase from 30% to 50% of all screening activities by 2005. The mapping
of the genome has created a significant challenge of validating gene targets
for specific disease states. Functional genomics within living cells is seen as a
solution. Industrialization of cell biology will follow the path of industrializa-
tion of molecular biology; development of tools and techniques to gather and
manage data with high throughput. The market drivers of gene sequencing,
faster and cheaper, will also be drivers for extraction of the knowledge of the
cellome. Additionally, the emerging marketplace for point–of–care diagnostics
(POCD) presently focused on DNA and protein analysis will rapidly evolve
into cell-based point–of–care diagnostics. It is projected that the growth rate
of cell-based POCD will eventually exceed the growth rate of adoption of cell-
based screening in biopharmaceuticals. In the recent past, cell-based assays
have been assessed for utility as functional assays for detection, classification
and identification of chemical and biological agents considered to be environ-
mental pollutants or toxicants. As detection elements, living cells may play
a critical role in early detection of change in the cellular milieu affected by
chemical or biological threat agents.

The use of whole cells to screen and diagnose drugs, target disorders, or
environmental toxicants is presently rate-limited by the throughput, cost and
meaningful interpretation of the intracellular pathways modulated by such
agents. The tools and techniques responsible for revolutionizing the genomic
era will similarly come into play for cell-based screening: hardware for high
throughput data generation, and software for data management, information
extraction and knowledge generation towards diagnosis.
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18.2 The Need

Functional cell-based assays serve as an early biological filter in various stages
of the drug discovery process. They can serve the role of assays to tease out
the validity of gene targets implicated in disease state in addition to test-
ing the drug–responsiveness of said targets; in secondary screening to screen
and rank–list the in-vitro safety and efficacy of lead compounds; for early
toxicity profiling of lead compounds; and for early adsorption, distribution,
metabolism and excretion (ADME) profiling across cells from multiple tissue
types.

Similarly cells captured from patients with pathological states can be
probed for surface markers or intracellular chromosomal abnormalities to
detect and diagnose the target disorder whether it be viral infection or fe-
tal/maternal genetic disorders.

The use of a panel of cell types such as mucosal, endothelial, immune and
neurological can be used to profile the cellular signature in response to known
toxicants of chemical and biological origin for eventual use in detection and
classification of unknown chemical/biological samples.

The ultimate success of cell-based assays as functional tools for screening,
detection, and diagnosis requires building of a knowledge base of cellular re-
sponses across multiple cell types and multiple chemical/biological molecules.
The ability to generate this cellular knowledge base to enable in the future
either a priori prediction of cellular activity or minimization of empirical ex-
periments requires generation of a massive quantity of cellular information;
the shotgun approach to cell biology. The ability to generate, manage and ex-
tract information from massive amounts of data in a cost-effective way from
live whole cell-based experiments is the cornerstone of the knowledge base of
the cellome. Tools to enable massively parallel number of experiments will be
required to decipher the cell much like the automation approach to decipher
its predecessor, DNA.

18.3 The Solution

18.3.1 High Density Microplates

Automation of processes is the cornerstone of enabling high throughput yield,
while miniaturization positively impacts both throughput and cost. The adop-
tion of 96 well microplates, designed for enzyme linked immunosorbent assays,
for culturing cells for use in screening was an attempt to increase through-
put of data by parallelization of experiments. The continued drive for higher
throughput at lower cost is leading to the migration of cell-based assays onto
384 well plates, and it is projected that 50% of cell-based assays will have
migrated to the 384 well plate format over the next 4 years.
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Though there have been attempts to migrate cellular assays onto even
higher density microplate formats, such as 1536 and 3456 well reaction plates,
the success has been variable and constrained. The physical geometry of the
high density micro wells impedes homogenous distribution of cells due to sur-
face tension forces pulling the liquid to the edges and walls of the cylindrical
or rectangular wells. Additionally, the low volume of each well, 1 µl–3 µl, ne-
cessitates a very tight control on evaporation-mediated compromise in cellular
viability. This limits the practical utility of these high density cellular assay
platforms to a few robust cell types for short incubation experiments.

In addition to the constraints of surface tension artifacts, higher density
microplate platforms are likely to have intrinsic engineering issues related
to optical flatness resulting in sphericity and astigmatism. Additionally, the
interstitial material between wells can contribute to light piping between wells.
This problem is compounded when scanning multiple wells in one scan and
limits the throughput of readout.

18.3.2 Microarrays

For ultra-high density cellular platforms to be successful, there will need to
be a departure from the large area footprint of traditional high density mi-
croplates. New planar platforms such as glass slides or plastic substrates with
small footprints engineered and optimized for cell adhesion and optical mi-
croscopy, coupled to fluid delivery platforms will provide the solution for high
throughput and low cost cell screening. The microarrays of cells on said pla-
nar substrates will reduce cost by reduction in consumption of cells, reagents
and compounds. Increased throughput of screening will result from increased
density of the cellular islands on a small macroscopic footprint permitting
imaging of all cellular domains in one optical pass. The addressability pro-
vided by distinct pre-defined geometric localization of the cells, will further
enable rapid high resolution readout of cellular domains positive for target
activity. The planar substrates engineered for optical microscopy (optically
flat, thin, and with low autofluorescence) will further enhance the throughput
and quality of collected data.

Two functional classes of cellular microarrays can be envisioned to meet
the needs of biopharma and biotech: 1) Single cell type high density arrays
of one cell type for high throughput screening of multiple compounds, and 2)
Multiple distinct cellular populations on a single chip screened across a single
compound. The former serves the high throughput screening efforts, while the
latter supports assay development, target validation and ADME–Tox.

18.3.3 Single Cell Type High Density Microarrays

Arraying a single cell type in distinct domains on a planar substrate followed
by addressing each cellular domain with a distinct compound can enable high
throughput screening of multiple compounds. The cell domain size can be
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controlled to accommodate the required number of cells, and the interstitial
space between domains can be adjusted depending on the modality of delivery
of compounds and reagents to the cellular domains.

Microarray Fabrication can be achieved by selective deposition of cell-
adhesive and cell-repulsive chemicals onto glass or plastic substrates. The
cell adhesive chemistry can be deposited selectively via a stencil or mask
using solution or vapor phase deposition. The cell repulsive chemistry can be
backfilled in bulk. A cell adhesive molecule includes compounds that introduce
charge or are polar, contain sulfur or amines, and are capable of binding
cells or other cell binding molecules such as proteins, peptides and synthetic
ligands for cell surface receptors. Cell repulsive molecules include hydrophobic
organosilanes or hydrophilic molecules such as polyethylene glycol that repel
protein adsorption. Surfaces with cell-repulsive and cell-adhesive chemistries
when incubated with cells, will post-wash result in retention of cells on the
adhesive regions.

Fig. 18.1. Schematic process of fabricating cellular arrays

There are many published methods for fabricating chemically modified
substrates for formation of cellular microarrays, as reviewed in Chaps. 2, 3, 16
and 17 of this book and in [1–7]. The choice of thiols, organosilanes, cell adhe-
sive peptides/proteins or other chemistries is dictated by access to technology,
ease–of–use, desired pattern fidelity (ratio of number of cells in desired do-
mains versus cells in interstitial regions), and desired time of retention of cells
in domains (using chemistry as the barrier between 2 cellular domains is a time
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limited process; the chemical barrier degrades in its efficiency to resist protein
adsorption and cell adhesion over time). The choice of micro–stamping, pho-
toresist masking or micro–dispensing of the cell-adhesive chemistry is dictated
by access to the technology, desired throughput and reliability, and desired
density of cellular domains. Figure 18.1 is a schematic depiction of the vari-
ous approaches to creating chemically selective surfaces to enable formation
of microarrays of living cells.

An additional emerging way of creating microarrays is to selectively micro–
dispense the cells mixed with protein rich medium directly onto a highly
hydrophobic and naturally cell repulsive substrate. A candidate material is
poly(cyclic) olefin that appears to have fairly high resistance to breakdown
of pattern fidelity of the microarrayed cells. Figure 18.2 shows an example
of microarrayed cells on 1020R (polycyclic olefin available from Zeon Chemi-
cals) fabricated by selective micro–dispensing. There is no cell-repulsive chem-
istry backfilled in the interstitial space. The cells are directly dispensed in
fibronectin enriched medium onto spots of approximately 500–750 µm diam-
eter.

Fig. 18.2. Micro-dispensed cells on polycyclic olefin after 48 hours in culture
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18.3.4 Multiple Cellular Population Microarrays

For functional genomics, there is a need for high throughput analysis of gene
function within living cells. Ziauddin and co-workers [8], using microarrays of
full-length cDNA in expression vectors, demonstrated a recent innovation in
high throughput functional genomics. Plating of living cells onto the cDNA
arrayed glass slides resulted in uptake and expression of specific proteins in
spatially distinct groups of cells residing on a common substrate. These 200
spatially distinct cell clusters, each expressing a unique intracellular or cell
membrane protein, can be used to screen for the effect of a single drug across
200 protein targets in one experiment. Additionally, the effect of genes on
cellular phenotype can be addressed with this model (see also Chap. 17).

Multiple tissue specific cell types can additionally be arrayed on a glass/
plastic substrate to serve in applications such as ADME–Tox (adsorption, dis-
tribution, metabolism, excretion and toxicology). The ability to measure the
effect of a single drug across multiple tissue specific cells enables an under-
standing of its side–effects away from intended targets and generation of a
toxicology profile across tissue types. Such arrays can be fabricated by mi-
croarraying cell-specific mono-clonal antibodies (mAB) onto a glass/ plastic
substrate followed by incubation of cell–types with antigens specific to the
arrayed antibodies. Eurogentec in collaboration with GenomicDevices & Di-
agnostics has developed a method of antibody based cell capture on chips
which can be followed by a PCR or RT–PCR analysis [9]. The specificity
of the antigen–antibody reaction will determine the efficiency of sorting of
the cells and associated noise and cross–contamination within the array. This
technique works well for sorting blood cells and is aided by the commercially
available high purity antibodies for blood cell specific antigens. Incubating
the mAB arrayed substrate with one cell type, followed by a wash, and incu-
bation with a second cell type decreases the non-specific adsorption mediated
cross–contamination as compared to incubating a mixture of all cell types on
the substrate. Commercially available mAB arrays from Beckton Dickenson
or home-brewed arrays (with control on spot size, type of antibody and ar-
ray density) can be used to generate microarrays of multiple cell types on a
common substrate.

A third approach to generating multi-cellular arrays with a wide band-
width of cell types is the use of microarrays of cell differentiating factors to in-
duce on-chip differentiation of totipotent/pluripotent cells into tissue specific
cells [10]. In this approach, stem cell differentiating factors are microarrayed
on a glass/plastic substrate using commercial off–the–shelf automated liquid
handling tools. The interstitial region between domains is chemically mod-
ified to prevent cell–adhesion. Totipotent or pluripotent cells are incubated
with the substrate and bind to the domains containing distinct cell differ-
entiating factors. Interaction of the cells with the underlying differentiating
molecules results in each domain having a cellular phenotype and genotype
corresponding to its differentiated state.



18 Whole Cell Microarrays 341

Figure 18.3 is a schematic depiction of the various approaches to creat-
ing microarrays of multiple cell types or single cell-type expressing distinct
proteins in discrete clusters.

18.4 Challenges and Opportunities
for Cellular Micrroarrays

18.4.1 Challenges

While it is easy to draw on the development and adoption of DNA microarray
technology as a baseline guide for development and adoption of cellular mi-
croarrays, the distinction between the two technologies lies in the complexity
of the biological entity being miniaturized. Cells–on–a–chip is not ‘lab–on–a–
chip’ it is ‘life–on–a–chip’. The extreme sensitivity of cells to pH, temperature,
humidity, nutrients, and waste products exponentially increases the challenge
associated with creating stable and reproducible arrays. The differential adhe-
sivity of cells to surfaces and their change in functional response on adhesion
to artificial substrates further compounds the complexity of using cellular
microarrays for screening or diagnostics. Unlike DNA microarrays that can
be stabilized for extended shelf life, cellular microarrays have a functional fi-
nite life in culture (24–72 hours) further reducing their flexibility of use. The

Fig. 18.3. Schematic depiction of process of reverse transfection, Ziauddin et al.(a);
monoclonal antibody mediated cell sorting (b); and cell–differentiation mediated
multi-cellular microarrays (c)
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density of cellular microarrays will be limited by the large biological vari-
ance in cell populations. The large baseline variance of functionality of cells
in culture, more profound in primary cells, places sharp statistical limits on
the minimum number of cells required to make an accurate determination
of change in functionality in response to a compound. Theoretically, use of
single cells for screening/diagnosis is feasible for highly controlled model cell
systems exhibiting very low variance in baseline response. Practically, for real
world cellular lines and primary cell types, a minimum of 100 cells is required
to make a statistically relevant detection. This limits the absolute obtainable
density for cellular microarrays. For open systems requiring exposure of the
planar cellular microarrays to a liquid dispensing device for spatially con-
trolled treatment of the cellular domains with distinct compounds, sterility
and evaporation will require careful management. These requirements will add
to the technical challenge and cost of developing the technology for adoption
by mainstream markets. Lastly, to bring cellular microarrays to practice as
a tool for high throughput screening and point–of–care diagnostics will re-
quire the development and standardization of hardware, software, biological
reagents, cell lines, and processes.

18.4.2 Opportunities

The rapidly growing cell-based screening market (compound annual growth
rate at 3%) in biopharma is the single most important determinant for the
successful adoption of cellular microarrays. The present screening platforms
are centered on use of high density microplates compatible with the liquid han-
dling tools residing in biopharma. Eventually, the drive for higher throughput
at lower cost will drive the momentum towards adoption of integrated, and
miniaturized whole platform solutions centered on cellular microarrays on pla-
nar substrates. It is projected that 50% of all assays will migrate to cell-based
assays in biopharma by 2005. Most of this conversion will be driven in 96 and
384 well microplates. The use of 1536 well microplates for cell-based assays is
unsuitable, except for a few niche cell types and applications. As such, if the
microarray driven platform is positioned correctly, its adoption into the early
stage markets and eventually into the mainstream markets will be seamless
with the needs of biopharma. This provides a 4–5 year window of opportunity
for development and validation of the technology beyond its present prototype
stage.

In parallel to the development of the core technology and product offer-
ing, the ongoing commercial development of technologies centered on liquid
handling, chemically modified surfaces and cell stabilization will positively im-
pact the development and utility of the whole product offering. Commercially
available liquid handling tools (such as from Cartesian, Packard, Picoliter) to
array cells on commercially available chemically microarrayed substrates [11]
will hasten the development and standardization of tools and techniques to
serve the core technology development. The ongoing development of technolo-
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gies for cell preservation and stabilization by means as varied as cryopreser-
vation, freeze–drying or room temperature drying will dramatically impact
the utility and flexibility of the whole product offering by enabling extended
shelf–life of the consumable microarrayed substrates.

The ultimate success of cellular microarrays will be driven by the ability of
the technology to deliver on the promise of faster, cheaper, smaller and better
to enable industrialization of cell biology.

References

1. Singhvi, Engineering cell shape and function, Science, Vol. 264, pp 696
2. Thomas, Surfaces designed to control the projected area and shape of individual

cells, Journal of Biomechanical Engineering, Vol. 121, pp 40, 1994
3. Bhatia, Controlling cell interactions by micropatterning in co-cultures: Hepato-

cytes and 3T3 fibroblasts, J. Biomed. Mater. Res., Vol. 34, pp 189, 1997
4. Kapur, Cellular and cytoskeleton morphology and strength of adhesion of cells

on self–assembled monolayers of organosilanes, Exp. Cell Res., Vol. 244, pp 275,
1998

5. Matsuda, Development of micropatterning technology for cultured cells, ASAIO
Trans, Vol. 36, pp 559, 1990

6. Matsuda, Development of surface photochemical modification method for mi-
cropatterning of cultured cells, J. Biomed. Mater. Res., Vol. 29, pp 749, 1995

7. Mrksich, Using microcontact printing to pattern the attachment of mammalian
cells to self–assembled monolayers of alkanethiolates on transparent films of gold
and silver, Exp. Cell Res., Vol. 235, pp 305, 1997

8. Ziauddin, Microarrays of cells expressing defined cDNAs, Nature, Vol. 411, pp
107, 2001

9. Eurogentec Inc., http://www.eurogentec.be
10. Kapur, International Patent Publication Number WO 00/60356, October 12,

2000
11. Creative Scientific Methods– http://www.cre8ive–sci.com Erie Scientific Co.,

Schott Glass Co



19

Tissue Microarrays for Miniaturized
High-Throughput Molecular Profiling
of Tumors

Ronald Simon, Martina Mirlacher, and Guido Sauter

19.1 Introduction

High throughput expression screening methods, like cDNA microarrays which
allow the simultaneous expression analysis of tens of thousands of genes in one
experiment, have fundamentally changed the way potentially significant genes
are discovered. More recently, modern proteomics tools have been employed
to survey the expression of hundreds or thousands of genes at the protein
level [1]. Such methods are now extensively used in both academic and in-
dustrial research. As a result, hundreds or thousands of ESTs, genes or gene
products with a potential role in non-neoplastic or neoplastic diseases have
been discovered.

Many of these findings may eventually lead to clinically useful applica-
tions. For example, disease specific overexpression of a gene can be exploited
in a diagnostic test. In the best case, a gene being overexpressed or function-
ally altered in a particular disease could serve as a therapeutic target. To
further investigate the potential utility of a newly detected gene alteration,
it is important to collect profound information on the epidemiology of the
candidate gene expression in a multitude of diseased and non-diseased tis-
sues. New technology is also facilitating high throughput analysis of multiple
different tissues. For example, this can be achieved by multi–tissue North-
ern blots, protein arrays, or high throughput real time PCR facilities [2–5].
However, all these methods share the disadvantage that disintegrated tis-
sues are used and that the cell types expressing a gene of interest cannot be
identified. This is problematic because candidate genes can be expressed in
multiple different tissue compartments. In-situ technologies such as immuno-
histochemistry (IHC), RNA in-situ hybridization (RNA–ISH) or fluorescence
in situ hybridization (FISH) are therefore optimal for molecular epidemiology
studies. However, such large-scale in-situ tissue analyses were cumbersome
and slow when traditional methods of molecular pathology were used. More-
over, cutting of traditional tissue sections for in-situ analysis would rapidly
exhaust valuable tissue resources since not more than 200 sections can typi-
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cally be made from one tissue block. To overcome these shortcomings we have
recently developed a tissue microarray (TMA) technique [6]. In this method
up to 1,000 different tissue samples can be combined on one microscope glass
slide and then be simultaneously analyzed by in-situ analysis methods.

19.2 The TMA Technology

The availability of a large collection of well-characterized tissues – optimally
with attached clinical data – is the most important prerequisite to benefit
from the TMA technology. Accordingly, most of the work related to the man-
ufacturing of TMAs is similar to classical molecular pathology studies and
includes collecting potentially relevant tissues, reviewing all the correspond-
ing slides, and selecting blocks for subsequent arraying. Depending on the
degree of organization of a tissue archive and its related databases, the time
needed for this part of the project varies greatly.

The tissue arraying process itself is simple. The key components of the
commercially available tissue microarraying devices are two needles with a
slightly different diameter. With the smaller needle (outer diameter 0.6 mm),
holes are punched into empty ‘recipient’ paraffin blocks. Subsequently, a
slightly larger needle (inner diameter 0.6 mm) is utilized to transfer tissue
cylinders from preexisting ‘donor’ paraffin blocks into these pre-made holes
at specific coordinates. Regular microtomes can then be used to cut tissue
microarray sections. An adhesive coated slide system (Instrumedics, Hacken-
sack, New Jersey) facilitates the cutting. TMA sections can be used for all
types of in situ analyses including immunohistochemistry (IHC), fluorescence
in situ hybridization (FISH) or RNA in situ hybridization. Figure 19.1 shows
an overview of an H&E stained TMA section as well as examples of IHC and
ISH results.

19.3 The Representativity Issue

The question of whether or not a small sample measuring 0.6 mm in diameter
can be representative of an entire, potentially heterogeneous tumor has been
a major concern in the early period of using TMAs [7–11]. At least 20 stud-
ies have compared IHC findings on TMAs and their corresponding traditional
‘large’ sections [7,9,10,12–28], with the vast majority of them revealing a high
level of concordance of results [7,9,10,12,13,15,17,18,20,21,23–28]. In several
of these studies, multiple samples were taken from the donor blocks in order to
determine how many samples are needed to obtain results on TMAs that are
sufficiently concordant to those observed in large section analyses. In general,
these studies found that two or three samples provided more representative
information than a single sample [7, 9, 12, 13, 24] and that adding more than
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Fig. 19.1. Examples for TMAs. H&E stained bladder cancer tissue micro array
section (a), and a magnification of one H&E stained tissue spot (b). (c) Autoradio-
graphy of RNA in-situ hybridization against Vimentin mRNA on a small TMA. The
black staining intensity level indicates the Vimentin expression level. (d) Immuno-
histochemical detection of the Egfr protein. The panel E shows a FISH analysis of
the Topoisomerase 2 alpha (TOP2A) gene. Blue staining indicates cell nuclei. Each
nucleus contains 2 green (centromere 17) signals and multiple red (TOP2A) signals,
indication TOP2A gene amplification

four or five samples would not lead to a massive improvement of the concor-
dance level [7,24]. Camp et al. studied expression of ER, PR, and Her2 in 2–10
tissue cores obtained from the same donor blocks in a set of 38 invasive breast
carcinomas. They found that analysis of 2 cores was sufficient to obtain iden-
tical results as compared to the corresponding whole tissue sections in 95%
of cases. 99% concordance was reached if 4 cores were analyzed, and analysis
of additional cores did not result in a significant further increase of concor-
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dance [7]. Similarly, Hoos et al. analyzed 1–3 tissue cores from 59 fibroblastic
tumors with heterogeneous Ki–67, p53, and pRB expression. Analysis of 3
tissue cores yielded concordance rates of 91% (pRB), 96% (Ki–67), and 98%
(p53) respectively, compared to whole tissue sections [9]. Recently, Rubin et
al. determined the optimal sample number for immunohistochemical Ki–67
measurement in 1–10 cores of 88 prostate cancers. In this study, 3 cores were
required to optimally represent Ki–67 expression with respect to the standard
tumor slide, whereas 3–4 cores gave the optimal predictive value for clinical
outcomes. More than 4 cores did not add significant information [24].

However, all these studies were based on the assumption that classical
large sections – the current gold standard for molecular tumor tissue analysis
– is representative of an entire tumor. It is very possible that this notion
is not always true. In the optimal case, a ‘large’ section will contain tumor
tissue measuring 3 × 2 cm in diameter. Given a section thickness of 3 µm the
examined tumor volume is about 0.0018 cm3. This volume represents only
1/19,000 of a tumor with a diameter of 4 cm or 1/150,000 of a tumor with a
diameter of 8 cm. A TMA sample measuring 0.6 mm in diameter represents a
tumor volume of 0.00000108 cm3 that is 1/1,600 of a 3 × 2 cm tumor area on
a ‘large’ section. Considering these numbers, the representativity problem is
about 1,000 times greater between the entire tumor and a traditional ‘large’
section than between a TMA sample and a ‘large’ section.

These calculations suggest that studies investigating the utility of molec-
ular analysis methods should rather address the question of whether or not
established associations between molecular features and tumor phenotype or
clinical outcome can be found. In fact, all studies that we are aware of using
TMAs to reproduce firmly established associations between molecular features
and tumor phenotype or prognosis revealed the expected significant results.
For example, expected associations with clinical outcome were found in TMA
studies for the KI67 labelling index in urinary bladder cancer [10], soft tissue
sarcoma [29], and in Hurthle cell carcinoma [30], for vimentin expression in
kidney cancer [20], and for expression of estrogen and progesterone receptor
proteins [26] or HER–2 alterations in breast cancer patients [31]. The asso-
ciations with prognosis that were obtained in a TMA analysis are shown for
HER2 overexpression and HER2 amplifications in a set of 553 breast cancers
in Fig. 19.2. Another study confirmed the known frequencies of amplification
for Cyclin–D1, c–myc and HER2 in various cancer types [32]. A multitude of
studies found associations between gene amplification or protein overexpres-
sion and tumor phenotype, e.g. cyclin E [33], FGFR1, RAF1 [34], MDM2 or
CDK4 [35] amplification or MAGE–A4 expression [36] and stage and grade
in bladder cancer, CK7 and CK20 expression and grade in colorectal car-
cinoma [37], IGFBP2 expression and hormone–refractory state [38], EIF3S3
amplification and stage [39], aneusomy and grade [40] or E–cadherin expres-
sion and tumor size [41] in prostate cancer, aneusomy and tumor type in brain
tumors [42], particular expression profiles and histological subtypes in breast
cancer [43] and synovial sarcoma [44], or SHP1 expression and tumor devel-
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opment in lymphomas [45]. In addition, it has been demonstrated that TMAs
can be utilized for comprehensive analyses of amplicon architecture [35, 46].
Overall, these data clearly show that relevant data can be obtained in TMA
studies. This is especially true if the TMAs used are large enough to provide
sufficient power for statistical analyses.

19.4 TMA Applications

More than 100 publications reviewing or using the TMA approach had been
published at the end of 2002. Obviously there is a large variety of possible
TMA applications. Virtually all research involving in-situ tissue analysis can
be done in a TMA format. Most published studies have utilized TMAs in
cancer research. TMAs that were applied in these projects can be divided
into 5 different categories: prevalence TMAs, normal tissue TMAs, progres-
sion TMAs, prognostic TMAs, and TMAs composed of experimental tissues.
Prevalence TMAs contain tumor samples without clinico–pathological data
attached. Despite this limitation, they are highly useful to determine the
prevalence of a given alteration in tumor entities of interest. Remarkably,
tumor entities that can be successfully analyzed on prevalence TMAs include
Hodgkin’s lymphoma [14,17,27]. This could not necessarily be expected since
these tumors predominantly consist of reactive inflammatory cells with only
few dispersed neoplastic Hodgkin or Reed Sternberg cells. Prevalence TMAs
can contain tissue samples from various different tumor entities. The largest
‘multitumor’ TMA manufactured in our laboratory contained 4,788 different
samples from 130 different tumor types [47]. This TMA is currently utilized for
the analysis of multiple different markers on the DNA and protein level. In one
study the frequency of 17q23 amplifications, which is linked to poor prognosis
in breast cancer, was analyzed using FISH. The multitumor TMA analysis
revealed that 17q23 amplification can occur in 18 additional tumor categories
besides breast cancer, including tumors of the adrenal gland, lung, ovary, skin,
soft tissue, stomach, thyroid gland, urinary bladder, and uterus [47].

Normal TMAs are especially important if candidate genes are evaluated
for their potential utility as diagnostic reagents or therapeutic targets. For
such applications, it is important to see whether candidate genes are also
expressed in normal tissues. In case of potential therapeutic targets it would
be most important to know whether vital organs like brain, heart, kidney,
liver or bone marrow cells expressed a candidate gene.

Progression TMAs contain samples of different stages of one particular tu-
mor type [6, 48–50]. For example, an ideal prostate cancer progression TMA
would contain samples of either normal prostate, benign prostatic hyperpla-
sia (BPH), prostatic intraepithelial neoplasia (PIN), incidental carcinomas
(stage pT1), organ confined carcinomas (pT2), or carcinomas with extrapro-
static growth (pT3–4), as well as metastases and recurrences after androgen
withdrawal treatment. TMAs are also suited to study progression within tu-
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Fig. 19.2. HER–2 protein overexpression / gene amplification and tumor specific
survival in patients with ductal breast cancer. The curves show the associations of
HER–2 protein overexpression with poor prognosis in all patients (a), and in the
subgroups of nodal positive (b), and nodal negative tumors (c). The influence of
the HercepTest score on prognosis is shown in (d). The relationship of HER–2 gene
amplification with prognosis is shown for all patients (e), nodal positive (f), and
nodal negative tumors (g). For (e) a HER–2 gain is defined as a HER–2/centromere
17 ration ratio of > 1 and < 3. The prognostic impact of combined FISH and IHC
results is shown in (h) and (i)
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mors. TMAs can easily include large numbers of pairs of primary tumors and
their non-invasive precursor lesions, metastases, or recurrences after specific
treatment. In our laboratory we have constructed a TMA composed of tis-
sues from 196 nodal positive breast carcinomas. From each tumor, one sample
was taken from the primary tumor and from each of three different metas-
tases. Together with samples from 196 nodal negative breast carcinomas this
‘breast cancer metastasis TMA’ contains almost 1000 tissue samples. In a
recent study, we used this array to demonstrate a high concordance in the
HER2 amplification/overexpression between primary tumors and their nodal
metastases [51].

Prognosis TMAs contain samples from tumors with available clinical
follow–up data. Molecular features were analyzed for their prognostic sig-
nificance in bladder [33, 35, 52], breast [15, 26, 31, 53–55], prostate [56–58],
brain [25,59,60], liver [61], kidney [20], and colorectal tumors [62–64], Hodgkin’s
lymphoma [14], and malignant melanoma [65]. Although all recent progno-
sis TMAs comprised tissues from retrospective studies from heterogeneously
treated patients, these TMAs proved to be highly useful. For example, sig-
nificant associations were found between 17q23 amplifications [31] or Cox2
expression [55] and breast cancer prognosis, between Top2A expression and
prognosis in glioblastoma [59], between MYC and AIB1 expression and prog-
nosis in hepatocellular carcinoma [61], and between IGFBP2 and prostate
cancer prognosis [38]. Future prognosis TMAs will increasingly contain homo-
geneously treated tumors as clinical trial groups are implementing the making
of TMAs from patients included in clinical trials as part of their protocols.

TMAs can also be made from experimental tissues like cell lines [35,66] or
xenografts. Cell line TMAs are especially useful for selections of optimal cell
lines for subsequent functional analyses. For example, it is possible to screen
hundreds of arrayed cell lines for amplification of a gene of interest. Amplified
cell lines can then be ordered and, for example, utilized for testing potentially
inhibiting drug candidates.

Obviously the use of TMAs is not limited to cancer research. TMAs have
also been used in quality control. For example, TMAs can be used to compare
the results of IHC analysis between different laboratories [67, 68]. It has also
been suggested to place small TMAs containing a variety of normal tissues on
slides that are used for diagnostic IHC thus providing optimal negative and
positive controls [69].

19.5 Future Directions

TMA technology has become a widely accepted standard technology. Several
attempts are under way to further improve and automate the technology. Pro-
totype versions of automated tissue arrayers have now become commercially
available. When they are operational, good quality TMAs can be produced.
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However, automated tissue arrayers will not noticeably improve the availabil-
ity of TMAs since the assembling of a TMA is only a minor part of the entire
TMA making process. Much more promising is the possibility of automated
TMA analysis. Since one technician can manually stain more than 200,000
tissue samples per week, the reading of the TMA slides has become the major
bottleneck in the system. In principle, TMAs are optimally suited for auto-
mated IHC analysis. The most critical step for automation of IHC analysis
is the selection of the area to be analyzed. This selection has already taken
place in TMAs. It is expected, that systems will soon become available that
will automatically scan TMA slides and measure the intensity of staining for
each individual TMA spot. In one of our studies we compared manual versus
automated analysis of p21 staining on a colon cancer TMA, and we were able
to identify a similar association with prognosis using our home made TMA
analysis software to that detected after manual analysis (Marcel Ramseier,
Simon Hänggi, personal communication). In another study using a commer-
cial system we found a 92.1% concordance in the interpretation of the Her2
status between manual and automated scoring [53]. However, Her2 is an easy
to measure protein. Her2 is hardly expressed in non-neoplastic tissues, overex-
pression in tumors is usually at a high level, and excellent IHC staining kits are
available. Automated measurement will be much more difficult for many other
gene products, especially if expression occurs in multiple different cell types
or cellular compartments or in case of significant background staining. Once
automated imaging with or without image analysis can be performed, it is
possible to link these data to other databases containing molecular, patholog-
ical or clinical data. For example, Manley et al. constructed an Internet based
database comprised of interrelated data from 336 prostate cancer patients
transferred into 19 TMA blocks with 5451 TMA biopsy cores. Automatically
acquired digital images of the TMA spots were successfully analyzed over the
Internet for several immunohistochemical biomarkers including E–cadherin,
prostate-specific antigen, p27 (Kip1), and Ki–67 labelling index, and attached
clinico–pathological data were used for subsequent statistical analyses [70].
This study shows nicely how TMA data with clinical and pathology informa-
tion linked to an Internet database can assist collaborative multi–institutional
studies.

19.6 Protocol

Manufacturing TMAs is a four–step process including sample collection,
preparation of recipient blocks, construction of TMA blocks, and sectioning.
The required materials and recommended laboratory procedures are briefly
described below.

19.6.1 Sample Collection

• Exactly define the TMA to be made. Include normal tissues.
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• Collect all slides of these tissues from the archive.
• One pathologist must review all sections from all candidate specimens to

select the optimal slide. Tissue areas suited for subsequent punching should
be marked.

• Collect the tissue blocks that correspond to the selected slides. These
blocks and their corresponding marked slides must be matched and sorted
in the order of appearance on the TMA.

19.6.2 Preparing Recipient Blocks

• Melt paraffin at 60◦C, filtrate and pour it into a stainless steel mold. In
contrast to normal paraffin blocks, tissue microarray blocks are cut at room
temperature. Therefore, a special type of paraffin (‘Peel–A–Way’ paraffin;
Polysciences Inc., PA, USA) is recommended with a melting temperature
between 53 and 55◦C.

• Place a slotted plastic embedding cassette (as used in every histology lab)
on the top of the warm paraffin.

• Cool paraffin block down for 2 hours at room temperature and for 2 addi-
tional hours at 4◦C. Large recipient blocks (for example 30× 45× 10 mm)
are easier to handle than the smaller blocks.

19.6.3 TMA Block Constuction

Only if all this preparatory work has been done can a tissue–arraying device
be employed. At least two different tissue–arraying systems are now commer-
cially available. Several groups have introduced inexpensive modifications to
the existing commercially available manual non-automated arrayers, which
markedly improve performance and facilitate arraying of frozen tissue. The
TMA manufacturing process consists of five steps that are repeated for each
sample placed on the TMA:

• punching a hole into an empty (recipient) paraffin block
• removing and discarding the wax cylinder from the needle used for recip-

ient block punching
• removing a cylindrical sample from a donor paraffin block
• placing the cylindrical tissue sample in the pre-made hole in the recipient

block
• proceeding to the new coordinates for the next tissue sample

Exact positioning of the tip of the tissue cylinder at the level of the recip-
ient block surface is crucial for the quality and the yield of the TMA block.
Placing the tissue too deeply into the recipient block results in empty spots in
the first sections taken from the TMA block. Positioning the tissue cylinder
not deep enough causes empty spots in the last sections taken from this TMA.
As soon as all tissue elements are filled into the recipient block, the block is
heated at 40◦C for 10 minutes. Protruding tissue cylinders are then gently
pressed deeper into the warmed TMA block using a glass slide.
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19.6.4 TMA Block Sectioning

Regular sections can be taken from TMA blocks using standard microtomes.
However, the more samples a TMA block contains, the more difficult regular
cutting becomes. As a consequence, the number of slides of inadequate quality
increases with the size of the TMA. In turn, fewer sections from the TMA block
can effectively be analyzed. Using a tape sectioning kit (Instrumedics Inc.,
NY, USA) facilitates cutting and leads to highly regular non-distorted sec-
tions (ideal for automated analysis). The use of the tape sectioning system is
described below:

• Place an adhesive tape on the TMA block in the microtome immediately
before cutting.

• Cut a section (usually 5 µm). The tissue slice is now adhering to the tape.
• Place the tissue slice on a special ‘glued’ slide
• Expose the slide (tissue on the bottom) to UV light for 35 seconds (This

leads to polymerization of the glue on the slide and on the tape).
• Dip the slide into TPC solution (Instrumedics) at room temperature for

5–10 seconds.
• Gently remove the tape from the glass slide leaving the tissue on the slide.
• Air dry slides at room temperature.

References

1. Schweitzer, B. and Kingsmore, S. F. Measuring proteins on microarrays. Curr
Opin Biotechnol, 13: 14–19, 2002

2. Belin, D. The use of RNA probes for the analysis of gene expression. Northern
blot hybridization and ribonuclease protection assay. Methods Mol Biol, 86: 87–
102, 1998

3. Bichsel, V. E., Liotta, L. A., and Petricoin, E. F., 3rd Cancer proteomics: from
biomarker discovery to signal pathway profiling. Cancer J, 7: 69–78, 2001

4. Kallioniemi, O. P. Biochip technologies in cancer research. Ann Med, 33: 142–
147, 2001

5. Walker, N. J. Real–time and quantitative PCR: applications to mechanism–based
toxicology. J Biochem Mol Toxicol, 15: 121–127, 2001

6. Kononen, J., Bubendorf, L., Kallioniemi, A., Bärlund, M., Schraml, P., Leighton,
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Application of Microarray Technologies
for Translational Genomics

Spyro Mousses, Natasha Caplen, Mark Basik, Anne Kallioniemi, and
Olli Kallioniemi

20.1 Introduction

There has been an exponential growth in the rate at which the human genome
is being decoded to decipher its genetic information. New enabling technolo-
gies have been developed to accelerate throughput in both structural and
functional genomics, rapidly expanding our capacity to extract data from the
genome. The human genome project reported the near completion of the first
draft of the 3 billion base pair human genome and a catalogue of more than
34 thousand human genes [1–5]. The promise of this milestone in scientific
achievement is that it will lead to a better understanding of biological pro-
cesses, and facilitate medical breakthroughs by the discovery of new disease-
related genes.

Besides the new sequencing technologies that have led to the rapid com-
pletion of the genome sequence, the need to apply these discoveries has given
birth to innovative high throughput technologies, which have made it possible
to interrogate the expression and sequence variation of thousands of genes in
parallel. The most popular and powerful example is the DNA microarray [6–9],
which can be used to simultaneously quantify the expression of thousands of
genes, thereby producing insight into the expressed ‘transcriptome’. Thou-
sands of studies have used DNA microarrays for genome scale analysis of
gene expression or sequence variation and have generated long lists of can-
didate genes associated with various disease states [10–13]. Based solely on
the microarray data however, the utility of these candidate genes in clinical
diagnostics and therapeutics can only be hypothesized. Since traditional func-
tional and clinical validation of candidate genes is carried out one gene at a
time, it is becoming increasingly apparent that these studies are generating
hypotheses at a rate that far exceeds the rate for testing these hypotheses with
current approaches. Indeed, a major bottleneck is present in the translation
of genomic information into medical advances. High throughput hypothesis
testing platforms therefore need to be developed and applied before the full
potential of the genomic revolution can truly be realized. In this chapter, two
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new ‘translational genomics’ technologies will be described: tissue microarrays
and live cell microarrays. These novel technologies can enable high through-
put hypothesis testing so as to rapidly translate genomic data into scientific
knowledge and medical discoveries.

Fig. 20.1. Tissue microarray technology: Thousands of paraffin-embedded fixed tis-
sue blocks are selected and core biopsies taken to be arrayed onto a recipient paraffin
block. The recipient block is then sectioned over 300 times and the sections placed
onto microscope slides. Each slides has the same tissues in the same coordinates as
the recipient block. These slides can then be used for in-situ assays including FISH,
RNA in-situ hybridization and protein immunostaining (modified from [14] - Hum
Mol Genet 2001, 10:657–662)
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20.2 High Throughput Clinical Target Validation
Using Tissue Microarrays

The actual clinical relevance and prevalence of molecular alterations discov-
ered by DNA microarrays must be evaluated in order to justify further pre-
clinical and clinical testing of these candidate gene targets. The evaluation
of each of these gene alterations one by one is very time–consuming. It re-
quires access to, collection, preparation and examination of large resources
of clinical material usually found in pathology departments. Even if the use
of sophisticated data mining methods allows one to narrow down the list to
twenty or even ten candidate gene targets, their full clinical validation remains
a daunting if not impossible task for most genomic labs.

One solution to this clinical validation challenge is to assemble clinical sam-
ples on a miniaturized scale on a microarray platform that facilitates parallel
analysis. The need to invent new ways to validate multiple molecular alter-
ations in our laboratory led to the development of tissue microarray (TMA)
technology [15], (also see Chap. 19 of this book). This technology permits
high throughput in situ analysis of specific molecular targets in hundreds or
thousands of tissue specimens at once. TMAs are miniaturized collections of
arrayed tissue spots on a microscope glass slide that provide a template for
highly parallel organization of molecular targets. These arrayed tissue samples
can then be interrogated either at the DNA, RNA or protein level (Fig. 20.1).

The use of TMAs allows the discovery of relationships between the pres-
ence of molecular alterations and tissue, cell and subcellular morphology as
well as with clinical correlates such as patient outcome, which are associated
with the specimens. TMAs are thus ideally suited for large-scale translational
studies of candidate molecular targets [14].

In practice, the construction of TMAs is relatively simple: successive cylin-
drical core biopsies are punched from selected areas on paraffin embedded
fixed tissue blocks, such as those found in any pathology department. These
core biopsies are inserted in an arrayed manner into a recipient paraffin block,
which is pre-punched to accept placement of these biopsies. (Fig. 20.2). De-
tailed technical information on the construction of the TMAs was recently
reviewed by Kononen et al. [16]. The most time–consuming and laborious
step is often the selection and collection of paraffin blocks of samples to be
arrayed on a TMA. The next step is the selection of the exact area of morpho-
logical interest on a regular H&E stained section cut from each of the chosen
blocks. Over 1000 individual tissue biopsies can then be arrayed onto the re-
cipient block, which can be sectioned with a regular microtome for up to 300
thin sections, depending on the depth of the biopsies. Each of these sections
has the identical configuration of tissue spots (rows and columns) found on
the recipient block. These sections are placed on glass slides, which can be
used immediately or stored for months or years. TMA slides can be applied
for analyses of DNA, RNA and protein targets using various techniques, such
as fluorescence in situ hybridization (FISH), mRNA in situ hybridization, or
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Fig. 20.2. Tissue microarray construction and automated TMA construction:
TMAs are constructed by identifying the site of interest on the donor recipient block
(a), placing the biopsy into the recipient block in an organized way (b), and section-
ing the block using the tape transfer method (c) (Instrumedics Inc., New Jersey).
This process can be automated as in the prototype model displayed in which multi-
ple blocks can be simultaneously biopsed and cores inserted into multiple recipient
TMA blocks, under computer control
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immunohistochemistry (IHC). In fact, it is possible to interrogate with all 3
methods a virtually identical cohort of tissue samples using a series of suc-
cessively sectioned TMA slides. Moreover, by using small (0.6 mm) diameter
biopsies, TMA technology prevents the loss of precious archival material. In
fact, because of this small size of the biopsies, it is feasible to take several
biopsies from each donor paraffin block in order to construct replicate TMA
blocks in one sitting without destroying the original block. For example, con-
struction of 10 replicate TMA blocks from a starting material of 1000 tissues
would enable one to produce up to 3000 TMA slides. This would only re-
move ten 0.6 mm cylindrical cores of each of the 1000 tissue blocks. These
3000 TMA slides can each be used with a different probe or assay to analyze
up to 3000 different genes of interest, in 1000 specimens per assay. This pro-
duces a total capacity of up to 3 million individual spot measurements from
precious clinical tissue material. TMAs therefore make it possible to perform
large-scale clinical studies on a single microscope slide.

Since clinical epidemiology studies require large case numbers, TMAs are
ideal for the efficient use of the large tissue resources available in pathology
laboratory archives. If matching clinical data such as survival and treatment
response exists for these specimens, rapid extraction of clinicopathological
correlates in over 1000 of these specimens can be performed in a single TMA
experiment. Since TMA slides are usually created as multiple sets containing
the same clinical specimens populations, data from multiple genes can be
analyzed across that population to determine patterns of involvement amongst
related genes and gene products. For instance, all of the members of a signaling
pathway can be studied on successive TMA slides. Another TMA example
is that of creating a ‘progression TMA’ in which multiple tissue samples of
different stages of a disease can be arrayed on one TMA, so as to permit rapid
determination of the onset of a molecular event in relationship to the stages
of disease progression. It is thus clear that the throughput and uniformity of
TMAs can be used for a variety of creative applications to produce data of a
scale, quality, and nature that is unique to this platform.

20.3 Examples of Studies Integrating DNA and Tissue
Microarray Technologies for the Rapid Clinical
Translation of Genomic Discoveries

Tissue microarrays can be used for the high throughput analysis of a variety
of specimens including different tissue and organ types from various disease
and normal states. TMAs have also been constructed from cell lines and from
tissues from various model organisms. However, most studies reporting the
use of TMAs have focused on their application in the study of human disease,
especially cancer. Given the current proliferation of lists of candidate genes
generated by DNA microarrays, TMAs have already been used to validate
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and prioritize molecular targets in a variety of ways, including some already
mentioned:

1. Clinical validation in patient tissue samples of results obtained from the
analysis of cell lines or rodent disease model systems in vivo.

2. Integration of information about the same molecular target at the DNA,
RNA and protein level.

3. Extension of results obtained from the analysis of a limited number of tis-
sue samples by cDNA microarrays to an epidemiologically representative
cohort by TMAs.

4. Assessment of the prevalence of molecular alterations at various stages of
tumor progression.

5. Correlation of molecular data with clinicopathological and patient out-
come variables.

6. Determination of the cellular and subcellular distribution of the targets.

Many studies illustrating each of these prospects have already been pub-
lished. Some examples follow:

Example A) In a study using cDNA microarrays, Bärlund et al. [17] reported
that the ribosomal protein S6 kinase gene is one of several markedly over-
expressed and amplified genes in breast cancer cell lines. TMAs containing
over 600 clinical breast cancers confirmed that this gene is amplified and
highly expressed at the protein level in 10–15% of primary breast tumors.
Moreover, concomitant overexpression and amplification of the S6 kinase
gene was found to be a significant poor prognostic indicator in breast
cancer.

Example B) Moch et al. [18] used cDNA microarrays to identify transcripts
that were differentially expressed between a renal carcinoma cell line and
normal kidney tissue. One of these genes, vimentin, was further evaluated
for protein expression using a TMA containing 532 renal cell carcinoma
samples. They reported clear differences in vimentin protein expression
among different histological subtypes of renal cell carcinomas as well as
an association between vimentin expression and poor prognosis in patients
with renal cancer.

Example C) Sugita et al [19] performed microarray analysis on 4 lung can-
cer cell lines and generated a list of 20 highly expressed genes. Using
a TMA containing 187 non-small cell lung cancers, they found that the
overexpression of one of these, the MAGE–A gene, was more specific for
a histological subtype of these cancers, squamous cell carcinoma of the
lung. Thus this gene may become a marker for this histological subtype
of lung cancer.

Example D) Global gene expression in primary human gliomas was compared
to the gene expression profile of normal brains by Sallinen et al. [20] using
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cDNA microarrays. A set of differentially expressed genes was produced,
which included the IGFBP2 gene. As in prostate cancer, overexpression
of IGFBP2 was found to be associated with tumor progression. Immuno-
histochemical analysis of IGFBP2 expression levels in 418 brain tumors
in a TMA confirmed the cDNA microarray results and also revealed that
the IGFBP2 overexpression was associated with poor patient–survival.

Example E) Ginestier et al [21] compared mRNA expression levels on cDNA
microarrays with protein expression on TMAs for 15 molecules with a
proven or suspected role in breast cancer in 55 breast tumors. A good
correlation was found only in 5 of these, thus underlining the necessity for
confirming cDNA microarray findings. A TMA of 600 breast tumors was
used to identify a prognostic value for one of the molecules, MUC1. On
the other hand, RNA levels and not protein expression had a prognostic
value for the THBS1 gene. This study highlights the need to combine
these microarray technologies in order to obtain clinically useful and valid
information.

Example F) Mousses et. al. [22] used cDNA microarrays to identify genetic
alterations occurring in human prostate cancer xenografts during the pro-
gression of hormone sensitive tumors to hormone refractory tumors. Three
key genes were found to be involved in the resistance to the growth sup-
pressive effects of hormone therapy in these xenografts. S100P mRNA
expression was increased in xenografts, while CRYM and LMO4 mRNA
expression were decreased. To clinically validate these results, a prostate
cancer progression microarray was probed with antibodies against each
of the three gene products. S100P protein expression was directly cor-
related with stage of disease, while levels of CRYM and LMO4 proteins
were both lower in a significant number of advanced hormone refractory
tumors compared to a population of primary tumors, thereby validating
in the clinical context the trends observed in the xenografts.

Example G) Using cDNA microarrays Dhanasekaran et al. [23] studied alter-
ations in gene expression in different stages of prostate cancer. Several
genes with significant expression changes between different groups of tu-
mors were identified. Two of these genes, hepsin and pim–1, were selected
for further study using TMAs. A positive correlation between expression
of these two genes and measures of clinical outcome was observed.

These studies are but some of the many examples which illustrate the
power of the TMA technology for rapid translation of cDNA microarray re-
sults into clinically meaningful information. An analysis of hundreds of tumor
samples was performed within the short period of a few weeks, a task that
would otherwise have taken years to accomplish using traditional techniques.
We predict that this powerful research approach will be increasingly applied
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in the future, as more and more investigators seek the validation and prior-
itization of their early cDNA microarray leads. Ongoing development of im-
proved tissue–arraying instrumentation including automated (robotic) TMA
construction, automated digital image acquisition, storage, analysis and stan-
dardization will facilitate further expansion of the technology.

20.4 High Throughput Characterization
of Gene Function Using Live Cell Microarrays

Alterations in gene or protein expression levels tell us very little about the
biological function of the gene, its potential clinical impact or suitability as
a drug target. Besides clinical validation, it is also necessary to ‘functionally’
validate target genes identified by microarray screening, i.e. to verify whether
the observed molecular alterations are responsible for phenotypic or functional
changes in the target tissue. Functional validation is traditionally performed
in molecular- and cell-based assays on a gene–by–gene basis. This is the sec-
ond major bottleneck in translational genomics. A variety of tailor-made assay
formats often have to be specifically designed for each candidate target. For
example, investigators may screen for the phenotypic effects of gene overex-
pression by knocking down gene expression with anti-sense molecules. Protein
interactions may be elucidated using the yeast two–hybrid strategy [24]. Spe-
cific biochemical assays such as assays for enzymatic activity may have to be
developed for some targets in order to search for small molecule inhibitors [25]
from compound libraries. Such high throughput screening has usually been
carried out in a microtiter plate format for each gene target, but the plethora
of targets arising from genomics and proteomics surveys will require parallel
approaches to rapidly investigate their function.

A recent innovation in high throughput functional characterization was
the application of a well–less microarray platform in place of a traditional mi-
crotiter plate platform. Ziauddin and Sabatini [26] demonstrated how parallel
transfection of hundreds of genes can be carried out in a microarray format
using a technique they termed ‘reverse transfection’. Plasmid expression vec-
tors containing full-length cDNAs were complexed with a lipid transfection
reagent and then printed at a high density on a glass slide. The slide is placed
in a cell culture plate in which viable cells are grown. These cells will eventu-
ally cover the plasmid microarray with a lawn of adherent cells. Cells which
are growing on top of the DNA spots are transfected, while other cells are not,
resulting in expression of specific proteins in spatially distinct groups of cells
(Fig. 20.3). The phenotypic effects of this ‘reverse transfection’ of hundreds of
genes can be detected using specific cell-based bioassays. (see also Chaps. 17
and 18 of this book).

Ziauddin and Sabatini [26] showed that this cell-based array system using
cDNAs as transgenes can identify drug–target interactions and evaluate phe-
notypic changes resulting from the expression of specific proteins in the cells.
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Fig. 20.3. Live cell microarray technology. Live cell arrays are created starting with
a library of vectors or siRNAs which are printed onto glass slides within a polymer
matrix containing cationic lipid transfection agent. Slides are placed into a tissue
culture dish onto which live cells are placed to grow as a monolayer on the slides. The
cells growing over the spotted vectors or siRNAs are transfected and are assayed for
cellular and molecular endpoints of interest. Finally image acquisition by fluorescent
microscopy is followed by image analysis and archiving

The power of this technology lies in the parallel nature and miniaturization of
gene transfer into live cells for analysis of the molecular and the phenotypic
effects that the expression of specific transgenes have. This method depends
on the availability of libraries of full-length genes in expression vectors. It is
likely that this limitation will be removed as various applied genomics pro-
grams, such as the FLEX database at the Harvard Institute of Proteomics
(http://134.174.168.120/YFlex/wall) are completed.

An exciting future potential alternative of live cell expression microarray
based technology lies in the specific silencing of genes in a sequence-specific
manner. The concept is to use a live cell microarray like platform for the inhibi-
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tion of gene expression by either single stranded antisense oligonucleotides, or
small interfering RNAs (siRNAs). siRNA are RNA duplexes [27–29] that trig-
ger a recently identified mechanism termed RNA interference (RNAi) which
leads to potent gene silencing. Many researchers are now routinely using siR-
NAs to knockdown specific genes in order to study their function. We have
conducted proof of principle live cell RNAi based microarray experiments that
demonstrate sequence specific and spatially confined siRNA induced gene si-
lencing on a well–less platform. RNAi microarrays are ideal for functional
screening and parallel biological analysis and may have an advantage over
arrays making use of transgene expression as over–expression of a given gene
may not generate a physiologically relevant phenotype whereas the inhibition
of gene expression has proven a highly successfully method for delineating
gene function.

Efforts are underway to generate human genome wide libraries of molecules
that trigger RNAi [30] but these reagents on this scale are likely to be costly
and plate based analysis of these libraries will be expensive and time con-
suming. RNAi based microarrays on a miniaturized platform would have
the advantage of requiring significantly less material than conventional well
based systems and can be easily adapted for a broad range of functional, high
throughput cell-based assays.

While live cell microarray technology using either overexpression or inhi-
bition of gene expression require much further development, their potential
for enabling genomic scale functional analysis could significantly speed up our
ability to link associative gene expression data with a functional effect. One
of the biggest challenges for either type of live cell array will be extracting
quantitative data from the cells on the microarray spots. Traditional scanners
do not provide the resolution required to extract single cell level information
and it may be necessary to apply automated high content screening based
instrumentation. Fortunately, the development of imaging systems for tissue
microarray analysis can be directly applied to imaging of cell microarrays
treated with various stains and assays. For example, a fluorescent microscopy
system fitted with automated stage control for high throughput fluorescent
image acquisition of DNA FISH of tissue microarrays (Fig. 20.4) can easily be
adapted and utilized for capturing images from fluorescent endpoints on cells
sitting on cell transfection microarrays. Similarly, data management systems
developed for tissue microarray images and image analysis can be directly
modified and adapted for the needs of cell transfection microarrays.

20.5 Conclusions

High throughput genomic and proteomic screening technologies have led to
a massive increase in the rate of data generation, greatly exceeding the rate
at which biological significance and clinical relevance can be determined. The
consequence of the new discovery technologies is that the validation of tar-
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Fig. 20.4. High performance and automated microscopy imaging system

gets has become the rate–limiting step in translating genomic and proteomic
information to clinical and therapeutic applications. This limitation has hin-
dered the promise of new biological insight and medical discoveries resulting
from the completion of the Human Genome Project. We have presented a
two–stage microarray based validation strategy, which can follow the analy-
sis of gene expression patterns with cDNA microarrays: a clinical validation
using tissue microarrays for the analysis of the clinical significance of alter-
ations in candidate gene targets, and a functional validation using cell-based
arrays for high throughput knockdown of gene targets. Although these solid
phase platforms differ in many ways, DNA, tissue, and live cell transfection
microarrays have some common unifying themes, including high throughput,
miniaturization, and a the parallel nature of data generation. These different
microarray based approaches can be integrated into translational genomics
systems to greatly increase the flow of information from the genome to the
bed–side.
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Torhorst J, Mihatsch MJ, Sauter G, Kallioniemi OP. Tissue microarrays for
high–throughput molecular profiling of tumor specimens. Nat Med 1998, 4:844–
847



20 Application of Microarray Technologies for Translational Genomics 373

16. Kononen J, Hostetter G, Sauter G, Kallioniemi OP. Construction of tissue mi-
croarrays. In A Companion to Molecular Cloning, vol 4, edn 3. Edited by Bowtell
D, Sambrook J. Cold Spring Harbor: Cold Spring Harbor Laboratory Press,
2001: in press
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