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Preface

ix

In September 1997 the Board on Children, Youth, and Families orga-
nized a planning meeting on indicators for the safety and security of adoles-
cents. A number of important ideas developed in this workshop, including
the need to reassess and redefine adolescent vulnerability in order to de-
velop more effective policies and programmatic interventions to safeguard
young people.

Early in 2000, and under the auspices of the Board, the two modera-
tors in the planning meeting, Elena Nightingale, Scholar-in-Residence with
the Board on Children, Youth, and Families, and Baruch Fischhoff, Profes-
sor of Social and Decision Sciences at Carnegie Mellon University, initiated
the development of a workshop to stimulate thinking about the meaning of
adolescent vulnerability, the methodologies that can be employed to mea-
sure vulnerability and its disparate predisposing risk factors, and the steps
that would advance the work necessary for setting priorities for policies and
practices to reduce the total burden of vulnerability for young people.

A small planning group was formed to develop a workshop on
reconceptualizing adolescent risk and vulnerability. This committee in-
cluded Robert William Blum, Professor of Pediatrics at the University of
Minnesota; Martha R. Burt, Program Director and Principal Research As-
sociate at the Urban Institute; Susan G. Millstein, Professor of Pediatrics at
the University of California at San Francisco; as well as Baruch Fischhoff
and Elena O. Nightingale, who served as co-chairs of the group.  The task
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was to plan a workshop that would bring together the work and experience
of several disciplines, from health science to psychology, decision science,
and economics, that could further current research and thinking about ado-
lescent vulnerability.  As a part of this task, Drs. Blum, Burt, Millstein, and
Fischhoff and their colleagues wrote papers that focused on the particular
aspect of reconceptualizing adolescent vulnerability within their respective
field of expertise. These papers were deliberately interconnected with the
intention of generating not only a new way of defining adolescent vulner-
ability, but also of creating new methodological approaches to conducting
research on both vulnerability and positive attributes of young people that
could offer a more effective knowledge base for policy and intervention
than available currently.

With funding from Carnegie Corporation of New York, the Workshop
on Adolescent Risk and Vulnerability:  Setting Priorities took place on March
13, 2001, in Washington, DC. The workshop’s goal was to put into per-
spective the total burden of vulnerability that adolescents face, taking ad-
vantage of the growing societal concern for adolescents, the need to set
priorities for meeting adolescents’ needs, and the opportunity to apply de-
cision-making perspectives to this critical area. The workshop included five
sessions, the first four of which were based on the papers prepared for the
workshop.

The first session examined a new conceptual framework for under-
standing and moderating adolescent vulnerability. The second session fo-
cused on the social costs of adolescent risk taking and vulnerability. The
discussion included ways to model the lifelong costs and benefits of risky
behavior in adolescence and the payoffs of interventions to reduce them.
The third session proposed ways to assess the total burden of adolescents’
vulnerability and its components, as well as what indices are useful to moni-
tor progress in reducing vulnerability and what social mechanisms can be
used to set priorities for reducing them. The fourth session centered on
perceptions of vulnerability by adolescents and by adults and how their
accuracy can be measured and analyzed. How beliefs about risks influence
risk taking and adolescents’ ability to manage the risks and vulnerabilities
they face also were discussed. The final session considered the implications
of these approaches to adolescent vulnerability as well as opportunities they
might provide to bridge research, policy, and practice.

This report includes an introduction by co-chairs Fischhoff and Night-
ingale that summarizes issues raised at the workshop and the four papers
prepared and presented by the planning group members. The summary
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reflects the presentations and perspectives of the presenters and partici-
pants at the workshop. It is not intended to be a comprehensive review of
all the issues that emerged at the workshop or of all those relevant to adoles-
cent risk and vulnerability. Rather, it attempts to highlight key issues and
viewpoints that emerged from the rich discussions that took place. The
information distilled in this summary is drawn from the presentations of
the speakers and the dialogue that ensued, and every effort has been made
to accurately reflect the speakers’ content and viewpoints.

The papers in this volume were reviewed in draft form by the work-
shop discussants, chosen for their diverse perspectives and technical exper-
tise.  For their insightful and constructive comments, we thank Mark
Cohen, Susan Curnan, Peter Edelman, Beatrix A. Hamburg, Lloyd J. Kolbe,
Richard M. Lerner, Ann S. Masten, Gary B. Melton, Shepherd Smith, Mat-
thew Stagner, and Heather Weiss.  We also especially thank Anne Petersen,
who generously gave of her time to oversee the review and further
strengthen the contents of this volume. Although the individuals listed pro-
vided constructive comments and suggestions, it must be emphasized that
responsibility for the final content of the volume rests entirely with the
authors.

The Board is particularly grateful to the planning group that devel-
oped the workshop framework and prepared the papers included in this
volume.  We especially thank Elena O. Nightingale and Baruch Fischhoff,
who co-chaired the workshop and who, with Joah Iannotta, edited this
volume, and Mary Graham, who provided assistance in coordinating this
publication.

Michele D. Kipke, Director
Board on Children, Youth, and Families
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Adolescent Risk and Vulnerability:
Overview

Elena O. Nightingale and Baruch Fischhoff

INTRODUCTION

Adolescents obviously do not always act in ways that serve their own
best interests, even as defined by them. Sometimes their perception of their
own risks, even of survival to adulthood, is larger than the reality; in other
cases, they underestimate the risks of particular actions or behaviors. It is
possible, indeed likely, that some adolescents engage in risky behaviors be-
cause of a perception of invulnerability—the current conventional wisdom
of adults’ views of adolescent behavior. Others, however, take risks because
they feel vulnerable to a point approaching hopelessness (Fischhoff et al.,
2000). In either case, these perceptions can prompt adolescents to make
poor decisions that can put them at risk and leave them vulnerable to physi-
cal or psychological harm that may have a negative impact on their long-
term health and viability.

Despite the widespread view that adolescents feel personally invulner-
able, both scientific evidence and direct discussions with them show that
most have serious concerns, many of them based on real-life factors that
present obstacles difficult for any individual—adult or minor—to over-
come. Chronic diseases such as diabetes, cystic fibrosis, or asthma can pose
daunting challenges and even panic. Young people feel threatened by vio-
lence, not knowing which minor incident or sideways glance will get out of
control, or when they might be in the wrong place at the wrong time. Even
if the economy is sound, many adolescents worry about having a decent
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and meaningful job or career. Racial relations and poverty are special con-
cerns. These are some components of the burden of vulnerability perceived
by adolescents in the United States, which might contribute to their par-
ticipation in risky behaviors such as unsafe sexual activity, alcohol or drug
intoxication, risky driving, and more (Fischhoff et al., 1998; Lindberg et
al., 2000).

Assessing the Burden of Adolescent Vulnerability

Adolescents today face complex and changing environments in which
many things can go right and wrong. If we are to serve and protect them,
we must have a full appreciation of these environments as well as society’s
opportunities to shape them. Research that can conceptualize, measure,
and evaluate the total burden of adolescent vulnerability is sorely needed.
New research approaches must be designed to explore as comprehensively
as possible the complexities of coexisting risk and protective factors in par-
ticular settings as well as variations in the ways adolescent perceive their
own vulnerability. Without such knowledge, practitioners are in a poor
position to design the best possible programs to facilitate healthy adoles-
cent development and well-being, and policy makers lack the research-based
information that can inform their decisions.

Previous approaches to risk taking in young people include a develop-
mental psychosocial model  (Levitt et al., 1991). This model encompasses
three elements: knowledge about the risk, management skills to deal with
it, and the personal meaning of the risk, all within a developmental per-
spective. The developmental changes in the personal meaning of risks are
of particular relevance here.

In a recent review of research on programmatic investments in young
people of various ages, Danziger and Waldfogel (2000) demonstrated that
early childhood investments pay off for children as they develop. What is
also clear from this volume is the need to invest in children as they get
older, particularly during adolescence, in which young people experience
multiple transitions such as new school environments and changing peer
and family dynamics. This volume also documents the lack of systematic
research on investments in adolescents that could support policy and prac-
tice that better meet the needs of youngsters 10 to 18 years of age.

 Of central importance to filling this research gap is to reconceptualize
approaches that could deal effectively with the complexity of adolescent
vulnerabilities by capturing both the total burden of vulnerability of youth
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in general and of those youth with special problems, particularly chronic
illness or extreme poverty. Both adolescents and adults need to know the
actual burden of adolescents’ vulnerability and be aware of each other’s
perceptions of such before policies and practices can be developed to re-
duce the burden. Knowing the size of the overall burden is essential in
order to decide what personal and societal resources to devote to this prob-
lem relative to other priorities. Knowledge about the relative size of differ-
ent problems and of opportunities for risk reduction is required so that
investment in current interventions can be made for the “best buys” and so
that better means can be devised to help adolescents. In sum, research that
can provide knowledge about the relative burden of adolescent vulnerabil-
ity could help to protect adolescents, assist practitioners in designing youth
development programs, and support policy makers in setting priorities for
allocating resources.

Once new approaches have been developed to capture the burden of
adolescent vulnerability, additional knowledge can be gained by systematic
study or experimentation. An important and accessible place to begin would
be to mine existing data sets from the vulnerability perspective; this could
lead to closing the gap between perceived and measured risks in the short
term while new data are being collected. During the past decade, a growing
number of cross-sectional and longitudinal data sets have addressed adoles-
cent risk and sources of vulnerability that lend themselves to the proposed
activity. For example, a new source of data that has the potential to signifi-
cantly advance our knowledge base of behavioral development among ado-
lescents is the National Longitudinal Study of Adolescent Health (Blum et
al., 2000; Svetaz et al., 2000). From the collection of longitudinal data, it
will be possible to examine how the timing and tempo of puberty influence
social and cognitive development among teenagers. This data set permits
analysts to examine how family-, school-, and individual-level risk and pro-
tective factors are associated with adolescent health and morbidity (e.g.,
emotional health, violence, substance use, and sexuality). Other longitudi-
nal data sets that could be mined include the National Longitudinal Survey
of Youth, the Children and Young Adults of the National Survey of Chil-
dren and Youth, and the Program of Research on the Causes and Correlates
of Delinquency: Denver Youth. Sources of cross-sectional research data that
could be useful include the Youth Risk Behavior Surveillance Survey, Moni-
toring the Future, and the Survey of Children with Special Health Care
Needs.
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Creating a New Research Base

In response to the need for new research, the Board on Children, Youth,
and Families formed an ad hoc planning committee to develop papers in
conjunction with a workshop that would stimulate new thinking about
adolescent risk and vulnerability. The papers and workshop sought to take
a different approach to the high-risk behaviors of adolescents by defining
and devising measurements for the burden of adolescent vulnerabilities, the
interactions between risks and protective factors, total costs and benefits of
interventions, evaluation of interventions, and how best to learn about dif-
ferent perceptions of risk by adolescents and adults. Authors also suggested
when and how these new approaches could be applied to existing data sets
and to designing new longitudinal and cross-sectional studies.

This volume describes the workshop, entitled Adolescent Risk and Vul-
nerability: Setting Priorities, which drew together experts with diverse schol-
arly and professional perspectives, ranging from health to economics, deci-
sion science, and psychology, in order to apply these multiple perspectives
to improving the well-being and future prospects of adolescents in the
United States. Each of the four papers presents a distinct approach to ado-
lescent risk and vulnerability. They were prepared for, presented, and dis-
cussed at the workshop held at the National Academies on March 13, 2001.

In both the workshop and this volume, we hope to place adolescent
vulnerability into perspective, taking advantage of the growing societal con-
cern for adolescents, and the need to set priorities for investment of limited
resources (Burt, 1998; Burt and Levy, 1987). With the best understanding
that research allows, we can begin to assess how to intervene in the most
effective and efficacious manner. The potential impact of research that can
guide investments in adolescent development in both individuals and our
society cannot be underestimated. Benefits may accrue even for those ado-
lescents who do not experience a development program directly because
peers who do participate become more focused and motivated in school,
more engaged in their communities, and less involved in risk behaviors
(Danziger and Waldfogel, 2000).

The workshop discussions served to bring the ideas in the papers to-
gether toward an integrated research approach for reducing adolescent vul-
nerability. The following provides brief summaries of the papers and the
points made by discussants who reviewed each of them.
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PAPER AND DISCUSSION SUMMARIES

Perceptions of Risk and Vulnerability, by Susan G. Millstein and Bonnie
L. Halpern-Felsher, examines the beliefs underlying adolescents’ decisions,
with particular attention to how to evaluate their competence. They find
that, contrary to popular belief, the scientific literature does not support
the notion that adolescents view themselves as uniquely invulnerable to
harm; rather, their perceptions of invulnerability resemble those of the
adults around them. This myth can distort programs and policies for ado-
lescents by suggesting a level of incompetence that warrants more manipu-
lative interventions and fewer opportunities for exploration and growth.
Indeed, in some ways, adolescents show a deep sense of vulnerability, as
when asked about their overall chance of premature death (Fischoff et al.,
2000).

The authors demonstrate the importance of adolescents’ risk percep-
tions for developmental theory, programming, and setting standards of de-
cision-making competence (e.g., for making health decisions). They also
describe the methodological issues facing such studies. Many have used
hypothetical situations, which allow standardization across subjects, but
may seem unrealistic to many. Others have asked for judgments of ambigu-
ous events (Fischhoff, 1996; Halpern-Felsher et al., 2001), or used verbal
quantifiers as response modes (e.g., the use of “very likely,” “likely”; for
further discussion, see Biehl and Halpern-Felsher, 2001), making it diffi-
cult to evaluate the accuracy of the beliefs that are expressed. The paper
makes the case for using more realistic situations in order to provide eco-
logical validity. Doing so will make it easier to characterize the relationships
between adolescent behaviors and the perceived risks and benefits of their
actions. Those studies will have to consider the context within which ado-
lescents evaluate their options. For example, if an adolescent does not be-
lieve that he or she will live beyond the age of 30, the risk of AIDS may
have little influence on sexual behavior.

In their discussion of Millstein and Halpern-Felsher’s paper, both Ri-
chard Lerner and Ann Masten noted its potential for guiding program and
policy innovations that will promote positive youth development. They
pointed to the paper’s new and useful insights regarding how perceptions
influence adolescents’ decision making about risky behaviors. They sug-
gested research into adolescents’ perceptions relevant to improved decision
making; developing an ecological perspective for understanding vulnerabil-
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ity; understanding (and combating) myths about adolescent vulnerability;
and a continuing focus on positive youth development (Masten, 2001).

Vulnerability, Risk, and Protection, by Robert William Blum, Clea
McNeely, and James Nonnemaker, presents a model for understanding the
vulnerability of adolescents to undesirable outcomes, from the individual
to the macro level. Using data from the National Longitudinal Study of
Adolescent Health (Add Health), the authors applied the model to evaluat-
ing the effects of protective factors on risky behaviors, such as violence,
cocaine use, and sexual intercourse. Meaningful interventions require un-
derstanding of the interactions and complexities of these processes. For
example, school classroom management climate was proven to be a protec-
tive factor against weapon-related violence, but not against cocaine use.
Effective policies and interventions must take into account the connections
between vulnerability and protective processes.

Although the framework in the Blum et al. paper offers the possibility
of identifying and reducing negative educational, social, and health out-
comes that may mitigate several negative outcomes at once, and has poten-
tial for being quite productive, discussant Lloyd Kolbe was concerned that
the complexity of the model might make it difficult to translate theory into
practice. To take advantage of the strengths of the framework, he suggested
using it to identify protective factors, relationships, and processes that seem
particularly effective and enabling appropriate social institutions (e.g., pub-
lic and private agencies, youth-serving organizations) to use underutilized
protective factors in future interventions to help young people. Because the
model demonstrates interaction of risk and protective factors in several
areas, it could promote collaboration among educational, social service,
and health agencies to reduce adolescent vulnerability and risk.

Kolbe identified future research opportunities, including articulating
and measuring protective factors and monitoring them over time; and con-
ducting longitudinal-cohort community-based studies, such as Healthy
Passages,1 of how variables evolve over time as well as intervention research

1Healthy Passages:  A Community-based Longitudinal Study of Adolescent Health,
supported by the Centers for Disease Control and Prevention (CDC), is scheduled to begin
in June 2001 in three communities;  Birmingham, Los Angeles, and Houston. CDC funds
were awarded to three universities to conduct the research: University of Alabama at Bir-
mingham (Michael Windle, Ph.D., Principal Investigator); University of California at Los
Angeles/RAND (Mark Schuster, M.D., Ph.D., Principal Investigator); and University of
Texas-Houston (Guy Parcel, Principal Investigator). Further information on the study is
available from Project Officer Jo Anne Grunbaum, Ed.D., at jpg9@cdc.gov.
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determining whether these variables can be modified. Kolbe noted both
the difficulty and the importance of such synthetic research.

According to discussant Beatrix Hamburg, the model presented by
Blum et al. has potential to deal with complex interactions among vari-
ables, macrolevel influences, and contextual specificity. What happens
within a context (e.g., school), such as attendance or peer acceptance, con-
tributes to the final outcome, even in a positive environment.

Among macrolevel variables, chronic disease is of special concern for
the adolescent (Hamburg, 1982). A large and growing number of adoles-
cents live with diseases such as cystic fibrosis, diabetes, asthma, and some
cancers, all of which were once fatal at an early age. Now, due to medical
advances, adolescents can live a long time with a disorder that can be treated
but not cured. A disease and its treatment impose risks related to the devel-
opmental tasks of adolescence, such as establishing a positive body and self-
image as well as peer acceptance, among other tasks. The specter of being
permanently afflicted with damage and disability confers a substantial risk.
As adolescents attempt to negotiate normative developmental tasks as well
as demanding medical regimens, the risks imposed by chronic disease can
lead to adverse outcomes in medical, emotional, social, and educational
spheres. Parents often have little understanding or guidance in coping with
these issues, and, at best, tend to become over-protective and anxious. Fam-
ily conflict is common. For these reasons, adolescence is an especially vul-
nerable period for those with chronic illness. The Blum et al. model could
help identify realistic approaches to reducing these risks and making best
use of protective factors. The model also can be applied to data sources in
addition to Add Health, among them Monitoring the Future and the Youth
Risk Behavior Survey.

Modeling the Payoffs of Interventions to Reduce Adolescent Vulnerability,
by Martha R. Burt, Janine M. Zweig, and John Roman, emphasizes that
adolescents establish behavior patterns and activities such as smoking and
sexual activity that affect their lifetime well-being. However, these long-
term consequences can be ignored, leading to insufficient investment in
adolescents, whose short-term morbidity and mortality are relatively low.
Traditional methods for estimating costs of health risks and outcomes do
not provide good assessments of all the costs and benefits—social, eco-
nomic, and human. The paper presents models for estimating the full suite
of economic payoffs for different types of policy actions. The models con-
sider programs that involve interactions between youth and teachers, pro-
gram staff, families, and others. They show how existing and new databases
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can be used to analyze associations between patterns of behavior and pat-
terns of outcomes. The sectoral costs of these outcomes can then be quanti-
fied, along with opportunities to reduce those costs through interventions
with different probabilities of success. Research applying these models more
comprehensively should lead to better understanding of the public and
private costs and benefits of different patterns of youth risk behaviors and
of investments in youth.

These analyses make it less likely that population-based actions focus-
ing only on a single issue (e.g., smoking) will affect the young people who
need the most help, compared with more comprehensive and enduring
interactions. In addition to identifying the best investments in adolescent
development, such analyses also can show the overall payoff to policy
changes focused on the well-being of young people.

The discussants for this paper, Susan Curnan and Peter Edelman, noted
its usefulness as a framework that researchers could build, expand, and
adapt in revitalizing thinking about costs and benefits related to adolescent
vulnerability and resiliency. Rather than focusing on adolescents as the
source of troubling behaviors that drain social and institutional resources,
the Burt et al. model focuses on interventions that nurture youth as assets
capable of producing economic and social benefits. Curnan described a
recent concrete example of such a policy, the pending bill, Younger Ameri-
cans Act (H.R. 17), which aims to create fully prepared youth rather than
risk-free youth. If the act were implemented, the Burt et al. model could
evaluate the payoffs from potential programs. Curnan also suggested ex-
panding the approach to include biological and community/contextual in-
fluences when profiling risk and protective factors.

Edelman pointed out that the Burt et al. model provides the ability to
analyze multiple effects and interactions and could help shift intervention
programs and their funding from single- to multiple-variable programs. It
is thought to have potential for measuring the payoff of supporting positive
youth development and improving the way we deal with adolescent vulner-
ability.

Adolescent Vulnerability:  Measurement and Priority Setting, by Baruch
Fischhoff and Henry Willis, begins by discussing adolescents’ legitimate
concerns about their future and well-being, reflecting their concerns about
their own invulnerability. They then consider how dealing effectively with
adolescent vulnerabilities requires knowing their total burden as well as the
size of the component parts. The former should shape the overall invest-
ment in reducing adolescent vulnerability, the latter its allocation across
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interventions. Priority setting for research and practice is discussed, includ-
ing the important considerations of separating facts and values when mak-
ing decisions about policies and actions. The paper presents approaches to
determining priorities as well as ways to determine values relevant to the
particular policy choices.

Although the paper argues for setting priorities systematically, it also
recognizes the challenges to this approach, such as the difficulty of the
choices being faced and the political barriers to translating priorities into
change in resource allocation. The proposed procedure for priority setting
allows for involvement of relevant individuals, including adolescents, and
not merely summaries of their views. The authors emphasize that values
shape the priorities we place on young people’s well-being and the proce-
dures used to reach those priorities.

The main strength of the Fischhoff and Willis paper, according to dis-
cussants Matthew Stagner and Mark Cohen, is making transparent the as-
sumptions, values, and uncertainties that are part of any process of risk
assessment and prioritization. The paper draws attention to the multiple
ways in which politics and value judgments are interwoven in the process
of identifying, measuring, and creating intervention programs to address
adolescent risk. In many cases, such as deciding what to measure in longi-
tudinal studies, value judgments are the determining influence on how and
where money will be spent. If choices are framed and evaluated in a scien-
tific manner, the result should be priorities more in keeping with societal
values. The Fischhoff and Willis paper offers a new way of examining how
value judgments and scientific knowledge influence decision making about
resources used to address adolescent vulnerability and risk. If a scientific
knowledge base is available when opportunities such as public and political
interest move in the direction of adolescent vulnerability, the possibility of
having value judgments informed effectively by research is greater than if
the research base is not present, according to Stagner. He also noted, in
agreement with the other papers, the importance of  developing indicators
of positive development, pointing to the Federal Interagency Forum on
Child and Family Statistics’ America’s Children initiative. Stagner also noted
agreement with the other papers regarding creating community-specific
priorities, reflecting the specificity of risks and values. The Fischhoff and
Willis paper offers a way in which national and local resources might be
addressed effectively to reduce adolescent vulnerability.

Mark Cohen noted the social and institutional challenges facing at-
tempts to develop community consensus regarding which adolescent risk
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and evaluative factors to consider. Questions include who controls the
agenda, how to select appropriate citizen participants, and how values will
be combined in cases of conflict. In contrast, Cohen noted the economic
approach of quantifying monetary value of those risks that can be com-
pared across categories (Cohen, 1998). Doing so in an acceptable way could
reduce the set of factors that need to be evaluated with alternative proce-
dures capable of addressing nonmonetary concerns.

INTEGRATIVE SUMMARY

The prepared papers and ensuing discussion considered what is known,
believed, and desired regarding adolescents’ welfare. These realities shaped
proposals for better research, communication, and action. Although en-
titled “adolescent vulnerability,” the workshop necessarily considered the
complementary and compensatory processes conferring resilience. The fol-
lowing themes emerged from the papers and discussions.

A Comprehensive Approach Is Needed

       Looking at the full range of potential risk outcomes is essential to:

• Assess the full burden of vulnerability borne by youth and society
(in terms of both direct suffering and lost potential);

• Ensure that disproportionate attention and resources are not de-
voted to a few of the many potentially relevant issues; and

• Identify clusters of problems with common causes and solutions.

      Looking at the full range of factors creating risk and resilience is
essential to:

• Assess the full impact of dislocations in young people’s lives (e.g.,
poverty, violence);

• Assess the total contribution of interventions that might ameliorate
root causes of multiple problems (e.g., creating more supportive schools,
reducing social rejections, strengthening parenting skills); and

• Avoid domination by a subset of proposals.

A suite of measures of adolescents’ welfare is needed to:
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• Consistently track their circumstances;
• Systematically compare teens in different groups; and
• Rationally direct future resources.

Adolescents Differ in Their Needs, Wants, and Circumstances

Recognizing the differences among young people is essential to afford-
ing them the respect they deserve. Sweeping generalizations about adoles-
cents encourage the adoption of undifferentiated interventions, with the
direct costs of wasting societal resources and undermining teenagers’ confi-
dence in adults (who are ignoring significant aspects of their lives) and the
opportunity costs of failing to develop better understanding and interven-
tions.

Some adolescents face particular challenges worthy of special societal
attention. These include adolescents suffering from chronic diseases, be-
longing to disadvantaged and disenfranchised groups (e.g., migrants, Na-
tive Americans), or dealing with psychological conditions having broad ef-
fects (e.g., depression, eating disorders).

Even within difficult situations, adolescents often find strengths in
themselves and sympathetic others. Even adolescents from favored groups
often experience extreme stresses (e.g., peer rejection, family disintegra-
tion). As a result, helping them may be a matter of tipping the balance in
their lives, rather than creating wholesale changes in their circumstances.

Careful Research Matters

Without solid research, priorities will be set on the basis of anecdote,
supposition, and prejudice. One task of research is to evaluate beliefs that
are widely maintained but empirically unsupported. It cannot, however,
dissuade supporters of programs that are ends in themselves (e.g., because
they provide resources or a livelihood to those who administer them; be-
cause their existence expresses a social value, whatever its effects on young
people).

Disentangling the interplay of risk and resilience factors requires longi-
tudinal studies with well-selected measures and diverse samples. Properly
managed and coordinated, they can provide a uniquely valuable public
resource.

Effective research requires measures well matched to theoretical con-
cepts. That applies when measuring adolescents’ behavior, environmental
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circumstances, or beliefs, as well as beliefs about adolescents. For example,
little can be concluded from many studies of risk perceptions because their
questions are insufficiently precise for responses to be compared with statis-
tical estimates of risk.

Research Must Be Communicated Effectively

Social policy and attitudes toward adolescents reflect people’s beliefs
about them. Often these beliefs are unfounded (e.g., adolescents have a
greater sense of personal invulnerability than do adults). Such beliefs can be
confronted in ways that improve public understanding of young people’s
vulnerability and resilience, as well as the processes shaping them.

The workings of the research community can create an unbalanced
picture of adolescents, even when its results are communicated accurately.
Teenagers often are studied because they face or pose problems in society.
As a result, they can be unduly seen as threatened or threatening. Moreover,
that research often is focused on a single problem behavior or risk factor,
encouraging sweeping generalizations and simplistic solutions. Countering
a fragmented view of adolescents requires either aggregating limited studies
or focusing on comprehensive ones.

Many different groups and individuals are concerned with adolescents’
welfare. They include parents, teachers, legislators, funders, and the young
people themselves. Taking best advantage of available research requires sum-
marizing its results, implications, and robustness in terms relevant to spe-
cific audiences. Due diligence in communication means empirically evalu-
ating its impacts in order to ensure that it is understood as intended.

Deliberative Social Mechanisms Are Needed to Set Priorities

Sound analytical procedures are increasingly available to characterize
many aspects of adolescent vulnerability. Applying these procedures more
widely would provide disciplined estimates of statistics that people other-
wise try to assess intuitively.

Even the most accomplished economic or risk analysis provides an
imperfect estimate of a portion of the issues potentially relevant to deci-
sions about adolescents. Moreover, the specification of such analyses inevi-
tably requires the exercise of judgment, regarding both how to treat uncer-
tain data and how to focus on target issues and populations. As a result,
formal analyses can inform, but not determine, social choices.
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Interpreting analytical results, and integrating them with other con-
cerns, requires deliberative processes. These can create communities of con-
cern and shared understandings (including focused disagreements) among
those concerned about adolescents.

CONCLUDING THOUGHTS

As a society and as individuals, we face challenges and opportunities in
providing a better future for our adolescents. The papers and discussions of
this workshop have, we hope, advanced our point of departure for the work
that lies ahead in setting and acting on priorities.
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Perceptions of Risk and Vulnerability

Susan G. Millstein and Bonnie L. Halpern-Felsher

INTRODUCTION

Why Are Perceptions of Risk and Vulnerability Important?

Individuals’ judgments about risk are viewed as a fundamental element
of most theoretical models of health and risk behavior, including Social
Cognitive Theory (Bandura, 1994), the Health Belief Model (Rosenstock,
1974), the Theory of Reasoned Action (Fishbein and Ajzen, 1975), the
Theory of Planned Behavior (Ajzen, 1985), Self-Regulation Theory
(Kanfer, 1970), and Subjective Culture and Interpersonal Relations Theory
(Triandis, 1977). All of these theories posit that individuals’ beliefs about
the consequences of their actions and perceptions of their vulnerability to
those consequences play a key role in behavior. Although we will later ques-
tion whether existing studies address these hypotheses adequately, the
strength of the logical association between risk perceptions and behavior is
compelling. As a result, risk perceptions play a fundamental role in behav-
ioral intervention programs, which try to get adolescents to recognize and
acknowledge their own vulnerability to negative outcomes. The ability to
judge risks also is considered to be an essential element of decision-making
competence, according to theorists, researchers, and practitioners in the
behavioral sciences, medicine, social work, law, and social policy (Gittler et
al., 1990; Hodne, 1995).

Adults have speculated about adolescents’ lack of competence in recog-
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nizing and assessing risk since the time of Aristotle. Adolescents typically
are viewed as being unable to judge risk appropriately, and as having strong
beliefs in their invulnerability to harm. In recent years, the question of
adolescents’ competence has emerged as a result of efforts to regulate the
legal rights of adolescents to make decisions in the realms of medical and
mental health treatment, including their rights to refuse treatment or to
obtain treatment without parental knowledge and/or consent, as well as
their rights to participate in research, including experimental clinical trials.
Additionally, adolescents’ capacity to exercise existing rights is of funda-
mental interest to the juvenile justice system (Butterfield, 1996).

Much of the interest in adolescents’ perceptions of risk and vulnerabil-
ity is motivated by the desire to understand why youth engage in poten-
tially threatening behaviors, with an aim toward guiding the development
of interventions that will be successful in preventing their onset. Relevant
questions for gaining such understanding include the following:

• What skills are needed for assessing risk?
• Do adolescents have these skills?
• How competent are adolescents in identifying and assessing risk?
• What kinds of factors influence adolescents’ ability to judge risk?
• How do adolescents’ perceptions compare to those of adults?
• Do adolescents’ perceptions of risk influence their decisions?

In this paper, we review existing data to address these questions. We
acknowledge that answers to these questions will not give a complete pic-
ture of why adolescents engage in risky behavior—other crucial questions
remain, such as whether adolescents are competent decision makers or able
to apply their decision-making skills in all situations. Nevertheless, a focus
on risk perception is a reasonable vantage point from which to consider
adolescent risk and vulnerability. We will begin our discussion by giving
the reader a sense of the size of the risks themselves. That is, how big are the
risks that adolescents face? This will provide a context for later assessing the
adequacy of adolescents’ judgments concerning those risks.

How Big Are the Risks?

Some of the threats to adolescents’ well-being pose sizable risks. For
example, 40 percent of Latino youth fail to complete high school or the
equivalent, such as the General Education Development Tests (GED) (Fed-
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eral Interagency Forum on Child and Family Statistics, 2000). However,
for many risks, the actual chance of a negative outcome occurring is rela-
tively small. For example, Fischhoff et al. (2000) reported that for adoles-
cents, the actual probability of a female getting pregnant within one year is
less than 6 percent, and the probability of a male getting someone pregnant
in the next year is less than 3 percent. The probability of being the victim of
a violent crime (e.g., homicide, rape, robbery) is less than 10 percent. Even
smaller is the probability of an adolescent dying from any cause in the next
year (.08 percent) or by the time an adolescent turns 20 (.04 percent). Of
course, the probability of experiencing these outcomes is highly dependent
on one’s behavior and environment. Risks for acquiring sexually transmit-
ted diseases (STDs) are quite high among youth who have highly con-
nected sexual networks involving people who live in areas of high infectiv-
ity. The risks are far lower for adolescents who live in geographic areas of
low disease rates, and are essentially nil for sexually inactive youth.

But small risks are not unimportant. Although many of the actual risks
adolescents face are numerically small, their potential outcomes can be se-
vere and life altering. For example, STDs such as gonorrhea and chlamydia
are associated with subsequent rates of pelvic inflammatory disease (PID)
as high as 10 to 40 percent. It is estimated that of the approximately
200,000 to 400,000 adolescent females who develop PID each year, 40,000
to 84,000 of them eventually will find themselves infertile. The fiscal costs
are also high; excluding costs related to HIV and AIDS, we spend an esti-
mated $882 million yearly treating STDs in adolescents (Gans et al., 1995).
Furthermore, most causes of adolescent morbidity and mortality are pre-
ventable, thus behooving us to make attempts to reduce them.

Adults’ Perspectives on Adolescent Vulnerability

Although few empirical data speak directly to adults’ perceptions con-
cerning risks to adolescents, other indicators point to the sources of adults’
concerns. Reading the popular press, listening to parents of teenagers, and
examining the content of preventive programs makes it clear that adults’
concerns focus primarily on the major causes of morbidity and mortality
and adolescents’ involvement in behaviors that are associated with these
negative health and social outcomes. In a series of focus groups with high-
risk youth, their parents and grandparents, a report from the Office of
Disease Prevention and Health Promotion (1993) found that parents were
concerned about the lack of adult supervision for their children and the
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failure of schools and communities to meet the needs of adolescents. Other
areas of concern included peer influences and poor schools. Ferguson and
Williams (1996) found that among a group of parents of 17 year olds, 38
percent expressed concerns about their children’s driving; 43 to 97 percent
of the parents supported additional restrictions to protect their children.

Parents of adolescents also view adolescents as more vulnerable than do
adolescents themselves. Beyth-Marom et al. (1993) found that across a se-
ries of risky behaviors, adolescents’ perceptions of the risks to themselves
were significantly lower than the risks their parents perceived for them.
Similar findings are reported by Cohn et al. (1995). For example, although
31 percent of the adolescents believed there was little or no harm in getting
drunk once or twice, only 9 percent of the parents believed this. These
formal comparisons of adults’ perceptions of adolescents’ risks with adoles-
cent perceptions of their own risks is confounded by the fact that the adult
is judging risks for another person—and such judgments are typically
higher than personal risk judgments (Weinstein, 1980, 1983, 1984; Whalen
et al., 1994).

Conceptualizing and Measuring Perceptions of Risk and Vulnerability

There are many ways to conceptualize and measure perceptions of risk
and vulnerability. We can examine the content of individuals’ risk and vul-
nerability beliefs—identifying those things that worry or concern them, as
well as the degree of anxiety generated by these concerns. We can observe
whether people recognize the risks inherent in a given situation, or we can
look at how accurately someone judges a specific risk. Risk judgments may
focus on situations (e.g., is having unprotected sex dangerous?) or on their
potential outcomes (e.g., what is the chance that you will get an STD?).
Personal risk can be viewed in absolute terms (e.g., what is your chance . . .
?) or relative terms (e.g., how does your risk compare to others?). For any
given individual, we can also examine his or her relative ranking of the
importance of various “risks” to assess his or her risk perceptions.

Each of the many ways of assessing individuals’ perceptions has some-
thing to tell us about their sense of risk and vulnerability. But they also
appear to measure different aspects of this construct we call vulnerability.
The literature reflects this conceptual diversity, making it difficult to com-
pare across studies. In our review, we will consider them separately. We will
not attempt to tell the reader which of these approaches are best. Rather, we
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will comment on the use and limitations of each. To avoid confusion, we
will use the following terms throughout this paper.

We use the term risk judgment to reflect magnitude assessments of risk.
A risk judgment that focuses solely on an outcome (e.g., how likely are you
to get an STD?) would be considered to be a nonconditional risk judgment.
In contrast, a situation-specific or conditional risk judgment is one in which
explicit mention of an antecedent condition such as a situation or a behav-
ior is made (e.g., how likely are you to get an STD if you have unprotected
sex?). When assessments of risk do not involve magnitude estimates, we use
the term risk identification. These assessments may focus solely on a situa-
tion (e.g., is it risky to have unprotected sex?) or may include identification
of specific consequences as well (e.g., what might happen if you have un-
protected sex?).

Although risk identification and judgment may be the most direct ways
to tap assessments of risk, individuals’ affective responses to specific situa-
tions and/or outcomes also can be informative. When assessments focus on
the degree of anxiety or concern individuals have about particular situa-
tions (e.g., how worried would you be if you had unprotected sex?) or
outcomes (e.g., do you worry about getting an STD?), we refer to them as
feelings or perceptions of vulnerability. Like the more cognitive aspects of
risk perception, these affective manifestations can be conditional or uncon-
ditional. Asking people to identify the things that concern them (e.g., what
kinds of health problems do you worry about?) points to content areas
where perceptions of vulnerability may exist; we refer to these simply as
concerns. We acknowledge that individual differences such as generalized
anxiety or pessimism may influence the degree to which situations or out-
comes are identified, judged, or experienced as risky. However, we do not
consider these generalized states or their measurement to reflect percep-
tions of risk or vulnerability.

ADOLESCENTS’ PERCEPTIONS

We will now review what we know about the content of adolescents’
concerns, their perceptions of vulnerability, their ability to identify risk,
and their ability to judge risk. In each section, we will first give the reader a
sense of how adolescents as a group perform, followed by an examination
of how these capacities vary by the age of the adolescent. Other sources of
variation in risk perception and assessment, such as gender, race/ethnicity,
and economic status, are discussed later.
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Sources of Concern

One approach to understanding adolescents’ perceptions of vulner-
ability is to identify those issues about which adolescents express concern.
Numerous surveys have documented these concerns. Common adolescent
concerns include those related to appearance (height, weight, acne), emo-
tional states (depression, anxiety), interpersonal relationships (parents,
friends, and other adults), school (schoolwork, school problems, and ca-
reer), environmental threats (air pollution and nuclear war), and health and
physical complaints (headaches, stomachaches, vision problems, dental
problems). Adolescents also acknowledge the importance of the health is-
sues most frequently identified by health professionals, including substance
use, sexual behavior, birth control, sexually transmitted disease, and preg-
nancy (Alexander, 1989; Benedict et al., 1981; Brunswick, 1969; Giblin
and Poland, 1985; Marks et al., 1983; Millstein and Irwin, 1985; Parcel et
al., 1977; Sternlieb and Munan, 1972).

Although adolescents clearly acknowledge a wide range of concerns,
only a few issues consistently rank high. These include issues pertaining to
school, dental health, acne, interpersonal relationships, and mental health
(American School Health Association et al., 1989; Sternlieb and Munan,
1972). Concerns related to substance use, sexual behavior, nutrition, and
exercise rank lower in most adolescent samples (Eme et al., 1979; Feldman
et al., 1986; Sobal et al., 1988).

Age Differences in Adolescents’ Concerns

Observed age differences in health concerns are consistent with the
developmental tasks faced by adolescents. Younger adolescents (between 11
and 13) generally are more concerned with physical development, includ-
ing puberty (Byler et al., 1969), and with how one is viewed by members of
the opposite sex. Middle adolescents (i.e., about 14–15 years old) are more
concerned with appearance (especially among female adolescents), inter-
personal relationships with peers and members of the opposite sex, and
self-esteem. Older adolescents are more concerned with school, grades, and
their future career plans (Eme et al., 1979; Violato and Holden, 1988) as
well as their emotional health. A study of more than 5,000 children and
adolescents found increasing interest among youth in topics such as growth
and development, preventive health behaviors, mental health, and social-
emotional development as children moved into the early adolescent years
(Byler et al., 1969).
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Adults’ Perceptions About Adolescents’ Concerns

Adults underestimate the degree of concern adolescents report about
their health (Sobal et al., 1988) and appear to have misperceptions about
adolescents’ level of knowledge about specific topics such as AIDS (Man-
ning and Balson, 1989). Adults also fail to recognize some of the specific
health concerns of adolescents. An example occurs in regard to dental and
oral health. Across studies, adolescents consistently rank dental concerns of
being of great importance (Parcel et al., 1977; Sobal et al., 1988; Sternlieb
and Munan, 1972). Yet this topic rarely receives attention in discussions of
adolescent health. Other areas in which adults fail to recognize adolescents’
concerns include school problems and teens’ relationships with adults
(Sobal et al., 1988).

To summarize, existing data indicate that adolescents do express con-
cerns about negative effects that can result from volitional behaviors as well
as from environmental hazards such as natural disasters, technological risks,
and violence. Adults often underestimate these concerns. Although exami-
nation of adolescents’ concerns gives us some indication of the sources of
concern, it does not inform us about the degree to which these concerns are
accompanied by feelings of vulnerability. For example, to what degree do
concerns about oral health translate into adolescents’ feelings of personal
vulnerability to caries or gum disease? For this reason, perceptions of vul-
nerability may be a closer reflection of adolescents’ beliefs about their vul-
nerability.

Perceptions of Vulnerability

Data from numerous studies indicate that adolescents feel vulnerable
to experiencing negative outcomes. Adolescents’ worry and feelings of vul-
nerability to AIDS have been well documented (DiClemente et al., 1987;
Pleck et al., 1990; Price et al., 1985; Strunin, 1991). Other behavior-re-
lated risks, such as getting sick from drinking alcohol and acquiring an
STD also appear to generate feelings of vulnerability. In a recent study, we
found that a majority of sexually inexperienced seventh and ninth graders
reported that they would be worried and concerned about getting an STD
if they had sex without a condom; 53 percent said they would be very
worried and 26 percent reported feeling somewhat worried. Similar per-
centages were obtained for adolescents’ ratings of concern. Feelings of vul-
nerability appear to generalize beyond behavior-related risks. When asked
to imagine being at a picnic when a tornado strikes, 36 percent of adoles-
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cents in seventh and ninth grade reported that they would be very worried
that they would die, and 22 percent reported being somewhat worried
about dying from the tornado. The corresponding values for being con-
cerned with dying were 43 percent and 20 percent. Bachman (1983)
showed that 30 percent of high school seniors reported worrying frequently
about the threat of nuclear war.

Age Differences Among Adolescents

In our recent study (Millstein and Halpern-Felsher, 2001) cross-sec-
tional analyses showed a negative relationship between age and feelings of
vulnerability to alcohol (r=–.30) and sex risks (–.35). Feelings of vulner-
ability to alcohol-caused illness were significantly higher in fifth and sev-
enth graders than ninth graders and adults. Perceptions of vulnerability to
STDs were significantly higher in seventh and ninth graders than adults.
Longitudinal analyses (in progress) showed that among sexually inexperi-
enced seventh and ninth graders, worry over getting an STD as a result of
unprotected sex decreased significantly over a 6-month period. However,
reported concern for STDs did not. Additional data supporting these find-
ings are provided by data from the National Survey of Adolescent Males
(Pleck et al., 1993), which showed that adolescent males’ (ages 15–19)
worry about AIDS decreased over a two-year period.

Thus, in contrast to popular views that adolescents do not worry or
concern themselves about risks, the data indicate that many, and in some
cases most, adolescents report feeling vulnerable to negative outcomes. It is
not entirely clear, however, what these assessments really mean. Do they
reflect true anxiety and/or perceptions of potential harm, or are they pri-
marily cognitive expressions, meant to acknowledge that these are things,
in general, to worry about? Who, after all, does not worry (at least academi-
cally) about negative outcomes such as AIDS?

Risk Identification

Studies of adolescents’ capacity for considering consequences have
shown that even young adolescents have the ability to identify negative
consequences associated with medical procedures (Kaser-Boyd et al., 1985;
Lewis, 1981; Weithorn and Campbell, 1982) and with engaging in risky
behaviors (Beyth-Marom et al., 1993; Finn and Brown, 1981; Furby et al.,
1997). Typically, these studies ask participants to imagine themselves in a
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hypothetical situation, and to identify any risks that they perceive in that
situation. For example, Beyth-Marom et al. (1993) asked adolescents to
consider what might happen if they engaged in six different risky activities.
They found that adolescents identified, on average, four to seven conse-
quences for each activity. A broad range of consequences were mentioned,
including physical effects, psychological effects, and social reactions from
family, other authority figures, and peers.

A few studies have examined the extent to which adolescents sponta-
neously mention or consider risks, which may give a more realistic picture
of adolescents’ ability to recognize risk in real-life situations. Lewis (1981)
asked 108 adolescents in grades 7, 8, 10, and 12 about the advice they
would give to peers facing cosmetic surgery and to peers considering par-
ticipation in a clinical trial of a new acne medicine. Sixty percent of the
adolescents mentioned possible risks associated with the situations, and 26
percent mentioned potential future consequences. Halpern-Felsher and
Cauffman (2001) used the same scenarios in their study of 190 adolescents
(grades 6, 8, 10, and 12). They found that 12 to 32 percent of teens men-
tioned risks and 10 to 13 percent  mentioned future consequences in the
cosmetic surgery scenario. In the informed consent scenario, 42 to 63 per-
cent of the adolescents recognized risks and 7 to 16 percent recognized
future consequences.

Age Differences in Risk Identification

Studies examining age differences in adolescents’ ability to identify risks
report conflicting findings. Lewis (1981) found dramatic increases in aware-
ness of risks between grades 10 (50 percent of subjects mentioning) and 12
(83 percent). Mention of future consequences showed steady increases over
grades 7–8 (11 percent), 10 (25 percent), and 12 (42 percent). However, a
replication of the Lewis study using a somewhat larger sample (Halpern-
Felsher and Cauffman, 2001) reported no significant age differences in
adolescents’ consideration of risks and long-term consequences. Two other
studies also failed to find age differences. In a small sample (N=62) of
people with learning and behavior problems, Kaser-Boyd et al. (1985)
found younger adolescents to be as competent as older adolescents in their
ability to consider consequences. Ambuel (1992) studied 13 to 21 year olds
(N=75) who suspected an unplanned pregnancy and were seeking a preg-
nancy test. Comparisons between younger minors (ages 13–15 years) and
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older minors (16-17) showed no differences in their consideration of con-
sequences.

In four studies focusing on risk identification that compared adoles-
cents and adults, two found adults to be more competent in identifying
risk. Beyth-Marom et al. (1993) reported small age-related differences in
subjects’ ability to generate consequences associated with six risky behav-
iors, with adults spontaneously mentioning more consequences than ado-
lescents on one-third of the behaviors examined. Halpern-Felsher and
Cauffman (2001) found that in comparison to adolescents, adults consid-
ered a greater number of risks as well as long-term consequences. Both of
these studies used hypothetical situations to estimate participants’ capacity
for identifying risk. In contrast, the other two studies focusing on risk iden-
tification examined perceptions of risk in real life decision-making situa-
tions and failed to find differences between adolescents and adults in their
ability to consider consequences (Ambuel, 1992; Kaser-Boyd et al., 1985).
Both samples were relatively small, including fewer than 80 participants.

To summarize, it is clear that many adolescents, especially older ado-
lescents, are capable of recognizing and identifying risks. Adolescents also
are able to identify risks spontaneously, in response to hypothetical sce-
narios as well as in real-life decision situations. However, the overall level of
competence among adolescents is not exceptionally high. In the Lewis
(1981) study, few of the younger adolescents and less than half of the tenth
graders could be considered competent in identifying important potential
risks. Halpern-Felsher and Cauffman (2001) also reported lower than
expected levels of awareness of risks among both adolescents and adults.
Furthermore, most studies that have examined age differences in risk iden-
tification report age-related increases in individuals’ awareness and consid-
eration of risks (Ambuel, 1992; Beyth-Marom et al., 1993; Lewis, 1981);
fewer have failed to find such differences (Lewis, 1980; Weithorn and
Campbell, 1982). Although it is not clear whether there are absolute points
at which one should be considered competent in identifying risks, the find-
ing of age-related increases in risk identification does call into question the
degree to which we should consider adolescents, particularly younger ado-
lescents, competent. The extent to which the ability to identify risks changes
over time has not been studied using longitudinal data, nor has the link
between risk identification and risk behavior been studied.
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Risk Judgments

In addressing whether adolescents are able to judge risks accurately,
one can use a number of different indicators. One indicator might be to
look at whether adolescents view themselves as “invulnerable,” a common
attribution that would render them unable to judge risks adequately. If we
interpret invulnerability as meaning that the individual judges risk as non-
existent (i.e., risk estimates of zero-percent chance), research does not sup-
port this characterization of adolescents. Both Quadrel et al. (1993) and
Millstein and Halpern-Felsher (2001) found perceptions of invulnerability
to characterize a minority of the adolescents they sampled.

Ideally, we would judge adolescents’ competence in assessing risk by
comparing their perceptions to their actual risk status. But determining an
individual’s risk for experiencing a specific negative outcome is difficult
because it depends on so many individual and environmental factors. Two
people drinking the same amount of alcohol and getting into their car to
drive can have very different probabilities of having an accident, depending
on their body weight, food consumption, level of tolerance for alcohol,
weather conditions, and so on. Similarly, the risk of pregnancy depends on
factors, such as the individual’s age, history of sexually transmitted disease,
stage in the menstrual cycle, and type and extent of contraceptive use.

Because of the complexity in ascertaining risk status, estimates of indi-
viduals’ risks often are based on aggregated risk. Thus, for example, we
might judge an adolescent’s risk of acquiring an STD as a function of the
incidence of STDs in sexually active adolescents. Using this approach,
Fischhoff et al. (2000) compared adolescents’ risk judgments with data for
estimating actual risk. Their sample included more than 3,500 15 to 16
year old adolescents from the 1997 National Longitudinal Study of Youth.
The adolescents were asked to judge the probability that they would experi-
ence specific outcomes (i.e., risk judgments were nonconditional). The
comparisons indicated that, as a group, adolescents’ estimates were fairly
accurate for some events (such as being in school one year later or becom-
ing pregnant over the next year). For example, adolescents estimated their
chance of experiencing or causing pregnancy within the year as 6.3 percent,
which is very close to the actual probability of less than 6 percent. They
were slightly optimistic about their chances of obtaining a high school di-
ploma and getting a 4-year college degree. They were pessimistic about
their estimates concerning the probability of serving time in jail or prison,
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judging the likelihood at 5 percent, which is nearly 10 times higher than
the actual probability of 0.6 percent. They greatly overestimated their
chances of dying in the next year or by their twentieth birthday, judging the
probability as 18.6 percent, while in actuality it is less than 1 percent. Of
course, as averages, these estimates do not inform us about the proportion
of adolescents who are accurate. Examination of the distribution of per-
centage estimates indicates that although adolescents as a group appeared
to have reasonable estimates in many areas, few individuals in the sample
actually demonstrated an accurate sense of risk.

Even in the absence of comparisons such as these, there are indications
that adolescents are quite inaccurate in estimating risk. When we examine
adolescents’ quantitative estimates and compare them with even approxi-
mate probability estimates, we find that adolescents overestimate risk. For
example, Halpern-Felsher et al. (2001) reported that nonsexually active
adolescents and young adults estimated their chance of getting an STD if
they had unprotected sex once as 44 percent, and the chance of contracting
HIV/AIDS given the same situation as 38 percent. Participants who had
never used alcohol estimated a 79-percent chance of getting into an acci-
dent if they drove with a drunk driver. It is possible that adolescents’ high
risk judgments can be explained by their inability to understand and use
quantitative percentages. However, analyses controlling for adolescents’ skill
in understanding percentages continue to yield high estimates (Millstein
and Halpern-Felsher, 2001).

Methods for estimating adolescents’ competence also have included
the use of comparative risk assessments. These assessments ask people to
estimate whether their chance of experiencing an outcome is higher, the
same, or lower than other people like themselves. The rationale is that, in a
given population, some people’s risk will be higher than others, some will
be lower than others, and some will be the same as others. Not everyone
can be at lower risk. Given this, the mean comparative risk assessment at
the aggregate level should be normally distributed. However, studies gener-
ally find that, as a group, adolescents (as well as adults) bias their assess-
ments in the direction of viewing their risk as lower than the risk for similar
others (Whalen et al., 1994).

Age Differences in Risk Judgments

Earlier, we noted that risk judgments could be nonconditional or con-
ditional. When we move to review age differences in judgments of personal
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risk, the distinction between these types of risk assessments becomes par-
ticularly important. To illustrate the fundamental difference between these
kinds of assessments, let us consider risk judgments concerning lung can-
cer. A nonconditional risk judgment asks the individual to judge his or her
risk of developing lung cancer, without specifying any potential situational
factors that might be relevant. If we ask a nonsmoker to judge his or her
risk of developing lung cancer, the response would reflect his or her assess-
ment of the likelihood that a nonsmoker will develop lung cancer. But if we
ask the same question of a smoker, his or her assessment would reflect a
judgment about the likelihood that a smoker will develop lung cancer.
Nonconditional assessments thus pose a problem of interpretation because
they assess different things as a function of the respondent’s behavioral ex-
perience.

An alternative method for eliciting risk judgments is to have individu-
als judge their risk under specific situations or conditions. Asking individu-
als to judge their risk of developing lung cancer if they smoked cigarettes
represents what we call a conditional risk judgment (see Halpern-Felsher et
al., 2001). Regardless of one’s own smoking status, individuals are respond-
ing to the same question and are asked to make the same assessment. These
risk judgments are more useful as their meaning is less dependent on fac-
tors such as the behavioral characteristics of the respondent (Ronis, 1992;
Van der Velde et al., 1996).

The use of nonconditional risk judgments is especially troubling in
studies examining age differences in risk perception because experience is a
known source of variation in risk judgment (Gerrard et al., 1996b; Van der
Plight, 1998) that varies by age as well. For this reason, we will limit our
review and commentary to studies that either elicit conditional risk judg-
ments or control for behavioral experience if using nonconditional risk
judgments. Thus, we will not comment on some frequently cited studies
such as those reported by Gochman and Saucier (1982).

Three investigations have studied age differences in adolescents using
conditional assessments of risk. Of them, only Cohn et al. (1995) failed to
find age differences among adolescents. Urberg and Robbins (1984) found
that perceptions of smoking-related risks had a curvilinear relationship to
age in a sample of adolescents in grades 6 through 12. A strong inverse
relationship was characteristic of adolescents in grades 6 through 8; and a
smaller, positive relationship was found among adolescents in grades 8
through 12. Results from our recent work (Millstein and Halpern-Felsher,
2001), which examined risk judgments across a range of domains, suggest a



28 PERCEPTIONS OF RISK AND VULNERABILITY

more linear, negative relationship with age, with older adolescents’ judg-
ments of risk significantly lower than those of younger adolescents.

Although these cross-sectional studies suggest the possibility of age dif-
ferences in risk judgment, only longitudinal studies that examine changes
within subjects over time can tell us whether these differences are truly
developmentally based or due to cohort differences. Only our study offers
such longitudinal data using conditional risk judgments. Analyses are still
in progress. However, preliminary analyses of adolescents’ risk judgment
for STDs indicate that among sexually inexperienced ninth graders, there is
a significant decrease over a one-year period in their perceived risk of per-
sonally getting an STD if they have unprotected sex (from a mean risk
judgment of 43 percent to a mean of 36 percent). We saw no significant
changes in the seventh graders’ risk judgments over the one-year period.

A number of differences among these studies are worth noting. Al-
though all of the studies specified particular situational conditions, their
specificity differed. Urberg and Robbins (1984) queried subjects about risks
“if you smoked regularly.” Cohn et al. (1995) asked about risks associated
with engaging in a behavior once or twice. We used highly detailed sce-
narios to minimize variability in how participants would interpret
underspecified risk situations (Fischhoff, 1996) and to assure that risk judg-
ment differences were not a function of such interpretive differences (Biehl
and Halpern-Felsher, 2001; Ellen et al., 1998; Fischoff, 1996). For example,
in the scenario designed to elicit judgments about risks for STD, the risk
situation (having unprotected sex) specified both the type of sexual partner
as well as the number of unprotected episodes of sex.

Comparisons of Adolescents and Adults

A reasonable indicator for judging adolescents’ competence in assess-
ing risks is to compare their performance with that of adults because adults
generally are considered competent in the eyes of the law. It can also shed
light on potential developmental differences in the ability to judge risks. A
small number of studies provide such adolescent-adult comparisons. Cohn
et al. (1995) found adolescents to rate their risk of harm as lower than did
their parents. But two other studies support the idea that adolescents per-
ceive greater risk than adults. Quadrel et al. (1993) had adolescents and
their parents assess the probability of experiencing a variety of behavior-
linked negative outcomes. Defining absolute invulnerability as the belief
that one faces no risk (i.e., zero-percent probability) of experiencing par-
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ticular outcomes, they found that adolescents were less likely to judge them-
selves as invulnerable than were their parents. Similarly, Millstein and
Halpern-Felsher (2001) found that a significantly greater proportion of
adults demonstrated perceptions of absolute invulnerability (34 percent)
than did adolescents (14 percent). Additionally, we found that adolescents’
risk judgments were significantly higher than those of adults’ judgments
across a range of natural hazards and behavior-linked outcomes. The mag-
nitude and direction of the findings remained consistent across different
types of risk judgment measures. The differences also remained significant
after controlling for experience with the behavior and the negative out-
comes.

A number of additional studies provide information about differences
in risk perceptions between adolescents and adults. Perceptions of risks to
other children (not personal risk assessments) were examined by McClure-
Martinez and Cohn (1996), who found perceptions of risk of childhood
injury to be higher among adolescent mothers than older mothers. Sastre et
al. (1999) found adolescents (ages 15–20) to be more accurate than adults
in perceiving a linear dose-risk relationship for smoking cigarettes. Goldberg
et al. (2001a) found adolescents to make more heuristically based errors
than adults in their judgments of risk. Quadrel et al. (1993) had adoles-
cents and their parents assess the probability of experiencing a variety of
behavior-linked negative outcomes. They found that adolescents were less
likely to judge themselves as absolutely invulnerable than were their par-
ents. Similarly, Millstein and Halpern-Felsher (2001) found that a signifi-
cantly greater proportion of adults demonstrated perceptions of absolute
invulnerability (34 percent) than did adolescents (14 percent).

Overall then, research to date shows that many, and in some cases
most, adolescents report feeling some degree of vulnerability to negative
outcomes and few evidence perceptions that they are invulnerable to harm.
In fact, most studies show perceptions of decreased risk with age (Bernstein
and Woodall, 1987; Millstein and Halpern-Felsher, 2001; Quadrel et al.,
1993); judgments of risk are greatest in younger adolescents, and greater in
adolescents than in adults. Although we do not yet have longitudinal data
to inform us about whether these differences represent actual developmen-
tal phenomena, we believe they may well be, given what we know about
other aspects of development. In the section of this paper entitled “Risk
Judgment: A Developmental-Ecological Perspective,” we discuss how cog-
nitive and psychosocial development, coupled with social experiences, could
suggest that this is the case. However, in interpreting these findings, it is
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essential to consider what judgments of risk actually represent. If we con-
strue them to represent perceptions of vulnerability, research points to a
heightened sense of vulnerability in adolescents compared to adults. If we
view risk judgments as literal expressions of risk status, a different picture
emerges—one of adolescents as far less accurate than adults.

Demographic Correlates of Risk and Vulnerability Perceptions

Several individual-level demographic factors have been hypothesized
to influence perceptions of risk and vulnerability, including gender, race/
ethnicity, and socioeconomic status. With the exception of gender, few stud-
ies have been conducted; these are reviewed in the following paragraphs.

Gender Differences

There are fairly consistent gender differences in adolescents’ health con-
cerns, perceptions of vulnerability, and perceptions of risk. Across studies
representing a diversity of samples, females consistently report thinking
more about their health and having more health concerns than do males
(Alexander, 1989; Brunswick and Josephson, 1972; Feldman et al., 1986;
Parcel et al., 1977; Porteous, 1979; Radius et al., 1980; Sobal et al., 1988;
University of Minnesota, 1989; Violato and Holden, 1988).

Females also judge risks as being more likely than do males. Adolescent
females (17–20) perceived greater risks and fewer benefits associated with
drug use, alcohol use, and sexual behavior than did adolescent males (Par-
sons et al., 1997). Across a number of well-specified driving situations,
including situations involving the use of alcohol, Mundt et al. (1992) found
that older adolescent females (18–20) rated the probability of getting into a
serious driving accident as more likely than did the males. These differences
appear to persist into adulthood. In a study of parents of 17 year olds,
mothers were more concerned about driving-related safety issues for their
children than were fathers (Ferguson and Williams, 1996).

Gender differences also emerge in cross-cultural studies. Kassinove and
Sukhodolsky (1995) compared American and Russian adolescents (ages 10
to 18) concerning the degree to which they worry about 13 outcomes, such
as developing cancer, being a victim of a violent crime, poor grades, and
dying, as well 6 items concerning global worry, such as world hunger, over-
population of the planet, and environmental pollution. In both the Rus-
sian and American samples, adolescent females worried more about both
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personal and global issues than did their male counterparts. Similar gender
differences have been found in Swedish studies (Drottz-Sjoberg and
Sjoberg, 1991).

Racial/Ethnic Differences

Few studies have examined differences in health concerns and per-
ceptions of risk as a function of race or ethnicity, and even fewer have
disentangled the effects of social class or economic status in their analyses.
The limited research available generally shows that in comparison with
white adolescents, black adolescents think more about their health (Ameri-
can Cancer Society, 1979; Sobal et al., 1988), have more health concerns
(Sobal et al., 1988), are more concerned about future illness (American
Cancer Society, 1979), and believe they are more susceptible to specific
health outcomes, such as cancer (Price et al., 1988). There are some excep-
tions, however. Ey et al. (2000) found that Caucasian adolescents (11–19
year olds) perceived themselves at more risk for stroke, cancer, heart attack,
and motor vehicle accident than did their African American counterparts.

Differences also emerge in the nature of the specific concerns. Black
adolescents have been found to be more concerned about substance use
than white adolescents (Alexander, 1989). Concerns about mental health
may show a different pattern, with white adolescents reporting mental
health concerns more often than Hispanic or black adolescents (Parcel et
al., 1977).

Actual differences in health status among white, black, and Hispanic
youth could explain some of these perceptions, particularly about threats to
health. But this is unlikely to explain all of the differences. For example,
Strunin (1991) found Asian adolescents to be more worried about getting
AIDS than were Caucasian adolescents, despite their far lower rates of sexual
activity and infection. Futhermore, because health status is tied so closely
to economic status and minorities are generally less economically
advantaged, it is not clear whether these racial/ethnic differences would
persist or new ones would emerge in studies controlling for economic
status.

Economic Differences

Surprisingly little is known about how economic conditions influence
adolescents’ perceptions about the world (see Bloom-Feshbach et al., 1982,
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for a review). Two studies reported no differences in perceptions of risk and
vulnerability to health problems as a function of socioeconomic status
(Gochman and Saucier, 1982; Michielutte and Diseker, 1982). Yet we
would expect the broad environmental context of adolescents’ lives to in-
fluence their general perceptions of the world, including their perceptions
of risk. In their comparison of American and Russian adolescents, Kassinove
and Sukhodolsky (1995) found that the Russian adolescents were signifi-
cantly more worried than the American students on both the personal and
global worry scales. Similarly, the concerns that predominate in adoles-
cents’ lives have been shown to vary over generations as a function of social
and economic factors that members of different cohorts experience
(Natapoff and Essoka, 1989; Porteous, 1979).

THE RELATIONSHIP OF BELIEFS AND BEHAVIOR

Do Perceptions of Risk and Vulnerability Influence Behavior?

Perceptions of risk are viewed as playing a central role in motivating
adolescents’ behavior. To validate this hypothesis, one would want to study
people before they began to engage in risk behavior. We would examine
their beliefs about the risks they would face if they engaged in the behavior
(i.e., conditional risk assessments), and then would follow them longitudi-
nally to see whether they eventually engage in the specific behavior. Theo-
retically, those people who perceived less risk and/or felt less vulnerable to
negative outcomes would be more likely to end up engaging in the behav-
ior than those who initially perceived higher risk.

Given the broad implications of a causal link between risk judgment
and risky behavior, one is struck by the absence of such studies in the
literature. Instead, a typical research paradigm has been to look at differ-
ences in risk judgment between people who engage in risky behavior
(“engagers”) and those who do not (“nonengagers”). For example, studies
have examined differences between smokers’ and nonsmokers’ judgments
of risk for getting lung cancer or have compared personal risk estimates of
contracting HIV among individuals who do and do not engage in unsafe
sex. These studies found that individuals with behavioral experience rate
their risk of experiencing negative outcomes as higher than do nonengagers
(Cohn et al., 1995; Gerrard et al., 1996b; Gladis et al., 1992; McKenna et
al., 1993; Moore and Rosenthal, 1991, 1992). Given the use of noncondi-
tional assessments (e.g., “What is your risk of developing lung cancer?”)
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and a cross-sectional design, it is no surprise to find that smokers perceived
themselves as being at higher risk for developing lung cancer than do non-
smokers. But when we ask people about their personal risk, were they to
engage in a specific behavior (e.g., “What is your risk of developing lung
cancer if you smoke?”), we find lower judgments of risk among people who
are engaging in risky behaviors (Benthin et al., 1993; Halpern-Felsher et
al., 2001; Urberg and Robbins, 1984). In other words, engagers perceive
the risks of engaging in the behavior as lower.

Together, this set of studies suggests that people who are engaging in
risky behavior recognize that these behaviors entail risk, but view the risks
as less significant than do people who do not engage in the risks. The
cross-sectional nature of these studies means, of course, that we do not
know whether those who engage in risky behavior perceived lower risk
prior to the onset of the behaviors. Thus, they cannot answer the question
of whether risk judgments influenced the behavior, as is hypothesized by
models of health behavior, or whether the risk judgments being assessed in
these studies reflect behavioral experiences—a plausible alternative hypoth-
esis that we will entertain later (Finn and Brown, 1981; Gerrard et al.,
1996a, 1996b; Halpern-Felsher et al., 2001; Urberg and Robbins, 1984).
Of course, if the relationship between perceptions of risk and involvement
in risky behavior is a reciprocal one (which we believe is the case), both
hypotheses could be true, with judgments of risk influencing behavior as
well as experience playing a role in how people view risk. Showing these
kinds of effects would require fairly lengthy longitudinal studies, as one
would have to recruit people prior to the onset of risky behaviors, and
follow them long enough for negative outcomes1 to have occurred to them
or at least experienced vicariously. Ideally, these studies would begin early
enough to investigate the role that cognitive development plays (i.e., in
very early adolescence, around the age of 10) and be followed into early
adulthood, with frequent assessments of adolescents’ behaviors, experiences
with negative outcomes, and risk judgments. If such studies were con-

1Experiencing negative outcomes, either vicariously (Weinstein, 1989) or personally
(Roe-Berning and Straker, 1997), is associated with perceptions of higher personal risk. For
many risky behaviors, few adolescents will experience negative outcomes, thus making it
difficult to ascertain the effects of negative outcomes on behavior. However, outcomes such
as sexually transmitted diseases are prevalent enough to make their study possible, at least in
terms of understanding the role of direct personal experience.
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ducted, we would expect to find a reciprocal relationship between risk
judgments and experience.

It is important to recognize that risk perceptions are but one of many
factors influencing behavior. Intervention programs invest a great deal of
energy attempting to influence adolescents’ perceptions of risk. The as-
sumption is that given the knowledge that specific behaviors entail risk,
adolescents will avoid those behaviors. Yet the relatively high overestimates
of risk we see in adolescents should alert us to the suspicion that this expla-
nation may be an overly simplistic one. A more reasonable way to view
perceptions of risk is that they are necessary for motivating protective be-
havior, but they are not sufficient. It is unlikely that someone purposely
will avoid a potentially pleasurable activity if he or she perceives absolutely
no risk in doing so. But simply perceiving risk may not be sufficient. In-
deed, although behavioral and decision-making models propose a key role
for risk perception, they also articulate other critical influences on behavior,
such as perceptions of benefits.

The Role of Perceived Benefits

The theoretical importance of benefits is recognized in the decision-
making literature, which posits that individuals consider both risks and
benefits (e.g., a cost-benefit model) when making decisions (compare to
Baron, 1988; Weinstein and Fineberg, 1980). Benefits also are highlighted
in theories of health-related behaviors, and have been shown to be an im-
portant predictor of drinking behavior (Christiansen et al., 1989; Smith et
al., 1995).

Goldberg et al. (2001b) found that with increasing age and experience,
adolescent respondents perceived the benefits of alcohol to be more likely
and the risks to be less likely. The perceived benefits of alcohol became a
more important predictor than risks in adolescents’ intentions to drink
alcohol across age groups and levels of experience. Among respondents who
drank, the vast majority reported experiencing consequences that were posi-
tive. Furthermore, as an indication of the robust nature of this finding, this
pattern of results was replicated with respondents’ self-generated responses
about alcohol and in the context of another health-threatening behavior,
cigarette smoking. These results are in contrast to the messages adolescents
typically receive about risk behavior, which are mainly about the negative,
and often fatal, results. The authors argue that the failure to experience
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even minor negative outcomes, combined with the unexpected experience
of positive outcomes, may have caused the benefits to loom larger in ado-
lescents’ decision making.

Goldberg et al. (2001b) also argue that rather than interpreting the
relatively smaller risk estimates of older respondents as biased perceptions
of “invulnerability,” a better explanation is that they are adjusting their
perceptions on the basis of both their positive experiences and the failure to
experience negative outcomes. They present data to support this “adjust-
ment” interpretation. Examining open-ended responses concerning the bad
and good things that could happen from drinking alcohol, they found that
from fifth graders through the adults, there were progressively fewer re-
spondents who said there was “nothing” good about drinking alcohol (28
percent of fifth graders, 16 percent of seventh graders, 9 percent of ninth
graders, and 2 percent of adults). If one includes the “missing” responses,
which may well indicate that the respondents did not think there was any
good that could result from drinking, the adjustment is even more dra-
matic:  38 percent of fifth graders, 24 percent of seventh graders, 12 per-
cent of ninth graders, and 3 percent of adults.

Other studies have found similar results. Urberg and Robbins (1981)
found significant differences in both perceived costs and perceived benefits
between 12 to 15 year old nonsmokers who intended to smoke and those
with no smoking intentions; adolescents with intentions to smoke per-
ceived more benefits and fewer costs than their counterparts. Covington
and Omelich (1992) examined perceived risks and benefits to smoking
between regular smokers and nonsmoking sixth, eighth, and tenth graders
and also found that regular smokers perceived fewer costs and more ben-
efits than did nonsmokers. Furthermore, they reported that the perception
of risks decreased with age.

We can see from this discussion concerning benefits that it is impor-
tant to understand the kinds of outcomes valued by adolescents. Health
concerns may not rank as high as social concerns. Understanding the inter-
play between perceived risks and benefits highlights the importance of rec-
ognizing that people value different things. All other things being equal,
individuals are more likely to take risks if they stand to gain highly valued
outcomes (benefits). Similarly, they are more likely to avoid risks when they
stand to lose highly valued outcomes. There are, of course, individual dif-
ferences in determining what it is that people value.
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Summary of the Relationship Between Beliefs and Behavior

Studies assessing whether risk judgments are sensitive to behavioral
experiences have yielded different results depending on the type of risk
assessment measure used. The majority of studies have used nonconditional
measures and find that individuals’ estimates concerning the likelihood that
they will experience a particular negative outcome (e.g., STDs) is higher
among those who engage in risky behaviors linked to the outcome (i.e.,
unprotected sex) than among those who do not engage in the risky behav-
ior. The few studies that have used conditional risk assessments find that
adolescents who have engaged in a risk behavior perceive less risk than do
nonengagers. The degree to which these associations are causal or the direc-
tion of the associations cannot be determined due to the cross-sectional
designs used.

Furthermore, few studies have empirically examined other factors that
might be playing a role in adolescents’ decisions to engage in risk behavior,
such as perceived benefits or the value, importance, or severity of different
negative and positive outcomes.

RISK JUDGMENT:
A DEVELOPMENTAL-ECOLOGICAL PERSPECTIVE

We have described how judgments of risk can vary among individuals,
as well as how behavioral experiences and the social environment can influ-
ence these perceptions. But the information we have presented is static; it
does not integrate what we know about the enormous changes that take
place during the adolescent years as a function of cognitive development,
psychosocial development, and changes in the nature of the social environ-
ment. Only by bringing in a developmental-ecological perspective can we
integrate what is currently known to help us understand how risk percep-
tion may change over time, the effects of experience at different periods,
and the role that behavioral experiences may play.

Judging risks involves an assessment of the degree to which a given
antecedent is causally linked to a particular consequence or outcome. Un-
derstanding and assessing correlational evidence and making judgments
about causal relationships requires the ability to process a large array of data
(e.g., processing information about all possible combinations of anteced-
ents and outcomes), as well as metacognitive skills needed to integrate new
information relevant to one’s own theories about causal relationships. Young
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adolescents have a limited ability to coordinate information, attend to
smaller portions of available data (Byrnes et al., 1999; Inhelder and Piaget,
1958; Shaklee and Goldston, 1989), and tend to think in fewer dimensions
than older adolescents (Piaget, 1971). Additionally, although younger ado-
lescents are able to use theories about causal relationships, they generally
are not equipped to reflect on those theories. As a result, younger adoles-
cents are less able to consider the possibility that a contingency is false, or
to consider that alternative causal relations are possible (Kuhn et al., 1988).
This would suggest that younger adolescents would be more likely than
older adolescents or adults to believe what they have been taught about
causal relationships between risky behaviors and negative outcomes—
namely, that engaging in these behaviors entails significant risk.

As adolescents mature, they become better able to entertain the possi-
bility that a particular contingency is false. Through observation, they also
learn about the relationship of risk behaviors and negative outcomes. Even
if an adolescent has not engaged in risk behavior, the exposure to risky
behavior increases dramatically over time as a result of the number of peers
who engage in these behaviors (Centers for Disease Control and Preven-
tion, 1998). Because most experiences with risk behaviors do not lead to
negative outcomes, few examples of these outcomes are likely to have been
observed. Adolescents who have just begun to think about theories of cau-
sality have great difficulty integrating such information and recognizing
that there can be exceptions to the rule (Kuhn et al., 1988). Psychosocial
development may also provide adolescents with further impetus for ques-
tioning what they have been taught. They have greater needs for autonomy,
which often translate into their desires for autonomous decision making
(Connell and Halpern-Felsher, 1997; Midgley and Feldlaufer, 1987;
Steinberg and Silverberg, 1986). Challenging adults’ teachings about the
risks of particular behaviors could be one way in which such needs are
expressed.

The development of thinking skills and changes in how information is
processed appears to continue throughout the adolescent years and into
young adulthood. However, not all of these developmental changes point
to increased rationality. Jacobs and Potenza (1991), Davidson (1995), and
Reyna and Ellis (1994) show that classical decision-making biases, such as
the use of the representativeness heuristic, increase between childhood and
adulthood. The ways in which people deal with evidence of noncovariation
appears to improve with subsequent development (Kuhn et al., 1988), but
remains suboptimal and shows increasing evidence of motivational bias.
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People process outcomes and evidence in ways that reflect their underlying
theories (Klaczynski and Narasimham, 1998; Kuhn, 1992). In particular,
they uncritically accept evidence in favor of their views while spending a
considerable amount of time finding flaws in evidence that is contrary to
their views. This suggests that even when people confront evidence that
risk behaviors can lead to negative outcomes (e.g., through increases in
their vicarious exposure to negative outcomes), they would maintain their
theories of low perceived risk rather than to react with judgments of in-
creased risk.

In the absence of personal experience with risk behaviors, cognitive
and psychosocial development, along with changes in the social environ-
ment, could thus explain why younger adolescents perceive risks as being
so high, and why judgments of risk appear lower among older adolescents
and young adults. If the age group differences we see are indeed develop-
mental in nature, it would suggest a natural tendency for risk judgments to
decrease over time.

Against such a backdrop, now let us imagine what might happen if an
adolescent began to engage in risky behavior. The probability that he or she
actually would experience a negative outcome is relatively low. Addition-
ally, the probability of experiencing positive effects and benefits would be
relatively high. In the absence of experiencing negative outcomes, we would
expect to see adolescents’ perceptions of risk show even more dramatic de-
creases. Preliminary data from our longitudinal study hint at such an effect.
Among adolescents who were not sexually active, we saw significant de-
creases over a one-year period in their perceptions of personal risk for STDs
and HIV (decreases of 8 percent and 9 percent, respectively). However, the
corresponding decreases among adolescents who became sexually active
during the same time period were even greater (15 percent and 21 percent,
respectively). Therefore, although both groups demonstrated a decrease in
risk judgments over the one-year period, the amount of change was signifi-
cantly larger among adolescents who began to engage in a risky behavior
and did not experience a negative outcome.

It is possible the lower judgments of risk in adults get their impetus
from age-related increases in susceptibility to inferential biases. Investiga-
tors who have found increases in decision-making biases between child-
hood and adulthood suggest that this increase is due to their acquisition of
certain knowledge structures. For example, Davidson (1995) shows that
young people are more likely to show the representativeness bias (as it ap-
plies to scenarios about the elderly) after they become aware of stereotypes
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about the elderly. Decreasing judgments of risk also may reflect greater
awareness of actual probabilities (which are generally low) and a move to-
ward greater accuracy in older individuals. These are questions to be ex-
plored in further research.

CONCLUSIONS AND NEXT STEPS

Ultimately, we are interested in understanding why adolescents make
the decisions they do and their competence in making these decisions. Why
do adolescents engage in potentially threatening behaviors? Are they able to
make informed decisions about undergoing or foregoing potentially dan-
gerous medical treatments? Should we be granting them more legal rights
or should they be more restricted? In considering adolescents’ perceptions
of risk and vulnerability, we are acknowledging the importance of these
perceptions in addressing these larger questions. Existing research has of-
fered us insights into how adolescents view risk and vulnerability, identified
some of the important correlates of these constructs, and raised interesting
questions concerning the effects of these perceptions on adolescents’ behav-
ior. It also has suggested to us some important next steps for a comprehen-
sive research agenda and for program development, and some implications
for a broad range of social policies concerning adolescents.

Despite strong beliefs to the contrary, there is little in the scientific
literature to indicate that adolescents see themselves as invulnerable to
harm. If anything, they appear to overestimate many of the risks around
them. Given this, we believe that efforts to decrease public and scientific
perceptions of “the invulnerable adolescent” may be warranted. As noted
by others (Beyth-Marom et al., 1993; Hamburg et al., 1993), we may be
doing adolescents a disservice by perpetuating this myth. Perceptions of
“the invulnerable adolescent” could, for example, have negative influences
on policy or funding priorities relating to adolescents. It becomes much
easier for policy makers to believe that adolescent interventions are futile if
they have been convinced that adolescents are destined to see themselves as
invulnerable.

Although we see little evidence to suggest that adolescents perceive
themselves as invulnerable to harm, existing data are more ambiguous when
it comes to the question of adolescents’ actual competence in identifying
and judging risk. Most studies report age-related increases in individuals’
awareness and consideration of risks, with adults showing greater awareness
than adolescents. Depending on the standards used, adolescents’ compe-
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tence in identifying risk does not appear to be exceptionally high. Further-
more, if we consider risk judgments to be measures of accuracy, age is asso-
ciated with greater accuracy, and adults are more accurate (and thus more
competent) than adolescents. Given that adults are generally more knowl-
edgeable than adolescents, such an interpretation is reasonable.

On the other hand, if we choose to interpret risk judgments as reflec-
tions of individuals’ sense of vulnerability, it would suggest that the young
feel more vulnerable than older adolescents, and adolescents feel more vul-
nerable than adults. Given the consistency of age differences across differ-
ent types of risk, it seems plausible to suggest the possibility that individu-
als’ risk judgments do reflect generalized feelings of vulnerability or anxiety,
and that such feelings are greater among the young. Such an interpretation
is reasonable in light of changes in cognitive development and exposure to
a changing social environment and also suggests to us that more attention
be paid to the more affective dimensions of risk perception.

Caution is warranted in interpreting these results, however, because of
serious concerns about whether the research paradigms used to study risk
perception are able to give us an adequate picture of how adolescents judge
risks in real situations. Most studies utilize hypothetical scenarios, which
carry little of the emotion-arousing potential of real situations. Real-world
studies have the advantage of offering contextually accurate settings but are
often of limited generalizability due to their use of highly selected samples.
Laboratory-based studies offer control and the ability to look for generaliz-
able processes, but lack ecological validity. As a result, there has been a call
for efforts to create more realistic, “real-world” simulations that would offer
the advantages of laboratory research while maintaining salience and eco-
logical validity (e.g., Ebbesen and Konecni, 1980). Such studies also could
provide a means of more accurately measuring the affective components of
risk perception.

The need for definitive studies concerning the risk perception-risk be-
havior relationship cannot be overstated. Because of the theoretical impor-
tance of the perceived risk construct to behavior, prevention and interven-
tion programs frequently invest a great deal of effort trying to get
adolescents to recognize and acknowledge their own vulnerability to nega-
tive outcomes. Such approaches are supported by experimental studies that
have shown it is possible to reduce risk perception biases (Weinstein, 1983).
However, these efforts have taken place without having conducted the es-
sential longitudinal studies. Such studies would take a large sample of young
adolescents before they began to engage in risky behaviors, and then follow
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them long enough to observe their perceptions of risk over time, as they
engage in the behaviors and possibly experience negative outcomes. It would
be most desirable to see such studies conducted in populations representing
different cultural backgrounds and levels of economic advantage. In addi-
tion to addressing some of the fundamental questions concerning the de-
velopmental trajectory of perceptions of risk and vulnerability, longitudinal
studies also could inform us about some of their hypothesized developmen-
tal correlates such as future perspective, perspective taking, autonomy needs,
and impulse control.

If risk judgments play a prominent role in the onset, continuation, or
cessation of risky behavior, then perceptions about risk should continue to
be incorporated into programs trying to prevent adolescent risk behavior
and/or increase strategies to prevent such harm. Of course, doing so pre-
sents some real challenges. The actual risks posed by many of the behaviors
we caution against are relatively small. Yet few educators would suggest
providing adolescents with information about the actual risks, as doing so
would (one fears) lead adolescents to minimize their importance. On the
other hand, continuing to emphasize the likelihood of negative outcomes
seems counterproductive if young people already feel a sense of heightened
vulnerability, particularly in view of the inhibiting effects of excessive anxi-
ety on preventive health behaviors (Leventhal, 1971). Furthermore, we have
suggested that such an emphasis may backfire as adolescents become aware
of the reality that most experiences with risky behaviors do not lead to
negative outcomes and are in fact experienced as positive. A more appropri-
ate goal in educating youth about health risks may be to find ways to trans-
late small probabilities into real possibilities, without raising anxiety to un-
productive levels.

Theoretical models can help inform us about potentially useful ap-
proaches to intervention, whether or not perceptions of risk prove to be
crucial. For example, the Theory of Reasoned Action (Fishbein and Ajzen,
1975) includes a role for beliefs about the value attached to potential out-
comes, expectations about social norms, and perceived benefits.

Programs that attempt to personalize and make vivid the reality of
negative outcomes, such as those that expose adolescents to individuals
who have AIDS, emphasize the meaning and impact of the outcomes rather
than the probability of their occurrence (Sutton, 1982). To further develop
such an emphasis would require not only that we understand what adoles-
cents value, but also whether we, as a society, are providing adolescents
with access to those outcomes. For many adolescents, such access is severely
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limited as a result of living in impoverished, racist, or violent environments.
An even more challenging task would be to create opportunities that youth
would find highly desirable, and which are simultaneously incompatible
with risky behavior (Leventhal and Keeshan, 1993). Learning more about
adolescents’ perceptions of the benefits associated with engaging in risky
behaviors could help in this endeavor. Perceived benefits typically are not
studied, perhaps because of adults’ understandable reluctance to acknowl-
edge those benefits. Yet by helping us to understand better what draws
adolescents to risky behavior, such research could assist us in identifying
desirable alternatives to those behaviors.

The social normative component has been utilized in preventive inter-
ventions that attempt to correct adolescents’ misperceptions about the num-
ber of teens engaging in risky behaviors. Adolescents who perceive higher
levels of risk behavior in their peers view the risks of those behaviors as
lower (Urberg and Robbins, 1984), and perceptions that peers condone
more (or less) risky behavior are associated with more (or less) engagement
in these behaviors (Boyer et al., 2000; DiClemente, 1991; Kinsman et al.,
1998; Romer et al., 1994). Given that adolescents spend approximately
twice as much time with their peers as they spend with parents or other
adults (Brown, 1990; Savin-Williams and Berndt, 1990), peers and per-
ceived peer norms thus become a major source of socialization and devel-
opment during this period and a potentially effective intervention tool.

Understanding the relationship between risk judgment and behavior
also will require that we turn attention to contextual factors that may influ-
ence the relationship. We tend to ask whether risk judgment influences
behavior, rather than asking about the conditions under which it does (or
does not). A person may agree that driving drunk is risky, but may decide
to do so when under the influence of alcohol. Judgments concerning the
risks of HIV may do little to influence the sexual behavior of someone who
believes he or she will not live past the age of 30. These kinds of contextual
factors are crucial but have received little attention. An example of a ne-
glected and potentially important contextual factor is emotion. Emotion is
known to influence adults’ perceptions of risk (Isen, 1993; Nygren et al.,
1996) as well as their risk tolerance. We would expect emotional states to
influence adolescents’ perceptions as well. Important questions include:
How do specific emotions influence adolescents’ judgments of risk? Do the
effects of emotion on risk perception differ for adolescents and adults or as
a function of development? For example, does fear play a more important
role in adults’ risk judgments than for adolescents’? In a given situation, do
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we see developmental differences in the degree to which emotion is experi-
enced? To the degree that emotion is important, it would also have implica-
tions for the ways in which we study risk perception, suggesting that we
create study environments that mimic the kinds of emotionally arousing
situations in which judgments about risk are typically made.

The importance of risk perceptions—theoretically, in program devel-
opment, and in defining standards of decision-making competence—war-
rants rigorous study. Existing literature is fraught with problems, primarily
stemming from issues concerning the measurement of risk perceptions and
from the lack of longitudinal studies. But the problems we have identified
are solvable, and we are optimistic that future studies will be able to answer
many of the pressing questions we have raised.
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Vulnerability, Risk, and Protection

Robert William Blum, Clea McNeely, and James Nonnemaker

THE ORIGINS OF VULNERABILITY

As the morbidities of youth have shifted from primarily biophysiologic
and infectious to social and behavioral, our thinking has changed regarding
etiologies. Historically, both medicine and public health have sought to
identify the biologic factors and infectious agents that predispose young
people to morbidity and death. With mapping of the human genome, our
ability to identify genetic factors that create vulnerabilities to a range of
life-threatening conditions has reached a heretofore incomprehensible level
of sophistication and specification. Likewise, ever since cholera was traced
to the Broad Street pump in London, infectious disease epidemiologists
have traced disease first to invasive organisms and more recently to behav-
iors. Thus, over the past generation we have come to understand the link
between cigarette smoking and lung cancer, dietary practices and heart dis-
ease, and a range of other associations between behavior and health out-
comes.

In adolescent health, where more than 75 percent of all mortality is
related predominantly to social and behavioral factors, there has been ex-

The authors gratefully acknowledge Ann S. Masten, Cheryl Perry, Linda H. Bearinger,
Michael Resnick, and Mary Story for their contributions to the conceptual framework pre-
sented in Figure 3-2.
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tensive research over the past generation that has strived to identify the
behaviors that predispose to negative health status both in the short term
(during the teenage years) and long term (in adulthood). This stream of
research, as Jessor (1991) notes, integrates behavioral epidemiology and
social psychology. Over the past 25 years, it first proposed various theoreti-
cal frameworks. More recently it has marshaled the empirical data that
support our understanding of how behaviors are interrelated, the factors
that influence health risk behavior participation, and the factors associated
with avoiding the same behaviors.

One problem that has complicated the research is the lack of a com-
monly agreed-on language. Specifically, we use the concept of “risk” in two
distinctly different ways. One refers to risk-taking behaviors (e.g., smoking,
drinking and driving, and unprotected sexual intercourse), which in them-
selves predispose to negative health outcomes (though in themselves they
are not synonymous with the negative health outcomes such as emphy-
sema, vehicular injury, and sexually transmitted diseases). Concurrently, we
refer to the “at-risk” adolescent, which in our society too often is code for
demographic “disadvantage” (e.g., minority status, poverty, and single-par-
ent families). “At risk” may also refer to other disadvantage. As Rutter
(1993), Garmezy (1987), Werner and Smith (1982), and others have
shown, disadvantage may be biologic (e.g., diabetes), genetic (e.g., Trisomy
21), familial (e.g., mental illness), social (e.g., violent neighborhoods), or
peer related (e.g., antisocial behaviors).

For the current paper, we refer to “vulnerability” as an interactive pro-
cess between the social contexts in which a young person lives and a set of
underlying factors that, when present, place the young person “at risk” for
negative outcomes (e.g., school failure, unanticipated pregnancy, injury).
Factors predisposing to vulnerability may be biologic (e.g., chronic illness)
or cognitive (e.g., how risk is assessed). Vulnerabilities may result from
being reared in disadvantaged environments such as in substance-abusing
families, abusive/violent environments, or families with mental illness, and
it can result from individual characteristics such as  aggressive tempera-
ment.

Counter balancing such vulnerabilities are the resources (Patterson et
al., 1990), assets (Benson, 1997), protective factors (Blum, 1998), and re-
silience (Masten et al. 1999) that likewise arise from the individual, famil-
ial, and social environments in which a young person lives. For example,
individual characteristics that repeatedly have been found to be protective
include social skills, intelligence, and a belief in a higher power beyond
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oneself. Protective family characteristics include a caring parent, an au-
thoritative parenting style, and smaller family size. Likewise, social envi-
ronments associated with reduced risk include caring nonfamilial adults,
collective self-efficacy, and neighborhood engagement. Thus, as a dynamic
process one must consider concurrently the factors that predispose to vul-
nerability and those that protect or buffer a young person from harm.

Vulnerability and Resilience

As a conceptual model, vulnerability and resilience has captured the
imagination of researchers and program planners over the past decade. As
an interactive process between context and harm-inducing/harm-minimiz-
ing factors, this research questions why some who are reared under ex-
tremely adverse circumstances appear to live healthy and productive lives
while others faced with what appears to be minimal challenges never ap-
pear to overcome the adversities experienced in early life. Resilience is not a
trait or characteristic that some have and others do not; rather, it represents
an interaction between the individual and the environment (Garmezy,
1991). It is “the capacity to recover and maintain adaptive behavior after
insult” (Bandura, 1979). Resilience implies resistance to threat, not invin-
cibility (Garmezy, 1991) or invulnerability (Garmezy, 1985). Cumulative
risk can defeat the most resilient individual. Rutter (1993) notes that resil-
ience is interactive with vulnerabilities; it is developmental in nature, stem-
ming from biology and experiences earlier in life; and protective factors
may operate in different ways at different stages of development.

The developmental research of the 1970s and 1980s initially explored
discrete aspects of adolescent development: physiological, cognitive, social,
and moral. There was a search to identify universal markers of develop-
ment; however, it has become increasingly clear through the work of
Bronfenbrenner (1977, 1986), Bandura (1979), Harter (1987), and others
that development does not occur independent of environment. Rather, it
represents the adaptation of the individual to the environments in which
he or she lives. Within such an interactive model, not only does the indi-
vidual adapt to the environment, but the environment positively or ad-
versely impacts development (Sameroff and Chandler, 1975). So, too, or-
ganic damage (e.g., brain trauma, severe chronic illness) can impede the
physiologic “self-righting” tendency (Sameroff and Chandler, 1975).

Bandura (1979) also reinforced the interactive process of competence,
resilience, vulnerability, and development. He observed that behavior is
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shaped by rewards and punishments that occur in specific social milieus
reflecting social values. In addition, imitation of others (social learning)
influences both behavior and self-identity.

Bronfenbrenner (1977, 1986), Sameroff et al. (1987), Bandura (1979),
and others viewed the process of development not as the inevitable unfold-
ing of predetermined characteristics, but more as a social construction in
which the self develops through an ongoing interaction between the indi-
vidual and the social contexts and social groups with whom the individual
interacts (Berger and Luckmann, 1966). It is this interaction that led
Goffman (1959) to observe that culture influences adolescent development
through shaping identity, self-perception, and the public presentation of
self. Such are the forces that influence, for example, adolescent dress and
language, which in turn influence one’s perception of self.

Grotberg (1994) used Erikson’s stages (1950) to show how the acquisi-
tion and completion of tasks at each stage in development are closely linked
with resilience. She noted that the three major sources of resilience (or
protective factors) are an external facilitative environment, intrapsychic
strengths, and internal coping skills. These are the same elements necessary
for developmentally appropriate stage achievement. For example, an envi-
ronment of unconditional love is necessary for a child to achieve Erikson’s
stage of autonomy. The consequence is a sense of being valued, which re-
sults in positive self-esteem (Baumrind, 1989). Positive self-esteem is a char-
acteristic of resilience which, Grotberg (1994) noted, leads in turn to em-
pathy (recognizing emotion, perspective and role taking, and emotional
responsiveness), prosocial behaviors (helping, sharing, generosity, and sym-
pathy), and problem behavior avoidance.

The link among vulnerability, resilience, and development rests in their
all being interactive processes that endure over time in the context of the
environments in which a young person lives. From a developmental per-
spective, resilience is the capacity to successfully undertake the work of
each successive developmental stage in the face of significant factors that
predispose to vulnerability (Garmezy, 1991).

Problem Behavior Theory

As conceptualized by Jessor (1992), risk behavior (what others term
problem behavior) constitutes various behaviors that jeopardize one or more
elements of health or development. Whether the behavior is drinking, early
sexual intercourse, or drug use, Jessor argues that these are neither random
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nor thrill-seeking but rather “functional, purposive, instrumental, and goal-
directed.” Whether or not young people accurately assess the risk inherent
in any given behavior, problem behavior theory holds that the actual (or
perceived) risk pales next to the developmental goals they advance (e.g.,
presenting oneself as more mature). Simply stated, beating the odds is not a
consideration in adolescent risk taking.

A second tenet of problem behavior theory is that there is substantial
individual covariation in risk behaviors among adolescents, and although
the pattern may vary regionally, among different ethnic groups, and in
different economic strata, there is substantial empirical support for this
tenet. Thus, it is reasonable to argue that there are common factors that
link these often disparate behaviors (e.g., cigarette smoking and early sexual
intercourse). What underlies these behaviors—what Jessor (1992) refers to
as the “web of causation”—has five domains: biology/genetics, social envi-
ronment, perceived environment, personality, and other behavior (see Fig-
ure 3-1). Each of these domains has associated risk and protective factors.
These factors exert both direct and indirect influences, as depicted in Fig-
ure 3-1.

This paper elaborates the ecological model described by Jessor to in-
clude six domains: individual, family, peers, school, immediate social envi-
ronments, and macrolevel environments. Figure 3-2 presents the frame-
work as it is related to childhood through adolescence. This model places
peer, school, and family influences on the individual within broader com-
munity and macrolevel contexts. Each domain has been the subject of ex-
tensive research over the past 20 years; a set of factors associated with risk
and protection repeatedly have been identified for each domain. The fac-
tors noted within each domain as being either risk or protective are based
on a generation of empirical research. As can be seen, most factors with
demonstrated protective capacity are not merely the converse of risk fac-
tors—yet, some are. Most protective factors constitute a unique set that
intersect with each other and with risk factors to create a “risk/assets gradi-
ent” for individual young people (Masten et al., 1999). But where risk and
protection models are static snapshots in time, the ecological model is dy-
namic. Behaviors that may or may not result from the predisposing factors
in turn enter into the model as factors that influence future development
and thus themselves become risk or protective factors.

Although extensive research shows the associations between risk and
protective factors and the likelihood of a young person participating in
health risk behaviors, much remains poorly understood. Specifically, be-
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cause vulnerability is a process, how do protective factors work as buffers to
diminish risk? Why are some factors protective or buffering for certain
health risk behaviors (e.g., weapon-related violence) but not others (e.g.,
early onset of intercourse) despite the clustering of health-risk behaviors?
These are the questions that are the subject of the subsequent section.

PROTECTIVE MECHANISMS AND VULNERABILITY

The level of vulnerability experienced by an individual or group of
individuals (e.g., adolescents as a whole) can be described by the observed
risk behaviors and outcomes. However, the consequences of a given level of
vulnerability in either the short term or the long term cannot be predicted
without also knowing the protective processes that operate to reduce the
impact of risk/vulnerability.

Dozens of protective factors have been identified empirically (see Fig-
ure 3-2). We have less understanding, however, of how these protective
factors work to diminish negative outcomes and/or promote positive ones
(Jessor et al., 1998; Rutter, 1993). One reason protective mechanisms are
not better delineated is their complexity. Building on the framework in
Figure 3-2, this section of the paper presents three general propositions
about how protective mechanisms may work to mitigate against negative
health outcomes among adolescents.1

1.  Protective processes span multiple contexts. Traditionally, research on
risk and resiliency has identified protective mechanisms at the individual
and the family levels. Additional protective mechanisms also operate at the
environmental level (school, neighborhood, and peer group), and these
macroprotective processes most likely condition the individual-level pro-
tective and risk mechanisms. For example, Sampson and colleagues (1997,
1999) found that individual adolescents were less likely to commit minor
crimes in neighborhoods with high collective self-efficacy or in neighbor-
hoods adjacent to those that had high collective self-efficacy.  Although
they did not test for cross-level interactions, it is possible that the potency
of environmental protective factors such as collective self-efficacy depends

1We are not using the term protective processes as a synonym for resilience process.
Resilience, by definition, operates when children are exposed to significant threat or severe
adversity. Protective processes, however, operate for youth across a spectrum of risk.
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on the accumulation of vulnerabilities and protective factors at the indi-
vidual level. An environmental context may be protective for some indi-
viduals but increase vulnerabilities for others, depending on their indi-
vidual-level attributes. For example, Werner and Smith (1992) found that
military service promoted long-term work and family stability for young
people whose academic plans did not extend beyond high school, but had
the opposite effect on those whose plans included post-high school educa-
tion.

2.  Protective processes vary across domains of functioning. For example, a
stimulating cognitive environment may promote intellectual development
(Guo and Harris, 1999), but it is not necessarily protective for other out-
comes such as early sexual intercourse.

3.  Protective processes vary across risk processes. The same negative out-
come can result from different risk processes. An individual or environ-
mental characteristic may serve as a protective factor for one of those risk
processes but not another. Hence a protective process may operate for only
a subset of the adolescents “at risk” for a given outcome.

We illustrate the potential ways in which protective processes can func-
tion with an example. We select school connectedness to illustrate the path-
ways of protective influence because it is a protective factor that exerts a
sizable effect on adolescent well-being and, in addition, is amenable to
intervention. Resnick et al. (1997) found that when adolescents feel cared
for by people at their school and feel like they are part of their school, they
are less likely to use substances, engage in violence, or initiate sexual activ-
ity at an early age. Students who feel connected to school in this way also
report higher levels of emotional well-being.

How does school connectedness protect adolescents from harm? Con-
nection to caring adults is one of the key factors that promote healthy
adolescent development (see, for example, Werner and Smith, 1992). In
addition, students who are connected to school have greater access to school
resources (e.g., extracurricular activities, individual investments by teach-
ers, and opportunities with peers) than do their disengaged peers. In this
regard, school connectedness operates as a form of social capital that allows
students to make use of the human and financial capital schools have to
invest in them. But how is school connectedness generated? We illustrate
one pathway in this example.

Figure 3-3 illustrates a direct protective process. In this figure, the level
of the individual protective factor (school connectedness) is determined, in
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 Political realities
 Youth laws/policies
 Macrolevel economics
 Historical events

Social environment

           Risk
• Arrests by age, type
• Community fertility rates by age
• Poverty
• Single parent/female head
• Age of migration/immigration
• Medicaid (proportion and 
    payment)
• Exposure to violent media
• Exposure to youth-oriented 
     advertising
• Access to tobacco, alcohol, 
    drugs, firearms
• Television/video watching

        Protection
• Educational attainment by age
• School enrollment for 16-19
    year olds
• Health care facilities
• Health care utilization
• Employment rates of adults
• Informal supports/number of 
    caregivers
• Religious institutions
• Access to role models
• Prosocial media

Macrolevel environment

    Risk
• Retention
• Size of 
   school
• Absenteeism
• Suspension
• Poor 
    academic 
    performance

  Protection
• Connected-
     ness to 
     school
• Higher GPA
• Consistency 
     of schools 
     attended
• School 
     policies

School

    Protection
• Connectedness
• Parental 
    presence
• Parental values
  - Toward school
  - Toward risk 
     behavior
• Two parents
• Fewer siblings/
    child spacing
• Family cohesion
• Authoritative 
    parenting style

Family

       Risk
• Low parental 
    education
• Family mental 
    illness
• Maternal stress
• Large family size
• Overcrowding
• Poverty
• Access to weapons
• Engaging in 
    health-compro-
    mising behaviors
• Authoritarian/
    neglectful 
    parenting style
• Exposure to 
    family violence

   Protection
• Being treated 
    fairly by peers
• Having low-
    risk friends
• Peers with 
    prosocial 
    norms

Peers

     Risk
• Prejudice 
    from peers
• Perception 
    of threat
• Social 
    isolation
• Participation 
    in deviant 
    culture

         Risk
• Biological vulnerability
• Intellectual impairment
• Dyssynchronous maturation
• Aggressive temperament
• Impulsivity
• Affective disorder
• ADHD
• Aggressive behavior
• Stress reactivity
• Perception of risk

     Protection
• Spirituality/religiosity
• Social skills
• Average intelligence
• Late maturation
• Higher self-image
• Higher self-efficacy
• Perceived importance 
    of parents

Individual

Risk
an

d
pr

ot

ec
tiv

e determ
inants

in childhood and adolescence

NOTE: The assignment of determinants as either risk or protective is not fixed as is implied in this model. 
Some factors may be protective depending on developmental stage or how terms are defined.
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• Substance use
  - Tobacco
  - Alcohol
  - Marijuana
  - Other

• Diet and exercise
  - Inactivity
  - Unhealthy eating
  - Eating disorders
  - Overconsumption

• Injury/violence
  - Weapon carrying
  - Interpersonal violence
  - Seatbelt nonuse
  - Helmet nonuse
  - Motorcycle use
  - Drinking and driving
  - Sexual assault

• Sexual/reproductive
  - Noncontraception
  - Condom avoidance
  - Early sexual debut
  - Multiple sexual partners

Youth health 
outcomes

Emotional health

• Perception of self 
     as happy
• No clinical evidence 
     of depression
• No history of suicide 
     attempts
• No mental or 
     emotional health 
     disorders

Social health

• Contributing to 
     community 
• Positive family 
     relationships
• Prosocial values
• Relationships with 
     healthy peers

Physical health

• Appropriate pubertal 
     development
• Normotensive
• Age-appropriate 
     cholesterol, LDL
• Perception of self 
     as healthy
• Physically fit
• Injury free
• Not obese or 
     over fat
• No STDs/HIV 
• No unintended 
pregnancies

Health risk 
behaviors 

in adolescence

FIGURE 3-2  An ecological model of childhood antecedents of adolescent health risk
behaviors and health outcomes.
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Classroom
management

climate

School
connectedness

Health risk
behaviors

a b

c

d

FIGURE 3-3 Direct protective process.
NOTE:  See text for explanation of lettered arrows.

part, by the school environment. Specifically, students feel more connected
to school when the school fosters a positive classroom management climate
(McNeely et al., 2001). This is represented by the arrow marked “a.” School
connectedness, in turn, directly affects the probability that adolescents will
engage in health risk behaviors (pathway b).

It is also plausible that the classroom management climate has a direct
effect on health risk behavior (e.g., violence) irrespective of the individual’s
school connectedness (see pathway c). Empirically the existence of pathway
c would be supported by demonstrating that the association between the
classroom management climate and the outcomes is not mediated entirely
by school connectedness.

We also hypothesize that the nature of the direct protective process
(pathway b) depends on the level of the school environmental variable. Put
another way, the impact of the individual attributes is conditioned by the
context within which they occur. For example, poorly managed classrooms
(i.e., when students have trouble getting along with teachers, completing
homework, and paying attention in class) may diminish the direct protec-
tive effect of connectedness because connected students in poorly managed
classrooms have fewer resources to draw on than connected students in
schools with positive classroom management climates. Conversely, in ex-
tremely well-managed classrooms, connectedness also may not be as highly
protective because the direct effect of classroom management swamps the
effect of connectedness. Alternatively, we might see an interaction such that
good classroom management combined with high connectedness is an es-
pecially potent protective mechanism. These possibilities are represented
by the arrow labeled d.

In the literature on risk and resiliency, protective factors traditionally
have been defined as those that buffer or reduce the negative impact of the
risk factor. This is illustrated by pathway e in Figure 3-4. In this example,
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low grade point average and having a learning disability are risk factors for
negative health outcomes (Resnick et al., 1997). We select these risk factors
for their reported association with multiple health risk behaviors.

Protective factors can buffer risk in two ways. The first possibility is
that among students who feel highly connected to school, having a learning
disability or a low grade point average confers no additional risk for the
outcome because the protective process entirely wipes out the risk for the
outcome generated by these vulnerabilities. Luthar et al. (2000) describe
this type of effect modification as “protective-stabilizing.” An alternative
form of risk buffering is “protective but reactive.” In this scenario, school
connectedness buffers the risk generated by a learning disability or a low
grade point average, but not completely.

In some cases, protective factors also can reduce or eliminate the risk
factor directly, rather than simply mitigate the negative impact of the risk
factor on the risky health behavior.  This would be the case in our example
if feeling highly connected to school directly helped a student improve his
or her grade point average. This is illustrated by pathway f. Although not
drawn in this figure nor tested empirically in the following text, it is impor-
tant to note that risk buffering and risk reduction also can be generated
directly by protective processes operating at the macro environment (school
level).

In Figure 3-5, a causal relationship is hypothesized between the risk
factor and school connectedness (connection g) such that having a low

Classroom
management

climate

School

         connectedness
Health risk
behaviors

e

Learning
disabilityRisk

Process

Protective
Process

School
Level

Individual
Level

f

FIGURE 3-4 Protective buffering process.
NOTE:  See text for explanation of lettered arrows.
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Classroom
management

climate

School
         connectedness

Health risk
behaviors

g
h

Learning
 disabilityRisk

Process

Protective
Process

School
Level

Individual
Level

i

FIGURE 3-5  The risk process may deplete the protective process to the extent that
buffering does not occur.
NOTE:  See text for explanation of lettered arrows.

grade point average or a learning disability attenuates the individual’s con-
nection to school. This may happen to such an extent that the risk-buffer-
ing mechanism played by school connectedness in Figure 3-4 is over-
whelmed by the risk. The dotted line of connection h indicates that the
buffering mechanism no longer functions. This scenario is consistent with
the argument in the vulnerability literature that in the face of overwhelm-
ing risk, all individuals will succumb to the risks in their environment. We
are not suggesting, of course, that poor academic performance or a learning
disability represent overwhelming risk. Determining the direction of the
causal relationship between the risk factors and school connectedness re-
quires longitudinal data.

Another bidirectional causal relationship is hypothesized between
school connectedness and the classroom climate (connection i). Contextual
effects generally are conceptualized as affecting individuals, and individuals
are not granted the power in our models to affect their environment. How-
ever, in the case of schools, individual students can have a large impact on
their environment, particularly a large negative impact. A common griev-
ance of teachers is that one or two “bad apples” in the class disrupt the
classroom and divert an inordinate amount of their time away from teach-
ing. This bidirectional causal relationship also would require longitudinal
data to test empirically.

We use the example laid out in Figures 3-3 through 3-5 and data from
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the National Longitudinal Study of Adolescent Health (Add Health) to
empirically illustrate the three propositions at the beginning of this section:
(1) protective processes span multiple contexts; (2) protective processes vary
across domains of functioning; and (3) protective processes vary across risk
processes.

Add Health is a nationally representative sample of in-school youth in
grades 7–12 (for a description of the sample, see Resnick et al., 1997, and
Bearman et al., 1997). The present empirical illustration uses data from the
first wave (1995) in-home sample of 20,775 students and from the parent
survey, which was conducted at the time of the in-home survey. The school-
level protective factor and the school-level control variables are measured
using data from the in-school survey of approximately 90,000 students.

We explore the risk and protective processes for three health risk be-
haviors: ever had sex, ever used cocaine, and weapon-related violence. Weapon-
related violence is defined as having committed at least one of the following
acts in the past year: threatened to use a weapon to get something from
someone, pulled a knife or gun on someone, shot or stabbed someone, used
a weapon in a fight, or hurt someone badly enough to need bandages or
medical care. The three health risk behaviors often are considered as part of
a problem behavior syndrome (Baumrind, 1989). Although they are corre-
lated, we consider them separately to demonstrate that macro-level protec-
tive processes may differ, even across correlated outcomes. As shown in
Table 3-1, 40 percent of the sample has had sex. Just 3 percent have ever
tried cocaine. A disturbing number of adolescents—nearly a quarter of the
sample—engaged in weapon-related violence or beat someone so badly they
needed medical care in the past year.

In the present example, the two protective factors are individual-level
school connectedness and the average classroom management climate in a
school. School connectedness is a scale consisting of students’ reports of
how much they agree or disagree with six statements: you feel that your
teachers care about you; you feel like you are part of your school; you feel
close to people at your school; you are happy to be at your school; the
teachers at your school treat students fairly; and you feel safe in your school.
The scale has adequate reliability (α = .77) and ranges from 0 to 4. The
mean level of school connectedness is 2.66, indicating that most students
feel moderately connected to school.

The school-level classroom management climate is the school mean of
responses to four questions in the in-school survey. Students were asked
how much trouble they have getting along with their teachers, getting along
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with other students, getting their homework done, and paying attention in
class. Responses range from never to every day (0 to 4). The scale was
reverse coded so that a higher value indicates a more positive classroom
management climate. The classroom management scale has good reliability
(α = .83). The schools in this sample have moderate problems with class-
room management. The school-level average is 2.4, which equates roughly
to each student in the classroom having trouble getting along, paying at-
tention, or doing homework slightly less than once a week. The range across
schools is 1.8 to 3.4 (out of a potential range of 0 to 4).

The two risk factors in the model are grade point average (GPA) and
having a learning disability. The average self-reported GPA of students is
2.7. Learning disability is a dichotomous variable based on a parent’s report
of whether a son or daughter has a learning disability or is in a special
education class. A respondent is coded as having a learning disability if his
or her parent reports affirmatively to both of these questions.

All analyses include the following control variables: age, 2 years older
than average age for grade, 2 years younger than average age for grade,

TABLE 3-1 Description of Health Risk Behaviors, Protective Factors,
and Risk Factors

Mean/
Proportion  S.D. Minimum Maximum N

Health Risk Behaviors
Weapon-related violence .23 0 1 20,084
Ever had sexual intercourse .40 0 1 20,009
Ever used cocaine .03 0 1 19,826

Protective Factors
School connectedness 2.66 .71 0 4.0 19,820
Classroom management
climate 2.39 .19 1.8 3.9 19,533

Risk Factors
GPA 2.76 .77 1.0 4.0 19,353
Learning disability .16 0 1 17,231

SOURCE:  Data from the National Longitudinal Study of Adolescent Health, Wave 1,
see Bearman et al., 1997.
NOTES: Sample sizes vary due to missing data. All means are unweighted, and hence
not necessarily nationally representative.
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gender, race/ethnicity, family income, family structure, urbanicity, ever sus-
pended or expelled from school, individual-level classroom behavior (the
individual score on the classroom management scale), and the following
school characteristics: public (yes versus no), school size, percentage of two-
parent families, percentage of African American, and percentage of African
American squared.

Our modeling strategy proceeds in three steps. First, the effect of
school-level classroom management on individual-level school connected-
ness is estimated using ordinary least squares regression (OLS) (Model 1 in
Table 3-2). Second, the effect of both protective factors, and their interac-
tion, on the health risk behaviors is estimated with a series of logit models
(Models 2 through 4 in Table 3-2). Finally, the logit models are reestimated
with the addition of the risk factors and their interaction with school con-
nectedness (see Table 3-4 later in this text). All continuous variables in the
models are centered, that is, the mean value of the variable is subtracted
from each score. These analyses are cross-sectional and do not establish
causality. The goal is to illustrate a range of protective mechanisms rather
than to determine the actual strength of these protective factors.

Table 3-2 demonstrates that protective processes can span multiple
contexts. Model 1 shows that the classroom management climate is posi-
tively associated with school connectedness: In positive classroom manage-
ment climates, students report feeling slightly more connected to school.
Hence the individual-level protective factor is a function, in part, of the
school environment. Moreover, for one outcome—weapon-related vio-
lence—the school-level classroom management climate and individual-level
school connectedness have independent effects. For two of the outcomes,
the school-level protective factor conditions the direct effect of the indi-
vidual-level protective factor.

Models 2 through 4 in Table 3-2 demonstrate the second proposition,
that the protective process differs across outcomes, or domains of function-
ing. The classroom management climate directly influences weapon-related
violence, but has no effect on students’ decisions to initiate sexual inter-
course or experiment with cocaine. The classroom management climate
moderates the protective effect of school connectedness on weapon-related
violence and sexual activity, such that school connectedness is a more po-
tent protective factor when classroom management is high. In the case of
sexual activity, classroom management moderates the protective effect of
school connectedness, even though classroom management itself has no
direct effect on the sexual activity.
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The nature of the effect modification is illustrated in Table 3-3. The
three columns present the effect of school connectedness on the health risk
behaviors at the low, medium, and high levels of classroom management.
The first row presents the odds ratios for violence. In the average school,
the adjusted odds ratio associated with a one-unit increase in school con-
nectedness is .72. (Because the variables are centered, this is simply the
exponentiated coefficient for the main effect in Table 3-2, i.e., e–.33.) In

TABLE 3-2 Protective Processes for Weapon-Related Violence, Ever
Had Sexual Intercourse, and Ever Used Cocaine

OLS Coefficients Logistic Regression Coefficients

Model 1: Model 2: Model 3: Model 4:
School Weapon-Related Ever Had Ever Used
Connectedness Violence Intercourse Cocaine

School connectedness –.33* –.34* –.48*

(.03) (.03) (.06)

Classroom .12* -.42* .20 –.27
management (.04) (.16) (.25) (.46)

School connectedness × –.28* –.40**

classroom management (.13) (.14)

χ2 (d.f.) n.a. 2617.09 2329.00 659.94
(24) (24) (24)

N 18,320 18,666 18,593 18,442

SOURCE:  Data from the National Longitudinal Study of Adolescent Health, Wave 1,
see Bearman et al., 1997.
NOTES: Standard errors in parentheses. All standard errors adjusted for the complex
sampling design. All models are unweighted and include the following variables: age, 2
years older than average age for grade, 2 years younger than average age for grade,
gender, race/ethnicity, family income, family structure, urbanicity, ever suspended or
expelled from school, individual-level classroom behavior (the individual score on the
classroom management scale), school sector (public versus else), school size, percentage
of two-parent families, percentage African American, and percentage African American
squared.
*p<.05.  **p<.01.
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schools with positive classroom management climates (climates that are
one standard deviation above the mean), the odds ratio is .68. In schools
with poorly managed classrooms, however, the protective power of school
connectedness declines. A similar pattern is evident for sexual activity. Be-
cause there is no effect modification for cocaine use, school connectedness
is equally protective against cocaine use at all levels of classroom manage-
ment.

Health risk behaviors cluster together. Adolescents often become in-
volved in several health risk behaviors, rather than just one or two. Conse-
quently, research and prevention strategies should target several health risk
behaviors, as does the Burt et al. paper in this volume. However, the results
in Table 3-2 also illustrate that whereas some protective processes operate
for all or most health risk behaviors (e.g., school connectedness), others are
specific to certain outcomes. In this example, the classroom management
climate directly reduces weapon-related violence but does not directly in-
fluence other outcomes. The specificity of protective processes has implica-
tions for research and interventions.  Some protective factors may be par-
ticularly powerful in that they not only directly influence adolescents’
probability of engaging in risky behaviors, but they also make other protec-
tive factors more potent. These factors would be the ideal targets for inter-

TABLE 3-3 Effect of School Connectedness on Health Risk Behaviors
at Different Levels of Classroom Management Climate, Odds Ratios, and
95 Percent Confidence Intervals

Level of Classroom Management
1 S.D. 1 S.D.
Below Mean Mean Above Mean

Weapon-related violence .76 (.68, .84) .72 (.68, .78) .68 (.60, .76)
Ever had intercourse .76 (.79, .81) .71 (.67, .75) .66 (.61, .71)
Ever used cocaine .61 (.55, .68) .61 (.55, .68) .61 (.55, .68)

SOURCE:  Data from the National Longitudinal Study of Adolescent Health, Wave 1,
see Bearman et al., 1997.
NOTES: Odds ratios and confidence intervals are calculated from models in Table 3-2
and standard deviations (S.D.) presented in Table 3-1. For example, the odds ratios for
weapon-related violence were calculated as follows: One S.D. below the mean: e(–.33+

[–.28*–.19]); one S.D. above the mean: e(–.33+[–.28*.19]).
*p<.05.
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vention. Other protective factors might be key to enhancing particular de-
velopmental outcomes but not others.

Table 3-4 demonstrates the third general proposition, that protective
processes vary across risk factors. For simplicity we focus on a single out-
come, weapon-related violence. We compare the protective buffering
mechanisms across the two risk factors: having a learning disability and
receiving low grades in school. Model 1 presents the direct effect of GPA
on weapon-related violence, holding the other variables constant at their
means. A one-point decrease in GPA is associated with an increased risk of

TABLE 3-4 Protective Buffering Process for Weapon-Related Violence,
Unweighted Logistic Regression Coefficients

Model 1 Model 2

School connectedness –.31*** –.31***

(.04) (.03)
Classroom management climate –.35* –.47**

(.16) (.16)
School connectedness ×
   classroom management –.26* –.34**

(.13) (.13)
GPA –.24***

(.03)
GPA X school connectedness –.09*

(.03)
Learning disability   .17***

(.06)
Learning disability ×
   school connectedness   .00

(.07)
χ2 (d.f.) 2450.25 (25) 1287.15 (25)
N 18,225 16,325

SOURCE:  Data from the National Longitudinal Study of Adolescent Health, Wave 1,
see Bearman et al., 1997.
NOTES: Standard errors in parentheses. All standard errors adjusted for the complex
sampling design. Both models include full set of control variables. Odds ratios can be
calculated as in Table 3-3. For example, the odds ratio for gpa among students with low
school connectedness (one s.d. below the mean) is e.24+(.09*–.71). The odds ratio for gpa
among students with high school connectedness (one s.d. above the mean) is e.24+(.09*.71).
*p<.05.  **p<.01. ***p<.001.
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participating in weapon-related violence of 27 percent (e.24–1). Model 2
shows that having a learning disability is associated with an increased risk
of 18 percent (e.17 – 1).

The risk factor-school connectedness interaction terms test for the pres-
ence of a protective buffering process. School connectedness does not mod-
erate the risk engendered by having a learning disability (Model 2). In
contrast, school connectedness does moderate the risk associated with a low
GPA, but not in the manner expected (Model 1). If risk buffering were
present, the association between GPA and weapon-related violence would
be weakest at high levels of school connectedness and strongest at low levels
of school connectedness. Instead, the opposite is true. Among students
with low school connectedness (one standard deviation below the mean), a
one-point decline in GPA is associated with a 19-percent increase in the
risk of participating in weapon-related violence. In contrast, among stu-
dents with high school connectedness (one standard deviation above the
mean), a one-point decline in GPA is associated with a 35-percent increase
in the risk of weapon-related violence.

The implication of this finding is that strategies to reduce violence by
improving or maintaining GPA will be more effective in schools where
students feel connected to school than in schools where students feel dis-
connected, even if the intervention strategy achieves similar gains in GPA
in both types of schools. In practice, of course, successful programs to im-
prove academic achievement also address students’ connections to school.
More broadly, the results in Table 3-4 illustrate that the risk environment
must be taken into account when working to enhance protective processes.
Likewise, the payoff to reducing risk will depend on the protective pro-
cesses at play.

CONCLUSION

Over the past generation, our understanding of what predisposes young
people to harm has shifted from viewing vulnerabilities as discrete, intra-
psychic factors to seeing them as an interlocking set of factors that is heavily
influenced by the contexts within which young people live. More recently
we have come to understand the interrelationships between predisposing
factors that create vulnerability and the countervailing forces that buffer,
moderate, or alter the trajectory that otherwise leads to what Schorr (1997)
refers to as “rotten outcomes.”

This paper presents a model of understanding adolescent vulnerability
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processes across six interrelated domains—from the individual- to macro-
level factors—and then tests three possible ways that protective factors alter
risky health behaviors such as violence, cocaine use, and sexual intercourse.
What is evident is that the relationships are complex and that the ways in
which protective factors work differ across contexts and across outcomes.
For example, in our illustration we found that the classroom management
climate is a key protective factor for weapon-related violence: It has a direct
protective effect; it promotes school connectedness, another protective fac-
tor; and it enhances the protective effect of school connectedness. In con-
trast, the classroom management climate does little to protect against co-
caine use or sexual intercourse.

Teasing apart these relationships is not merely an academic exercise. It
is important for policy and intervention. Traditionally, policy and interven-
tion efforts focused on eliminating the factors that put young people in
harm’s way. More recently, with the understanding that it is essential to
strengthen the protective factors in the lives of young people (in addition to
reducing vulnerabilities), policies and programs have focused on building
young people’s assets. The models and illustrative examples in this paper
highlight the importance of going beyond a simple accounting of vulner-
abilities and protective factors. For a policy or intervention to be optimally
effective, it must take into account how vulnerability and protective pro-
cesses are linked. In the final analysis, our goal must be not only the avoid-
ance of risk, but the achievement of maximal potential for each adolescent.
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Modeling the Payoffs of Interventions to
Reduce Adolescent Vulnerability

Martha R. Burt, Janine M. Zweig, and John Roman

INTRODUCTION

Public policy often has been blind to adolescents, except when it
has focused on aspects of their behavior that trouble their elders. Too often,
policy makers limit their attention to artificially narrow and isolated as-
pects of youth behavior. They consider only health, or only criminal, or
only educational issues. In addition, the payoff of youth vulnerability and
our failure to ameliorate it are rarely addressed. The few existing treatments
of the cost of adolescent risk behaviors have likewise focused on single
behaviors (e.g., teen childbearing—Burt, 1985, 1986; Burt and Levy, 1987)
or narrowly defined patterns (e.g., being a career criminal—Cohen, 1998).
A just-released report identifying important future research issues related to
youth (Millstein et al., 2000) does not even mention cost, either as the cost
of outcomes to society or the cost of interventions or approaches to pro-
duce better outcomes. The absence of cost concerns is even more striking as
Millstein and her colleagues review and summarize a decade of published
documents that in their turn summarize and integrate research on adoles-
cence and make recommendations for future research.

Compared to very young children and the elderly, adolescents suffer

Although the authors are affiliated with the Urban Institute, the views expressed in this
chapter are those of the authors and should not be attributed to the Urban Institute, its
trustees, or its funders.
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from few conditions that will kill them while they are still young. The
formation in adolescence of certain health habits with long-term negative
consequences (such as smoking tobacco products, use of other addictive
substances, or sexual activity without protection from STD and AIDS)
often does not produce morbidity or mortality in adolescence itself. Rather
the effects, and the payoffs, develop over a lifetime. Other behaviors such as
school dropout, running away from home, or criminal involvement also
exert their most powerful effects in adulthood. Thus, when societies face
decisions about where to invest significant health and other supportive re-
sources, programs for adolescents often receive short shrift. This is true
despite the fact that after early infancy, adolescence is the period of greatest
vulnerability, during which patterns and habits affecting a lifetime are es-
tablished and solidified.

In 1998, youth made up about one in every seven people in the U.S.
population, whether the focus is on the younger end of the age spectrum
(10–19 year olds were 14.3 percent) or the older end (15–24 year olds were
13.8 percent). These are the individuals on whom the future of this coun-
try rides. A strong argument can be made that we need all of our youth to
develop into productive adults, with skills and attitudes ready to cope with
twenty-first-century work, politics, and community and interpersonal rela-
tionships. The evidence suggests that for significant portions of our youth,
seriously inadequate educational achievement, and life-threatening habits
such as addictions, risky sexual behavior, involvement in crime and vio-
lence, and too-early childbearing foreclose the possibility that they will be-
come contributing members of society.

With respect to adolescents, the focus of attention is far too often on
individual behavior, with far less attention being paid to context. But con-
text is critical for understanding, and perhaps altering, the choices that
youth make about their own behavior. For youth to make prosocial choices,
it is essential that communities create increasingly broad and rewarding
economic and social opportunities. There is an important interaction be-
tween economic opportunity and the readiness of today’s youth to take
advantage of it. Without the realistic hope of getting ahead economically,
there is little incentive for youth to invest in education or refrain from some
of the less healthy, or less legal, habits they may acquire during adolescence.
But without the expectation that there will be a qualified workforce to fill
newly created jobs, many employers will send jobs overseas or fill them
with people trained outside the United States, while the jobs that remain
will be the least challenging, interesting, and rewarding ones. To the extent



MARTHA R. BURT, JANINE M. ZWEIG, AND JOHN ROMAN 75

that the youth of today and tomorrow are not prepared for the future (and
many are not), expectations for the country’s continued economic prosper-
ity are open to question.

We have choices to make. We can invest society’s resources in activities
that will increase the odds that youth will become contributing members of
society, or we can invest primarily in institutions such as health services or
prisons designed only to compensate or protect society from the conse-
quences of their negative behaviors. Given these choices, the payoffs from
the former over the latter should make the policy choices clear. This paper
is an exercise in designing an approach to illuminate the costs and opportu-
nities of various policy choices with respect to investing in youth.

Why We Need to Think About Payoffs (Costs and Benefits)

Americans have a very strong belief in the efficacy of individual initia-
tive and self-reliance. Far too often, and in too many arenas, this translates
into policies that withhold support and investment in people until they
fail, and then spend considerable sums on programs that try to protect
society from the results or, on occasion, pick up the pieces. The earlier these
policies are applied in people’s lives, the more global the ultimate effects.
Failing to invest in securing productive futures for this nation’s most vul-
nerable youth has implications for everything from family formation to
economic competitiveness. Yet public policy in this country related to
people’s well-being rarely issues from considerations of “the big picture.”
In part this is an inevitable aspect of how politics works in America, but in
part it stems from lack of information, and information can sometimes
make a difference to policy.

To give one example, at the request of the (then) Center for Population
Options, a research and advocacy organization, Burt (1985) developed a
simple method that local jurisdictions could use to calculate the cost of first
births to teenagers within their jurisdiction within a given year or for a given
year’s birth cohort over 20 years. Many jurisdictions actually made these
calculations and used them to lobby their legislative bodies for more re-
sources to address the problem. One particularly telling example was a small
rural jurisdiction in a conservative state, where it was very difficult to get
any resources either for pregnancy prevention or to help teen mothers stay
in school. After making the calculations for the 20-year projection, the
jurisdiction realized that it was spending more than $1 million in welfare
benefits for each and every birth cohort, without even knowing it and without
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helping anyone very much. The size of this inadvertent “investment” got
the attention of local policy makers, and funding for more appropriate
services followed.

If we are able to create some viable models for estimating the payoffs of
adolescent vulnerability, and compare them to investments in youth (al-
ways assuming that we can make the connection between the investment
and desirable outcomes), we will be in a position to use these figures to
influence policy. We do not want to make this endeavor seem too compli-
cated, but we do not want to make it seem too simple either. During the
past decades, a body of literature has been building to indicate the com-
plexities of youth behavior patterns and the inadequacy of single-problem
approaches to understanding risk and vulnerability (Catalano et al., 1999).
Those complexities multiply when we begin to think about outcomes and
associated payoffs, but only by considering the complexities are we likely to
get within shooting range of a reasonable estimate of payoffs.

The Approaches We Will Explore

We will try to develop a hybrid approach to assessing payoffs of invest-
ing in youth that avoids the disadvantages of some classic economics for-
mulations of cost-benefit analysis. We want to be able to identify the pay-
offs of youth risk behavior to the public purse, but we also want to capture
the broader context that includes personal or private costs and benefits.
The reasons for these preferences will be detailed later in this paper. Fur-
thermore, we will examine the payoffs of patterns of youth risk behavior,
rather than of a single type of risk behavior. The reasons for this approach
should be obvious from the results of the past decades of research on youth
risk behaviors and evaluations of programs taking a single-focus versus a
holistic approach to promoting positive youth outcomes.

Our approach involves modeling a conceptual framework containing
three sets of transitional probabilities: (1) from antecedent risk factors to
risk behavior patterns; (2) from risk behavior patterns to outcomes (preg-
nancy, addiction, suicide, jail, CEO of Fortune 500 company); (3) and
from outcomes to payoffs (probability of using or contributing to public
resources/well-being, private resources/well-being).

The Structure of This Paper

The remainder of this paper is structured to address the three compo-
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nents of our conceptual framework. The first component goes from risk/
vulnerability factors to risky behavior; that is, it should be able to model
the transitional probabilities that certain behaviors or patterns of behavior
will emerge, given the existence of certain antecedent conditions. We treat
this component very lightly, as these issues have been the focus of a great
deal of research. In addition, the paper by Blum, McNeely, and
Nonnemaker in this volume summarizes these issues in sufficient detail.

The second component goes from risk behaviors or patterns to out-
comes, both positive and negative. We must determine the likelihood that
any given behavior, repeated behavior, or pattern of behaviors will result in
particular outcomes. Part of this task includes the important element of
estimating co-occurrence or patterning of behaviors. This is essential be-
cause the synergies or interactions of certain behaviors in the presence of
other behaviors may be more likely to produce costly consequences than if
the focal behavior occurred in isolation. For instance, risky sexual behavior
may lead to pregnancy, or to sexually transmitted diseases (STDs). Risky
sexual behavior in combination with serious use of illegal drugs may add
addiction, problems with a pregnancy, a child suffering the effects of fetal
drug exposure, prison time for the mother, and a fractured family unit to
the “simple” costs of pregnancy or treatment for STDs. Relatively little
work of this type has been done to date, but some data sets exist that could
be used to begin relevant analyses.

The third component is even more challenging, and less explored, than
the second one. That is to translate outcomes of risk behavior patterns into
payoffs. Our presentation here will be almost totally speculative. It will
cover the probability of using and/or contributing to public resources in
various arenas (education, health, mental health, criminal justice, social
services, cash benefits, and so on, as well as taxes paid, contributions to
community well-being, becoming an employer of others, and other fanci-
ful conceptions). It also will cover the probability of incurring private costs
(e.g., costs of health insurance, income foregone) and/or reaping private
benefits (e.g., earnings, long life, benefits to children of stable families). It
will attempt to present models projecting over a person’s lifetime. It will
attempt to meet various challenges such as “payoffs of adolescent risk be-
haviors to/for whom?” and “compared to what?”  It will attempt to model
ways to compare the cost of various investments that could be made in
youth throughout their adolescence to their potential long-term effects on
payoffs in adulthood. It will raise issues of who must make the decision to
invest in adolescents versus who will incur the costs or reap the benefits of
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these investments in later years. It certainly will not succeed to everyone’s
(anyone’s?) satisfaction, but it will be an interesting beginning.

This Paper Is Hypothetical—Data Will Come Later

Our task in this paper is to develop one or more frameworks for ana-
lyzing the payoffs of adolescent behavior and the outcomes that follow
from it in adulthood. We are also to suggest the types of data we would
need to gather if we want to estimate any of the models that we will sug-
gest. We were not charged with actually doing any data analysis—just with
thinking through and laying out what it would take to “do it right.”  Read-
ers may have their own ideas for modifying the models we present, or their
own sources of data for beginning the work of estimating all or part of our
models. If we succeed in stimulating a new spurt of activity modeling pay-
offs of investing in adolescents, this paper will have done its job.

FROM VULNERABILITY FACTORS TO RISK BEHAVIORS

Past research has identified a number of vulnerability factors that in-
crease the likelihood that youth will participate in health risk behaviors. It
has shown that many of the same vulnerability factors predict a variety of
health risks and related outcomes, such as substance use, delinquency, vio-
lence, adolescent pregnancy, and dropping out of school (Catalano et al.,
1999). Over the course of the past decades, researchers also have sought to
identify protective factors that help prevent youth from taking risks. Two
recent analyses have moved to the forefront of the discussion on predictors
of adolescent risk-taking behavior. Using data from the National Longitu-
dinal Study of Adolescent Health (Add Health), both Resnick and col-
leagues (1997) and Blum and colleagues (2000) found that demographic
variables (race/ethnicity, family income, and family structure) are only
weakly related to adolescent risk-taking behaviors such as substance use,
risky sexual activity, and violence. Additionally, Resnick, Blum, and others
have found that processes such as family connectedness, school connected-
ness, and time spent in structured activity work to reduce the amount of
risky behavior among youth.

Although the above research sheds light on predictors of risk-taking
behaviors one at a time, it is not clear if the predictors hold when capturing
the multidimensional nature of adolescent risk-taking behavior. Building
on the seminal work of Jessor and Jessor (1977) on the co-occurrence of
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risk-taking behaviors, many researchers have documented links and pat-
terns among various behaviors. These patterns of co-occurrence include
aggression, substance use, and suicidal behavior (Garrison et al., 1993);
substance use, sexual activity, and suicidal behavior (Burge et al., 1995);
substance use and violence (Durkham et al., 1996); and substance use and
sexual activity (Shrier et al., 1996). Jessor and colleagues (1977, 1991)
speculated that youth risk taking comprises a single syndrome of problem
behaviors, or as Elliot (1993) described it, a single health-compromising
lifestyle.

Pursuing this direction of inquiry further, Zweig et al. (2001a) decided
to model the reality of adolescent risk taking. We attempted to capture the
multidimensional nature of youth risk taking using Add Health data and
cluster analysis. We found that youth participate in both health-enhancing
lifestyles (Elliot, 1993) and a variety of different health-compromising
lifestyles that we have called health risk profiles. We examined sexual activ-
ity, general alcohol use, binge drinking, cigarette use, marijuana use, other
illicit drug use, fighting, and suicide for female and male students in grades
9 through 12. Four distinct profiles were identified for females and four for
males (Figures 4-1 and 4-2). The four risk profiles for females included: (1)
a low-risk, sexually active group (having used contraception during both
their first and most recent sexual experiences, if sexually active); (2) a low-
risk group, with higher levels of fighting and of suicidal thoughts and be-
haviors; (3) a moderate-risk group, with higher levels of substance use and
risky sexual behavior; and (4) a high-risk group across all risk behaviors.
The four risk profiles for males included: (1) a low-risk group across all
behaviors; (2) a moderate-risk group with higher levels of alcohol use, binge
drinking, cigarette use, and risky sexual behavior; (3) a moderate-risk group
with higher levels of marijuana use and of suicidal thoughts and behaviors;
and (4) a high-risk group with low levels of suicidal thoughts and behav-
iors.

Once we identified adolescent health risk profiles, we too wanted to
know about the vulnerability and protective factors related to each. Like
our colleagues, we found that demographic factors such as age, race/
ethnicity, and family income did not distinguish the profiles in meaningful
ways (Zweig et al., 2001b). Also like our colleagues, we found that other
processes predicted differences in profiles, and we have been able to make
clearer distinctions about what factors predict particular lifestyles. Youth in
low-risk profiles and profiles distinguished by substance use and sexual ac-
tivity reported higher levels of individual psychosocial adjustment, family
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FIGURE 4-2 Profiles of risk—Males grades 9-12.
SOURCE: Zwieg, J. M., Lindberg, L. D., & McGinley, K. L. (2001). Used with per-
mission of the Journal of Youth and Adolescence.

FIGURE 4-1 Profiles of risk—Females grades 9-12.
SOURCE: Zwieg, J. M., Lindberg, L. D., & McGinley, K. L. (2001). Used with per-
mission of the Journal of Youth and Adolescence.
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connectedness, and school connectedness than students in high-risk pro-
files and profiles distinguished by suicidal thoughts and behaviors.

The important message from our analysis is that teens in low-risk pro-
files and profiles distinguished by substance use and sexual activity are simi-
lar, and at relatively low risk—they consistently report lower levels of vul-
nerability factors and higher levels of protective factors than other teens.
Some teens who have sex and use alcohol and tobacco have as few vulner-
abilities and as many protective factors as teens who participate in little or
no risk behavior. Teens in high-risk profiles and profiles distinguished by
suicidal thoughts and behaviors are also similar—teens in both groups con-
sistently report higher levels of vulnerability factors and lower levels of pro-
tective factors. Teens who are suicidal but do not report participating in any
other risk behaviors are as vulnerable and unprotected as those who partici-
pate in all types of risk behaviors.

FROM HEALTH RISK PATTERNS TO OUTCOMES

Thus far we have discussed the evidence that youth participate in both
health-enhancing and health-compromising lifestyles and that membership
in groups based on these lifestyles can be predicted by vulnerability and
protective factors operating in the lives of youth. Next we must establish
the probability that these lifestyles will lead to particular outcomes and
patterns of outcomes. To date, whenever we have thought about assessing
the public burden of adolescent risk, it usually has been done with one risk
behavior or one outcome in mind. Private payoffs largely have been ig-
nored. But we know that youth participate in different lifestyles comprising
various combinations of behaviors, some more risky than others. These
health-compromising and health-enhancing lifestyles can lead to combina-
tions of both negative and positive outcomes that can contribute to or help
reduce the public burden or general social welfare outcomes of youth be-
havior. To understand the scope of outcomes youth may face as a result of
their risk-taking behavior, we cannot examine one risk or one outcome at a
time. Rather, we must keep their risk-taking patterns in mind, and attempt
to link these to all possible related outcomes. By linking lifestyles to the
many outcomes that may result, we will more realistically discuss adoles-
cent risk taking, its outcomes, and its payoffs.

So, how do we link adolescent lifestyles to outcomes, and thence to
their associated payoffs?  First we need to know what information exists (in
the form of results from previous analyses or actual data that lend them-
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selves to the necessary analyses) that allows us to identify adolescent lifestyles
and link these to possible outcomes associated with each. Then, once we
establish relationships between lifestyles and outcomes, we can incorporate
the known probabilities in our model estimating payoffs.

National data sets may provide some of the answers when it comes to
linking lifestyles and outcomes, but no one data set has all the necessary
information. Some data sets can only be assessed for shorter term out-
comes, while others can be assessed for both shorter and longer term out-
comes depending on the length of the longitudinal study. Furthermore,
some data sets are much richer with respect to some outcomes than to
others (e.g., economic behavior versus sexual behavior versus criminal or
violent behavior). Therefore, we will almost certainly have to use more than
one data set to understand the full range of outcomes. This necessity leads
in turn to the need to resolve a number of methodological issues. For ex-
ample, different measures have been used across studies to assess adolescent
risk-taking behavior, making it more or less difficult to model adolescent
health-compromising and health-enhancing lifestyles. The lifestyles identi-
fied in one data set may not be comparable to those identified in another
data set.

In addition, when relying on older data sets to assess longer term out-
comes, we must remember that the youth of interest were participating in
risky behavior 20 years ago. The meaning of adolescent risk taking and its
associated outcomes may have changed since then. More current data pro-
vide information about how risk behaviors have shifted over time. For ex-
ample, recent trends in adolescent risk taking indicate decreases in some
risk behaviors such as violence and sexual activity, and increases in others
such as substance use (Boggess et al., 2000). Therefore, although we may be
able to measure the same age groups, differences of cohort and time may
make it difficult to compare results across data sets and tell a full story of
the payoffs of adolescent risk (Baltes et al., 1977).

Data options that may be relevant to the current effort are discussed in
the following paragraphs.

1. National Longitudinal Study of Adolescent Health (Add Health: http:/
/www.cpc.unc.edu/addhealth)

Add Health was designed to examine adolescent physical, mental,
emotional, and reproductive health. Add Health’s first wave of data collec-
tion was completed in 1994-95. That year, 90,000 youth completed in-
school surveys about their background, friends, school life, school work
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and activities, and general health status. Of these youth, 21,000 also par-
ticipated in an in-home survey about family and peer relationships, school
environment, health risk behaviors (including sexual activity, violence, and
substance use), psychosocial adjustment, physical health, and perceptions
of risk. Wave II was completed in 1996, a year after Wave I. Wave III is
currently in the works and will be collected in 2001, with youth now young
adults approximately between the ages of 18 and 24.

Add Health is an exceptional data set to identify lifestyles of youth
risk taking, and indeed, we have already done this with Wave I data. Until
Wave III is completed, however, little can be done to assess outcomes of
these lifestyles given that Wave II was collected only one year after the first
wave. The Wave III data are an excellent resource to help us understand the
shorter term health-related outcomes of youth risk (such as teen pregnancy
and STDs) and educational and work histories thus far. In addition, we
may know about participants’ financial situations, health insurance, and
use of public programs. Less will be known about participants’ criminal
behavior and history, however, and we will also not know about the longer
term outcomes of adolescent lifestyles given the length of the project thus
far.

2. National Survey of Adolescent Males (NSAM: http://
www.nichd.nih.gov)

NSAM was designed to assess male adolescent risk taking and re-
productive health. To date, it includes three waves of data collection, with
Wave I completed in 1989 when males were 15 to 19 years old. Wave II
was collected in 1990-91 and Wave III was collected in 1995. A new sec-
ond cohort of males ages 15 to 19 were also added at Wave III. Participants
were asked about their background, educational history and aspirations,
sexual activity, substance use, attitudes about contraception and gender
roles, and knowledge about sexual activity, contraception, and AIDS.

Like Add Health, NSAM would be an appropriate data set to identify
adolescent health-compromising and health-enhancing lifestyles, but also
like Add Health, the participants were only followed through young adult-
hood, allowing assessment of only shorter term outcomes related to risk. In
addition, use of social programs, violence, criminal behavior, employment,
and suicide ideation are not identified as areas of focus for the study, so
presumably we have less information on these issues.

3. National Longitudinal Survey of Youth (NLSY: http://
www.bls.gov.nlsy)

The NLSY began in 1979 to examine labor force participation and
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related activities of youth. Approximately 13,000 youth ages 14 through 21
were surveyed at the time and have participated in a total of 17 waves of
data collection. The last wave was in 1998 when participants were between
33 and 40 years old. Participants have been asked about their educational
and employment histories, income and assets, use of public programs, child
care, health conditions, substance use, sexual activity, marriage, and fertil-
ity. Since 1986, children of the women in the NLSY study have been sur-
veyed as well. Six waves of data collection on children from birth to age 14
have been included. The children’s surveys include assessments of cogni-
tive, socioemotional, and physiological well-being. In addition, in 1997, a
second cohort of 9,000 youth ages 12 to 16 began to be studied. Three
waves of data collection have been completed to date.

Identifying health-compromising and health-enhancing lifestyles us-
ing the NLSY may be more difficult than using Add Health or NSAM.
Although participants were asked about substance use and sexual activity,
violence and suicidal behavior are not identified as study focuses. However,
NLSY would be an exceptional data set to map outcomes to lifestyles be-
cause both shorter and longer term outcomes can be assessed. In addition,
outcomes for children can be incorporated into models. Importantly, out-
comes related to use of social programs, health, employment, and educa-
tion all can be assessed. However, outcomes related to crime and delin-
quency may not be readily accessible.

4. National Youth Survey (NYS:  http://www.icpsr.umich.edu)
The NYS was designed to assess both conventional and deviant

youth behaviors. It includes multiple waves of data collection beginning in
1976, when approximately 2,000 youth were ages 9 to 18. The last wave of
data that is available for public use at this time was collected in 1987, when
participants were ages 20 to 29. Currently, an eleventh wave of data are
being collected with participants between the ages of 34 to 43. Participants
were asked about background information, friends and family, neighbor-
hood issues, education, employment, psychosocial adjustment, delin-
quency, substance use, sexual activity, pregnancy and abortion, use of men-
tal health services, and violence. Like Add Health and NSAM, NYS would
be an appropriate data set to identify adolescent lifestyles. But unlike Add
Health and NSAM, we could map both shorter and longer term outcomes
related to adolescent lifestyles into young adulthood and middle adult-
hood. However, we assume that less information is available on use of pub-
lic programs in this data set.
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5. Literature Search on Outcomes
Another way to identify outcomes would be to review the literature

linking individual risk behaviors with particular outcomes. A thorough re-
view of the literature would help us assess the magnitude and consistency
of the relationships between individual behaviors and outcomes; however,
we would not be able to examine adolescent behaviors as different lifestyles
with all of their associated outcomes. We could only generate probabilities
of individual behaviors and outcomes that could then be used in models
assessing the payoffs of adolescent risk. Although this would be one way to
identify probabilities, it is less desirable than generating the probabilities
from the actual data presented earlier and based on lifestyles.

Although a great deal of analysis is not available at this date that does
the work of understanding how different health risk profiles link to differ-
ent outcome sets, the foregoing should clarify that some resources are at
hand to remedy this gap in the available literature. Most important, it ap-
pears to be possible with existing data sets to begin the work of mapping
complex health risk profiles onto equally complex multidimensional out-
come sets. This is a matter of identifying multidimensional probability dis-
tributions on both sides, rather than the much simpler task of estimating
the separate probabilities that one type of risk behavior will lead to various
different undesirable outcomes, taken one at a time. Nevertheless, the chal-
lenge appears to us to be one well worth taking on, and one for which we
have a fair probability of moving the field several steps forward. However,
we have yet another step to take, and that is to payoffs. The next section
moves us in this direction.

FROM OUTCOMES TO PAYOFFS

It will be no small task to accomplish the mapping of outcomes onto
risk profiles. But at least that task is conceptually clear and can be under-
taken without needing to make major decisions as to its nature. Such clar-
ity has not yet come to the next, and last, task we describe in this paper—
that of moving from outcomes to payoffs.

We start by parsing the task into two subtasks, one of which itself will
need to be divided further. The first subtask is to attach payoffs to the
various sets of outcomes developed from the work described. The second
subtask is to analyze the payoffs from various types of investment in youth.
In describing this second subtask, we will adopt the simplifying assump-
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tion that there are two major approaches for programs directed toward
youth that we want to assess: (1) “classic” prevention of unwanted behav-
iors; and (2) promoting positive youth development. The first approach is
most similar to many programs in the past—prevention programs targeted
toward the highest risk youth. These programs usually aim to prevent bad
outcomes, intervene after youth behavior has already reached the “risky”
level, and have relatively little focus on promoting good outcomes. The
second approach incorporates the latest thinking about positive youth de-
velopment, including the desire to help large segments of the most disad-
vantaged youth in this country to move toward healthy and productive
adulthood, not just avoid negative outcomes. The different conceptions of
programming for youth lend themselves to quite different approaches to
modeling investments and payoffs, at least as a first take.

Attaching Payoffs to Individual Outcomes and Outcome Patterns

The first step we must take to develop this analysis for investing in
youth is simply to model the payoffs1  associated with a set of outcomes.  To
begin, we have borrowed from Cohen’s (2000) work describing the costs
and benefits of crime, and expanded it to include an array of payoffs par-
ticular to adolescents (Table 4-1).  These payoffs are divided into domains,
and the domains are further divided into payoff categories. The categories
are not intended to be exhaustive, but rather to list some major payoffs
associated with each domain.

Next we must specify who gets the payoffs associated with a particular
domain or outcome.  At this point, if we consulted the cost-benefit litera-
ture, which comes mainly from economics, we would be presented with
two choices—“the public,” meaning government, and “society,” meaning
people as private agents and markets as markets, but NOT government.

Because we began work on this paper thinking we were interested in

1We use the word “payoffs” to clarify that the distinction between a cost and a benefit is
artificial: costs are simply values associated with negative outcomes and benefits are values
associated with positive outcomes. A cost can be either a direct cost (such as Medicaid expen-
ditures for drug-involved adolescents) or a benefit that does not occur (such as ill health
among adolescents who were expected to be healthy). Similarly, a benefit can be either a
direct benefit (earnings of adolescents helped to complete schooling) or a cost that does not
occur (reduced unemployment or costs of crime)
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TABLE  4-1 Payoffs Associated with the Outcomes of Adolescent
Vulnerability

Payoff Existing
Domain Payoff of:  to/for Whom? Estimates

Crime Arrest/prosecution Y/SPUB Limited
Detention Y/SPUB Yes
Security C/SPRI/SPUB Yes
Victimization C Yes

Education Literacy Y/C/SPUB/SPRI Yes
GED Y/C/SPUB/SPRI Yes
High school graduation Y/C/SPUB/SPRI Yes
College graduation Y/C/SPUB/SPRI Yes
Productivity Y/C/SPUB/SPRI Limited

Employment Productivity Y/C/SPUB/SPRI Limited
Wages Y/C/SPUB Yes
Taxes Y/C/SPUB Yes
Unemployment Y/C/SPUB Yes

Family AFDC SPUB Limited
Child support Y/C/SPUB/SPRI Limited
Stable families Y/C ??

Health Insurance Y/SPRI Yes
Medicaid/SSI SPUB Limited
Productivity Y/C/SPUB/SPRI Limited
Mortality (YLL) Y/C Yes
Healthy children Y/C/SPUB/SPRI Yes
Lost Wages Y/SPUB Yes

Other Resource choices Individual/public Limited
(Externalities) “Social value” factor

NOTES: Y = Youth; C = Community; SPUB = Society/Public Sector; SPRI = Society/
Private Individuals and Others. GED = General Education Development Tests; AFDC
= Aid to Families with Dependent Children; SSI = Supplemental Security Income; YLL
= Years of Life Lost.
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“public burden,” it is important at this point to explain why we are about
to deviate from that intention. As noted, the public burden approach con-
siders only payoffs to government; it does not capture values to individuals.
If we were interested only in discussing payoffs from public investment in
prevention programs, especially secondary and tertiary prevention, we
would probably be content with a “public burden” approach. We would be
most interested in public costs averted, which the approach would capture.
We also would expect little from these programs by way of generating posi-
tive social welfare (e.g., more self-sufficient individuals, more viable com-
munities and families), and thus would not be disappointed when the pub-
lic burden approach failed to capture these benefits.

However, we also want to be able to model the payoffs of programs
and activities based on a positive youth development approach. Such pro-
grams are more likely than prevention programs to serve a broader array of
youth, to start younger and stay longer, and perhaps to take as their focus
families, whole communities, neighborhoods, or schools. The activities they
pursue with youth are different, in part, and their goals are less simple
prevention and more promotion of individual and family competencies
and well-being in adolescence and adulthood. They also often incorporate
an interest in promoting community well-being. Many of the benefits of
these approaches will not “register” at all in a public burden model of cost-
benefit analysis. However, the main alternative approach in economics, the
social welfare approach, is also inadequate for our purposes. It does not
“register” public costs, and we are very interested in such costs.

Therefore we believe it is important to propose a hybrid approach, in
which we name various potential beneficiaries of intervention and antici-
pate identifying the payoffs that each might expect from one or another
type of intervention with youth. We propose to divide the expected payoff
recipients into four groups, which we believe will provide the greatest clar-
ity in examining the distribution of value throughout society (Table 4-1,
column 3). These four groups are (1) youth themselves (Y), who might be
affected directly by a program; (2) the immediate community (C) in which
the youth reside, including their peers, families, and local institutions; and
(3 and 4) the rest of society. Values accruing to “the rest of society” may be
private (accruing to individuals) or public (accruing to governments) (SPRI
and SPUB).

Table 4-1 reveals several points of interest. First, it is clear that in many
domains, payoffs are anticipated across two, three, or all four of the groups.
Second, the final column of Table 4-1 identifies whether a body of litera-
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ture exists from which the payoffs associated with each of these events can
be identified. It is clear that a body of literature already exists that can help
us piece together the magnitude of each payoff. Third, it is clear that it may
be easier to attach payoffs to a particular payer in some domains than in
others. For example, health costs are categorized by payer, as this is rela-
tively easy to do within this domain. It is rather harder to do so in the other
domains, so the categories reflect the key areas where payoffs accrue (such
as in the crime or education categories).

Finally, it is clear that a whole set of payoffs does not fall easily within
any of these categories, but may fall into the “other” category. For instance,
we may attach a positive social value to a flatter income distribution, or to
having neighborhoods that function as viable communities. These can be
represented in Table 4-1 as a “social value” function, whose actual value
always will be a matter of opinion as opposed to fact. What the final col-
umn of  Table 4-1 does suggest, however, is that enough knowledge exists
to warrant attempts to model the payoffs of adolescent vulnerability, once
we can establish sets of outcomes we want to “price.”

To pursue our example of payoffs associated with a program designed
to prevent criminal behavior in adolescents (Cohen, 2000), a list of nega-
tive payoffs might yield the following:

• Direct costs of program operation;
• Indirect costs of  program operation (including the opportunity

cost to society of not using the program’s operating resources in their next
best use);

• Foregone benefits to society due to reduced market efficiency as a
result of collecting tax revenue for use in the program;

• Foregone benefit from bureaucratic “leakage” in administering these
revenues;

• Foregone benefits to the program’s participants in terms of oppor-
tunity costs in the present (costs of time spent in the program) and in the
future; and

• Costs to public and private programs of services and benefits to
which youth and their families gain access through program efforts.

The list of positive payoffs might include:

• Increased lifetime earnings;
• Increased taxes paid to government;



90 MODELING THE PAYOFFS OF INTERVENTIONS

• Decreased costs associated with averted mortality and morbidity;
• Improved quality of life for youth themselves (including a more

stable family or better outcomes for children of adolescents);
• Improved quality of life for community (including nonlinear effects

of improved youth behavior, such as “tipping” the neighborhood in the
good direction);

• Decreased public costs for services and benefits not needed by
youth, their families, and their communities;

• Averted criminal justice costs, including costs associated with vic-
timization, arrest, and incarceration; and

• Reduced market inefficiency due to taxes not being collected to
provide revenues for transfer programs.

Sources of Information About Program Impact

Having addressed some of the major issues of what payoffs to include,
and for whom, we still face the formidable problem of where to get reliable
and generalizable information about the effects of interventions. At the
beginning of this section, we described the first task of a payoff analysis as
documenting the payoffs of outcomes in the present world, presumably in
the absence of major interventions of the type we would like to contem-
plate. But obtaining that information is only half the battle. We also need
information about the ability of programs to change the probabilities that
certain outcomes will happen—reducing negative outcomes and their asso-
ciated costs, and/or increasing positive outcomes and their associated ben-
efits. This information is essential if we are to model the deviations from
“normal” that are expected to result from various interventions.

However, if the cost-benefit literature is fraught with difficulties, the
evaluation literature is equally unreliable. Conducting good evaluations is
expensive in comparison to program costs, so relatively few are done. This
means that any evaluation results that do exist are likely to concern exem-
plary or even special demonstration programs, rather than any “average”
approach to intervening with youth. Thus, any documented program ef-
fects may depend on aspects of the program that cannot readily be repli-
cated elsewhere. In addition, when model programs are “adapted” into gen-
eral use, they are nearly always diluted, sometimes beyond recognition.
This dilution nearly always relates to the cost of the original program (usu-
ally high) and the unwillingness or inability of the adapting jurisdictions or
organizations to commit the same amount of resources to the program.
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(That is, they want the name, but not the game.)  As a consequence, it is
not so surprising that the second and subsequent generations of model
programs do not produce the same results. Therefore we face major issues
related to both the generalizability of evaluation results and the effects of going
to scale.

Nevertheless, we should be able to pose the hypothetical case that IF a
community implemented a program of known effects with reasonable fi-
delity to the original (including what it cost), we could expect it to produce
the results documented by the evaluation. In addition, we could easily cal-
culate the benefits to be expected from a reduction of X percent in the
proportion of youth exhibiting a particularly hazardous health risk profile,
or an increase of Y percent in the proportion exhibiting profiles of very low
risk. For the purpose of articulating the probable benefits of intervention,
calculations of this type might be enough to win an argument about how
important it is to invest in youth.

Challenges and Precautions

Although we can frame a conceptual approach to cost-benefit analysis
related to programming for youth, many practical obstacles interpose them-
selves between conception and execution.

Uncertainties

Several types of uncertainty present challenges to producing an accu-
rate cost-benefit analysis. The first of these concerns uncertainty about the
actual occurrence of events in the future. Because we are proposing to esti-
mate payoffs over the lifetimes of youth who may be affected by interven-
tions, this type of uncertainty will be very significant. It is, indeed, the
reason why we propose the analyses that take up the middle section of this
paper—those estimating the probability of certain outcomes, given certain
behaviors. We expect these estimates to be a challenge in themselves, but if
researchers succeed in making them, and in describing the timeframes dur-
ing which they may be likely to occur, the work will have been done to
meet this type of uncertainty within the cost-benefit framework.

The second type of uncertainty concerns the “half-life” of program
effects. We know that the effects of program participation do not last for-
ever. We suspect, and there is evidence to support this suspicion, that shorter
interventions have shorter half-lives, and that major commitments to the
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lives of youth over time have more lasting effects. Also of interest is evi-
dence that interventions based on positive youth development principles
produce increasingly positive payoffs over time (that is, they set up “virtuous
cycles”). The literature on the longevity and direction of program effects will
need to be examined to see how long we may expect program efforts to
affect outcomes, and the temporal patterning of effects if they are not linear
(e.g., most early on, or most later on, interaction effects of program type or
duration with effect type or duration).

The final type of uncertainty concerns the appropriate discount rate to
use with current expenditures as they relate to benefits that will accrue in
the future. This uncertainty concerns the value of money over time, which
fluctuates with economic conditions and some government actions. Most
analyses adopt some compromise “reasonable” rate, but the rate to use is
always a judgment call, and yields more uncertain results the further into
the future (and hence the further into uncertainty) a projection goes. This
uncertainty also can be addressed by making estimates with high, low, and
moderate rate assumptions and producing upper and lower bound esti-
mates of payoffs as well as a middle-of-the-road result.

Intangibles

“Intangibles” are those things about which we all care passionately but
on which we cannot put a price. “Public burden” analyses omit these pay-
offs entirely, while “social welfare” analyses struggle with how to place value
on valuable but priceless things.  These intangible costs or  benefits are
nontrivial, and thus must be addressed in some fashion. For example, Miller
et al. (1996) note that the tangible costs associated with a single rape are
about the same as those associated with a single motor vehicle theft. But
once intangible costs such as pain and suffering are included, the costs
associated with the rape are estimated to be more than 20 times that of the
vehicle theft. Not surprisingly, substantial controversy surrounds the most
appropriate method of measuring such intangible costs (see Roman et al.,
1998).

Criteria for Decision Making

Even supposing that we can develop actual monetarized estimates for
the outcomes of interventions to help youth, the question still remains of
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whether those investments are “worth it.”  Even more challenging may be
choices that might have to be made between investing in one rather than
another approach, assuming that both “work” to some extent. Suppose one
had a classic prevention approach that was closely targeted on the worst
youth, did not do anything for most youth, and succeeded in preventing
several of those “worst youth” from fulfilling the worst, most costly, expec-
tations for the outcomes of their behavior. And suppose another program,
taking a positive youth development approach with all the youth in a par-
ticular neighborhood, succeeded in helping most of them graduate from
high school, go on to college or into the labor market, and lead productive
lives. One program averts a great cost associated with a few individuals; the
other program promotes reasonable benefits for many individuals and their
families and neighborhoods. Suppose the actual interventions require about
the same level of investment and you only have enough resources for one of
them. Which one do you choose?  Obviously there is a correct answer to
this from a monetarized point of view, but almost certainly the decision
would not be made strictly on that basis.

Payoff Elements Critical to the Different Intervention Approaches

A cost-benefit analysis of an intervention program is obliged, at base,
to use the program’s model of its intentions as a blueprint for assessing
whether achievements are worth the investment. If a program is trying to
prevent drug abuse, it must be evaluated by the amount of drug use it has
prevented, the costs of preventing it, and the benefits accruing from that
prevention. If a program is trying to help inner-city children acquire an
entrepreneurial spirit leading to initiating successful business endeavors,
then a cost-benefit analysis must focus on those particular outcomes, their
value, and the investments necessary to produce them.

Because the different approaches to intervening with at-risk youth have
very different goals, it follows that a cost-benefit analysis assessing their
impact will need to measure quite different outcomes. For the two generic
types of intervention programs for youth, prevention and youth develop-
ment, Table 4-2 gives a rough sense of the categories it will probably be
important to value (identify costs or benefits for) and the entities to whom/
which those values will accrue (youth, communities, and the public and
private society sectors).
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HYPOTHETICAL MODELS

Most readers would probably benefit from some examples related to
the foregoing discussion, preferably accompanied by visual aids. A very
stylized “full model” is presented in Figure 4-3. The full model is then
broken down into sections to indicate the beginnings of its complexity.

Figure 4-3, then, shows a relatively full model capable of “covering”
traditional prevention programs and positive youth development programs,
as well as many things in between and beyond. It starts with the typical
antecedents of youth risk behavior, well known to researchers in the field.
These antecedents are expected to influence the health risk profile that a
youth reports (path A), and also to have direct effects on negative outcomes
in adolescence and adulthood (path B). The health risk profile of a particu-
lar adolescent is expected to affect that adolescent’s patterns of negative
outcomes (path C) and positive outcomes (path D). In addition, this model
treats resiliency factors as exogenous, and as moderators of the effects of
health risk profiles on negative and positive outcomes (paths E). Finally,
outcomes are associated with payoffs.

To illustrate the differential expectations of different health risk pro-
files on negative and positive outcomes in adolescence and adulthood, we
selected several profiles from those illustrated in Figures 4-1 and 4-2. The
first of these is a profile fitting both boys and girls who are sexually active
but who use protection during sex and who use substances (alcohol, to-
bacco, and marijuana) at moderate levels. The youth exhibiting this profile
are shown at the left of Figure 4-4 (modeling path C, from behaviors to
negative outcomes) and Figure 4-5 (modeling path D, from behaviors to
positive outcomes).  The second profile, shown to the right in Figures 4-4
and 4-5, is for girls only who report high levels of suicidal ideation and
attempts and also elevated levels of fighting with peers and siblings in vari-
ous settings.

Without attempting to be empirically accurate but basing our judg-
ments on a fairly extensive knowledge of the risk-to-outcome literature, we
have drawn these figures to show the probabilities of various outcomes as
patterns, in response to the different patterns represented by the profiles. Several
points are important to make about these sets of probabilities. First, they
are quite different for the different profiles. The profile to the left is ex-
pected to produce its greatest negative outcomes in the areas of cigarette
addiction, and secondarily in abuse of or addiction to alcohol and other
drugs and their associated morbidities. The paths to injury (from drunk
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driving, at the least) and pregnancy/STDs are also somewhat elevated. In-
teresting to us, as we tried to attach probabilities to Figure 4-5 for positive
outcomes, is the relative lack of research documenting these, and we were
forced to insert many question marks. The only fairly certain association is
a negative one for school performance and educational attainment.

With respect to the second profile illustrated in Figures 4-4 and 4-5,
the strongest associations are for physical injury to self or others, with an
equally strong expectation of current and continuing mental health prob-
lems. Associations of this profile with positive outcomes were fairly specu-
lative, but we mostly expected them to be negative (compared to youth
with low-risk profiles).  We expected that this profile could experience a fair
degree of lowered outcomes in the area of family relationships, and also
might be somewhat lower on community involvement.

We hope these profiles convey that behaviors occurring together in
patterns may be expected to interact with each other to produce even more,
or even less, of an outcome than would have occurred if one behavior oc-
curred in isolation, as well as some outcomes that would not have occurred
at all without both behaviors being present (e.g., babies born with fetal
alcohol syndrome or crack addiction, in the case of the first profile). We did
not include youth with the very highest risk profiles in these figures, basi-
cally because we could not fit in all of the very thick arrows we would have
needed. However, we do expect that both boys and girls in these very high
risk groups would exhibit very elevated levels of most of the negative out-
comes and depressed levels of most of the positive outcomes.

The important thing to note is that we are going from one pattern (for
behaviors) to another pattern (for outcomes), rather than from single be-
haviors to single outcomes. With respect to the associations of health risk
profiles with negative outcomes, space and layout on the page did not let us
show in Figure 4-4 the moderating effects of resiliency factors (paths E in
Figure 4-3), because we would have had to draw arrows from resiliency
factors to every arrow in the figure. Nor did we show the direct effects of
antecedents (path B in Figure 4-3). Many more complexities would have
been introduced had we done so, such as the possibility that sexual activity
and substance use might escalate to prostitution and homelessness in the
presence of physical or sexual abuse in the home environment, or that strong
attachments to adults with pro-social values might provide the motivation
to avoid pregnancy and substance abuse. Figure 4-5 does show the moder-
ating effects of resiliency factors for positive outcomes because we had
enough room on the page to do so.
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Next we examine the types of payoffs that are most likely to be associ-
ated with particular outcomes (the final arrows in Figure 4-3). Table 4-3
shows the various positive and negative outcomes of our model as rows,
and the various domains in which we can expect payoffs to occur as col-
umns. Expectations for the intensity and direction of payoffs are indicated
by plus and minus signs. Cells with a single minus sign indicate that we
expect the outcome to produce net negative payoffs for that domain (e.g.,
pregnancy/teen childbearing/STDs in relation to family/community out-
comes). Cells with a double minus sign indicate an expectation of strong
negative payoffs. Conversely, cells with one or two plus signs indicate an
expectation of positive payoffs. Cells without any sign indicate that we
have no particular reason to expect unusual payoffs in that domain.

Needless to say, Table 4-3 is vastly oversimplified. It is probably no
exaggeration to say that at least 10,000 decisions would need to be made
before we could attach real payoffs to real outcomes. First we would need to
specify all the elements of each outcome, on the basis of at least some
justifying evidence. Second, we would have to specify all of the different
types of crime, health, education, and other payoff types and subtypes.
Third, we would have to attach a value to each, again on the basis of some
evidence. Fourth, we would have to determine the probability that some
entity would actually incur the payoffs, given that the outcome pattern
happened. This sounds seriously intimidating, but at some level it is cer-
tainly possible.

Putting the Model Together with Interventions

The last thing to depict in this paper is the various paths that would
have to be estimated to test the payoffs of different models of intervention
with youth. We started this paper considering what we would need to do to
show that investing in youth has important benefits for society. Figure 4-6
provides a schematic diagram of every component in our model; basically,
this is what we would have to estimate to achieve the demonstration we
seek.

Embedded in Figure 4-6 are two hypothetical “designs” for estimating
payoffs. We spoke earlier of the traditional prevention approach and of the
positive youth development approach, and specified in Table 4-2 how we
expected payoffs to be distributed among the various recipients—youth,
their community, the public sector, and the rest of society. One design, for
an efficient (that is, an “indicated”) prevention model, is shown by the
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shaded boxes in Figure 4-6 and the two paths between them (labeled A).
The direction of effect is shown by the signs, indicating that this preven-
tion model tries to reduce the association between health risk profiles and
negative outcomes, and thereby reduce the public costs associated with the
negative outcomes. To see whether this approach “pays off,” one would add
up all the costs of the intervention itself, and weigh these against the net
value of the payoffs to the various sectors that could benefit or be harmed
by the outcomes.

The second design embedded in Figure 4-6, depicting a positive youth
development approach, includes the same two pathways as for the indi-
cated prevention approach, but also encompasses many other pathways and
payoff recipients. Typical efforts of these programs start early and try to
affect resiliency factors, behaviors, attitudes, relationships, and competen-
cies leading to positive outcomes as well as reducing negative ones. The
paths labeled “B” symbolize the goals of these programs—to increase pay-
offs for youth, communities, and the rest of society through creation of
more positive outcomes, as well as to reduce public costs by reducing nega-
tive outcomes. In theory, to see whether this approach pays off, we follow
the same tactics as we did for the indicated program. But obviously we have
much more to identify, estimate, and calculate to achieve a full accounting
of the payoffs of the second approach. The motivation to do so is that the
payoffs potentially include much that is positive for communities and for
society as a whole.

IMPLICATIONS—“WHERE TO NEXT?”

The “task” of justifying investment in youth, now that it is all laid out,
seems quite enormous. But it also seems exciting, at least to the authors.
Even thinking through what it would take, as skeletally as we have done it
here, prompted many new thoughts and forced us to reconsider some ways
we had thought about these issues before.

It is important to realize that although we have developed the model in
a mostly linear fashion, it does not have to be researched that way. Re-
searchers can take some of the newer pieces and work on them simulta-
neously. Thus we can be using existing databases to develop increasingly
sophisticated analyses of associations between patterns of behavior and pat-
terns of outcomes, at the same time that we are assembling existing litera-
ture to document the costs of various outcomes to different sectors and the
probability that various outcomes will indeed lead to those costs. And we
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can think about and try to collect new data that we will need to turn these
models into reality.

In addition, we can be doing more thinking about how to model the
payoffs from different types of policy action. In the models presented here,
we considered only “programs” involving fairly intensive face-to-face inter-
actions among youth and others, including program staff, teachers, fami-
lies, and others. We did not pay any attention to government actions such
as pricing policies (raising the tax on cigarettes or alcohol, for example, as a
deterrent to use). Nor did we consider the effects that changes in eligibility
for benefit programs, such as the change from Aid to Families with Depen-
dent Children (AFDC) to Temporary Assistance for Needy Families
(TANF), might have on teen decision making about sexual behavior. Nor
did we examine proposed “single bullet” solutions to certain problems such
as “testing” (students, teachers, or both), “vouchers,” or reducing school
class size. In part, we have not done so because we believe the findings of
decades that making a difference for at-risk youth means major invest-
ments in fairly complicated, intensive, enduring interventions. We don’t
think there are “single bullets.”  We also think it is quite difficult to take a
very complex policy change such as federal welfare reform and attempt to
articulate its effects on a single behavioral domain of a small part of its
target population. Also, many such policies have a single focus (e.g., reduce
teen smoking). Although this is an important goal, it is not likely to change
the lives of the youth who most need help, and we chose to concentrate on
programs with a chance of doing that. But others may choose to model the
payoffs of these types of policy changes, and such modeling efforts are sure
to advance the entire enterprise of estimating payoffs, which can only be
good.

REFERENCES

Baltes, P. B., Reese, H. W., & Nesselroade, J. R. (1977). Life-span developmental psychology:
Introduction to research methods. Hillsdale, NJ: Lawrence Erlbaum Associates.

Blum, R. W., Beuhring, T., Shew, M. L., Bearinger, L. H., Sieving, R. E., & Resnick, M. D.
(2000). The effects of race/ethnicity, income, and family structure on adolescent risk
behaviors. American Journal of Public Health, 90(12), 1879-1884.

Boggess, S., Lindberg, L. D., & Porter, L. (2000). Changes in risk-taking among high school
students, 1991-1997: Evidence from the Youth Risk Behavior Surveys. In Trends in
well-being of America’s children and youth 1999 (pp. 475-488). Washington, DC:
Department of Health and Human Services.

Burge, V., Felts, M., Chenier, T., & Parillo, A. V. (1995). Drug use, sexual activity, and



MARTHA R. BURT, JANINE M. ZWEIG, AND JOHN ROMAN 107

suicidal behavior in U.S. high school students. Journal of School Health, 65(6), 222-
227.

Burt, M. R. (1985). Teenage pregnancy: How much does it cost?  Washington, DC: Center for
Policy Options.

Burt, M. R. (1986). Estimating the public costs of teenage childbearing. Family Planning
Perspectives, 18(5), 221-226.

Burt, M. R., & Levy, F. (1987). Estimates of public costs for teenage childbearing: A review
of recent studies and estimates of 1985 public costs. In S. L. Hofferth and C. Hayes
(Eds.), Risking the future: Adolescent sexuality, pregnancy and childbearing, Vol. II (pp.
264-294). Committee on Child Development Research and Public Policy, Commission
on Behavioral and Social Sciences and Education. Washington, DC: National Academy
Press.

Catalano, R. F., Berglund, M. L., Ryan, J. A. M., Lonczak, H. S., & Hawkins, J. D. (1999).
Positive youth development in the United States: Research findings on evaluations of positive
youth development programs. Seattle, WA: Social Development Research Group.

Cohen, M. A. (1998). The monetary value of saving a high risk youth.  Journal of Quantitative
Criminology, 14(1), 5-33.

Cohen, M. A. (2000). Measuring the costs and benefits of crime and justice. In Measurement
and analysis of crime and justice, Volume 4: Criminal justice 2000. NCJ 182410.
Washington, DC: National Institute of Justice.

Durkham, C. P., Byrd, R. S., Auinger, P., & Weitzman, M. (1996). Illicit substance use,
gender, and the risk of violent behavior among adolescents. Archives of Pediatric and
Adolescent Medicine, 150, 797-801.

Elliot, D. S. (1993). Health-enhancing and health-compromising lifestyles. In S. G. Millstein,
A. C. Petersen, & E. O. Nightingale (Eds.), Promoting the health of adolescents: New
directions for the twenty-first century (pp. 112-145). New York, NY: Oxford University
Press.

Garrison, C. Z., McKeown, R. E., Valois, R. F., & Vincent, M. L. (1993). Aggression,
substance use, and suicidal behaviors in high school students. American Journal of Public
Health, 83(2), 179-184.

Jessor, R. (1991). Risk behaviors in adolescence: A psychosocial framework for understanding
and action. Journal of Adolescent Health, 12, 597-605.

Jessor, R., & Jessor. S. (1977). Problem behavior and psychological development: A longitudinal
study of youth. San Diego, CA: Academic Press.

Miller, T. R., Cohen, M. A., & Wiersema, B. (1996). Victim costs and consequences: A new
look? Washington, DC: Department of Justice, Office of Justice Programs, National
Institute of Justice.

Millstein, S. G., Ozer, E. J., Ozer, E. M., Brindis, C. D., Knopf, D. K., & Irwin, C. E., Jr.
(2000). Research priorities in adolescent health: An analysis and synthesis of research
recommendations, executive summary. San Francisco: University of California, National
Adolescent Health Information Center.

Resnick, M. D., Bearman, P. S., Blum, R. W., Bauman, K. E., Harris, K. M., Jones, J., Tabor,
J., Beuhring, T., Sieving, R. E., Shew, M., Ireland, M., Bearinger, L. H., & Udry, J. R.
(1997). Protecting adolescents from harm: Findings from the National Longitudinal
Study of Adolescent Health. Journal of the American Medical Association, 278(10), 823-
833.



108 MODELING THE PAYOFFS OF INTERVENTIONS

Roman, J. Woodard, J., Harrell, A., & Riggs, S. (1998). A methodology for measuring costs and
benefits of court-based drug intervention programs using findings from experimental and
quasi-experimental evaluations. Washington, DC: Urban Institute.

Shrier, L. A., Emans, S. J., Woods, E. R., & DuRant, R. H. (1996). The association of sexual
risk behaviors and problem drug behaviors in high school students. Journal of Adolescent
Health, 20, 377-383.

Zweig, J. M., Lindberg, L. D., & McGinley, K. L. (2001). Adolescent health risk profiles:
The co-occurrence of health risks among females and males. Journal of Youth and
Adolescence, 30(6).

Zweig, J. M., Phillips, S. D., & Lindberg, L. D. (2001). Predicting adolescent profiles of risk:
Looking beyond demographics. Washington, DC: Urban Institute. Paper prepared for the
Department of Health and Human Services, Office of the Assistant Secretary for
Planning and Evaluation.



109

5
Adolescent Vulnerability:

Measurement and Priority Setting

Baruch Fischhoff and Henry Willis

INTRODUCTION

Adolescents face many threats to their health, safety, and well-being.
Some are shared by their society as a whole (e.g., war, many diseases, crime).
Others are unique to, or at least accentuated by, teens’ transitions to arenas
beyond the control of their guardians. Many adults devote much of their
lives to reducing these vulnerabilities. There are school, community, and
religious programs. There are medical screening, treatment, and educational
efforts. There are lectures, remonstrations, and rescues by parents. There
are special laws governing adolescent driving and status offenses. There are
summits and conferences, some with teen representation, some without.

Teens often are described as living in a fog of exaggerated personal
invulnerability (Millstein and Halpern-Felsher, this volume; Quadrel et al.,
1993). However, both the scientific evidence and direct discussion show
teens as having many legitimate concerns on their minds (Blum et al., this
volume; Fischhoff et al., 1998, 2000). They wonder if and how they’re
going to get through this stage of their lives, with the world that they hope
for reasonably intact. Chronic diseases are one part of that burden, espe-
cially when they induce moments of legitimate panic, like diabetes or
asthma. Violence is another part, especially when teens feel as though they
never know which minor incident (or sideways glance) is going to spin out
of control. Fear about the continuity of the larger world is yet another part
of the burden. It might weigh especially hard on teens attuned to signs of
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eroding faith in government, assaults on the natural world (and on animals,
with which many young people feel a special affinity), turmoil in racial
relations, or growing income inequality. Even with the recent economic
boom for some, many teens must worry about having a decent career (not
to mention a meaningful one).

These external concerns notwithstanding, teens obviously do not al-
ways act in ways that serve their own best interests, even in terms of the
goals they set for themselves (which need not correspond to the goals that
adults set for them). Worrying about life in general is not incompatible,
with teens sometimes underestimating the risks posed by particular behav-
iors (e.g., unsafe sex, drinking and driving). Nor need teens’ critical deci-
sions be driven entirely by calm deliberation. Of course, adults, too, often
have exaggerated feelings of control over life events and, occasionally, let
emotion carry them away (Loewenstein, 1996; Weinstein, 1987). How-
ever, they may face a lower rate of fateful decisions than do young people,
who are trying to set up their lives—including how they will deal with
work, drugs, driving, drinking, and intimacy, among other things. Thus,
teens themselves create risks that compound those that the world imposes
on them.

THE NEED FOR INDICATORS

To deal effectively with these vulnerabilities, teens and adults need to
know how big the threats are and how much can be done about them. That
means knowing how big the overall burden of adolescent vulnerability is, in
order to decide what personal and societal resources to devote to threats to
adolescents (relative to other priorities). It means knowing the relative size
of specific threats, and of the expected costs and benefits of opportunities
for risk reduction, in order to identify the “best buys” in risk reduction.
Where these questions cannot be answered confidently, better research is
needed, for each link in the analytical chain. Systematic uncertainty reduc-
tion is the goal of research focused on patterns of problem behavior and
predisposing conditions, creating either vulnerability or resilience (Blum et
al., this volume; Jessor et al., 1991).

Where even the best buys are not very attractive, then social invest-
ments (including research) are needed to make better options available for
youth. The shift from problem-focused interventions to positive youth de-
velopment ones is a response to feelings of fundamental inadequacy in what
we offer young people (Burt et al., this volume). A sweeping change in
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policy requires a comprehensive look at the evidence, expressed in some
common and relevant terms. Realizing this, both national and interna-
tional bodies have called for routine reporting of comparable statistics on
critical indicators of youth welfare (e.g., Department of Health and Hu-
man Services, 2000; Federal Interagency Forum on Child and Family Sta-
tistics, 1997; United Nations, 1989). Suitably chosen indicators provide
targets for social action and allow tracking of changes over time.

Identifying the critical indicators is also a necessary condition for com-
munications focused on the facts the teens, adults, and policy makers most
need to know (Fischhoff, 2000; Millstein and Halpern-Felsher, this vol-
ume). Without such analysis, people may be denied guidance for effective
action. They may have their time and trust wasted by streams of irrelevant
communications. They may be faulted for failing to know facts that were
hardly worth knowing, yet found their way onto someone’s improvised test
of lay understanding. The resulting disrespect undermines respect for citi-
zens and contributes to their disenfranchisement. It perpetuates a vicious
circle, leading citizens to mistrust these dismissive experts, who fail to pro-
vide viable solutions or even needed information.

However, even the best data alone do not set priorities among threats
to adolescents (or the natural environment or economic opportunity or
anything else). Those priorities require value judgments regarding the rela-
tive importance of different outcomes. For example, Burt et al. (this vol-
ume) raise a not-so-hypothetical choice between two competing programs.
One, focused on the most serious problem behaviors, could prevent “sev-
eral of those ‘worst youth’ from fulfilling the worst, most costly, expecta-
tions for the outcomes of their behavior.”  The other, focused on positive
youth development, could prevent many less challenged youth from failing
to fulfill their potential (“graduate from high school, go on to college or
into the labor market, and lead productive lives”).

In a world of finite resources, such choices are inevitable. They face not
only agencies with limited budgets, but also parents with limited time,
energy, and interpersonal credibility (with their offspring). Parents must
decide whether to focus on their teens’ driving, drinking, diet, drugs, exer-
cise, hygiene, studies, friends, sports, volunteering, moods, allergies, or
physical safety, among other things. Within options potentially under their
control, parents, too, must decide whether to invest in problem-focused
interventions (e.g., grounding, curfews, driver education) or youth devel-
opment ones (e.g., home schooling, family activities, religion).
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Overview

The choices that policy makers and parents make or advocate reflect
some amalgam of their values (about what matters) and beliefs (about what
works). This paper casts these youth-specific choices in the general terms of
priority-setting research and practice. One goal of these general approaches
is increasing the expected value of invested resources. A second is clarifying
the roles of social policy and social science in decision making, both for
choices that have become norms and for new proposals. A third goal is
revealing the value assumptions embedded in ostensibly objective analyses,
clarifying the extent to which their conclusions are predetermined by their
framing. For example, analyses focused on problematic end states (e.g., risk
behaviors, adverse health outcomes) can divert attention from common
sources, which contribute to multiple end states without being the primary
determinant of any (e.g., low literacy, low birthweight). End-state analyses
also divert attention from any value that programs have, independent of
their effects on risk outcomes, such as making a social statement or contrib-
uting to those who implement them. Abstinence programs and Drug Abuse
Resistance Education (D.A.R.E.), for example, might be rationally justified
on those grounds, even if they had little direct effect on teens’ sexuality or
drug use. Whether they should be depends on what one values.

The next section, “Structuring Prioritization,” introduces some gen-
eral concepts and nomenclature. The following section, “Social Mecha-
nisms for Priority Setting,” contrasts two general approaches to determin-
ing priorities, differing in how explicitly they address value issues. The next
section, “Deliberative Mechanisms for Priority Setting,” considers ways to
determine the relevant values, with particular reference to analogous pro-
cesses developed for setting environment priorities, over the past genera-
tion. The “Conclusion” speculates on the circumstances under which de-
liberate prioritization might and should occur.

STRUCTURING PRIORITIZATION

Trying to Separate Facts and Values

Implicitly or explicitly, any policy regarding adolescent welfare em-
bodies some notion of the overall burden that teens bear and its various
expressions. These notions are reflected in the overall resources that teen
issues receive and their allocation across problems. Pursued deliberately, the
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risk-assessment process has two stages: (1) characterizing the set of relevant
adolescent vulnerabilities and (2) deciding what importance (or “weight”)
to assign to each threat (see Chapter 5 Annex). The first stage is largely a
matter of scientific fact, the second largely a matter of values.

This fact/value distinction was central to the National Research
Council’s (1983) “red book,” a founding document of risk assessment. Re-
search and experience have shown life and analysis to be more complicated
than this seemingly tidy separation suggests (e.g., Crouch and Wilson,
1981; Fischhoff et al., 1981; Institute of Medicine, 1998, 1999; National
Research Council, 1996). Nonetheless, it is a point of departure for trans-
lating adolescent concerns into risk-based terms. These terms may have
value in their own right, as a way of clarifying the structure of choices
(complementing comprehensive analyses, such as Blum et al., this volume,
and Burt et al., this volume). They may also help to make the case for youth
when health and policy debates are cast in risk terms (as may happen in-
creasingly).

In the first stage, conventional scientific procedures are used to esti-
mate the impacts on teens associated with different conditions. The appli-
cation (and review) of these procedures should follow accepted scientific
practice. However, doing so inevitably requires making value-laden assump-
tions, when the terms of the research are specified and its results are inter-
preted. These assumptions need to be determined explicitly, lest the values
be hidden under a guise of analytic objectivity, or buried even more deeply
in priorities arising from unstructured group processes or individual rumi-
nations. The formalisms of risk assessment are intended to accomplish this
task by making all steps in the prioritization process explicit and subject to
external review.

Nonetheless, any procedure, formal or otherwise, affords an advantage
to those having greater fluency in its application. Indeed, much of the op-
position to risk-based decision making in other areas reflects a fear that the
promise of openness will not be realized. Rather, a new cadre of technical
specialists will interject themselves in the process. Risk analyses can, in
principle, consider a broad set of considerations without the sometimes-
controversial monetization required by economic analyses (the primary cur-
rent form of integrative approach). However, that promise will not be real-
ized if the analyses are impenetrable to nonspecialists. One hope of this
exposition is to clarify the assumptions made in prioritization, however it is
accomplished.
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What Might Matter?

The first of those assumptions is which things to consider. Box 5-1
shows three widely distributed sets of measures, translated from the origi-
nals so that all indicators are formulated negatively. The first list, from
Healthy People 2010, has primarily health effects and (fairly proximal) pre-
disposing conditions. The former are relatively uncontroversial, as outcomes
that any society would want to avoid—even if there are disagreements about
the completeness of the set and the weight to assign its members. The latter
are more problematic. These conditions could be justified as indicators
because they lead to adverse outcomes, a scientific claim. If those outcomes
are also on the first list, then including the predisposing conditions would
represent double counting. On the other hand, these conditions might effi-
ciently represent a suite of concerns that are hard to assess directly (e.g., the
variety of respiratory effects associated with airborne particulates). If so,
then they might both avoid double counting and draw needed attention to
problems with diffuse effects.

However, placing a predisposing condition on the list also may reflect
a value judgment, in the sense of its being considered bad, regardless of any
associated health effects. For example, “irresponsible” sexual behavior may
be treated as offensive, even if it does not lead to sexually transmitted dis-
eases or undesired pregnancies. Such values should be reflected in the
weights assigned to the different measures. Continuing the example, irre-
sponsible sex should receive extra weight from individuals who are offended
by the act, as well as being worried about the health outcomes it can cause.1

Thus, even this simple list could reflect rather different rationales. The
reference document (Department of Health and Human Services, 2000)
describes the extensive consultation process that led to selecting these indi-
cators (11,000 public comments are still available at http://www.health.gov/
healthypeople/), as well as the comprehensiveness of its view (467 objectives,
organized into 28 focus areas). This very sweep led to a search for leading
indicators that would focus attention. That selection process was guided by
the indicators’ “ability to motivate action, the availability of data to mea-

1Depending on the intent of the list’s compilers, everything but violence and injury
could be considered a predisposing condition, in the sense of increasing the risk of some
health problem. Indeed, even these two entries could serve that role, as when violent injuries
(e.g., sexual assault) precipitate mental health problems.
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sure their progress, and their relevance as broad public health issues” (p.
24). Thus, the task force considered both science (what will work) and
values (what matters).

The report does not say how to resolve conflicts when initiatives di-
rected at different problems compete for limited funds. Being on the list is,
therefore, necessary, but not sufficient, for securing resources. The docu-
ment assigns a “key role [to] community partnerships” for setting actual
priorities (and implementing them) (DHHS, 2000, p. 4). However, lim-
ited guidance is provided for how such partnerships are to reach those pri-
orities. As a result, prioritization is left to group (or political) processes:
who gets to the table; who controls the agenda; who summarizes the pro-
ceedings. Stopping at this point may be entirely appropriate for these topics
and the role of a federal agency. However, it leaves the process incomplete.
Some of the approaches described here may be useful to those empowered
to complete the work.

Deliberately Embedding Values in a Method

One place in which Healthy People 2010 does attempt to direct the
process is in measuring those outcomes that a prioritizing group decides to
value. It makes “eliminate health disparities” one of its two overarching
goals, on a par with “increase the quality and years of healthy life.”  It
supports that focus by representing disparities in some of its measures (e.g.,
access to health care among different populations). Aggregate measures do
not distinguish who suffers from a problem or benefits from a solution.
Arguably, a life is a life and a cough is a cough, regardless of who suffers.
However, ethical cases have been made for various forms of differential
weighting. One common proposal assigns added weight to improvements
benefiting individuals exposed to risks involuntarily (Lowrance, 1975; Starr,
1969). Those individuals might have been born with a problem or have
had no political or economic influence over the conditions that created it.
Involuntarily assumed risks also may have fewer compensating benefits
(compared to risks that people chose to bring on themselves). Weighting
involuntary risks more heavily provides a way to address such inequities.

It is also possible to value the people affected by risks differentially
because of who they are, rather than what they have done—or have had
done to them. Some such weighting inevitably is embedded in the proce-
dures of any priority scheme. For example, mortality risk may be measured
in terms of probability of death from each source being considered, or in
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BOX 5-1
Alternative Indicators of Adolescent Vulnerability

Healthy People 2010: Leading Health Indicators (DHHS, 2000)

Outcomes
Tobacco use
Substance abuse
Mental health problems
Injury and violence

Predisposing Conditions
Overweight and obesity
Physical inactivity
Irresponsible sexual behavior
Environmental pollution
Lack of immunization
Limited access to health care

America’s Children

Outcomes
Poor health
Chronic health conditions limiting activity
Mortality
Child bearing
Cigarette smoking
Alcohol use
Substance abuse
Victim of violent crime
Abuse and neglect

Predisposing Conditions
Poverty
Food insecurity

terms of lost life expectancy arising from those deaths. Considering the
number of years lost with each death puts a premium on deaths among
young people. Using it focuses attention on threats that disproportionately
affect them, such as accidents, relative to diseases of the aged, such as arte-
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Housing problems
Parental employment insecurity
Lacking health insurance
Difficulty speaking English
Lacking math and reading proficiency
Neither working nor in school

UN Convention on the Rights of the Child

Outcomes
Nondiscrimination
Survival and development
Name and nationality
Preservation of identity
Contact with parents
Freedom of expression, thought, conscience, religion, and as-

sociation
Privacy
Health
Standard of living adequate for physical, mental, spiritual, moral,

and social development
Protection from drug abuse, sexual exploitation, abduction, tor-

ture, and armed conflicts
Leisure

Predisposing Conditions
Decisions made in the best interests of the child
Access to information
Special protection for refugees, disabled, adopted, without fami-

lies, and minorities
Health and social services
Education developing personality, talents, and mental and physi-

cal abilities
Age-appropriate justice, promoting sense of dignity and worth

riosclerosis. Of course, focusing on deaths raises the profile of risks such as
auto accidents relative to ones that cause mostly morbidity and misery (such
as drugs). Whatever unit is used, it represents a value (even if that choice is
made unwittingly).



118 MEASUREMENT AND PRIORITY SETTING

The second list, created by the Federal Interagency Forum on Child
and Family Statistics (1997), also includes both outcomes and predisposing
conditions. Compared with Healthy People 2010, it has a larger set of health
outcomes, while still not subsuming the previous list (e.g., mental health
problems, unintentional injury). One could ask whether the compilers of
the first list were not interested in activities limited by chronic health con-
ditions (a value question) or believed that these outcomes were predicted
from others in their list (a scientific question). As with the first list, the
Predisposing Conditions also could be viewed as negative ends in their own
right. Were that the case, then the second list would represent a broader
definition of the conditions that our society owes its citizens. If not, then
including these additional conditions reflects an alternative view of the facts
regarding predisposing causes, with a larger role assigned to social and eco-
nomic factors, such an employment and housing status.2

Evidence-Driven Criteria

The third set of criteria is taken from an international document, the
United Nations (UN) Convention on the Rights of the Child (signed by all
member countries except Somalia, which lacks a central government, and
the United States). One obligation of signing countries is to compile statis-
tics reporting on the state of their children, reflecting these concerns. Per-
haps the most striking difference between this list and its predecessors is the
emphasis on political rights. In Box 5-1, some of these are cast as outcomes,
others as predisposing conditions (a distinction that we imposed on the
Convention’s list). In the former role, these criteria are ends in themselves;
in the latter, they are means to other ends. Reasonable individuals could
disagree about these roles, and about the kinds of evidence needed to evalu-
ate the importance of each. For example, one might consider any discrimi-
nation to be wrong or only discrimination that could be linked to end
states, such as survival and development. In the latter case, the weight as-
signed to discrimination would depend on the strength of the demonstrated
connection (as determined, perhaps, by the sort of root-cause analyses dem-
onstrated by Blum et al., this volume, and Burt et al., this volume).

2Their omission from the first list could reflect a value judgment, to the effect that
these conditions are predictors of the health outcomes, but not ones that should concern
anyone other than the individuals involved.
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Neglecting discrimination, in the absence of such evidence, need not
reflect indifference to this aspect of young people’s fate. Rather, the ties
with direct effects may seem sufficiently strong that it is better to measure
them than discrimination. Doing so avoids double counting (both causes
and effects). Effects may be more observable and less controversial. One
also may feel that discrimination is a separate effect, but belongs to some
other jurisdiction, and hence is not an aspect of adolescent health and safety.
The impact of that claim depends on whether the other jurisdiction actu-
ally assumes responsibility for assessing, and addressing, discrimination—
and on whether it is, in fact, a problem. The UN Convention criteria are
meant to serve the interests of young people in widely varying circum-
stances around the world. Problems that are egregious in some countries
may be minor in other, more fortunate ones (e.g., in which few children are
denied names or nationalities).

At least two of the UN criteria should discourage the adoption of mea-
sures that obscure disparities when looking at overall performance. One is
discrimination, which might predict such disparities. The second is special
protection for several inherently vulnerable populations. Without those pro-
tections, one might presume variation in the achievement of other criteria,
even without assessing it.

Another apparent difference in the UN Convention criteria is the in-
clusion of such “positive” criteria such as education developing personality,
talents, and mental and physical abilities. Like nondiscrimination, these
criteria might be treated as ends or means. A society may be held to fail its
children, if they fail to achieve their full potential. Or, the lack of effective
investment in development may provide a predictor of other valued crite-
ria. Like nondiscrimination, such education may be ignored because it be-
longs to another jurisdiction or because it is too hard to measure. Doing so
requires an explicit theory for how various kinds and quantities of educa-
tion achieve desired results. Where such measures of positive contribution
are lacking, one might have to revert to the deficit model underlying most
criteria.

Criteria for Criteria

The empirical constraints on measurement feature centrally in the se-
lection rules described as guiding the choice of measures in America’s Chil-
dren:
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• Easy to understand by broad audiences.
• Objectively based on substantial research connecting them to child

well-being and based on reliable data.
• Balanced so that no single area of children’s lives dominates the re-

port.
• Measured regularly so that they can be updated and show trends over

time.
• Representative of large segments of the population, rather than one

particular group.

Such practically oriented rules have significant, perhaps obvious,
strengths and weaknesses. Easily understood measures can capture the
popular imagination, mobilizing appropriate concern for young people.
However, they can crowd out more subtle measures and may be “under-
stood” in ways different from the applicable science. For example, the
emerging interest in resilience (Masten, 2001) reflects a perception that
apparently transparent deficit measures (showing how teens were damaged
or what they could not do and did wrong) created an incomplete, mislead-
ing picture of development.

It is hard to argue with objective measurement, nor with having a
strong research basis. However, standards of “objectivity” vary across disci-
plines, running the risk of capture by a particular perspective. In the present
context, there might be a preference for standardized measures, suited to
survey administration or data mining from public health records. That
would come at the expense of more intense observation of individual young
people (Kubey et al., 1996). The yield from such measures could, in prin-
ciple, compensate for the lower reliability and smaller samples (due to more
expensive measurement). However, that is not a simple argument, espe-
cially when it needs to be sufficiently persuasive to overcome accepted prac-
tices—and when change would disrupt the continuity of an established
data set (however imperfect it might be).

There is a natural appeal to seeking a balance, across the areas of
children’s lives, and representativeness, across the children being studied.
These default assumptions render no child and no problem more impor-
tant than any other. However, as mentioned, one of the earliest lessons in
the development of risk assessment was that “a death is a death” is not an
ethically neutral position. In the context of adolescent welfare and vulner-
ability, equal representation means, for example, assigning no special weight
to the fate of teens from particularly challenged backgrounds (such as those
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cited for special protection in the UN Convention). Even if differential
weighting is inappropriate, a case still might be made for differential sam-
pling, so as to increase the statistical power of attempts to understand the
status of focal populations. For example, the 1997 National Longitudinal
Study of Youth (Bureau of Labor Statistics, 1998) oversamples African
American and Hispanic teens in order to understand better their status and
its determinants. That strategy increases the chances of discovering risk
factors and documenting them with the precision needed to drive social
policy.

The appropriateness of having a balanced set of criteria depends on
which areas are included and how they are categorized. Balance might be a
charade if one believed that important domains have been ignored (e.g.,
predisposing causes, psychological impacts, political rights). Balanced at-
tention to measures would not mean equal attention to problems if some
areas were treated in much greater detail that others. That might happen
for justifiable reasons (e.g., there are many different problems, with rela-
tively distinct etiology, under “infectious diseases”) or more questionable
ones (e.g., there are many more scientists working in one area who have
had time to develop a larger suite of measures). Whether it leads to appro-
priate attention is partly a matter of values (does this form of balance reflect
the weight that the problems deserve?) and partly a matter of science (do
the selected measures capture their respective domains equally well?).

SOCIAL MECHANISMS FOR PRIORITY SETTING

Thus, these ambitious efforts to characterize threats to young people
(and signs of well-being) are necessary, but not sufficient for setting priori-
ties. Without measures, and the analysis that went into their creation and
collection, there would be little systematic evidence to justify or allay con-
cerns. However, both the selection and formulation of measures are value
laden, in the sense of highlighting particular problems and specific formu-
lations of them. Without an orderly process of selecting and applying val-
ues, one cannot know whether society is acting appropriately in its relative
response to particular problems or its overall response to the burden on
youth (as determined by aggregating across individual problems).

In principle, there are two ways of determining values. They are the
methods of revealed preferences, looking at past behaviors, and expressed pref-
erences, looking at current attitudes (Bentkover et al., 1985). Their respec-
tive strengths and weaknesses, in general, are well known (and might seem
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obvious, were it not the case that each family of methods had such strong
adherents and detractors).

Revealed Preferences

When people take action (including deliberate inaction), their behav-
iors reflect a willingness to accept the associated consequences (e.g., eco-
nomic, social, psychological). That prospect should increase their invest-
ment in the decision-making process: how hard they think, how vigorously
they collect data, how conscientiously they monitor subsequent develop-
ments. Unfortunately, without some independent assessment, action alone
does not guarantee that people have understood the facts of a situation nor
the implications of their own values for it. Substantial literatures document
the potential fallibility of people’s judgments of facts and the malleability of
their values (when people must articulate the implications of their basic
values in novel situations) (e.g., Dawes and Hastie, 2001; Kahneman et al.,
1982; McFadden, 1999). Thus, people’s choices may not reflect their pref-
erences.

Even when choices are made under favored circumstances (with clear,
informed thought), it can be difficult to discern the values they express.
Economists, in particular, have developed sophisticated procedures for an-
swering the question “why did they do that?”, suited to situations involving
multiple decisions of a single type (each characterized by the same set of
features). Nonetheless, even when they have been applied rigorously and
have demonstrated their predictive ability in new situations, these equa-
tions have some inherent limits (Dawes, 1979). These include partitioning
the importance attributed to related factors (multicollinearity) and deter-
mining whether predictors are the true drivers of behavior, or merely surro-
gates (when the two factors might denote rather different values).

Such analytical procedures are most comfortably applied to discerning
the preferences revealed in choices among goods traded in properly func-
tioning markets. Such markets have well-informed consumers, making free
choices among options that offer the range of tradeoffs possible with exist-
ing technology (broadly defined to include both social and engineering
knowledge). For example, some people buy presweetened cereals made from
heavily refined grains, despite having whole-grain alternatives in close prox-
imity and sugar packages on an aisle that they pass anyway. If the conven-
tional assumptions hold, one might conclude that they prefer the taste and
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texture of refined grains, and prefer to pay the premium for presweetening
(compared to adding the same amount of sugar at the table).

Potential Failures of Revelation

Those conclusions are threatened when competitive market assump-
tions are violated. Imperfect markets can result from informational failures
(when the parties to a transaction have inaccurate or unequal knowledge)
and institutional ones (e.g., externalities, restraints on trade). In the ex-
ample given, informational failures can arise when consumers do not know
the nutritional advantages of whole grain and cannot infer them from the
aggregate information on the standard label (which reflects all ingredients).
The weight of the sugar is listed explicitly; however, many consumers would
be hardpressed to set up and execute the calculations needed to estimate the
cost premium for presweetening. Even if they could determine the implica-
tions of their choices, many consumers might not think it was worth the
effort. That might reflect an accurate assessment of the transaction costs of
running the numbers, compared to the expected return on that effort (in-
cluding how accurately it will be done and how big a signal it will reveal).
Or, it might reflect misinformation (perhaps abetted by advertising and
packaging) or failure to think at all. Or, it might reflect a preference for
making the children happy (or quiet), in which case nutrition plays little
role in the buyer’s choice. In another context, debate rages over whether
labeling foods containing genetically modified grains would provide con-
sumers with vital information or misinform them by suggesting a nonexist-
ent risk.

Inferring preferences from choices is also compromised by imperfec-
tions in the options available. For example, convenience stores sell only the
most popular brands, limiting immediate choices and strengthening the
market position of those brands (by increasing their economies of scale and
providing the advertising of product placement). Even large stores vary
widely in whether they provide more nutritious (or organic) foods, perhaps
reflecting consumer preferences, perhaps suppressing them. Anything that
reduces the availability of an option increases its cost and price, thereby
raising the strength of preference needed to make the choice. Any market
responds more to those with more money to spend, increasing the chances
that they will find the desired options, with adequate accompanying infor-
mation. Deliberate restraint of trade can further reduce options, as can
imperfect research, development, and marketing processes—revealed when
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a seemingly obvious product reaches the market, long after it was techno-
logically feasible.

Social Revelation

Similar, and additional, complications arise when preferences are
sought in collective actions. Thus, for example, in an ideal political system,
government spending would reflect the preferences of a well-informed elec-
torate, with each citizen receiving equal weight. The multiple failures in
these processes are well known among those interested in such things (even
if they disagree about sources and solutions). One possible reflection of the
efficacy of political processes is seen in analyses of the amounts of money
spent per life saved in different domains. Other things being equal, these
amounts should be the same. If one program can save twice as many lives as
another, for the same investment, then the money should be transferred
there (as a “better buy” in life saving). However, analyses have shown wide
disparities in the efficacy of programs (e.g., Tengs et al., 1995).

If one accepts these estimates of dollars spent and lives saved, then
these programs do not reveal a consistent societal preference of willingness
to pay for life saving. It is difficult to say, then, what they do reveal. One
claim is that they reflect stable public values applied consistently to risk
perceptions that vary widely in their accuracy (e.g., Breyer, 1993; Cohen
and Lee, 1979). According to such claims, the public is disproportionately
alarmed about some risks, forcing government and industry to pay dispro-
portionate amounts for their control—consuming resources that would be
better spent on controlling other risks (or on other social purposes). Unfor-
tunately, there is rarely the evidence needed to evaluate rigorously the accu-
racy of these claims and the associated public perceptions (Fischhoff, 1999,
2000; Fischhoff et al., 1997; Lichtenstein et al., 1978; Millstein and
Halpern-Felsher, this volume). Nor are there concrete plans for ensuring
the transfer of funds to more efficient methods of risk reduction.

As a result, many other interpretations are possible. One is that the
political system reveals consistent, informed beliefs that define the benefits
of programs more broadly than “expected lives saved.”  Citizens might,
legitimately, care about reduced morbidity, enhanced resilience, and better
education, not to mention the impacts of programs on citizen participa-
tion, economic development, and public morality (however defined),
among other possible concerns. Unless they are guaranteed the fungibility
of funds, from less efficient to more efficient ways of serving public needs,
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citizens might refuse to cede any protections. However, these programs
could just as well reflect the net impact of political processes having little to
do with citizen concerns (e.g., lobbying, concessions made in trade nego-
tiations, payoffs among legislative committee chairs, litigation).

Even within the domain of professionally managed, health-focused ac-
tions, the preferences revealed in actions can be obscure. For example, in
1998, Congress made the reauthorization of the National Institutes of
Health (NIH) contingent on its adoption of an explicit procedure for pri-
oritizing its expenditures. In the associated political debate, one form of
evidence used to substantiate claims of incoherent expenditures was the
ratio of dollars spent to deaths for various health problems. In this light, it
was argued that HIV/AIDS received disproportionate resources. NIH’s
(1998) response was that it followed a multiattribute approach to
prioritization, considering factors such as consequences other than mortal-
ity, the losses associated with each death (as a quality adjusted life years
[QALY] or disability adjusted life years [DALY] evaluations might try to
capture), the opportunities for scientific progress, and the importance of
research results for other problems. As a step toward applying these criteria
more explicitly, NIH adopted one recommendation of an Institute of Medi-
cine (1998) panel—creating a Council of Public Representatives to under-
stand public preferences more directly.

Social Obstacles to Preference Revelation

As in markets for public goods, a natural advantage often accrues to
those “good causes” that already have market share. They develop a cadre of
supporters and dependents who will work to support existing programs—
sometimes even if they have no demonstrated efficacy or inefficacy. The
scientists working on these programs are more likely to have their own
dedicated study sections (for evaluating proposals), training grants, funda-
mentally sympathetic journals, and opportunities to observe fortuitous in-
teresting results. Studied problems are also more likely to have the large
data sets that facilitate demonstrating their magnitude and progress. Thus,
past preferences shape future preferences by keeping attention on tradi-
tional problems.

These challenges to inferring preferences from actions arise (in one
form or another) whether the currency is program expenditures, philan-
thropic contributions, or volunteering time. The limits to relying on re-
vealed preferences can be seen in the periodic realization that an issue has



126 MEASUREMENT AND PRIORITY SETTING

been badly neglected, relative to investments in related issues. Women’s
health, child abuse and neglect, and positive youth development are among
the latent issues that have emerged over the past two decades, the impor-
tance of which was not revealed in existing funding priorities (Lerner, in
press). It would not be hard to propose potential biases in these processes,
which might be used to correct observed preferences. For example, Burt et
al. (this volume) argue that “tangible” immediate effects of adolescents’
problems (e.g., juvenile justice, remedial education, chronic health, social
assistance) are overemphasized, relative to “intangible” later costs (e.g., lost
human potential). Doing so would mean moving away from being guided
by revealed preferences to using them as an anchor upon which to base
expressed preferences. It would mean concluding that we are not getting it
right and need some direct intervention to set our priorities straight.

DELIBERATIVE MECHANISMS FOR PRIORITY SETTING

Expressed Preferences

Studies asking people for their values can, in principle, overcome some
of these difficulties. Properly designed studies can explain the issues in ways
that improve participants’ understanding. They can present alternative per-
spectives and help people to triangulate among them so that they can ar-
ticulate the implications of their basic values for particular situations. Such
studies can specify the exact issues that concern policy makers, as well as
pose alternative ones. For that to happen, the studies need to attend to each
stage of the design process: (1) characterizing the risks in common terms;
(2) communicating those risks to the individuals doing the evaluation; and
(3) allowing the evaluators to articulate and express their preferences.

This section considers the challenges facing the execution of each stage,
illustrated by an approach developed in the Department of Engineering
and Public Policy at Carnegie Mellon University (Fischhoff, 1995; Morgan
et al., 1996). It was developed in response to a request from the Office of
Science and Technology Policy for a way to set risk priorities that would
meet the following criteria: (1) reflect the multiattribute character of risk;
(2) ensure that participants understood the facts of their tasks; (3) reveal
the logic of the expressed preferences; and (4) allow comparisons (and the
search for consistency) across programs and agencies (Davies, 1996). We
have considerable experience with this approach, as well as studies evaluat-
ing its reliability and validity (Florig et al., in press; Morgan et al., in press).
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However, it is used here not to advocate its adoption, but to demonstrate
the functions that any comprehensive approach to prioritization will have
to fulfill, one way or another. Fortuitously for the present context, although
originally concerned with environmental risks, we developed and tested the
method with an experimental test bed dedicated to risks to children in
schools. It was intended to provide study participants with a familiar set-
ting and take advantage of statistics compiled in one of the last reports
from the Office of Technology Assessment (1995). Sadly, schools provide a
sufficiently diverse set of risks to test the generality of any method. Stimu-
lus material characterizing risks at the hypothetical Centerville Middle
School can be found at http://www.epp.cmu.edu/research/EPP_risk.html.3

Characterizing Risks

Priorities should be based on the best available technical information,
but without having the data analyses prejudge value issues (in any of the
ways discussed earlier). Leaving all the analytical options open can, how-
ever, result in an incomprehensible deluge of statistics showing every con-
ceivable way of looking at the problem. One procedure for reducing the set
of possibilities is identifying features that vary so little across the risks that
they could not affect priorities. For example, threatening national security
is an important feature, in the abstract, but not an issue for middle schools
(unless, perhaps, they have an extraordinary cadre of hackers).4

Another approach is to take advantage of the empirical correlations
among those features that do vary across the risks. Many studies (reviewed
most recently by Jenni, 1997) have asked people to rate multiple hazards
on various features, typically finding that two or three factors suffice to
explain most of the variance in the ratings. Slovic (1987) calls these factors
knowledge, dread, and number.  Knowledge includes whether the risk is old,

3It includes blueprints of each floor, a perspective drawing of school grounds, and a
map of the town showing the location of CMS and risk-relevant features (e.g., fire depart-
ment, highway, railroad tracks).

4Graduate apartments are a popular topic for stimuli in choice experiments conducted
by graduate students. Those students have considerable expertise in the topic and can get
their friends to serve as expert subjects. At times, these studies find that cost is unimportant
to grad students—because the options have been restricted to the narrow price range that is
feasible with grad stipends. Under that constraint, other factors (e.g., location, noise level)
predominate.
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familiar, and understood by science, as well as whether it produces effects
that are immediate, observable, and known to those exposed. Dread in-
cludes whether risks are uncontrollable, catastrophic, global, fatal, inequi-
tably distributed, not easily reduced, increasing over time, involuntary, per-
sonal or affect future generations,. Number includes the extent of individual
and population risks of death and injury. It is not hard to see how risks high
on many of these properties also might be high on others in the same
factors.

Where these correlations hold, a factor could, in effect, be represented
by any feature that loads heavily on it. We chose two features for each
factor, both to give a richer feeling for its domain and to allow evaluators to
choose the feature they found most meaningful. For example, old tech-
nologies tend to be understood better by science. However, somewhat dif-
ferent values are invoked by judging a risk more harshly because it is new
and because it is understood poorly. For each factor, we chose features ac-
cording to their comprehensibility, normative status, and supporting data.
Knowledge was represented by “quality of scientific understanding” and
“time between exposure and health effects”; dread by “greatest number of
deaths in a single episode” and “ability of student/parent to control expo-
sure”; and number by mortality and morbidity. To reduce framing effects
(Kahneman and Tversky, 1979; Schwarz, 1999), we represented mortality
risk in two formally equivalent measures: “number of deaths per year” and
the “chance in a million of death per year for the average student.” To
capture potential disparities in exposure, we included the “chance in a mil-
lion of death per year for the student at highest risk.”  We broke morbidity
into four components, reflecting severity and duration. We represented the
substantial uncertainties in the quantitative attributes with low, high, and
best estimates. Finally, we created a composite attribute of “combined un-
certainty in death, illness, and injury” by taking the mean of the geometric
standard deviations of the mortality and morbidity attributes. Overall, this
meant 11 independent attributes, not counting the 2 formats for mortality.
An example appears in Box 5-2 (which is explained below).

Characterizing risks in terms of a common set of features creates a level
playing field among them, in a way that is subject to public review. How-
ever, as discussed, doing so is only one element of task specification that
can affect the resulting priorities (and actions following from them). Florig
et al. (in press) discuss other design choices in creating our experimental
test bed, as well as how they may have affected priorities. Our choices in-
clude:
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BOX 5-2
Example of a Risk-Summary Brochure Displaying the

Risk Attributes

SOURCE: Carnegie Mellon University (2001).

School Bus Accidents

Summary:
Most school bus-related deaths occur among students who are outside
the bus either getting on or getting off.  Half of school bus injuries occur
among students on the bus.  At Centerville Middle School half of the 430
students ride the school bus, almost identical to the national average.
Accidents involving more than one death are very rare.  Because CMS
buses use the Alvarez Expressway and cross the C&LL rail line, the risk
of a catastrophic bus accident in Centerville is estimated to be between
four and six times higher than the national average.

Low Best High
Student deaths estim. estimate estim.

Number of deaths per year .0001 .0002 .0004

Chance in a million of death per year .25 0.5 1
for the average student

Chance in a million of death per year 0.5 1 2
for the student at highest risk

Greatest number of deaths 20 - 50
in a single episode

Student illness or injury
More serious long-term cases per year .0002 .0006 .002

Less serious long-term cases per year .0004 .0015 .004

More serious short-term cases per year .001 .002 .006

Less serious short-term cases per year .002 .005 .015

Other Factors
Time between exposure and health effects  immediate

Quality of scientific understanding high

Combined uncertainty in death, illness, injury 0.5 (low)

Ability of student/parent to control exposure moderate

*See "Notes on the Numbers" for definitions and explanations of assumptions.

 School bus accident risk for Centerville Middle School*
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BOX 5-3
Risks Evaluated in Centerville Middle School:

Risk-Ranking Tested

Accidental injuries Fire and explosion
(excluding sports) Food poisoning

Airplane crashes
Allergens in indoor air Hazardous materials transport
Asbestos

Intentional injury
Bites and stings Injury or harm; self-inflicted
Building collapse

Lead poisoning
Common infectious diseases Less common infectious diseases
Commuting to school on Lightning

foot, by bike, or by car
Radon gas

Drowning
School bus accidents

Electric and magnetic fields
from electric power Team sports

Electric shock

• We sought a broad set of risks (see Box 5-3), each having morbidity
or mortality potential, resulting in a range of outcomes that is narrower,
but easier to characterize than those proposed by Burt et al. (this volume).

• We grouped risks according to potential interventions (e.g., sepa-
rating accidents into falls, sports, school buses, and commuting in private
vehicles because interventions for each category lie in different jurisdic-
tions).

• When a risk (e.g., driving) had both proximal sources (e.g., drink-
ing and driving) and predisposing ones (e.g., alcoholism), we focused on
the former, given the stronger evidence for the linkage and lines of respon-
sibility for action.

• We omitted risks of inaction (e.g., not having effective programs to
keep kids in school or to discourage risk behaviors, such as smoking and
physical inactivity) because of their diffuse effects and sources.

• We made no distinctions among students beyond their risk levels
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(partially captured by the contrast between risk to the average and the most
exposed student).

• We restricted risk estimates to direct effects on students in the
school, even when indirect effects are likely (e.g., transmission of infectious
disease to siblings, emotional suffering among parents of injured students,
worrying by parents when children are exposed to risks). The analyses by
Blum et al. (this volume) and Burt et al. (this volume) suggest alternative
conceptualizations.

Risk Communication

The suite of data needed to do these issues justice creates a significant
cognitive challenge for the evaluators, who must both take it all in and
overcome potential pitfalls in their own judgmental processes. Our ap-
proach addresses these issues in both how information is communicated
and how individuals are led through it. This section discusses our commu-
nication strategies.

At the most prosaic level, we took advantage of research in document
design (e.g., Schriver, 1989) to create an accessible layout, the first page of
which appears in Box 5-2. Within it, information is organized in brief,
conceptually distinct units intended to allow approaching information for
different purposes. The top of the first page identifies the risk category
(e.g., school bus accidents), followed by a one-paragraph description fur-
ther defining it and roughly indicating its magnitude for several risk at-
tributes. The remainder of the page presents the summary table. The sec-
ond page provides a general discussion, including what is known and
uncertain regarding each attribute. The third page begins with qualitative
and quantitative discussions of the risk at the school. It includes compari-
sons with typical schools and homes, as well as government standards (e.g.,
the Environmental Protection Agency’s 4-picoCurie-per-liter-action-
limit)—taking care not to give these comparisons any rhetorical force (so
that participants feel free to apply their own standards). The brochure con-
cludes with the actions that the school has taken regarding the risk, in order
to (1) provide a realistic context; (2) focus on residual risks; and (3) distin-
guish risks from the feasibility or cost of risk management. Supplementary
documents were available on site, elaborating on the information in the
summary sheets and documenting their sources.

The wording of the brochures used simple, nontechnical language.
Where possible, it took advantage of existing research on risk communica-
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tion to improve comprehension (e.g., Fischhoff, 1999; Millstein and
Halpern-Felsher, this volume; Morgan et al., 2001). The explanations of
the phenomena were intended to provide participants with an intuitive,
qualitative feel for the processes determining the quantitative levels of risk
being described—as well as a feeling of empowerment for making these
choices. Risks were expressed numerically to avoid the ambiguity of verbal
quantifiers (e.g., Budescu and Wallsten, 1995). Terms known to lack clear,
consensual definitions were avoided or defined (e.g., McIntyre and West,
1993). Successive drafts were evaluated with think-aloud protocols. Differ-
ent individuals had ultimate editorial authority for the accuracy of the sci-
ence and the appropriateness of the language. This division of labor was
intended to avoid the stylistic incoherence and endless editing possible
when anyone in the process feels entitled to tinker with the text.

Once risk estimates are individually comprehensible, participants must
compare them. The brochure’s design was intended to facilitate sorting,
shuffling, and categorizing. We also provided a large (28 cm × 43 cm) chart
ranking the 22 risks according to each attribute. It allowed easy determina-
tion of relative rankings on any attribute, and showed how risks high on
one attribute might be low on another.

Our goal was to ensure that risk rankers have an accurate, consensual
understanding of the issues facing them, even if they choose to disagree
about their resolution. Procedures exist for measuring the accuracy of the
resultant understanding (Fischhoff et al., 1997). The adequacy of that un-
derstanding depends on the sensitivity of the task at hand. Sometimes,
even a rough understanding of risks will allow distinguishing among them.
Sometimes, greater precision is required.

Articulating Values

Once risks have been understood, setting priorities among them faces
several challenges. One is the continuing cognitive load of keeping them in
mind, even with aids like the brochures and summary sheets. The second is
individuals’ need to articulate values for these specific questions, consistent
with their basic values on the general issues. The third challenge is that
when people lack prepared answers to a question, they can be subject to
framing effects, such that ostensibly equivalent ways of posing questions can
lead to different answers. Alternative frames may prime different values or
suggest different investigator expectations. The fourth challenge is that in-
dividual values are often socially determined, in the sense that people want
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to know what others think, reflecting their personal values and life experi-
ences. The fifth is that any attempt to derive group values runs the risk of
poorly mediated group processes suppressing some views and giving undue
weight to others.

We designed the following process as a way to address these concerns:
Individuals receive the risk summary information before their initial group
meeting, with instructions to study it and reach tentative opinions. After
that study, but before any group discussion, each participant evaluates the
risks. Doing so is intended to help them to articulate their own values—
and emphasize their legitimacy, independent of what is expressed in group
discussions. These evaluations are done in two ways, intended to provide
alternative perspectives on the issues and reduce the effects of any initial
frame. One is holistic, the other analytic. The former has them rank the
risks directly. The latter uses a simplified multiattribute procedure: partici-
pants rate the risk attributes in terms of relative importance, which the
moderators convert into implied risk rankings. When the holistic and ana-
lytic rankings diverge, participants are encouraged to reflect on the reasons
and seek reconciliation.

The ensuing group discussions are moderated to facilitate sharing per-
spectives and helping participants to articulate their opinions. Group size is
set large enough to reduce any individual’s influence, but small enough to
facilitate group discussion. The length of the discussion depends on the
complexity of the issues and its fruitfulness.5   Consensus is sought as a way
to focus the deliberations, but not forced, explicitly recognizing that there
may be differences of opinion that a successful process will bring into focus.
Toward the end, the holistic and analytic individual evaluations are re-
peated, both to create a record of those beliefs and to recognize further their
legitimacy (e.g., for individuals who are reluctant to express their views
publicly).

These discussions about the importance of risks often evoke concerns
about the feasibility and cost of strategies for managing them (as might
individual deliberations). Both the initial instructions and subsequent re-

5One device that we have used is to have the group sort the complete set of risk sum-
mary sheets into three piles representing high, medium, and low concern. Each pile is then
ranked internally, after which the boundary members are compared (e.g., the lowest risks in
the high pile and the highest ones in the medium pile). This procedure could be used, of
course, to manage the cognitive load for individual rankers as well.
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minders distinguish these issues, asking participants to focus on impor-
tance. These instructions acknowledge that large risks may be neglected if
nothing can be done about them. However, recognizing that fact is impor-
tant, especially if it reveals too little investment in developing solutions.
Conversely, small risks may be addressed if there are efficient solutions.
However, that might mean they have received disproportionate attention
in the past. When participants raise issues related to solutions, those are
duly noted, both to acknowledge their eventual importance and to help
participants make the conceptual distinction.

Thus, the procedure allows participants to triangulate group and indi-
vidual perspectives, as well as holistic and analytic ones. It also allows policy
makers to use results in different ways. They can take initial values or con-
cluding ones, group values or individual ones (collected in private). Policy
makers can consider the change between initial and final values, individu-
als’ agreement with other group members, the degree of consensus on par-
ticular risks (in absolute terms or relative to the general level of consensus),
and the coherence between holistic and analytic values. That interpretation
should depend on the circumstances. For example, a group’s consensus may
mean little unless its membership has some policy significance (e.g., an
identifiable interest group, accustomed to resolving such issues together).
Otherwise, it was just a vehicle for exposing individuals to diverse views. In
conclusion, participants evaluate the process, including how well they com-
municated their views, as measures of its success (and legitimacy).

The summary sheet ranks the risks by individual attributes. Although
presented as effort saving, these rankings also show simple policies that
participants could choose to adopt. One also could present rankings that
reflect other, more complex principles, saving the more complex mental
arithmetic that each requires. Those principles might be derived from the
professional literature, ethical analyses, citizen interviews, or government
regulations. For example, they might present the estimated (public or pri-
vate) economic burden of each risk (to the extent that it can be calculated).
Presenting them reduces the risk of participants missing perspectives that
they would value or executing them poorly. It increases the risk of biasing
expressed preferences, if the offerings are unbalanced.

CONCLUSION

Although this chapter makes the case for setting priorities systemati-
cally, it also shows the challenges that such exercises face. Recognizing these
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challenges and possible ways to address them should improve the process.
However, one still should ask whether the best possible systematic
prioritization is advisable. It could fail a cost-effectiveness test, in the sense
of being a poorer investment of management energy than the best possible
systemic prioritization (focusing intently on whatever risks happen to draw
one’s attention). It could fail a cost-benefit test, in the sense of leaving one
worse off than without any systematic analysis.

Many factors affect the relative efficacy of spreading a given amount of
decision-making resources over the broad set of risks (ensuring that each
gains some attention) or focusing it on the few risks that seize public (or
agency) attention:

• How well is the overall world of risks understood? If relatively few
risks have drawn any concerted attention, then it is more likely that re-
sources have been misallocated, and a systematic review will be informa-
tive.

• How much can be learned from a relatively quick look at individual
risks? If a serious examination is required to learn very much, then it is
harder to justify a broad review.

• How likely is it that some risks have been systematically over- or
underestimated (e.g., due to flawed reporting or analytical methods that
emphasize particular concerns, perhaps ones that are quantified most eas-
ily)? Such suspicions increase the expected value of looking hard at those
specific risks, rather than assuming that things are generally in order.

• How much precision is needed to move from risk ranking to option
ranking? If regulatory constraints or political inertia require strong evidence,
then focusing on specific risks becomes essential—even if a broader look
might show that they are not the most important targets for that focus.

• How are risks prioritized—by a best guess or by a worst case esti-
mate of their magnitude? A broad look might do more to shift the tails than
the central tendencies of probability distributions over possible risk levels.

Bendor (1995) and Long and Fischhoff (2000) offer formal models for
characterizing particular situations and simulating the expected yield of
different strategies for prioritizing their risks. These models reflect concerns
about the limits to analysis identified by Lindblom (1959), Simon (1957),
and others. Even without running simulations, thinking about the formal
properties of these situations should clarify what one wants, and can hope
to get, from them. That assessment can be performed for the yield from
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both conventional procedures and more innovative ones. For example, our
risk-ranking procedure is intended to increase the feasibility of systematic
evaluation by using the time and energy of risk rankers more efficiently.
Whether used on many risks or a few, such a procedure should increase the
accountability of rankers by showing what evidence and factors have been
considered (even if the integrative decision rule is embedded in their holis-
tic judgments).

If prioritization means anything, it should be capable of changing re-
source allocations. Individuals concerned with teens’ overall welfare should
welcome an improvement in their ability to track the problems faced by
teens (as a whole and by target subgroups). Such data should help to mobi-
lize and allocate program resources. On the other hand, however valid the
procedures, prioritization will tend to be opposed by individuals whose
programs and concerns are relatively well supported—and to be endorsed
by those who feel neglected. Analysis also can be used to frustrate and
misdirect actions. “Further study” can be a ruse for protecting the status
quo. Showing “better buys” in risk reduction is meaningless, or even disin-
genuous, unless there is a real opportunity to move funds from worse causes
to better ones. When funds are not fungible, such comparisons can lead to
canceling worthwhile programs without increasing support for better ones.6

Finally, some supporters and detractors of prioritization may be less
concerned with adolescents than with how the choice of policy-making
procedure affects civic governance. Policy-making procedures can range
from direct democracy to having specialists act in the public’s name with-
out any consultation—arguing that they not only have a better command
of the facts, but also a better understanding of what the public really wants.
Toward the latter extreme, one finds metrics like QALYs (quality-adjusted
life years) (Tengs and Wallace, 2000), which represent citizens’ values by
the views expressed by a one-time sample. Our own procedure lies further
toward the former extreme, insofar as it allows the continuing involvement

6Kelman (cited in Kolata, 2001) recalls a meeting with EPA and NIH officials regard-
ing the regulation of lead levels. “From my standpoint as a scientist, I realized that well
nourished kids absorb less lead. So, being pretty naive, I said, ‘Why not take the money that
the EPA is talking about for lowering lead levels in drinking water and putting it into nour-
ishing inner city kids?’” The EPA said it didn’t feed children; the NIH said it didn’t have the
money. “It was a classic federal impasse . . . At which point I figured I’d better sit down and
shut up.”
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of actual citizens, and not just summaries of their views. Thus, values shape
both the priorities that we set on teens’ welfare and the procedures that we
use to reach those priorities—just as they, in turn, shape our future society.

ANNEX
SETTING PRIORITIES BY WEIGHTING ATTRIBUTES

The essence of priority setting is to identify the issues that matter,
decide how important each is in the focal context, and then evaluate each
option, considering how it stacks up on each issue, weighted by the relative
importance of those issues. Multiattribute utility theory formalizes this logic
(Fischhoff et al., 1984; Keeney and Raiffa, 1976; vonWinterfeldt and
Edwards, 1986). In it, the issues are called attributes and relative impor-
tance is represented by weights. Although many sophisticated applications
are possible, a weighted sum is adequate for characterizing options in many
situations (Dawes, 1979).

In the case of adolescent well-being, the multiattribute degree of con-
cern evoked by a source of vulnerability might be expressed as:

    
Concern w u xj i

i

n

i ij= ×
=
∑

1

( )

where j is the source of vulnerability, i is an attribute, n is the number of
attributes, wi is the weight for attribute i, xij  represents how source j per-
forms in terms of attribute i, and ui is the utility attached to that degree of
attribute i.

This appendix illustrates how this approach might be applied to set-
ting priorities. The rows of Table 5-1 list 12 attributes that might be con-
sidered when evaluating threats to the health and safety of students in a
school. They include aspects of both mortality (number of deaths per year,
average chance of death, highest chance of death for any student, and great-
est number of deaths in a single episode) and morbidity (number of more
and less serious cases of long- and short-term injuries and illnesses per year).
The attributes also include features that often have been found to affect risk
perceptions (e.g., Fischhoff et al., 1978; Morgan et al., in press; Slovic,
1987). These are the time between exposure and health effects, the quality
of scientific understanding, the uncertainty regarding the outcomes, and
the ability of students or parents to control exposure.

The columns of Table 5-1 show four weighting schemes that might be
applied to these attributes. Set A reflects a person concerned only with the
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TABLE 5-1  Four Possible Sets of Weights for 12 Attributes of Adolescent
Vulnerability

Importance Weighting Scheme

Attribute A B C D

Number of deaths per year 0.050 0.050 0.050 0.150
Chance in a million of death

per year for the average student 0.600 0.250 0.100 0.100
Chance in a million of death

per year for the student at
highest risk 0.300 0.250 0.100 0.100

Greatest number of deaths
in a single episode 0.050 0.050 0.050 0.150

More serious long-term injuries
or illnesses (cases per year) 0 0.200 0.150 0.025

Less serious long-term injuries
or illnesses (cases per year) 0 0 0.200 0.025

More serious short-term injuries
or illnesses (cases per year) 0 0.200 0.150 0.025

Less serious short-term injuries
or illnesses (cases per year) 0 0 0.200 0.025

Time between exposure and
health effects 0 0 0 0.100

Quality of scientific understanding 0 0 0 0.100
Uncertainty regarding death, illness,

and injury 0 0 0 0.100
Ability of student/parent to control

exposure 0 0 0 0.100
Sum of weights 1.000 1.000 1.000 1.000

probability of death. Set B corresponds to an individual concerned with
serious illness and injury, as well as death. Set C weights also consider less
serious illness and injury.7  Finally, set D also pays attention to the “qualita-
tive” aspects of the risk in the final four rows.  Each set of weights has been
normalized to total 1.0; they correspond to wi, in the formula for concern.

7It may seem counterintuitive to assign greater weight to less serious effects (injury or
illness) than to more serious ones.  However, if there is much greater variability in less serious
consequences (e.g., because serious ones hardly ever occur from any of the threats under
consideration), then that attribute might deserve more attention.
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Table 5-2 characterizes each of 5 possible threats to adolescents in terms
of these 12 attributes. The values are taken from an elaborate test bed cre-
ated to study prioritization processes at a hypothetical Centerville Middle
School. The values were assigned to reflect circumstances that might be
found in a typical U.S. school, and internally consistent, considering the
specifics of this hypothetical school (i.e., size, location, age).8  These values
are represented by xij in the formula for concern. In the interests of simplic-
ity, the utility assigned to each level of that attribute was set equal to the
level, normalized to range from 0-1.0, across the five sources of vulnerabil-
ity.

Combining attribute weights (wi) with the estimates of outcomes (xi)
produces scores for overall concerns. Table 5-3 ranks the sources, from best
(or least bad) to worst, for individuals with the four sets of values appearing
in Table 5-3. For individuals focused on mortality (Set A), self-inflicted
injury (i.e., suicide) draws the greatest concern and lead poisoning the least
(in a school where lethal doses are impossible). If serious injury and illness
also are important (Set B), then the less common infectious diseases at the
school become the worst threat and the more common ones become more
important. Giving weight to less serious injury and disease as well (Set C)
further increases concern over common infectious diseases, and reduces
that over intentional injury (whose nonfatal consequences at Centerville
are rare). When weight is assigned to the qualitative attributes (rows 9–12
in Table 5-1), common infectious diseases drop in importance. They are
understood very well, have immediate effects, and afford some measure of
controllability (e.g., vaccination). As a result, they evoke little of the dread
and discomfort associated with the less common infectious diseases or self-
inflicted injury.

Thus, under the circumstances of this hypothetical school, relative con-
cern over some of these sources of vulnerability varies considerably, de-
pending on the weight given to the different attributes. On the other hand,
lead poisoning merits relatively little concern, whatever the weighting
scheme. Although its consequences can be terrible, in this (relatively new)
school they are not that much of an issue. Lead poisoning might rank
much higher in priorities set at an aging, urban school or in national priori-

8The project description is at: http://www.epp.cmu.edu/research/risk_ranking.html.
Summary sheets describing the risks can be found at: http://www.epp.cmu.edu/research/
risk-summary-sheets/risk1.html.
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ties that considered such schools. In that case, Centerville Middle School
might have a mandate, and perhaps resources, to deal with a problem of
relatively little local concern.
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Appendix

Workshop Materials

Agenda
March 13, 2001

8:15 a.m.–8:45 a.m.
Registration and Continental Breakfast

8:45 a.m.–9:00 a.m.
Welcome, Introductions, and Purpose of the Workshop

Elena O. Nightingale, Workshop Co-Chair, Scholar-in Residence,
National Academy of Sciences
Baruch Fischhoff, Workshop Co-Chair. University Professor,
Department of Social and Decision Sciences, Department of
Engineering and Public Policy, Carnegie Mellon University

9:00 a.m.–10:15 a.m.
Threats to Adolescent Well-Being: A Conceptual Framework

Robert William Blum, Professor, Department of Pediatrics,
University of Minnesota
(co-authors: Clea S. McNeely and James Nonnemaker)
Reactors/Discussants:
Lloyd Kolbe, Director, Division of Adolescent and School Health,
Centers for Disease Control and Prevention
Beatrix A. Hamburg, Visiting Scholar, Department of Psychiatry,
Cornell University Medical College
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Q&A and General Discussion

♦ What do we know about vulnerability?
♦ What factors predispose adolescents to risk?
♦ What vulnerabilities do adolescents with special needs face?
♦ What buffers exist to reduce risk?
♦ What do recent studies tell us about trends that are associated with

poor outcomes?
♦ What role(s) does the environment play in vulnerability?
♦ What opportunities exist for promoting adolescent well-being?
♦ What are the consequences of failure to support adolescent

well-being?
♦ Can a new conceptual model help us to understand and

moderate adolescent vulnerability?

10:15 a.m.–10:30 a.m.
Break

10:30 a.m.–11:45 a.m.
Modeling the Payoffs of Interventions to Reduce Adolescent Vulnerability

Martha R. Burt, Program Director and Principal Research Associate,
Urban Institute (co-authors: Janine M. Zweig and John Roman)
Reactors/Discussants:
*Susan P. Curnan, Associate Professor and Chair, MM/MBA
Program in Child, Youth, and Family Studies and Director, Center
for Youth and Communities, Heller Graduate School, Brandeis
University
Peter Edelman, Professor of Law, Georgetown University Law Center

Q&A and General Discussion

♦ How can social cost be defined?
♦ What models help us understand lifelong costs and benefits of risky

behaviors in adolescence?

*Note: Ms. Curnan responded in writing as she was prevented from traveling by
weather.
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♦ Why should society be motivated to address the problems
experienced by adolescents?

♦ What can we learn about adolescent vulnerability if we view
adolescents as individuals, human capital, or a societal value?

♦ What is the cost of adolescents’ high-risk behavior to society relative
to other societal costs?

♦ What impact can interventions and public investments have on
reducing adolescent vulnerability?

11:45 a.m.–12:30 p.m.
Quick Lunch

12:30 p.m.–1:45 p.m.
Adolescent Vulnerability: Measurement and Priority Setting

Baruch Fischhoff, Professor, Carnegie Mellon University (co-author:
Henry Willis)
Reactors/Discussants:
Matthew Stagner, Principal Research Associate, Population Studies
Center, Urban Institute
Mark Cohen, Associate Professor, Owen Graduate School of
Management, Vanderbilt University

Q&A and General Discussion

♦ What approaches can be taken to assess the burden of vulnerability?
♦ What are the components of the full burden of vulnerability?
♦ What alternative ways can be used to measure and weight risks?
♦ What indices are useful to monitor progress in reducing

vulnerability?
♦ What values govern funding priorities and mechanisms?
♦ What social mechanisms can be used to set priorities to reduce

adolescent vulnerabilities?
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1:45 p.m.–3:00 p.m.
Perceptions of Risk and Vulnerability

Susan G. Millstein, Professor of Pediatrics, Division of Adolescent
Medicine, University of California at San Francisco (co-author:
Bonnie Halpern-Felsher)
Reactors/Discussants:
Richard M. Lerner, Bergstrom Chair in Applied Developmental
Science, Eliot-Pearson Department of Child Development, Tufts
University
Ann Masten, Professor, Institute of Child Development, University
of Minnesota

Q&A and General Discussion

♦ What data illuminate our knowledge about adolescents’ beliefs about
risk and vulnerability?

♦ What data illuminate our knowledge about adults’ beliefs about
adolescents’ risk and vulnerability?

♦ How do beliefs about risks influence judgments about risk taking?
♦ What do we know about adolescents’ abilities to manage risk and

opportunity?
♦ How accurate are adolescents’ and adults’ perceptions of risk?  How

do they compare?  What are the important sources of bias in their
perceptions?

3:00 p.m.–3:15 p.m.
Break

3:15 p.m.–4:30 p.m.
Opportunities for Bridging Research, Policy, and Practice

Heather Weiss, Harvard Family Research Project, Harvard University
Gary Melton, Director, Institute on Family and Neighborhood Life,
Clemson University
Shepherd Smith, President, Institute for Youth Development
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Q&A and General Discussion

4:30 p.m.
Concluding Remarks and Adjourn

Baruch Fischhoff and Elena O, Nightingale

PRESENTERS

Robert William Blum, Center for Adolescent Health, University of
Minnesota-Twin Cities

Martha R. Burt, Urban Institute, Washington, DC
Mark Cohen, Owen Graduate School of Management, Vanderbilt

University
*Susan P. Curnan, Heller Graduate School, Brandeis University
Peter Edelman, Law Center, Georgetown University
Baruch Fischhoff, Department of Social and Decision Sciences, Carnegie

Mellon University
Beatrix A. Hamburg, Psychiatry Department, Cornell University Medical

College
Lloyd J. Kolbe, Division of Adolescent and School Health, Centers for

Disease Control and Prevention, Atlanta, GA
Richard M. Lerner, Eliot-Pearson Department of Child Development,

Tufts University
Ann S. Masten, Institute of Child Development, University of

Minnesota-Twin Cities
Clea McNeely, Division of General Pediatrics and Adolescent Health,

University of Minnesota-Twin Cities
Gary B. Melton, Institute on Family and Neighborhood Life, Clemson

University
Susan G. Millstein, Division of Adolescent Medicine, University of

California-San Francisco
Elena O. Nightingale, Board on Children, Youth, and Families, National

Research Council, Washington, DC

*Note: Ms. Curnan responded in writing as she was prevented from traveling by
weather.
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Shepherd Smith, The Institute for Youth Development, Washington, DC
Matthew Stagner, Population Studies Center, Urban Institute,

Washington, DC
Heather Weiss, Harvard Family Research Project, Harvard University

PARTICIPANTS

Cheryl Alexander, Department of Population and Family Health Services,
Center for Adolescent Health, Johns Hopkins School of Hygiene and
Public Health

Nan Marie Astone, School of Hygiene and Public Health, The Johns
Hopkins University

Stephani Becker, Lucile Packard Foundation for Children’s Health, Palo
Alto, CA

Jennifer L. Brooks, Child Trends, Washington, DC
Brett Brown, Social Indicators Research, Child Trends, Washington, DC
Sarah Brown, National Campaign to Prevent Teen Pregnancy,

Washington, DC
Barney Cohen, Committee on Population, National Research Council
Nancy Crowell, Committee on Law and Justice, National Research

Council
Marilyn Dabady, Youth Population and Military Recruitment, Board on

Behavioral, Cognitive, and Sensory Sciences, National Research
Council

Paula Duncan, Vermont Agency of Human Services
Valerie Durrant, Committee on Population, National Research Council
Glen Elliott, Langley Porter Psychiatric Institute, University of California-

San Francisco
Ellen Fern, National Partnerships and State and Local Action, National

Campaign to Prevent Teen Pregnancy, Washington, DC
Bridget Freeman, Healthy Adolescent Project, American Psychological

Association, Washington, DC
Beth Frerking, Casey Journalism Center on Children and Families,

College Park, MD
Jennifer Gootman, Board on Children, Youth, and Families, National

Research Council and Institute of Medicine
Sandra Graham, Department of Education, University of California-Los

Angeles
Robert C. Granger, William T. Grant Foundation, New York, NY
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Erica Greenstein, National Campaign to Prevent Teen Pregnancy,
Washington, DC

Ruth Toby Gross, Department of Pediatrics, Stanford University
Umit Guvenc, Department of Engineering and Public Policy, Carnegie

Mellon University
Elizabeth C. Hair, Child Trends, Washington, DC
Bonnie Halpern-Felsher, Division of Adolescent Medicine, University of

California-San Francisco
Isadora R. Hare, Office on Adolescent Health, U.S. Department of

Health and Human Services, Rockville, MD
Jamie Davis Hueston, Indian Health Service, U.S. Department of Health

and Human Services, Rockville, MD
Renee R. Jenkins, Department of Pediatrics and Child Health, College of

Medicine, Howard University
Meredith Kelsey, Office of Planning and Evaluation, U.S. Department of

Health and Human Services, Washington, DC
Michele Kipke, Board on Children, Youth, and Families, National

Research Council and Institute of Medicine
Laura Lippman, National Center for Education Statistics, Washington,

DC
Andrea MacKay, Office of Analysis, Epidemiology, and Health

Promotion, National Center for Health Statistics, Centers for Disease
Control and Prevention, Hyattsville, MD

Jeffrey Merrill, Robert Wood Johnson Medical School, Piscataway, NJ
Laura E. Montgomery, Federal Interagency Forum on Child and Family

Statistics, National Center for Health Statistics, Centers for Disease
Control and Prevention, Hyattsville, MD

Susan Newcomer, National Institute for Child Health and Human
Development, Bethesda, MD

James Nonnemaker, Division of General Pediatrics and Adolescent
Health, University of Minnesota-Twin Citites

Catherine Pino, Carnegie Corporation of New York
Holly Reed, Committee on Population, National Research Council
John Roman, Urban Institute, Washington, DC
Patrick Rooney, National Center for Education Statistics,

Washington, DC
Jane Ross, Center for Social and Economic Studies, National Research

Council
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Donna E. Shalala, Washington, DC
Andrea Solarz, American Psychological Association, Washington, DC
Laura Sessions Stepp, Style Section, The Washington Post,

Washington, DC
Elizabeth Sullivan, Development and Finance Assistant, National

Campaign to Prevent Teen Pregnancy, Washington, DC
Rochelle Tafolla, Media Program Associate, National Campaign to

Prevent Teen Pregnancy, Washington, DC
Ruby Takanishi, Foundation for Child Development, New York, NY
Bill Treanor, Youth Today, Washington, DC
Sharon Vandivere, Child Trends, Washington, DC
Patience H. White, Pediatric Rheumatology, Children’s National Medical

Center, Bethesda, MD
Jennifer Widness, Youth Leadership Team, National Campaign to Prevent

Teen Pregnancy, Washington, DC
Henry Willis, Department of Engineering and Public Policy, Carnegie

Mellon University
Audrey Yowell, Office of Adolescent Health, Maternal and Child Health

Bureau, U.S. Department of Health and Human Services, Rockville,
MD

Jonathan F. Zaff, Child Trends, Washington, DC
Diana Zuckerman, National Center for Policy Research for Women and

Families, Washington, DC
Janine Zweig, Labor and Social Policy Center, Urban Institute,

Washington, DC


